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Preface

We are happy to present to you the proceedings of the 27th International Conference on
Information and Software Technologies (ICIST 2021). This yearly conference was held
during October 14–16, 2021, in Kaunas, Lithuania. The present volume includes three
chapters, which correspond to the three major areas that were covered during the
conference, namely, Business Intelligence for Information and Software Systems,
Software Engineering, and Information Technology Applications. According to the
four special sessions of the conference, the proceedings and the three areas are sub-
divided into the following sections:

i. Intelligent Methods for Data Analysis and Computer Aided Software Engineering
ii. Intelligent Systems and Software Engineering Advances
iii. Smart e-Learning Technologies and Applications
iv. Language Technologies

Conference participants not only had the opportunity to present their rigorous
research in more specialized settings, but also had the possibility to attend high-quality
plenary sessions. This year, we had the pleasure of hearing keynote presentations by
Christian Grimme (University of Münster, Germany) on “Technical and Social Per-
spectives on Disinformation, Social Bots, and Social Media” and Martin Haagoort
(Managing Director and Data Scientist at Intellerts, The Netherlands) on “Artificial
Intelligence for Finance – A Hyped Trend? Overpromising and Underdelivering? How
to get on track for This Journey?”We would like to express our deepest gratitude to the
special session chairs Audrius Lopata (Kaunas University of Technology, Lithuania),
Marcin Wozniak (Silesian University of Technology, Poland), Danguolė Rutkauskienė
(Kaunas University of Technology, Lithuania), and Jurgita Kapočiūtė-Dzikienė
(Vytautas Magnus University, Lithuania). We acknowledge and appreciate the
immense contribution of the session chairs not only in attracting the highest quality
papers but also in moderating the sessions and enriching discussions between the
conference participants. The entire team working on organizing the conference is proud
that despite the uncertainties of the COVID-19 pandemic period, the conference
maintained and attracted the interest of numerous scholars across the globe. Every year
ICIST attracts researchers from all over the world, and this year was not an exception –

we received 79 submissions from authors in approximately 19 countries. This indicates
that over the years the conference has truly gained international recognition as it brings
together a large number of brilliant experts who showcase the state of the art of the
aforementioned fields and come to discuss their newest projects as well as directions
for future research. As we are determined not to stop improving the quality of the
conference, only 30 scientific papers were accepted to be published in this volume (a
38% acceptance rate). Each submission was reviewed by at least three reviewers, while
borderline papers had an additional evaluation. Reviewing and selection was performed
by our highly esteemed Program Committee, who we thank for devoting their precious



time to produce thorough reviews and feedback to the authors. It should be noted that
this year, the Program Committee consisted of 47 reviewers, representing 29 academic
institutions and 16 countries. In addition to the session chairs and Program Committee
members, we would also like to express our appreciation to the general chair, Audrius
Lopata (Kaunas University of Technology, Lithuania), who has taken the responsibility
of steering the wheel of ICIST since the 25th anniversary of the conference in 2019.
Moreover, we would like to thank the Local Organizing Committee and the Faculty of
Informatics at Kaunas University of Technology; the conference would not have been a
great success without their tremendous support. The proceedings of ICIST 2021 are
published as a volume in the Communications in Computer and Information Science
series. This would not be possible without the kind assistance that was provided by
Springer team, for which we are extremely grateful. We are very proud of this col-
laboration and believe that this fruitful partnership will continue for many more years
to come.

August 2021 Audrius Lopata
Daina Gudonienė

Rita Butkienė

vi Preface
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Abstract. The development of infrastructure capable of meeting cur-
rent demands is increasingly becoming a determining factor in the tech-
nological environment. The following work discusses problems causing
these demands and attempts to chart how the present scenario deals
with integrating technologies to provide an agile infrastructure for cloud-
based environments. Eleven primary studies were identified and added
value to continue the study of microservice and container integration.
As a result, we have found several insights about how approaches are
being used, how microservice architecture is addressed, what the com-
munity is seeking, and what research line is being pursued integration.
Thus, most of the surveyed works are paying considerable attention to
the integration of microservices and containers. Moreover, Docker and
Kubernetes are the dominant technologies for implementing containers
and managing containers at scale, respectively.

Keywords: Agile software development · Cloud computing ·
Containers · DevOps · Microservice architecture · Systematic literature
review

1 Introduction

The use of microservices has grown rapidly in the business environment in recent
years. Companies such as Netflix, eBay and Uber have adopted this standard for
the architecture of their systems to replace the monolithic architecture design
[3]. However, the lack of consensus in defining what a microservice is and what
methodology to adopt when migrating from traditional services to this new
paradigm has created several challenges for IT teams.

Among challenges that we can highlight in the implementation of a microser-
vice architecture, according to Fowler, is the complexity when it comes to an
operational perspective [3]. So, with increasingly scarce time and resources, mak-
ing services available quickly has become essential for IT teams [9]. Container

c© Springer Nature Switzerland AG 2021
A. Lopata et al. (Eds.): ICIST 2021, CCIS 1486, pp. 3–15, 2021.
https://doi.org/10.1007/978-3-030-88304-1_1
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4 G. Rodŕıguez et al.

technology has been commonly used in cloud infrastructure and edge comput-
ing systems as a tool of lightweight virtualization. Thus, among the practices
currently adopted is the use of containerization technologies, as they consume
few resources, are scalable and allow rapid migration between heterogeneous
infrastructures.

While microservices have emerged in the software industry for the past decade
and have been the focus of professionals, academic researchers have not kept
pace [1]. Numerous systematic mapping studies have been conducted in the
microservice and container fields [1,23]. However, the existing works built on
these tools are limited to performance evaluations [16,22,25].

DevOps means a collaborative and multidisciplinary effort within an orga-
nization to automate continuous delivery of new software versions, while guar-
anteeing their correctness and reliability [19]. In this context, we aim at con-
ducting the most challenging part of an agile infrastructure: integrating with
the unpredictable operations process, crossing the non-project boundary, and
sharing operational resources with projects.

The main contributions of this study include:

– a reusable framework for classifying, comparing, and evaluating solutions,
methods, and techniques for deployment microservices;

– an up-to-date map of the state of the art in deployment with containers;
– an evaluation of the potential for industrial adoption of existing research

results on deployment microservices with containers;
– an evidence-based discussion of the emerging research trends, patterns, and

gaps, and their implications for future research on deployment microservices
with containers within DevOps teams.

The reminder of this paper is structured as follows: Sect. 2 presents the back-
ground. Section 3 describes related works. The review is organised in Sect. 4.
Results are discussed in Sect. 5. Section 6 concludes and outlines future lines of
work.

2 Background

Agile methods focus on short development and delivery cycles to present to the
software client the features developed in each cycle and improve the product
with the feedback. To provide an agile delivery, practices such as DevOps were
developed. DevOps is a combination of the development team and operation
team, sharing goals, processes, and tools. Although agile software development
is being more widely adopted to many organizations, they were not able to
achieve the release of the software in the desired frequency, mostly because of
the separation of departments and to improve this aspect, companies have moved
to DevOps, also achieving an agile, continuous delivery.

One of the characteristics of an agile delivery is the ability to provide small,
low-risk releases. To achieve this, it is possible to use microservice architecture.
Microservice architecture focuses on using small and simple services, instead of
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big and complex systems [10]. This is also aligned with the agile principles since
it provides a framework for small and incremental steps that can be done in a
cycle.

Microservices require differentiated forms of infrastructure, here called agile
infrastructure. Agile infrastructure consists of three layers: Technical, Project
and Operations. Technical relates to hardware and software used in the envi-
ronment. Project is about the process that introduces the changes into the
environment. Operations is the process of keeping the environment working [8].
Within this paradigm arise new technologies such as containerization environ-
ments, automation of deliveries, among others.

The microservices architecture paradigm can be considered an approach to
developing a single application as a set of small services, each working in an
isolated process and communicating through mechanisms [18]. Along this line,
microservices have their growth linked to the platform of container [24]. Con-
tainerization is a technology for virtualizing applications in a light way that
resulted in a significant absorption in the management of cloud applications.
How to orchestrate the construction and deployment of containers individually
and in clusters has become a central problem [22].

Container technology allows for resource use to be separated and monitored,
fostering a performance-sensitive benefit and maximizing hardware usage. It is
a considerable evolution for developers since they no longer need to worry about
what the host machine would look like, having to carry out lengthy tests in
homologation environments. In particular, in the case of microservices and con-
tainers, there is no standard model for deploying an infrastructure where the
container technology and microservice architecture can be combined, comple-
menting both and creating a secure and agile environment for the teams.

3 Related Work

In this section, we reviewed research works that have made systematic mappings
of literature in the use of containers for microservices architectures. In [26], the
authors analysed the container technology and the service discovery challenge
in microservice architectures and presented Serfnode, a fully decentralized open-
source solution to the problem of service discovery of service. They examined
the existing solutions to the service discovery problem and compared them with
Serfnode.

In [11], the authors agreed that microservices would simplify the orchestration
of heterogeneous cloud applications and emerging micro datacenters. However,
the creation of such applications (for example, smart city and smart health
IoT clouds) requires further research on scheduling and resource management
algorithms and platforms to manage highly distributed microservices.

In [25] the authors analysed the edge cloud requirements and discussed the
suitability of container and cluster technology to facilitate applications through
multi-cloud distributed platforms distributed, from datacenters to small devices.
As a result, the authors identified light virtualisation and the need to orchestrate
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the implementation of these services as the main challenge. In the same line of
work, in [23] the authors aimed to identify, classify taxonomically and system-
atically compare the existing research body in microservices and its application
in the cloud.

Later, the authors identified, taxonomically classified and systematically
compared the existing research body in containers and their orchestration and,
specifically, the application of this technology in the cloud. As a result, they
noted the current concerns in cloud platforms, microservices and continuous
development [22].

Although microservices have emerged from the software industry and have
been the focus of professionals in the last decade, academic researchers have not
kept pace [1]. The motivation for this review stems from the fact that there is
a limited number of studies focused on the research of microservice architecture
in combination with containerization demands.

4 Study Design

This review aims to provide a summary of the current state of research, as well
as to identify research directions for container infrastructure in a microservice
architecture. Thus, the results can identify gaps in the field of study that deserve
attention in future works. The method chosen for the development of this work
was the systematic mapping of literature, a method that aims to extract data
based on evidence. The research protocol was formalized by the tool StArt. This
tool facilitates the categorization is free and developed by the UfScar Software
Engineering Research Laboratory. For this mapping, we used an extract from the
PICOC criteria (Population, Intervention, Comparison, Outcome and Context)
[18]. We completed the following criteria, as can be seen in Table 1: Population,
Intervention and Outcomes (PIO). In this way, the research goal was formalized
using part of the GQM model [4]: To analyze cases of microservices to character-
ize tools and techniques concerning container demands from researchers’ point
of view in the context of theoretical and applied research. To achieve our goal,
five researchers were defined, P1, P2, P3, P4 and P5. All of them took part in
the first step, P1 and P2 were in charge of the second step, P1, P2 and P3 of
the third step; finally, all of them conducted steps 4 and 5. To meet the research
protocol, we developed the following research questions (RQ):

Table 1. PIO criterial

Population Microservice, container, Docker

Intervention Tools, Techniques, Methods, Models

Outcome Overview of techniques and tools related to the use of
container in microservice architecture
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– RQ1 - How is the container infrastructure integrated and designed in
microservice architecture?

– RQ2 - What tools and techniques have been used to implement agile infras-
tructure, containers and software microservices?

– RQ3 - How were the identified tools and techniques evaluated?
– RQ4 - What factors have been investigated as conditioning factors for the

use of containers in microservice architecture?

4.1 Search Strategy

The search strategy aims to find initial studies that address the research ques-
tions above-stated. Initially, an automatic search was carried out through the
search sources that were selected. Thus, once the search engines executed the
search string, research works obtained were available to the researchers. Figure 1
depicts the distribution of the results in the first step of the review in the func-
tion of the outcomes of the search engines. These articles were selected because
they cover a significant number of conferences, workshops, and journals. The
number of articles obtained in each step of the search process is summarized in
Fig. 2. In total, we selected 11 primary studies.

Fig. 1. Distribution of retrieved papers from search engines.

Fig. 2. Results obtained from the search process.
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We defined the steps of our search process as follows:

1. Step 1: The search engines are utilized with the search string;
2. Step 2: By using StArt1, the metadata (title, abstract and keywords) result-

ing from Step 1 has been extracted, automatically removing duplicate articles;
3. Step 3: A qualitative analysis of the results was carried out based on the

inclusion and exclusion criteria;
4. Step 4: A more in-depth analysis was conducted on the articles filtered in

the previous step;
5. Step 5: The data from articles were extracted in order to answer the research

questions.

We defined a period of search between 2016 and 2019. The search terms were
constructed using Boolean OR to incorporate alternative spellings, synonyms or
related terms, and Boolean AND to link the major terms:

(Microservice AND (docker OR container) AND (tools OR techniques OR
methods OR models))

The scope of this work was defined based on the following guidelines:

– Search engines: Science Direct, Scopus, ACM, IEEE, and Web of Science;
– The review will consider articles published in international journals and con-

ferences;
– The review will only consider works in English.

4.2 Study Selection Criteria

We defined inclusion and exclusion criteria for the studies returned by the search
[18]. The inclusion criteria are: (i) the article analyses the techniques, meth-
ods, models and tools of container application in microservice architecture; (ii)
the article discusses the process of using microservice architecture container.
Whilst, the exclusion criteria are: (i) duplicate articles, (ii) articles that are
not written in English, (iii) articles published only as abstracts or prefaces in
journals and events, (iv) lack of availability of the article for download, (v)
thesis, dissertations and academic monographs.

4.3 Study Selection Process

The first stage of study selection was carried out by researchers P1 and P2
and divided into two processes. In the first process, titles and abstracts of the
articles were analyzed to assess whether they applied to our study. This process
started with 84 articles, of which 10 were duplicates, 63 were rejected according
to the exclusion criteria, and 11 were selected for Step 4. In order to guarantee
the reliability of the selection process, we used a sample of 71 articles, excluding
duplicates, to verify the level of agreement between researchers. For this purpose,
we utilized the Kappa Test, and we obtained κ = 0.912, indicating a significant
agreement level between researchers [12].
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After step 4, 15 works met all criteria. According to [12], there is no a fair
number of studies to be included in a systematic review. A possible factor that
could have led to the reduced number of articles is that since 2013, we have a
strong wave of widespread adoption of container technology with the advent of
Docker. Therefore, as of this date, we observed an increase in academic research
[12].

In addition, there is a selection of only six works [2]. We may, therefore,
explain the fact that the number of 11 references does not impede this research;
it merely shows that the academy has a large area to explore. Another important
argument is that both the containers and the microservices are relatively fresh.
The overlapping of such patterns is also much younger. The reduced number of
references thus does not negate the quality of the work.

4.4 Data Extraction

As mentioned before, we used the StArt tool. The tool is divided into Planning,
Execution, and Summarization. Planning comprises the protocol in which we
define goals, the problem-question, the keywords, the inclusion and exclusion
criteria, the languages of the works, the search engine, the qualitative classi-
fier (example, bad, regular, excellent and excellent). Execution allows the to
researcher define which works will be accepted or rejected; for that, it is nec-
essary to fill a form with the keywords of each work, abstracts and some of
the criteria defined in the protocol. Finally, Summarization allows for visualiz-
ing categorized information in graphs, networks and flowcharts. The tool was
used for the organization of the references so that the research questions can be
answered from the data extracted from each study.

5 Results and Discussion

According to RQ1, an extremely relevant issue is the fact that microservices
and containers are treated as new architecture and technology for infrastructure.
Therefore, we claim that methodologies that allow directing a way of integrating
them are needed.

Although no methodologies have been found, it is worth noting that there is
a trend in the use of Docker as a containerization tool for microservices, in addi-
tion, the provisioning and management of the environment has been conducted
also by Docker and Kubernetes. The results indicate that one of the concerns of
the researchers when using containers with microservices is the performance of
the environment, along with scalability and high productivity.

As with RQ2, it could be seen that the community remains wary about using
microservices and containers together. Of the various tools used in the articles
we studied, we found performance measurement tools, performance improvement
algorithms [15], a tool for provisioning analysis [17]. None of the tools deal with
the implementation of microservices and containers in an integrated manner. Out
of the 11 articles analysed, 7 used Docker as a tool for creating and managing
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the container environment. Among these 11 articles, the article [13] used, in
addition to Docker, Kubernetes to manage the implemented environment. The
use of Kubernetes stems from the fact that Docker fails to offer the appropriate
management resources for the proposed environment. In only one article there
was a mention to another tool for creating containers, named Rocket.

With regard to RQ3, among the 11 selected articles, all of them address the
use of containers; however, the use of microservices was not mentioned in the
same totality. Five different techniques or tools were mentioned. Two articles
mention the use of the Non-Dominated Genetic Screening Algorithm (NSGA-II)
[7] to check the resources that are being consumed by the container and carry
out an evaluation if it was loaded optimally in terms of loading time, response
and coupling. The results obtained after several tests, achieved a very reasonable
value in a determined number of loading cycles.

Besides, in the research work presented in [6], the authors proposed to use
the Open Cloud Computing Interface (OCCI) guidelines, to know how to imple-
ment container monitoring through communication plugins. However, when the
environment is composed not only of containers, there is a divergence in the
schedule that impacts on the results.

One article uses the open source benchmark tool for Web Services called
Acme Air [27], verifying the best way to provide web services based on microser-
vices or in a monolithic way and understand the best way to compose an infras-
tructure optimized for its use. The results showed that the high granularity of
microservices demand a high coupling for communication between services. It
was noticed that this demand for communication causes a negative impact in
relation to the performance of the response time when compared to monolithic
services. As a suggestion, the article suggests an optimisation in communication
between services to potentially increase performance.

An article deals with the use of a model where it is possible to extract the
architecture of a microservice, MicroArt [14]. Making it easier to extract and
abstract the architecture model that was used in the analysed microservice,
the test results were promising in the sense of allowing a microservice-based
architecture to be refactored with a high percentage of cohesion.

Regarding RQ4, we realized that the driving factor for the use of a microser-
vice infrastructure and containers is the attendance to the high productivity,
which is allowed with this new methodology. Easy scalability, automated deploy-
ment, disaster recovery and elastic configuration achieved with its use, allows
meeting the demand perceived in the organisations nowadays. Even with the cau-
tion perceived in the indications of the studies read, the consensus is that at the
moment teams need integration instantaneous without physical limits and there
is no time for the classic construction of an infrastructure. The use of containers
and micro-services is gaining momentum, becoming a possibility and becoming
ever more a reality in organizations. In [21], the authors have addressed the issue
of redundant container deployment. Container technology has been commonly
used as a tool of lightweight virtualization. However, in the resource pool sce-
nario composed of multiple smart terminal devices, given these devices’ limited
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resources and poor reliability, it is appropriate to divide the overall service into
multiple microservices and install their backups in the respective containers. The
authors used a meta-heuristic algorithm based on swarm intelligence, achieving
outstanding results in comparison with state-of-the-art algorithms.

An efficient container resource scheduling approach not only satisfies user ser-
vice requirements but also reduces running overhead and ensures cluster perfor-
mance. In [20], the authors have proposed a multi-objective optimization model
for container-based microservice scheduling, and proposes an ant colony algo-
rithm to solve the scheduling problem. The algorithm takes into account not only
the usage of the physical nodes’ computing and storage resources, but also the
number of microservice requests and the physical nodes’ failure rate. The algo-
rithm uses the quality assurance feature of the feasible solutions to guarantee the
validity of pheromone updates and incorporates multi-objective heuristic knowl-
edge to boost probability selection of the optimal path. Comparing with other
similar algorithms, the experimental results show that the proposed optimiza-
tion algorithm is superior in terms of cluster operation, cluster load balancing,
and overhead network transfer.

Based on the above, 11 selected works, 5 were published in international
conferences, 5 in international journals and 1 as a book, denoting the need for
research, mainly experimental, to analyse the impact, performance, speed of
integration and availability in adopting microservice integrated to container. It
is also worth mentioning that the theme is relatively new, since the oldest article
was published in 2015, being a field in progress.

Given the ability to create services with various interacting containers, which
may execute on one or many nodes, complex applications can be synthesized by
combining these services in interesting ways. In particular, as demand varies,
the individual microservices can be replicated to scale with demand or reduced
to fit current requirements. To support this adaptivity, the overall service must
be architected to handle parallelism of individual microservices and to perform
appropriate selection of the available instances to maximize performance [24]. To
facilitate this adaptability, the overall structure must be architecturally designed
to manage the parallelism of individual microservices and to select the appro-
priate instances to optimize performance.

In Table 2 the most targeted publication venues and relevant journals are
reported. We can notice that researchers are mainly targeting specialized venues
on deployment of microservices, cloud computing venues and software architec-
ture venues. Researchers and practitioners can consider those venues and journal
as their starting points for their exploration into the state of the art on agile
infrastructure for cloud-based environments.

Figure 3 presents the distribution of publications on deployment of microser-
vices using containers over the years. The period between 2019 and 2020 is only
partial, as the search and selection process was performed in January 2020. The
figure emphasizes a clear confirmation of the scientific interest on deployment
of microservices using containers in the years 2015 through 2017 (in line with
the research work [9]). A very small number of publications have been produced
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Table 2. Publication venues and journals.

Venues and journals Quantity

IEEE Access 2

IEEE Internet Computing 1

IEEE International Conference on Software Architecture Workshops 1

IEEE International Symposium on Workload Characterization 1

Procedia Computer Science 1

IEEE International Conference on Autonomic Computing 1

IEEE International Conference on Cloud Computing Technology and
Science

1

Journal of Grid Computing 1

International Conference on Computational Science and Its
Applications

1

International Conference on Software Engineering and Formal
Methods

1

International Workshop on Science Gateways 1

IEEE Cloud Computing 1

Systems Modeling: Methodologies and Tools 1

Software Engineering 1

IEEE Software 1

IEEE Transactions on Cloud Computing 1

IEEE International Conference on Cloud Engineering 1

International Conference on Future Internet of Things and Cloud 1

International Symposium on Network Computing and Applications 1

International Conference on Cloud Engineering 1

International Conference on Cloud Computing and Services Science 1

International Conference on Service-Oriented Computing and
Applications

1

International Andrei Ershov Memorial Conference on Perspectives of
System Informatics

1

until 2015, which is actually the first year in which (i) microservices started to
attract the interest of large organizations, and (ii) the term container as deploy-
ment unit was consistently used [23]. Year 2016 signed a booming in the research
field of deployment microservices with containers, with the trend increasing in
2017 and still growing in the first months of the year 2019.

To sum up, we have found challenges and drawbacks faced by managers,
engineers, and researchers that are not thoroughly handled by the current state-
of-the-art:
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Fig. 3. Distribution of research works by year of publication.

– Definition of a process or methodology to re-design systems toward continuous
delivery;

– Building of guidelines to deploy DevOps in an organization;
– Assessment of the quality of DevOps practices in organizations;
– Definition of criteria to qualify engineers for DevOps practice;
– Management of available resources in an automation environment;
– Avoidance of vendors’ dependency in the containerization.

6 Conclusions

In this research, we presented a review and we were able to identify and analyse
the research works concerning the use of the microservice architecture and the
container technology for the development of an agile infrastructure. Starting
with a set of 84 publications, we obtained a total of 11 accepted publications at
the end of our systematic process. The gaps found during the mapping will serve
as a starting point for the continuation of our work, after all, it is recognized
that even with the great use and implementation of the studied architecture and
technology, the integration of both is still on the academic research agenda.

We are convinced that our research can help communities that are interested
in better shaping their methods and techniques according to the current state
of practice on migration to microservices and how this process is carried out in
other industrial contexts. Furthermore, this work sheds some light on the state
of practice in communities that focuses on a topic still treated as recent; how-
ever, the demand is causing a considerable use of integration of microservices
and containers [5]. The research lists the benefits that can be acquired with the
implementation of an agile infrastructure with high availability, easy migration
and resilience, as well as network latency and the need of a methodology for
integrating microservice and container. Thus, this article already illustrated the
points that must be analysed in the planning and execution of the implementa-
tion of the aforementioned integration.

As future work, we are planning the application of a survey aiming to evi-
dence the use of microservices and containers tools. Firstly, our aim is to gather
information about which are the most used tools, where and how they are used
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and integrated. Secondly, we aim to build a controlled environment, so that
we can establish parameters and methods that we did not find throughout the
research, helping to define recommendable practices for the deployment of an
agile infrastructure combining microservices and containers.
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Abstract. The purpose of the paper is to assess the state of the art in the co-
existence of blockchain technology with other 4.0 technologies that are used for
supply chain management and to identify examples of solutions that can support
the construction of resilient chains. The paper also aims to identify future research
directions that are extensions of the primary objective. Therefore, a coalescence
of coexisting 4.0 technologies that can support the construction of resilient supply
chains is proposed.

For this purpose, secondary data from SCOPUS was used, as well as the
author’s program, jVectorMap library (https://jvectormap.com/), and data from
collaboratively edited multilingual knowledge graph – Wikidata (https://www.
wikidata.org/wiki/Wikidata:Main_Page).

Among other things, the authors identified four geographic clusters, in which
blockchain coexistence with other 4.0 technologies is written about the most.
However, only a few studies examined the synergistic effect between the two. It
was also found that the least discussed attribute of resilient blockchains in the
context of 4.0 technologies is supply chain agility. Moreover, other attributes like
transparency, security and trust in supply chains can be further developed by using
blockchain technology with the support of other technologies. At the same time, it
was found that research on this topic is at a very early stage of development. Based
on the identified research gaps, it can be concluded that science in the subject area
is not keeping up with the needs of the economy.

Keywords: Blockchain technology · BT · Supply chain · Technology 4.0 ·
Industry 4.0 · Internet of Things · IoT · Resilience · Disruption

1 Introduction

Disruptions in the supply chains are caused by unintended natural and biological events
such as climate change, volcanic eruptions, earthquakes, epidemics, as well as unpre-
dictable events such as a missed offers, poor forecasts of the stock level, and returns
due to product defects. Some disruptions are caused specifically by cyber intrusions into
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systems, counterfeiting of goods or consolidation of companies to establish dumping
prices.

This is why it is so important to build high resilience in the supply chain. The
level of resilience depends on inventory policy, reserve capacity, speed and scope of
corrective measures, alternative suppliers, transportation routes, and the level of trust
and cooperation in the supply chain.

One way to build resilience in a proactive system is to use blockchain (BT) and other
Industry 4.0 technologies. Blockchain (BT) as a research area is relatively new, since
the concept of BT and Bitcoin only emerged at the end of the first decade of 2000. The
number of publications on this topic is increasing rapidly every year, nevertheless, even
the review papers on research gaps [43] do not directly point out the need to extend BT
research on the ground of mulitechnological approach to the creation of resilient chains
[16].

There are emerging applications dedicated to the use of BT in other environments
(e.g. P2P broadcast protocols, smart contracts, Botnet), applications to explore the
essence of BT and identify fraud and possible security issues by tracking transaction
flows (e.g. BitIodine, aBitcoin) or applications that focus on Bitcoin mixers. However,
few studies address the use of BT in supply chain management and resilience. Based
on models dedicated to the study of resilient chains and the literature on physical and
intangible flows [3, 11, 42], it can be concluded that their basis is transparency (including
tracking goods and documents), flexibility and trust, security. Thus, the study assumes
that a resilient chain is a chain with a high level of visibility of the goods being moved
that can adapt elastically to changes in the environment. It is also a chain in which the
partners trust each other and care for the security of goods, transactions, and collected
data. It is presumed that blockchain technology, with the support of other technologies,
could allow for the development of the attributes of resilient chains.

2 Research Methodology

The study formulated four diagnostic and praxeological research questions.

RQ1: Which technologies most frequently co-occur in theoretical and empirical items?
Mapping the co-occurrence of technologies across descriptions will help find niches for
further research.
RQ2: What are the knowledge clusters of simultaneous use of several technologies in
terms of geography and time. Knowledge in this area will allow identification centers of
knowledge diffusion and will facilitate the search for cooperation partners in the field of
science and consulting.
RQ3: How does the simultaneous use of BT along with other 4.0 technologies relate to
building of resilient supply chains? Answering this question will help other researchers
and practitioners better understand current research topics, reflect on the practical imple-
mentation of the technologies discussed and help to understand what the potential areas
of application are in the context of immune chains.
RQ4:What might the underlying architecture look like for creating resilient chains using
BT and other technologies? The proposed framework will facilitate hypothesis building
and fill research gaps through verification.
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The answers to the first two questions were obtained using statistical research of
the literature included in SCOPUS with the use of the authors’ search path allowing for
deeper penetration of the database resources and with the application of various tools
supporting research and visualization work. A detailed methodological description is
provided in the relevant sections.

Answers to the third and fourth questions were obtained through qualitative studies
of 339 selected records. Due to the volume limitations of the paper, an effort was made to
select examples fromdifferent industries and of the different technological combinations.
On this basis, the authors’ indications of the relationship between particular technologies
and creating resilient supply chains were proposed [2, 44].

3 Application of Blockchain Technology in Supply Chains

The literature repeatedly emphasizes that BT is an emerging research area that is just
entering a phase of intense development [34, 37]. Ongoing review studies indicate that
building of chain resilience is one of the fundamental research spheres that has potential
[12, 31]. At the same time, it can be observed that the highlighted thematic clusters
focused on BT [12, 22] can contribute to the strengthening of the chain through product
traceability and monitoring of counterfeiting attempts, enhancing the security of smart
contracts as well as ensuring privacy and cybersecurity.

The potential of BT in supply chain management is significant for many industries
[4, 5].

Amongothers, the use of this technology facilitates the solution to food loss andwaste
[34]. Sharing information and monitoring of the subject flow will make the supply chain
more resilient to market-type disruptions associated with a shortage or excess of fresh
food in the supply chain. An example of this is the integration of this technology with
HazardAnalysis andCriticalControl Points (HACCP),whichwith the support of Internet
of things (IoT) allows real-time tracking of food, thus boosting the resilience of chains
by increasing their transparency, reliability, and safety [37]. Another interesting example
is the use of BT by the coffee producer Smucker to track the origin and transportation of
Colombian coffee beans [14]. Customers can scan a QR-code from the packaging and,
via an app, learn where the beans were grown, processed and exported from, and can also
donate funds to social programs related to farmers in the supply chain. Other examples
of the implementation of this technology in the food industry include tracking the origin
of marine fish, eliminating fraud in beef and dairy supplies, ensuring the transparency
of ingredient information and brewing methods, and traceability in BIO and DOCG
(Designation of Origin Controlled and Guaranteed) food supply chains [1].

The potential of BT is also demonstrated on the example of the pharmaceutical
industry [6]. The new EU (European Union) regulation “Good Distribution Practice for
Medicinal Products for Human Use”, in force since 2016, imposes the need to monitor
the temperature of each shipment. From a business point of view, BT and smart contracts
allow to reduce the number of intermediaries and increase the automation of the record,
which will reduce both operational costs and the risk of manipulation.

The described technology is also used by one of the largest container operators,
Danish company Maersk, which has tested the use of BT applications in international
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logistics.Maersk uses the solution to track the shippingof containers using attributes such
as GPS location, temperature, and moisture sensors. It is also helpful in documentation
workflow, e.g. when the customs authorities sign a document, they can immediately
send a copy with a digital signature. Then everyone involved – including Maersk and
the government authorities – can see it. The cryptography used has made it difficult to
forge virtual signatures [23]. By combining IoT and BT, information stored in the BT
can also serve as a delivery log for container shipments. The movement of a container
from source to destination is tracked by all actors in the supply chain, making it possible
to track missing resources and reduce the risk of shipment delays [7].

It is also worth mentioning BT’s potential in the humanitarian action supply chain,
especially since logistics operations account for nearly 80% of disaster relief opera-
tions. The study argues that BT has a positive impact on supply chain resilience through
increased transparency, trust, and collaboration [11]. In addition, humanitarian organi-
zations are increasingly dealing with large amounts of sensitive information about their
donors. The technology makes it easier for funds to reach the right victims at the right
time by reducing transaction costs and publicly monitoring the flow of humanitarian
materials, information, and funds.

Vinturas, a consortium of self-driving logistics providers in Europe, is also using this
technology [17]. Using the IBM BT platform, Vinturas has built an open ecosystem that
is accessible to all other players in the finished vehicle logistics (FVL) arena.Automakers
are expected to reduce their costs by 10 percent or more as a result of improved supply
chain transparency. For used car sales, it will preventmileagemanipulation. For newcars,
it will help identify where damage occurs during transportation and determine the cause.
Finally, this implementation ofBTcould help in identifying counterfeit replacement parts
[40].

Studies highlight the benefits of the technology for supply chains [2, 23, 26, 33].
However, these proposals lack direct references to supply chain resilience.

4 The Co-occurrence of 4.0 Technologies in BT Supply Chains -
The State of Research

In the following section, the coexistence of technologies in different research approaches
is illustrated. For this purpose, out of 1207 documents containing the keywords “BT”
and “supply chain” found in SCOPUS, those that co-occurred with a keyword concern-
ing another 4.0 technology were generated. Ultimately, 339 records were identified. The
search area was narrowed down to those items that contained the following words in the
subject or keywords, in addition to the two basic keywords: Internet of things (IoT), Big
Data (BD), Blockchain, Cloud computing (CC), Cybersecurity, Artificial Intelligence
(AI), Additive Manufacturing (AM), Augmented Reality (AR), Autonomous Robots
(Autorobots), and Autonomous Vehicles (AV). The selection of technologies was based
on the most frequently appearing classifications [30]. Some technologies that appeared
in such classifications were not included because a great number of articles in this field
referred to solutions that cannot always be classified as highly advanced technologies
(e.g. RFID, GPS). Nevertheless, it should be noted that in combination with other solu-
tions they are an integral part of Industry 4.0. Some technologies, on the other hand,
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are components of others. For example, machine learning – and its components, namely
deep learning technology and neural networks – are concentrically overlapping subsets
of AI. Also, the research process took into account abbreviation notations (e.g. “IoT”),
related words belonging to the same group of technologies (e.g., “autonomous trans-
port”, “drone”), and alternative spellings of the same technologies (e.g. “cybersecurity”,
“cyber-security”). Thus, the set of words and phrases was cleaned of repetitions. What is
more, the authors identified those articles inwhich the same recordswere in the keywords
and the title, so as not to duplicate the number of literature items. As a result of the work
conducted, it can be concluded that the largest number of studies that concern supply
chain and BT is related to IoT technology (241). The Augmented Reality technology
(71) placed second, followed by Autonomous Robots (45), Artificial Intelligence (43),
Big Data (39), Cloud computing (23), Cybersecurity (11), Additive Manufacturing (15)
and Autonomous Vehicles (3) (Table 1).

Table 1. A matrix containing the number of publications (which were extracted based on
keywords) on supply chain, block chain and at least one of the nine technologies.

AM AI AR A BD CC C IoT AV

Additive Manufacturing (AM) 15 3 8 1 4 1 1 4 2

Artificial Intelligence (AI) 3 43 9 4 6 1 0 18 1

Augmented Reality (AR) 8 9 71 5 6 2 1 50 2

Autorobots (A) 1 4 5 45 2 0 0 15 0

Big Data (BD) 4 6 6 2 39 5 0 20 1

Cloud Computing (CC) 1 1 2 0 5 23 2 9 1

Cybersecurity (C) 1 0 1 0 0 2 11 6 0

Internet of Things (IoT) 4 18 50 15 20 9 6 241 1

Autonomous Vehicles (AV) 2 1 2 0 1 1 0 1 3

Source: [SCOPUS, downloaded on 2021.03.26].

As demonstrated, the literature on the co-existence and collaboration of 4.0 tech-
nologies in the supply chain is very scarce. As a result of the analysis of the acquired
data, it was determined that there is an even greater research gap in studies concerning
the cooperation of more than two technologies used for the optimization of the supply
chain.

Given the needs of the economy, the diffusion of knowledge from this research
area is necessary. There are not many studies linking BT with AV. On the other hand,
publications on cybersecurity mention BT but they contain no references to other types
of supply chain security technologies. Finally, there are few practical references to BT
in publications on robots.

Based on the table and source data containing co-occurrence of more than three
technologies, a grid of keyword connections was visualized using dynamic and browser
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based visualization library – vis.js1 (Fig. 1). The size of the vertices on the grid depends
on the number of publications in each area (e.g. for IoT – 241 items). The thickness of
the lines shows how many publications are simultaneously embedded in two or more
selected technologies (i.e., e.g., BT and IoT with AR - 50 items).

Fig. 1. A grid of keywords found in publications about supply chain, block chain and at least one
other technology. Source: [SCOPUS, downloaded on 2021.03.26]. Interactive version: https://
data.lewoniewski.info/supplychain2021/blockchain.html

To illustrate cities that are pioneering in combining the themes of “supply chain”,
“BT”, and one of the previously mentioned technologies, an interactive map was
produced (Fig. 2).

The map was generated using the jVectorMap library, which uses only native web
browser technologies such as JavaS-cript, CSS, HTML, SVG or VML. To place an
object (university or city) on such a map, its geographical coordinates must be known
(latitude and longitude). For this purpose, data from a collaboratively editedmultilingual
knowledge graph – Wikidata – was used. This knowledge graph contains information
about more than 93 million different objects (items), including scientific organizations
and cities. Each item has its identifier in Wikidata. For example, the city of Kaunas
is described as Q41157122. To get information about hundreds or thousands of other
objects, one needs to know their identifiers in Wikidata. The article focuses on the affil-
iation of authors who have written scientific papers on specific topics. The authors’
affiliation can be marked in different ways: linguistically (for example, “Kaunas Univer-
sity of Technology” or “Kauno technologijos universi-tetas”) or using alternative names
of institutions (“KPI”, “Kauno politechnikos institutas”, “KTU”).Address can bewritten
in different ways (with or without postal code, districts, provinces, counties, countries,
etc.). Wikidata snapshots of entities as of March 2021 in JSON format (about 95 GB of
gzip-compressed data) were used to find Wikidata identifiers for specific organizations
and their geographical locations. First, affiliations were analyzed and only institution
names with cities and countries were selected. Then, multilingual labels and alternative

1 https://visjs.org/.
2 https://www.wikidata.org/wiki/Q4115712.

https://data.lewoniewski.info/supplychain2021/blockchain.html
https://visjs.org/
https://www.wikidata.org/wiki/Q4115712
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names of over 90 million Wikidata items were analyzed, using a dump3 file to find the
necessary identifiers for institutions and cities. When there was no institution city data
directly in the affiliation, related data from Wikidata was retrieved. At the same time, if
an organization has buildings in different cities, its city data was extracted based on its
headquarters. Finally, when the city information of each institution under consideration
was extracted, the latitude and longitude data of these locations was also noted.

The map presents the cities in which the academic institutions researching in the
considered fields are located (Fig. 2).

* The time interval in which the article first appeared in a given city from among a group of 339 items:
2016-2017       2018-2019        2020-2021 (until 03) 

Fig. 2. Academic centers that are pioneering publications on supply chain, BT and at least one
other technology. Source: [SCOPUS, downloaded on 2021.03.26]. Interactive version: Maps
(lewoniewski.info) (Color figure online)

The size of the dot indicates the number of publications in a given city. The largest
size is for cities with more than 10 publications, the medium size is for cities with
between 5 and 9 publications, and the smallest size is for other publications.

For example, in the city of Beijing (China), 17 publications had affiliations from
academic units stationed in that city. In this case, these were: Beijing University of Posts
and Telecommunications (7 items), Ministry of Education China (4), China Agricultural
University (3), National Engineering Research Center for Information Technology in
Agriculture Beijing (3).

The color indicates the period in which the article first appeared in the city from
among the group of 339 items. For example, a red dot Darmstadt (Germany) means
that the first publication appeared in this city in 2016 or 2017. If there are two or more
scientific institutions in one city, they were treated as one common cluster (city). In such
a situation, even if one publication was written by scientists from three research centers
of the same city, it was counted as one publication for that city.

3 https://dumps.wikimedia.org/wikidatawiki/entities/.

https://dumps.wikimedia.org/wikidatawiki/entities/
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Based on the research conducted, it can be concluded that there are currently four
main clusters in which the largest number of centers publishing on the topic in question
are concentrated. They are located in central Europe, the east coast of the USA, India
and eastern China.

The centers with the most publications include: Beijing University of Posts and
Telecommunications (China), The University of Hong Kong (China), National Institute
of Industrial Engineering (India), Khalifa University of Science and Technology (United
Arab Emirates), Guangdong University of Technology (China). The 5 most productive
authors include 5: Jayaraman, R., Li, Z., Tanwar, S., Bodkhe, U. and Dolgui, A. Among
the most frequently cited publications are: “Blockchain’s roles in meeting key supply
chain management objectives” by Kshetri N., 2018 (368 citations); “Can blockchain
Strengthen the Internet of Things?” by Kshetri, N., 2017 (310 citations); “The impact of
digital technology and Industry 4.0 on the ripple effect and supply chain risk analytics”
by Ivanov D., Dolgui A. and Sokolov B., 2019 (246 citations).

In the next stage of the research, it was investigated what research topics are being
addressed within the coexistence of the described technologies. For this purpose, a
keyword analysis was conducted.

In 339 scholarly publications we found 2481 unique keywords. Some of these key-
words were reduced because of their generality (such as “supply chain”, “Blockchain”
etc.). Such words are too general and are not enough to distinguish between paper sub-
jects within the considered collection of scientific works. Next, we unified groups of
keywords which are related to the same topic (Fig. 3). For example, such keywords
as “information use”, “information flows”, “information asymmetry” and others were
unified to “information management”.

Based on the data about publication date, it was possible to generate rankings of the
most important keywords in each year from 2017 to 2021, based on the frequency of
such words. 2016 has only one publication, therefore it was not considered. To compare
importance of the same keywords the min-max normalization for frequency value in
each year was used. Consequently, the value of importance of each keyword in each
year falls within the range [0, 1]. The heatmap below shows the frequency of some of
the important keywords. These keywords were selected based on the top 10 words from
each year. If the minimum frequency of the words from the top 10 included other words
in a given year, the overall frequency of these words in all years was also taken into
account. For example, the relative frequency of the keyword “transparency” in 2020 is
0.26. In other words, it shows the value relative to the maximum keyword frequency
within the same year.

Considering all the years studied, the topic of blockchain technology was primarily
discussed in the context of information management. With each passing year, the topic
of traceability and the application of BT in the food supply chain is increasingly being
addressed. Digital storage and security is also an important research area. Considering
the basic aspects of resilience, there is a research gap in relating the topic of supply
chains to agility. There is also a lack of literature that holistically addresses the topic of
BT in the context of resilience attributes.
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Fig. 3. Research areas for publications combining the topics of the supply chain, BT, and at
least one other technology. Source: [SCOPUS, downloaded on 2021.04.22]. Interactive version:
Important topics/keywords (lewoniewski.info)

5 Creating Resilient Supply Chains in a 4.0 Technology
and Blockchain Environment

Existing descriptions and research results hardly comment on building digital resilient
chains. Therefore, these relationships are illustrated by the example of the relationship
between BT and other technologies.

Thus, for example, the integration of BT with AM is a response to the expectations
of manufacturers and end-users to verify the authenticity and quality of individual parts,
especially safety-critical products. One solution is chemical printing performed on a
3D component and combined with a BT record and QR code [21]. Combining unique
chemical signature data with BT databases will significantly increase the cost of coun-
terfeiting AM materials and increase the reliability of transactions between entities in
the supply chain. In this process, nanomaterials are embedded in parts derived from 3D
printing. With 3D printing, data is also encoded, the print template is identified, and the
printing process is licensed, which ultimately increases job security [15]. Access to a
particular print is then granted to those who have entered into smart contracts. This is
particularly valuable for companies that apply lean management, as the traditional tools
of the concept can increase supply chain vulnerability by reducing inventory. These
technologies primarily affect supply chain pipelines and configurations. The use of AM
in the production of parts strengthens the trend towards decentralized manufacturing
which results in more agile and flexible supply chains and reduced logistics costs [25].

The collaboration of the two technologies thus generates the potential for creating
an agile and secure environment that is adequate for resilient chains.

Another example is the use of digital twins integrated with BT in the aircraft man-
ufacturing supply chain [18, 29]. Their integrations are used at virtually every stage:
design, modeling, evaluation, monitoring, and manufacturing of aircraft components.
Data is available in real-time in physical and virtual space in every corner of the world
of cooperating teams. As a result, there are fewer errors already at the early stages of
tasks, which affects the smoothness of production and quality of the final product. The
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digital twin is a combination of simulation, optimization, and data analysis completed in
real-time in a new vision of supply chain disruption risk management. It is a BT model
that can represent the state of the network at any time and enable full visibility of the
entire supply chain to improve resilience and test contingency plans [20].

BT can also be applied with IoT, BD, and CC, for example in agriculture [20]. BD
platforms are essential for handling the data generated by IoT. These technologies are
used for intelligent crop analysis and planning, crop scheduling, precision agriculture.
This affects the resilience of supply chains, as having accurate data makes it easier to
plan the logistics process, hire rolling stock, assign logistics tasks. It also makes the
chain less vulnerable because the integration of technology results in less crop loss and
therefore less need for reverse logistics work.

The discussed technology also corresponds with AI, which can benefit from the
availability of multiple BT platforms to perform machine learning algorithms and track
data stored on decentralized P2P storage systems [36, 39]. This data is typically created
using smart products connected to various sources such as IoT and swarm robots. The
integration of AI and BT enable the creation of resilient chains, e.g. by quickly validating
data transfers between different stakeholders. Working AI algorithms on secure data
increase trust among all supply chain participants. For instance, the use of BT and AI
together with remote sensing technology improves the collection and analysis of data
in the supply of fresh eggs. Their location, movement times, temperature, and moisture
levels are tracked. This data is reported back to the BT, creating a digital record to prove
provenance, compliance, authenticity, and quality – contributing to the resilience of the
entire chain [4].

Another example of a technology coexisting with BT is IoT. Such combination sup-
ports e.g. medical claims management, which includes billing, data filing, updating,
processing related to diagnosis, treatment and prescribing medications for the patient.
In this industry, IoT-backed BT can also be used to collect open research data for clin-
ical trials available online-wide. BT combined with IoT can also have applications in
healthcare, for example, by enforcing access control policies. This ensures the security
and integrity of patient data [27]. Another application of the discussed technologies is
in remote software update and vehicle insurance [10], which can be especially useful
when using a large fleet of vehicles. With these technologies working together, supply
chain partners gain increased transparency of information and improved integrity of IoT
transactional data [34]. Thus, there is less disruption in both physical and information
flows. Through the use of a “consensus mechanism” and encryption algorithm in BT,
IoT security is improved. Furthermore, due to decentralization, there is a reduction in
the risk of “Single Point of Failure” (SPF) [7].

In turn, use of the BT-based systems with IoT and BD can, for example, increase
the resilience of aircraft supply chains by leveraging analysis of supply, demand and
sources of availability of original spare parts for maintenance and repair [28]. A set of
the same technologies can be used to monitor the supply chain for sustainability in a
way that is resilient to data manipulation (e.g. on employee wages and contracts), which
is especially important when locating suppliers with weak legislation [39], for life cycle
assessment (LCA) and for assessing product impact and environmental performance
[44].
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6 Proposals for Future Research – The Concept of Coexisting
Technologies to Support Resilient Supply Chains

To outline future research directions, a concept coexisting technologies to support
resilient supply chains.

The first pillar is the technology perspective, where decisions are made regarding the
coexistence of technologies. Knowledge of the potential of individual technologies is
the key to creating parameters for their selection. The functionalities of each technology
determine which features of resilient chains are exhibited.

Themarket perspective on the other hand requires looking for opportunities and using
so-called disruptive innovations. This can include introducing disruptive technologies
throughout the supply chain that significantly revolutionize the competitive landscape.
Such innovations include the simulation of flows in augmented reality, preceded by the
scanning of its most important links. For example, the international logistics company ID
Logistics, together with the Economic Institute for Spatial Analysis (GIAP) in Poland,
scanned the logistics center in Mszczonów using the M3 robot. Digital processing of
the collected material produced a 3D model of the facility, accessible via the easy-to-
use IndoorViewer web application, which will eventually be presented in virtual reality
technology using VR glasses. The dynamic visualization of the chainmakes a significant
contribution to increasing cost efficiency and optimizing the timing and volume of flows,
as well as speeding up the response to potential disruptions.

The third pillar is the relational perspective of supply chain participants, the essence
of which is to create the so-called positive ripple effect. This effect is achieved by invest-
ing in technology across the supply chain and demanding digitization from potential
new links in the chain. Thus, the resilience effect achieved at the link level spreads along
horizontally integrated links. This is the opposite of the traditionally understood ripple
effect [19].

The buckle that binds the different perspectives together is the BC technology. This
is because the dynamization of chains from the point of view of their configuration
and digitization will result in shifting the emphasis of building their resilience from
physical to digital levels. This will consequently increase the security of digital objects
and executed transactions. For example, the Chinese company Hangzhou Xiongmai
Technologies, which produceswebcams and related accessories, has recalled its products
sold in theUS.Theywere vulnerable to theMiraimalware (which hackers use).However,
in a stagnant technology environment, it was difficult to track down the owners of the
devices and execute the recall quickly. Therefore, in these types of cases, it is important
to consider whether to rely more on cloud-based solutions or to support BC technology
[23]. This is important because sensors and other devices are increasingly the focus of
attackers [9].

The supply chain architecture thus created, inwhich various 4.0 technologies coexist,
can be the ground for building resilient chains and blockchain can provide their protective
umbrella (Fig. 4).

The result of this workwill be the rise of so-called “coexisting tools 4.0” typeAIoT (a
technique based on the architecture of artificial intelligence of things, which combines
the advantages of IoT and machine learning) [8]. For instance, by analyzing a large
set of data available online artificial intelligence algorithms allow rapid response and
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prediction of machine failures before they occur, so that required spare parts can be
ordered in advance. Thanks to this, production continuity is maintained.

AIoT can be used to monitor traffic between the main nodes of the chain. It leads
to increased fluidity of goods streams. Increasing transparency by sharing information
resulting from the trust of business partners and tracking flows has a positive knock-on
effect. The use of BT, in this case, will strengthen the protection of data exchanged and
received by all links. The ability to flexibly adapt to current needs by increasing process
visibility leads to enhanced chain resilience.

Fig. 4. The concept of coexisting technologies to support resilient supply chains. Source: [own
elaboration].

Implementing the concept of coexistence of 4.0 technologies to support the construc-
tion of resilient supply chains requires companies to rethink the way they design supply
chains. Other sets of co-existing technologies in the supply chain, such as research on
BT IoT and 5G [32], unmanned aerial vehicles (UAVs) and RFID [13] BT, RFID or QR
codes [41] or e.g. IoT, BT, and fuzzy logic [35, 38] should also be considered in the
concept presented. Not only transformation is needed, but also discipline, planning, and
commitment of top-down leadership [2].

In future studies, it is, therefore, reasonable to pose the following questions:

– Which technologies and in which sections of the supply chain should coalesce to
develop resilience attributes like agility, transparency, trust, security in the supply
chain?

– How can one position oneself in the marketplace by innovatively building resilience?
– To which links in the supply chain (on which paths) should a positive knock-on effect
be directed first?

7 Conclusions and Limitations of the Study

Empirical research on the co-occurrence of 4.0 technologies in supply chainmanagement
is in its infancy [24] and is primarily descriptive of specific case studies. The technologies
that are most often discussed in the context of BT include IoT and AR. Apart from IoT,
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empirical research on the coexistence of the other technologies represents a large research
gap. The very topic of BT resilience in combination with any technology is also rare
[11].

On the basis of analyticalwork, four clusters of knowledge in thefield of the discussed
topic were identified, however, the intensity of knowledge development does not depend
on the places of first publications.

The result of the analytical work undertaken gives rise to the conclusion that the BT
has great potential, which is not yet widely exploited. In combination with other tech-
nologies, it leads to the synergy of benefits. Numerous studies argue that with blockchain
technology coalescing with other technologies, the supply chain becomes more flexible
and transparent, goods are easier to track, documents and transactions are more secure
and resistance to hacking attacks and commodity forgeries is strengthened. These are
attributes of resilient chains. Thus, the level of resilience of both physical and intangible
(financial and IT) flow is increased.

The proposed concept of coexisting 4.0 technologies supporting the construction of
resilient supply chains in which BT plays an important role can be an inspiration for
further scientific inquiries.

Due to the volume of the paper, it was not possible to address each of the items gen-
erated. However, to the authors’ knowledge, this is the first such study to include both
bibliometric and qualitative research. Extensions of the study may include methodolog-
ical threads and consideration of identified research gaps. This could encourage process
mapping in terms of the application of particular technologies at the supply chain level,
combined with economic analyses. This is important because the state of the art in this
area has not kept up with the needs of the economy.
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Abstract. The increasing collection and usage of data and data analytics has
prompted development of Data Labs. These labs are (ideally) a way for multiple
beneficiaries tomake use of the same data in ways that are value-generating for all.
However, establishing data labs requires themobilization of various infrastructural
elements, such as beneficiaries, offerings and needed analytics talent, all of which
are ambiguous and uncertain. The aim of this paper is to examine how such
beneficiaries can be identified and understood for the nascent Swedish space data
lab. The paper reports on the development of persona descriptions that aim to
support and represent the needs of key beneficiaries of earth observation data.
Our main results include three thorough persona descriptions that represent the
lab’s respective beneficiaries and their distinct characteristics. We discuss the
implications of the personas on addressing the infrastructural challenges, as well
as the lab’s design. We conclude that personas provide emerging data labs with
relatively stable beneficiary archetypes that supports the further development of
the other infrastructure components. More research is needed to better understand
how these persona descriptions may evolve, as well as how they may influence
the continuous development process of the space data lab.

Keywords: Data infrastructure · Data lab · Beneficiary · Data appropriation ·
Persona

1 Introduction

One vision that has motivated the early calls for open data efforts and mandates was that
making data accessible for all will enable data-driven innovation. Scholarly research has
investigated this vision and the means by which the openness drives innovation in the
public sector e.g. [1]. Since then, various governments and organizations in the public
sector are doing efforts of digitalization, data collection and standardization for open data
[2]. However, these are very complex and challenging tasks. Therefore, the efforts done
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to build the required data infrastructures, and corresponding data capabilities, towards
the realization of data-driven innovation and evidence-based policymaking have benefits
that are yet to be realized [3]. Organizations, both public and private, are also struggling
to identify and establish the data culture necessary in realizing those objectives, from
commitment to data-based decision making, to the improvement of their data analytics
processes and capabilities [4].

Data labs (also known as data hub, data factory, or policy lab) are currently being
established as a result to the increasing amount of these open data initiatives. Data labs
are initiatives that aim to help governments and other organizations make their collected
data easily accessible and usable for evaluation, research and innovation [3]. In the
United States, more than six data labs have been established over the past decade [3].
This paper focuses on a data lab initiative, which is situated in Scandinavia. In Sweden,
the Swedish Innovation Agency is funding data labs and data factories to act as national
resources in specific domain areas [5]. The objectives of funding theses labs range from
lowering the barriers to data use to the use of data analytics, machine learning and
Artificial Intelligence (AI) in to solve problems in said domains (ibid).

In order for data labs to be useful and value generating, it is crucial for these institu-
tions to ensure that the data products and services they offer are relevant and appropriate
for its intended beneficiaries. Beneficiaries are decision makers in organizations who
decide on, and expected to benefit from, the adoption of data products/services offered
by the data lab. Their buy-in is considered crucial for any data lab’s establishment and
survival [3]. Given the nascence of these initiatives, very little is currently known about
how to identify and understand those beneficiaries so that this form of appropriation can
be done [6]. In addition, in the early stages of establishment of data labs, there may be
some ambiguity around key elements such as the core offerings (i.e. data product/service)
and the talent required to deliver them [3]. With those ambiguous elements, the appro-
priation of data to the beneficiaries becomes even more challenging. Accordingly, we
address the following research question: How can the necessary appropriation of data
for beneficiaries of data labs take place when the beneficiaries are undefined?

We propose that developing personas can help us reach a preliminary understanding
of beneficiaries and their needs. Hence, we also address the sub-question: How can
personas help identify and define beneficiaries of emerging data labs? To address these
questions, we designed a qualitative study in which we use the persona method [7, 8]
in order to elucidate the beneficiaries of the Swedish Space Data Lab (SDL), as well
as their characteristics as data infrastructure beneficiaries. Thus, the paper starts with
reviewing related work on data lab initiatives, infrastructural challenges relevant to data
labs and the status quo of earth observation data in Sect. 2. Section 3 describes the
research method, followed by the findings in terms of persona variables and descriptions
in Sect. 4. Finally, we discuss the implications of the identified personas on the SDL,
as well as on the infrastructural challenges pertaining to data labs, before concluding in
Sect. 5.
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2 Background

2.1 Data Lab Initiatives

Data Labs are emerging in the public sector due to the need for data infrastructures that
can support the technological development and its many possibilities for data-driven
innovation [2]. The last decade’s increase in wholesale digitisation has brought more
citizens and organisations to make use of digital ways to connect with the public sector
and vice versa (e.g., the healthcare system, their local municipality etc.). These new
digital platforms have led to a vast collection of data on citizens’ and organisations’
preferences and behaviours, which are increasingly becoming more trackable and pos-
sible to access. Simultaneously, the developments in analytical techniques have created
possibilities for understanding this data and applying it for different purposes and to
varying actors [9]. However, despite the many promising possibilities for data analytics,
governments are struggling with developing the infrastructures necessary for multiple
stakeholders with varying interests to make use of relevant public data. These challenges
pertain to, in part, the lack of understanding on how data drives development and inno-
vation, as well as its associated mechanisms when such actors are from heterogenous
knowledge backgrounds [10, 11]. Data Labs are emerging as a means to address this
issue [3].

The Swedish Innovation Agency, who finances and supports national data labs, envi-
sions data labs as national resources for their respective domains; a resource through
which the domain’s data is available, developed and used (e.g. for AI), and where dif-
ferent actors are encouraged and supported to use it for data-driven innovation [5]. A
common goal of a data lab is “to improve public services using evidence-based decision-
making which, in many cases, leveraged [administrative] data.” [3, p. 7]. Various data
labs are already established and have been serving their respective beneficiaries for years.
California Policy Lab (CPL) provides analytics services that help different beneficiaries
- at city, county and state level - evaluate and improve their public programs. UK-based
Justice Data Lab helps organizations that work with offenders, gain access and make
use of re-offending data, so that they can optimize their rehabilitation programs, predict
and avoid re-offending. Even though these data lab initiatives have been ongoing for a
few years, the scholarly literature is extremely scarce on them. A clear exception is Lyon
et al.’s [12] evaluation of the Justice Data Lab.

Furthermore, more data labs are in the process of being established. At the time of
writing this paper, the Swedish Innovation Agency has funded 16 data labs [5]. The
Swedish Language Data Lab aims to develop the Swedish language reference dataset
and models for Natural Language Processing (NLP). On the other hand, the Ocean Data
Factory aims to “enable Sweden to be a global leader in sustainability and innovation in
the digital blue economy” through the applications of AI in areas such as shipping and
logistics, emissions both to air and water, and climate change [13].
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2.2 Lessons Learned from Existing Labs

Existing data labs differ in their models around lab ownership, who the beneficiaries are,
what services are offered, and the source of their analytic talent. Each dimension has its
tensions. For instance, the decision of lab ownership has implications on its governance,
data sharing agreements, the degree of buy-in required from various beneficiaries, and
what projects, services or problems to pursue [3]. Furthermore, the relevant talent, that is
able to generate insights and/or actionable recommendations from the analytical results,
moderates these aspects and is often challenging to find. The CPL director notes the
conundrum of data labs as follows: “Often the people most interested in research, do not
have the relevant data, and the people charged with stewarding the data do not have the
resources to pursue research.” (Evan White, cited in Dinesh, 2017, p. 8).

Fig. 1. Elements of a data lab

Accordingly, the four key elements (seen in Fig. 1) seem to be interdependent when
defining and establishing a data lab. While the literature provides insights on identifying
and the incentives to attract the relevant talent and build an appropriate data science
culture [4], much less guidance is offered on how to define prospective beneficiaries and
their needs. The current literature also assumes that the other three elements are fixed
and known. However, if the beneficiaries are diverse, their needs and competences are
unclear, it becomes problematic to define the other elements.

2.3 Infrastructural Challenges of Data Labs

The ability to share and reuse data can enable innovation [1]. However, it is a challenge
to understand how data should be made available when the coordination and social
practices pertaining to the data lab and its intended beneficiaries are at a very nascent
stage. As a way to address this key infrastructural challenge, we include related work
from the eScience and cyberinfrastructure streams to help us think about the emergent
SDL. The eScience community is well-known for design and development of soft-
ware pipelines that support data production, processing, and analysis within and across
different scientific communities [14].

Previous research has investigated the development and use of such software
pipelines and associated cyberinfrastructures, in particular with a focus on the organ-
isational work it takes to create and maintain such infrastructures [15, 16]. Star and
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Ruhleder [16] propose that infrastructure is inherently a substance for relations (i.e.
between things and people) rather than a substrate. For example, Bietz et al. [15] look
at how different stakeholders maintain the development of cyberinfrastructure. In this
case, they explore how developers work to preserve a path that ensures continuous devel-
opment of the infrastructure. The study shows that the developers do so by adjusting
their own work to certain domain science projects and funding streams [15]. With the
rise of the big data phenomenon, Demchenko et al. [17] proposed that we start con-
sidering the “data infrastructures” as distinct from the cyberinfrastructure due to their
different physical and logical representations. Moreover, Lee et al. [18] propose the
notion of “human infrastructure” which refers to different forms of organizing among
stakeholders that overlap, might change over time, and might be used simultaneously to
create and maintain a cyberinfrastructure. They propose several practical implications
that should be considered in the context of infrastructure development. For instance, they
argue it is essential to reduce the ambiguity and to embrace fluid organisational struc-
tures. Finally, the blurred perception of group membership among distinct stakeholders
demands efforts that help to ensure broad participation from multiple stakeholders [18].
In this study, we aim to reduce such ambiguity and capture the stakeholders’ perceptions
in order to facilitate the appropriation of data in the SDL.

2.4 Earth Observation (EO)

The lab in focus of this study, the SDL, is set up with the objective to make EO data
more accessible and usable for innovation, policymaking, and monitoring in Sweden.
This data is obtained through the Copernicus program. The program launched a family of
satellite missions, namely Sentinel-1 to Sentinel-6 [19], each containing two satellites in
order to fulfil the revisit and coverage requirements. Data from the Sentinel missions are
available in five cloud-based platforms, as well as in various download services. To be
able to efficiently exploit this data, the SDL uses tools from the Open Data Cube (ODC)
project [20]. ODC is an open source data management and analysis software project
originally based on the Australian Geoscience Data Cube [21], designed to organise vast
amounts of EO data into an efficient database structure. For the purposes of the SDL
project, the Sentinel-2 data of Sweden from years 2017 and 2018was batch-downloaded,
and new data is continuously downloaded during the operation of the project, and as
needed by the individual pilots.

Working with EO provides another dimension to this study, bringing the practical
component of the research problem. It is not uncommon for domain experts who are not
working with EO data to face challenges in making significant use of it for public benefit
[6]. During a Copernicus networking event in 2019, various domain experts (e.g., on
climate adaptation, forestry, etc.) expressed their interest to the Swedish space agency
- one of the SDL consortium partners - in using the SDL data. However, it was unclear
how and why they want to use it.

Taken together, these different perspectives highlight the challenges of emergent data
infrastructures in terms of its ambiguity and fluidity of its actors and relations. The SDL
can be viewed as an emergent infrastructure, and thus it becomes relevant to regard the
above-mentioned challenges and recommendations, in particular, that there is no “one
size fits all” solution. It is therefore important that the SDL takes into account the varying
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(data) needs of multiple different beneficiaries throughout the design process. We have
created persona descriptions as a design tool to support the design team in creating a
data lab that addresses the needs of various beneficiaries.

3 Research Method

The appropriation of data for the beneficiaries entails understanding the meanings they
assign to data, their current mental models, their usage needs, and their expectations.
As a way to develop a joint understanding of SDL’s beneficiaries, we chose a qualita-
tive approach to develop Personas, as this method is particularly useful for generating
recognisable and distinct fictional character of typical user groups [22]. In this section,
we first give a brief account on the Persona method, followed by a description of the
SDL, which constitutes the research setting. Finally, we elaborate on our development
of persona descriptions for this context.

3.1 The Persona Method

Developing a persona is a user-centred designmethod commonly used to understand user
characteristics, needs, and goals in order to condense valuable insights that can inform a
design process. The method emerged in the late 1990s as an attempt to communicate an
understanding of the users to support IT systemdevelopment [8, 23]. Personas constitutes
abstract user representations, or character archetypes, which are most often developed
by designers based on user data [8, 22].

“Personas are an efficient design tool because of our cognitive ability to use
fragmented and incomplete knowledge to create a complete vision about the people
who surround us. With personas, this ability comes into play in the design process,
and the advantage is a greater sense of involvement and understanding of reality”
[8, p. 24].

Nielsen et al. [24] propose that the advantages of personas can be divided in three
categories: mental models, data storage, and prioritization. The first category refers
to how personas can support the creation of joint mental models, which can help to
challenge assumptions, both on individual and organisational levels in design processes
[25]. The second category emphasises benefits of howpersonas (and the information they
hold) often are easy to access and communicate. Finally, the third category encapsulates
personas’ ability to prioritize audiences. Thus, as a design tool, personas aim to represent
current and/or potential beneficiaries and users. This is highly relevant in our case.
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3.2 The SDL Context

This study is conducted as part of the SDL project. The project was launched in June
2019 for two years. It aims to make EO data accessible and usable for public benefit and
innovation. Representatives from four organizations make up the project consortium:
the Swedish space agency, a university, a research institute and an NGO. When the
project was initiated, it was a major challenge to pinpoint for whom the lab is developed.
The project plan included five pilot projects with five different beneficiaries, however,
it was not clear who these beneficiaries are and what their needs are. Therefore, the
design decisions were informed as the project and pilots were ongoing, and the personas
method facilitated such discussions.

3.3 Developing SDL Personas

Overall, we followed Goodwin’s [7] guidelines to develop our personas. Eight indi-
vidual in-depth semi-structured interviews and one workshop comprised our primary
data collection. The interviewees were selected from current and potential pilot project
leaders (beneficiaries) and each interview lasted between 45 and 70 min. An interview
protocol was designed and guided the interviewers. Seven interviews were conducted
in English and one in Swedish, albeit with English notes. All interviews were recorded.
The workshop was conducted with five other prospective beneficiaries, in Swedish, and
coordinated by one of the project researchers. Theworkshop had two sections: onewhere
participants described their pain points when working with EO data, and the other where
they were asked to describe a typical user for the SDL. The workshop was documented
in notes organized by those sections.

The interview data analysis was conducted in four phases. First, two interviews were
listened to and analysed to extract the first set of persona variables. The analysis was
largely inductive where the interviewswere subject to thematic coding [26]. This yielded
9 continuous, 5 discrete and 3 demographic variables. Two of the researchers then read
all the notes and met to discuss the variables. This resulted in the addition of 4 continu-
ous, 2 discrete and the omission of one demographic variable. Second, all interviewees
were mapped along the variables by two researchers, followed by the analysis of vis-
ible patterns. This process yielded 3 clear personas. During the mapping process, use
case-specific missing data led to the exclusion of the following discrete variables (and
including them with demographics in an ongoing questionnaire study complementing
this one): user homogeneity and number of simultaneous users. Third, a description of
each persona was written down in terms of behavioural descriptions and persona goals.
The workshop notes provided triangulation and richness to the persona descriptions.
Each description was written by one researcher and cross-checked by another, going
back to the notes for consistency. Fourth, the personas were written in a résumé format
(see example in the Appendix).

4 Findings

The variables identified from the analysis could be organized in different ways. The first
categorization was structured according to whether they were discrete or continuous.
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Then, they were also categorized based on whether they described the persona as an
individual, their attitude in relation to a specific use case or scenario, or in relation
to their organization. In this section, we report them along those two dimensions and
describe the personas accordingly.

4.1 Persona Variables

These persona variables were identified and refined with the objective of pinpointing
the beneficiaries’ priorities and expectations engaging with space data and the SDL.
Accordingly, rather than focusing on the demographics of individuals, we focused on
their data needs, especially when it comes to spatial data and their (potential) use cases.
Throughout the study, their goals from space data and current pain points were of main
concern. Table 1 below summarizes the variables in focus that helped us develop the
persona descriptions further.

Table 1. Persona variables.

Continuous Discrete

Individual General technical proficiency
GIS proficiency
Attitude towards collaboration

Nature of role
Interest in space data

Use case Specificity of use case
Temporal/feature coverage
Temporal/spatial coverage
Spatial/feature coverage
Financial resources
Dependency on SDL

Motivation for collaboration
Anticipated benefits from SDL (with
regards to domain, and
data/information/knowledge)
Most valuable aspect of SDL

Organization Organizational/technical scope
Level of outward data sharing
Level of inward data sharing

Data sources
Types of analyses

4.2 Persona Characteristics

Three clear personaswere found among our beneficiaries. Table 2 shows the complete list
of different personas characteristics, and a summary is provided thereafter to highlight
the similarities and differences across the personas.
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Table 2. Characteristics of beneficiary personas in the SDL.

AB: the coordinator CG: the consultant ED: the GIO

Technical proficiency
(remote sensing)

Non-technical Technical Technical

GIS proficiency Basic to moderate Advanced Advanced

Role Coordination Operational Executive

Interest Brings opportunities
- explorative

Neutral
- business necessity

Must use it
- legal compliance

Collaboration Neutral Follower Leader

Use case specificity Ambiguous Clear Clear

Coverage priorities 1. Temporal
2. Spatial
3. Features

Exhaustive 1. Spatial
2. Features
3. Temporal

Financial resources Needs external
financing

Full financing possible Needs partial
financing

Dependency on SDL Direct service needed Minimum support
needed

Moderate support
needed

Motivation Exploration &
innovation

Strategic business
development & access
to infrastructure

Legal compliance &
operational efficiency

Anticipated benefits
(domain)

Monitoring &
responsiveness

Cost efficiency &
service quality

Cost efficiency &
service quality

Anticipated benefits
(DIK)

Outsourcing of skills Data quality & wider
coverage

Accessibility (e.g.
through SLAs)

Most valuable aspect
of SDL

Data products &
competence

Tools & infrastructure Data products

Organizational scope Geography- and
domain-specific

Technology-specific Domain-specific

Data sharing Outward conditional
Limited inward

Inward only Outward
Limited inward

Data sources “GUI Maps” - readily
computed models

LiDAR
Radar
National land survey
Ground measurements
Questionnaires
Aerial photography
Raster & vector

LiDAR
Aerial photography
Satellite imagery
DEMs
Land surveying
Vector models

(continued)
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Table 2. (continued)

AB: the coordinator CG: the consultant ED: the GIO

Analyses Temporal analysis
Forecasting
Change detection

Pre-processing
atmospheric
corrections
Time series
Fixing geometry

Pre-processing
Fixing geometry
Raster functions
Overlays

The first persona (AB) assumes a coordination role in a county administrative board,
mostly focused on specific phenomena (e.g., climate adaptation, flooding, etc.). Thus,
they are primarily interested in their county’s geographical area when it comes to data
coverage. They also workwithmonitoring and preparedness and are interested in change
detection and long-term temporal analysis for their respective phenomena. They often
have elements of critical infrastructure within their scope; hence, they believe the data
should not be entirely availed publicly. They have the least technical skills of all three per-
sonas, manifested in their ability to only work with readily computed “maps” accessible
via a friendly user interface.

The second persona (CG) is a consultant and business associate who identifies as a
“space actor”, meaning they are familiar with the space vertical from satellite technolo-
gies to their end-user needs. They are focused on technology and have themost advanced
technical (both on the programming and GIS) skills of the three personas. Their interest
in the data coverage is paramount - the more data the better. The interest in the SDL
and motivation for collaboration is strategic and regard the technical infrastructure as
the SDL’s main advantage.

The third persona (ED) assumes the role of a Geographic Information Officer (GIO),
who is responsible for the acquisition,management and dissemination of geographic data
for their agency. They also possess advanced technical GIS skills. The agency they work
for oversees the use and management of natural resources all over the country, owned
both by private and public entities. Thus, the GIO’s interest in data coverage is wider than
that of AB, but not as exhaustive as CG since they are interested in specific features. This
also means that the areas they cover may be subject to some degree of confidentiality
(for private owners) or protection (for certain protected areas).

5 Discussion and Conclusion

In this section, we discuss the insights which were generated through the development of
the three personas and the usage of the descriptions as a tool to facilitate the establishment
of the SDL, how the infrastructural challenge with its emergence is addressed, and
implications on the SDL design of offered products and services.

First, the personas have elucidated the difference between beneficiaries, who are
experts in specific technologies (e.g., remote sensing and space technologies) and appli-
cation domains (e.g., forestry, climate change and sustainability, etc.) in their mental
models, expectations and data needs, and motivations for collaboration. While the for-
mer group define themselves to be “space actors”, the latter are relatively technology
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agnostic. EO data and the SDL provide a common language by which those different
actors could communicate and a bridge between technology and domain. This presents
yet another relation in the space of relations complementing Star &Ruhleder’s [16] view
of infrastructure. However, it also reveals that EO data users (and resulting personas)
represent a continuum, rather than user/non-user distinction adopted implicitly in the
literature [6]. It is difficult to draw the line between users and non-users, since data rep-
resentations, granularities and media evolve from one user group to another, and from
one infrastructure to another (i.e., from Copernicus, to ODC to the SDL).

Second, in the absence of fixed organizational structures and practices, ambiguity of
products and services, and uncertainty of relevant analytical talent, the personas enabled
the SDL to focus on relatively stable archetypes of beneficiaries as a starting point to
address the other elements. In that way, the focus on the human infrastructure when the
former elements are ambiguous or changing supports the development of the technical
infrastructure [18], as well as the data infrastructure [17].

Third, the direct practical implications of the personas lie in the design decision
taken by the SDL to shape the data lab’s offerings. In the proposal to Vinnova, the SDL
described the aim of offering access to the ODC and tools for analysis and visualiza-
tion. These components were primarily designed for programmers. However, the design
evolved to include three environments through which the SDL can be accessed and used,
taking into account the skills and possible access to talent available to each beneficiary:
a) analysis lab that enables Python programmers take full advantage of machine learning
techniques and methods (most relevant to persona CG), b) a GUI that delivers readily
computed data models (most relevant to AB), and c) integration services to allow con-
necting EO data with other software solutions (e.g. GIS) - most relevant to ED. The three
environments are illustrated in Fig. 2 below.

Fig. 2. SDL infrastructural design.
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Another key implication is privacy and security measures related to EO data infras-
tructures. EO data is initially thought to contain no sensitive data, and thus should all
be openly accessible. However, with increasing granularity and resolution, this notion is
challenged. Personas AB and ED both highlighted the necessity to consider the implica-
tions of the open access on specific lands and properties that are critical in their respective
domains, such as specific forests serving long-term measurements, properties that are
part of critical infrastructures or locations that need to be protected for their biodiver-
sity. Having data about these locations as open data poses risks to them. In addition,
prioritization with regards to data selection, integration and selection of future pilots is
considered based on the developed personas.

This study provides early insights on the infrastructural challenges with emergent
data labs; in particular those of ambiguity of its various stakeholders, and how persona
development can help tackling these challenges. Applying the persona method in the
context of data infrastructures also revealed that the distinction between users and ben-
eficiaries (typically referred to as customers in the persona literature) is not clear, since
data usage represents a continuum of processing, analysis and use. The study also pro-
vides practical insights on how to identify beneficiaries of emerging data labs using the
persona method, as a step towards lowering the entry barriers for them to be engaged in
using its constituent offerings for public benefit [3].

However, the study has a few limitations. The personas developed are as represen-
tative of the interviewees as the selected variables, which were driven by their current
practices rather than their future use of space data. The current study also does not
account for the role of the different consortium members on the personas’ characteris-
tics, such as their motivation or attitude towards space data. Future work will address
these limitations by testing the persona variables through a questionnaire to a wider sam-
ple of beneficiaries. This will enable us to also develop the tools to keep the personas
as “live” representations of the beneficiaries. We will also observe how the inclusion
and usage of personas influences the development of the data lab into the future. Further
research is also needed to explore how the human, data and cyberinfrastructures notions
may relate to one another and interact in the context of data labs.
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Appendix



Defining Beneficiaries of Emerging Data Infrastructures 45

References

1. Jetzek, T., Avital, M., Bjorn-Andersen, N.: Data-driven innovation through open government
data. J. Theoret. Appl. Electron. Commer. Res. 9(2), 100–120 (2014)



46 A. Rizk et al.

2. OECD: The Path to Becoming a Data-Driven Public Sector. OECD (2019). https://doi.org/
10.1787/059814a7-en

3. Dinesh, A.: Building the smarter state: the role of data labs. Medium, 13 Decem-
ber 2017. https://medium.com/data-labs/building-the-smarter-state-the-role-of-data-labs-5b5
428920f0f. Accessed 19 Nov 2019

4. Kremser, W., Brunauer, R.: Do we have a data culture?. In: Data Science – Analytics and
Applications, Wiesbaden, pp. 83–87 (2019). https://doi.org/10.1007/978-3-658-27495-5_11

5. Vinnova: Datalabb och datafabrik som nationell resurs (2020). https://www.vinnova.se/e/dat
adriven-innovation/datalabb-datafabrik/. Accessed 07 Feb 2020

6. Yang, C., Huang, Q., Li, Z., Liu, K., Hu, F.: Big Data and cloud computing: innovation
opportunities and challenges. Int. J. Digit. Earth 10(1), 13–53 (2017)

7. Goodwin, K.: Designing for the Digital Age: How to Create Human-Centered Products and
Services. Wiley, Hoboken (2011)

8. Nielsen, L.: Personas-User Focused Design. Springer, London (2019). https://doi.org/10.
1007/978-1-4471-7427-1

9. Bright, J., Ganesh, B., Seidelin, C., Vogl, T.M.: Data science for local government. SSRN J.
(2019). https://doi.org/10.2139/ssrn.3370217

10. Rizk, A.: Data-driven innovation: an exploration of outcomes and processes within federated
networks. Doctoral thesis, Luleå University of Technology, Luleå (2020)

11. Rizk, A., Ståhlbröst, A., Elragal, A.: Data-driven innovation processes within federated
networks. Eur. J. Innov. Manag. (2020). https://doi.org/10.1108/EJIM-05-2020-0190

12. Lyon, F., Gyateng, T., Pritchard, D., Vaze, P., Vickers, I., Webb, N.: Opening access to admin-
istrative data for evaluating public services: the case of the Justice Data Lab. Evaluation 21(2),
232–247 (2015). https://doi.org/10.1177/1356389015577507

13. Vinnova: Datalabb och datafabrik som nationell resurs. Vinnova, Sveriges innovationsmyn-
dighet, 2019–01038 (2019). https://www.vinnova.se/globalassets/utlysningar/2015-07023/
omgangar/60709b5a-db86-421c-bb86-05616f1f2d1e.pdf932684.pdf. Accessed 24 Nov 2019

14. Paine, D., Lee, C.P.: Producing data, producing software: developing a radio astronomy
research infrastructure. In: 2014 IEEE 10th International Conference on e-Science, vol. 1,
pp. 231–238 (2014). https://doi.org/10.1109/eScience.2014.41

15. Bietz, M.J., Paine, D., Lee, C.P.: The work of developing cyberinfrastructure middleware
projects. In: Proceedings of the 2013 Conference on Computer Supported Cooperative Work,
pp. 1527–1538 (2013)

16. Star, S.L., Ruhleder, K.: Steps toward an ecology of infrastructure: design and access for large
information spaces. Inf. Syst. Res. 7(1), 111–134 (1996)

17. Demchenko, Y., Grosso, P., De Laat, C., Membrey, P.: Addressing big data issues in scientific
data infrastructure. In: 2013 International Conference on Collaboration Technologies and
Systems (CTS), pp. 48–55 (2013)

18. Lee, C.P., Dourish, P.,Mark, G.: The human infrastructure of cyberinfrastructure. In: Proceed-
ings of the 2006 20th Anniversary Conference on Computer Supported Cooperative Work,
Banff, Alberta, Canada, pp. 483–492 (2006). https://doi.org/10.1145/1180875.1180950

19. ESA: Copernicus Overview. United Space in Europe (2020). http://www.esa.int/Applicati
ons/Observing_the_Earth/Copernicus/Overview4. Accessed 26 Jan 2020

20. Killough, B.: Overview of the open data cube initiative. In: IGARSS 2018 - 2018 IEEE
International Geoscience and Remote Sensing Symposium, pp. 8629–8632 (2018). https://
doi.org/10.1109/IGARSS.2018.8517694

21. Lewis, A., et al.: The Australian geoscience data cube—Foundations and lessons learned.
Remote Sens. Environ. 202, 276–292 (2017). https://doi.org/10.1016/j.rse.2017.03.015

22. Adlin, T., et al.: Putting personas towork. In: CHI 2006 ExtendedAbstracts onHuman Factors
in Computing Systems, pp. 13–16 (2006)

https://doi.org/10.1787/059814a7-en
https://medium.com/data-labs/building-the-smarter-state-the-role-of-data-labs-5b5428920f0f
https://doi.org/10.1007/978-3-658-27495-5_11
https://www.vinnova.se/e/datadriven-innovation/datalabb-datafabrik/
https://doi.org/10.1007/978-1-4471-7427-1
https://doi.org/10.2139/ssrn.3370217
https://doi.org/10.1108/EJIM-05-2020-0190
https://doi.org/10.1177/1356389015577507
https://www.vinnova.se/globalassets/utlysningar/2015-07023/omgangar/60709b5a-db86-421c-bb86-05616f1f2d1e.pdf932684.pdf
https://doi.org/10.1109/eScience.2014.41
https://doi.org/10.1145/1180875.1180950
http://www.esa.int/Applications/Observing_the_Earth/Copernicus/Overview4
https://doi.org/10.1109/IGARSS.2018.8517694
https://doi.org/10.1016/j.rse.2017.03.015


Defining Beneficiaries of Emerging Data Infrastructures 47

23. Cooper,A.: The Inmates areRunning theAsylum. SAMS,Macmillan, Indianapolis, IA (1999)
24. Nielsen, L., Jung, S.-G., An, J., Salminen, J., Kwak, H., Jansen, B.J.: Who are your users?

Comparing media professionals’ preconception of users to data-driven personas. In: Pro-
ceedings of the 29th Australian Conference on Computer-Human Interaction, Brisbane,
Queensland, Australia, pp. 602–606 (2017). https://doi.org/10.1145/3152771.3156178

25. Floyd, I.R., Cameron Jones, M., Twidale, M.B.: resolving incommensurable debates: a pre-
liminary identification of persona kinds, attributes, and characteristics. Artifact 2(1), 12–26
(2008). https://doi.org/10.1080/17493460802276836

26. Gibbs, G.R.: Analyzing Qualitative Data, vol. 8. SAGE Publications, London (2007)

https://doi.org/10.1145/3152771.3156178
https://doi.org/10.1080/17493460802276836


Design Workflows Graph Schemes Correctness
Proof in Computer Aided Design Activity

Nikolay N. Voit(B) and Semen I. Bochkov(B)

Ulyanovsk State Technical University, Severnyy Venets Street, 32, Ulyanovsk, Russia
n.voit@ulstu.ru

Abstract. The authors substantiate the proof of the theorem about design work-
flows graph schemes correctness presented in visual languages form. In this work
typical incorrect structures and techniques for constructing correct design work-
flows graph diagrams are described. Also, the meaning of design workflows graph
scheme correctness is given. Definition of correctness is given and theorem on the
design workflows diagram into algorithm diagrammatic form transformation and
vice versa is formulated and proved. The results obtained provide, in scientific
terms, the acquisition of new knowledge in the study of the complex technical
systems behavior. In practical issue, the work will allow designers to avoid costly
design errors in the complex products computer-aided design in the large industrial
enterprise context at the mockup layout stage.

Keywords: Design workflows · CAD · Graph · Algorithm

1 Introduction

ISO42010 standard defines computer-aided design (CAD) systems as complex software-
intensive systems. In business process management theory, theoretical informatics,
cyber-physical systems, development stages of such systems are represented by the
designworkflows, including algorithms, software-intensive business processes. The han-
dling of such design workflows in the end-to-end digital design paradigm includes key
design procedures such as analysis and synthesis, which are among the studies and
seriously influences on the success of design and development. The problem of design
solutions success in these theories has been studied for more than 30 years. This problem
is caused by a high degree of development (design solutions) going beyond the planned
time, financial and functional requirements. Reasons and methods for developing com-
plex automated systems with improved efficiency are identified in above mentioned
theory. However, according to the Standish Group [35], which is engaged in develop-
ment in the field of successful automated systems development, currently only 40% have
success.

This work develops the topic of processing design workflows in technical CAD
systems [1–3]. We focus on one of the most important properties of any system namely
correctness. Determining the workflow correctness is one of the most important problem
in business process management. In theoretical informatics, correctness is one of the
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fundamental in the algorithms field. Correct workflows determine the success of an
industrial enterprise, therefore, the proof of theorem on the workflow correctness, will
allow designers to implement the theorem and avoid expensive design errors.

2 Related Works

Current works [4–33] analysis on the subject made it possible to compare the obtained
results with the available ones, to determine the place and contribution of this work to
the design workflows processing. The following is selection of articles on the design
workflows analysis.

Repa et al. [4] describe a methodology for eliminating errors in the design workflows
based on the state, hierarchy, details patterns definition but the method for identifying
such patterns is not described. Amhad et al. [5] explore the possibilities of checking the
design workflows of both atomic and complex events in the temporal automata (TA)
context and temporal Petri nets (TPN), compare the semantics of simple and complex
events with events in TA and TPN. Simple workflow events can be formalized using TA
and TPN, but there are application restrictions for complex events. Jugel et al. [6] per-
formed an interactive visualization of workflow patterns in order to increase visibility in
demonstrating to stakeholders. Feja et al. [7] use thewell-knownmodel checkingmethod
to the logical rules describing the design workflows, and visual notations for algorithms.
Pfeiffer et al. [8] demonstrate the model checking in design workflows validaton in
software development, focusing on e-commerce. Mendling et al. [9] translate design
workflows into a YAWL model, analyze them using the WofYAWL validation tool, and
use logistic regression to show that the design workflows complexity has a significant
impact on the error probability. In [10], it is proposed to simplify design workflows and
then analyze them using Petri nets, taking into account only the reachability property.
Van der Aalst et al. [11] describe the ProM 4.0 tool for analyzing the design workflows
based on process mining, that is, extracting information about project activities based on
recorded events, for example, a log file. Also they present [12] logical AND-free design
workflows in the Petri net form and analyze them for errors with polynomial time.

Thus, the research shows that there are no theorems to determine the design work-
flows correctness with linear analysis complexity, therefore, in this work, a new theorem
is presented and proved.

3 Formal Description

In this section we define the roles, variables and operations of design workflows
choreography in the complex products computer-aided design with the logic algebra
language.

LetVarSet be thek, l variables set.Assume k̃ and l̃ thevariables tuples respectively k̃ =
〈k1, k2, k3, . . . , kn〉and l̃ = 〈l1, l2, l3, . . . , ln〉wherek ∈ k̃, l ∈ l̃.AssumeOperationName
the operations names set, Operationtype = {one − way, request − response} is the
operations types set, where one − way is one way operation, request − response
is request-response operation. Each operation is described with a name and type:
operation = {

(name, type)|name ∈ OperationName, type ∈ Operationtype
}
. operation
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is an operations set where each element is
uniquely identified by name. AssumeRoleName a role names set,RoleName = {ρi}, i ∈ N,
Role = {(ρ, ω,V )|ρ ∈ RoleName, ω ⊆ Operation,V ⊆ VarSet} is roles set.

The choreography transition system state describes the variables values, it is
described by the following function: Functionstate : Varset → Value,Value ∈ R.
Functionstate(k) returns value of k in state, Functionstate(k) = ∅ if k is undefined. Let
v ∈ Value ∪ ∅, then St[v/k] means that a variable k of the system in the state St has the
value v. Records with tuples St[ṽ/k̃] have the same meaning. Moreover, if St[v/k] = St

′
,

then St′
(
k ′) =

{
v if k ′ = k
St

(
k ′) else .

Backus-Naur form of logical conditions for describing the variables constraints
allows to set the initial state of the choreography transition system: χ ::= k ≤ e|e ≤
k|¬χ |χ ∧χ , where e is an expression containing variables and v value. If e is evaluated
with the v value is St state, it is denoted as eSt → v. If St meets χ condition, then St � χ

. The rules for � are the following:

1. St(k) = ∅ ⇒ St � (k ≤ ∅ ∧ ∅ ≤ k).
2. eSt → v, St(k) ≤ v ⇒ St � k ≤ e.
3. eSt → v, v ≤ St(k) ⇒ St � e ≤ k.
4. St � χ ′ ∧ St � χ ′′ ⇒ St � χ ′ ∧ χ ′′.
5. ¬(St � χ) ⇒ St � ¬χ .

The rule 1 states that St(k) has an empty value (∅) if and only if k = ∅.
Describe an inter-role conversation design workflow C with the following notation:

C ::= 0|η|C;C|C‖C|
‖L∑
i∈N

(ηi‖Ci)|
⊕L′∑

i∈N
χi?(ηi,Ci), η ::=

(
ρA, ρB, operation, k̃, l̃, dir

)
|k :=

e, N ∈ N.
In the notation,η is converted designworkflow. : : = (ρA, ρB, name, k̃, l̃, direction)

means successful inter-role conversation between roles ρA and ρB, name ∈
OperationName. k̃, l̃ tuples serve conversation design workflows sending and receiv-
ing processes respectively. direction ∈ {↑,↓} means design workflows sending (↑) and
receiving (↓). k := e means that e is assigned to k variable.

The conversation design workflows can have a value (0), base operator (η), sequence
(C ; C), parallelism (C ‖C), non-conditional (parallel) or conditional (fork) choice

(
‖L∑
i∈N

(ηi‖Ci) or
⊕L′∑

i∈N
χi?(ηi,Ci) respectively).Non-conditional choice is performed regard-

less of condition χ . L is a merge label for parallel workflows ηi,Ci. L
′
is a merge label

for the workflows forked by the χ .
Describe the conversation action

as actionC = {μ|μ = (ρA, ρB, name, ṽ, direction)} ∪ {timeclock}, whereμ is workflow

parameters set, timeclock is a time value. (C, St)
action→ (C

′
, St

′
)means that action returned

a singleworkflowC
′
and choreography system transits from St to St

′
.
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Table 1. Designworkflows and their view inWFGS.

No. Design 
workflow

Graph

1 Sending

2 Receiving

3 Destination

4 Sequence

5 Parallelism

6
Choice 1 
(parallel)

S[ ] S’[ ]

S[ ] S’[ ]

S’[ ]

S S’

S S’

S

S’’

S’

7
Choice 2 

(fork)

S

S’
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4 Design Workflows Graph Scheme

Formalized AM model [1] is easily presented with design workflows graph scheme
(DWGS): G(AM ) = (S,WF), where S = {si|i = 1.N } is states set, WF = {

wf i
∣∣i =

1.N } is design workflows set,WF ⊆ S ×S;
∑‖ is parallelization states subset,

∑‖ ⊆ S;
L is parallelized design workflows merge states subset, L ⊆ S;

∑⊕ is fork states subset,∑⊕ ⊆ S; L
′
is forked design workflows merge states subset, L

′ ⊆ S. Each wfi matches
one of the kinds of design workflows (see Table 1).

Below design workflows description is given:

• Workflow1Sending contains two roles (ρA, ρB), sendingworkflowλ↑∼
δ
, initialS[∼ν /x̃]

and final S
′ [∼δ /ỹ] states;

• Workflow 2 Receiving contains two roles (ρA, ρB), receiving workflow λ↓∼
ν
, initial

S[∼δ /ỹ] and final S
′ [∼ν /x̃] states;

• Workflow 3 Destination contains a command τ for the assigning the x value v and
final state S

′ [v/x];
• Workflow 4 Sequence contains a command v, three sequential workflows I , I

′
,D

respectively;
• Workflow 5 Parallelism contains a command v, a couple of sequential workflows I , I

′

and parallel one D;
• Workflow 6 Choice 1 (parallel) contains outcoming design workflows Ii, θi in S state,

conjunction
∑‖

i∈N θi‖Ii, command ν, states S
′
and S ′′ with outcoming workflows θ

′
i

and I
′
i respectively;

• Workflow 7 Choice 2 (fork) contains command ν, workflows Ii, θi in S state, disjunc-
tion on φ condition of choosing next state, states S

′
and S ′′ with outcoming workflows

θ ′
i and I ′i respectively.

5 Workflow Graph Scheme Correctness

Definition 1. Workflow graph scheme (WFGS) G(wf ) is correct if the workflow wfG
matching the scheme satisfies the following conditions:

• wfG is determined i.e. if wf ′
G and wf ′′

G are different instances of design workflows
then ∀dk ∈ D(wf

′
G(dk) = wf

′ ′
G(dk)). The determinism property assumes that the

algorithm is described in such a formal language and presented in the form of such a
clearly formulated system of rules that the results of its work do not depend on which
system will implement these rules [13].

• design workflow duration is finite for any input data: ∀dk ∈ D(τ
(
wf

′
g(dk)

)
< ∞).
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Template configurations leading to the incorrect WFGS are the following:

1. Deadlock (Fig. 1, a) in state L: there is a couple of states Si, Sj in WFGS so that
they form the loop Si → wf jSj, Sj → wf lSp, Sp → wf lL, L → wf kSi, → wf aL,

wf l‖wf a and design workflows wf i, wf j, wf l , wf k , wf a do not contain state L →
⊕L′∑

i∈N
wfl ⊕ wfa?wfk Si, where ⊕ is strict disjunction.

2. Ambiguity (Fig. 1, b): there is a couple of states Si, Sj so that [wf iSi]‖[wf jSj] and
there is a state L′ so that Si → ∑⊕L′

i∈Nwf i⊕wf j?wf kL
′, Sj → ∑⊕L′

i∈Nwf i⊕wf j?wf kL
′.

3. Freezing (Fig. 1, c) in L state: there is a couple of states Si, Sj so that [wf iSi]⊕[wf jSj]
and there is a state L so that Si → ∑‖L

i∈Nwf i‖wf jL, Sj → ∑‖L
i∈Nwf i‖wf jL.

Fig. 1. Incorrect WFGS: deadlock (a), ambiguity (b), freezing (c)

There are situations in which there are no causal design workflows wf 1 and wf 2
between the two states S1, S2 which are parallel (S1‖S2). In this case, it is unacceptable
that wf 1S1 overlap in time with wf 2S2. These situations are usually caused by the need
to use the same resource and are called resource conflicts. They can be eliminated by
introducing priority and control mechanism, or arbiter. Priority setting for wf 1S1 and
wf 2S2, means that the S1 output is connected to the S2 input by enabling two states of
parallelization

∑‖ and merging parallel design workflows L (Fig. 2a). An arbiter adds
a new special state, which should correspond to the appearance of an arbiter in a real
situation [14, 15] and should allow the prime execution of design workflow, for which
the initial data were ready earlier, and prohibit the execution of the second workflow
until the first one is performed (Fig. 2b).
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The main difficulty in workflows design is building correct WFGS. The necessary
techniques for constructing correct WFGS are defined in [16], and the fulfillment of
the above conditions guarantees obtaining well-formedWFGS, or WF-networks, which
have the following properties:

• any WFGS without cycles and loops is WF-network;
• below presented WFGSs (Fig. 3) are WF-networks;
• WFGS, obtained from the WF-network by replacing its elements with WF-networks,
is a WF-network.

TheWFGSs construction taking into account the mentioned techniques, ensures cor-
rectness, structuredness and facilitates the subsequent source code synthesis. However,
the WF-networks class is a limited class of the correct WFGSs, there are many typical
correct design configurations of the WFGSs (Fig. 4), but they do not belong to the WF-
networks. For example, it is impossible to stay within the WF-network if it is necessary
to set priorities, therefore theWFGS checking task is set broader than in [16]. It is solved
on the basis of establishing a mapping between the WFGS correctness and the liveliness
and safety properties of its Petri net.

Fig. 2. Priority setting for wf1 and wf2 (a); adding an arbiter A (b)

In order to establish thismapping, it is necessary to convert theWFGS to an algorithm
graph (AG) and use the proven theorem No. 2.1 [17] that each AG has a Petri net and
such an AG is correct if and only if it has safety and liveliness properties, and, if possible,
belongs to the WF-networks class with a good structure.
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Fig. 3. Typical WFGSs from the WN-networks class

Fig. 4. Correct WFGS example

Convert the WFGS into the AG using the transition formulas [18], which have the
following record in general form: S → αS ′, where S is the system initial state, S ′ is the
final state; α is logical expression of a condition. The transition formulas for the WFGS
are as follows:

• for the sequential design workflows performing: S → I ′S ′, where S is a source state,
S ′ is a destination state, I ′ is a design workflow;

• for the parallel workflows (Workflow 6, see Table 1): S → ∑‖L
i∈N θ

′
iS ′

i, where S is

a source state of G(AM ), S
′
i are destination states of G(AM );

∑‖L
i∈N are parallelized

design workflows, L is a merge label of current workflows, θ
′
i are parallel workflows;

• for the parallel workflows θ
′
i merging on label L: Si → θ

′L
i SL, Si are source states of

G(AM ), S is destination state of G(AM ), L is a merge label of current workflows, θ
′L
i

are a parallel workflow items, i ∈ 1.N;
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• for the fork (Workflow 7): S → ∑⊕L
′

i∈Nφi?θiSi, where S is a source state of G(AM ),
Si are destination states of G(AM ), L′ is a merge label of current workflows, φi is a
fork logical condition, θi are parallel workflows;

• for the forked workflows merging: θi: Si → θL
′

i SL′ where Si is a source state of
G(AM ), S is destination state of G(AM ), L′ is a merge label of current workflows, φi

is a fork logical condition, i ∈ 1.N .

Transition formulas fog AG are listed below.

• for the sequential operators performing: Ai → Ai+1, i ∈ 1.N ;
• for the parallel operators: Ai → ∧LAj, where ∧ is logical AND, L is a merge label of
parallel workflows, i, j ∈ 1.N ;

• for the parallel branches merging: Ai → LAj, where L is a merge label of parallel
workflows, i, j ∈ 1.N ;

• for the fork: Ai → ∨L′
Aj, where∨ is logical OR, L′ is a merge label of forked parallel

workflows, i, j ∈ 1.N ;
• for the fork branches merging: Ai → L′Aj, where L′ is a merge label of forked parallel

workflows, i, j ∈ 1.N .

6 Theorem Statement and Proof

Theorem 1. WFGSG(AM ) can be converted to AG, AG can be converted to theWFGS
G(AM ).

� The proof will consist of two stages. Firstly, we build conversion algorithms: from
WFGSG(AM ) toAGandAGtoWFGSG(AM ). Itwill be followedwith pointers (marks)
assignment to states and workflows. Secondly, we check the next conditions during
pointers placement and accounting:

∑n
i=1Mark[Si] + ∑m

j=1Mark[wf j] = 0 (G(AM )

to AG), where n ∈ 1.N is states count, m ∈ 1.N is workflows count, |Mark[Si]| +
|Mark

[
wf j

]
| = 0 after conversion;

∑n
i=1Mark[V i] + ∑m

j=1Mark[Ej] = 0 (AG to

G(AM )), where n ∈ 1.N is edges count, m ∈ 1.N is vertices count, |Mark[V i]| +
|Mark

[
Ej

]| = 0 after conversion.
The AG model has the following view: G = (V ,E,TV ,TE), where V = {vi|i =

1.N} is a vertices set, E = {ei|i = 1.N} is edges set, E ⊆ V ×V , TV is vertices types set,
TE is edges types set. Restrict the input data so that AG can contain only one directed
type of edge which matches a workflow in G(AM ).

The algorithm converting G to G(AM ) is described below:

1. DefineG toG(AM) vertices transition formulas. It is necessary to define transition
formula fromG to G(AM) for each vertex and edge type: Ftrans : V ∪E → G(AM ),
based on the transition formulas. For each input edge e an input design workflow
in G(AM) wf _in[N] must exist and for each ouput edge an output one wf _out[N]
should exist.
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2. Forming AVN[N] set. For each vi ∈ V and ei ∈ E construct conversion to G(AM)
and obtain VN : si ∈ VN and AVN [N ] = {Ftrans(itemi)|itemi ∈ V ∪E} sets, where
Ftrans is a transition formula with marks placement. This process includes RVTI-
based analysis procedures of G with linear complexity [34] which asynchronously
places Marki ∈ 1.N for each passed vi ∈ V and ei ∈ E and removes Marki ∈ 1.N
for each passed vi ∈ V and ei ∈ E if they match G(AM). G is converted to G(AM)
with errors if the marks sum is not zero.

3. Merging AVN[N] to G(AM). LetG(AM ) = (∅,∅). Copy all design workflows and
states to the G(AM ): G(AM )[S] = {s|∃a ∈ AVN , s ∈ a[N ][V ]}, G(AM )

[
wf

] =
{wf |∃a ∈ AVN ,wf ∈ a[N ][E]}, G(AM )

[∑‖] = {s|∃a ∈ AVN , s ∈ a[N ][V ]},
G(AM )[L] = {s|∃a ∈ AVN , s ∈ a[N ][V ]}, G(AM )

[∑⊕] = {s|∃a ∈ AVN , s ∈
a[N ][V ]}, G(AM )

[
L′] = {s|∃a ∈ AVN , s ∈ a[N ][V ]}.

4. Design workflows conversion in G(AM). For each edge e ∈ E connect states in
G(AM) and search source v1 and destination v2 vertices and corresponding states s1 ∈
VN , s2 ∈ VN . Connect states with design workflows: ∃wf _in ∈ AVN , ∃wf _out ∈
AVN ,wf _in[N ][s2] = ei,wf _out[N ][s1] = ei.

5. Finish

The output is G(AM) whose states are converted from G’s vertices and design
workflows from G’s edges.

The algorithm converting G(AM) to G is described below:

1. DefineG(AM) toG transition formulas. It is necessary to define transition formula
from G to G(AM) for each vertex and edge type: Ftrans : S ∪ WF → G. For each
design workflowwf _in[N] an incoming edge e_in[N ]must exist and for each design
workflow wf _out[N] an outcoming edge e_out[N ] should exist.

2. AVN set forming. For each vertex vi ∈ V and edge ei ∈ E in G construct conversion
fromG(AM)andobtainVN : si ∈ VN andAVN [N ] : AVN = {Ftrans(itemi)|itemi ∈
S∪WF} setswhereFtrans is a transition formulawithmarks placement. This process
includes RVTI-based analysis procedures of G(AM) with linear complexity [34]
which asynchronously places Marki ∈ 1.N for each passed si ∈ S and wf i ∈ WF
and removes Marki ∈ 1.N for each passed si ∈ S and wf i ∈ WF if they match G.
G(AM) is converted to G with errors if the marks sum is not zero.

3. Merging AVN[N] to G. Let G = (∅,∅,∅,∅). Copy all AG edges ei and vertices vi
to the G(AM ):G(AM )[V ] = {vi|∃a ∈ AVN , vi ∈ a[N ][V ]}, G(AM )[E] = {ei|∃a ∈
AVN , ei ∈ a[N ][E]}.

4. Edges conversion in G. Connect vertices in G based on the wfn. For each design
workflow wfn find source S1 ∈ VN and destination S2 ∈ VN states and matching
vertices v1 ∈ V , v2 ∈ V in G. Find e_out edge in wf _out output workflows tuple
for the selected workflow. Connect them: v1, v2 : ∃e_in[N ] ∈ AVN , ∃e_out[N ] ∈
AVN , e_in[N ][v2] = wfn, e_out[N ][vj] = wf n.

5. Finish.�
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7 Conclusion

The paper presents theoretical foundations for determining the design workflows, soft-
ware, business processes correctness in the technical systems computer-aided design.
Design workflows correctness theorem has been stated and proved, so it makes pos-
sible for designers to use it in development. Design errors identification presented in
the work will increase the design workflows, algorithms and business processes quality
when developing such systems at the mockup prototyping stage, thereby providing an
economic effect for an industrial enterprise, reducing financial costs for correcting errors
in projects of technical systems, products etc.

Further research will be related to the design workflows, algorithms, business pro-
cesses semantics and design procedures for design workflows analysis and synthesis in
the computer-aided system design presented in the graphic languages basis.

The reported research was funded by Russian Foundation for Basic Research and
the government of the region of the Russian Federation, Grant no: 18-47-730032.
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Abstract. Today the challenge facing every company is the enormous quantity
of data being captured, at yearly, monthly, weekly, daily and hourly levels and
how this data may be used. Despite the amount of data often this data is limited
regarding company processes and their analysis. This can be solved by preprocess-
ing data, after its quality evaluation, for process mining activities. Prepared data
can be used for data dimensions’ coverage and having dimension members filled
financial analyst may analyze this data from different perspectives for discovery
of certain patterns, anomalies and frauds. This paper presents primary results of
data cube dimensions fill according data of real organizations General Ledger
information. Provided examples help to illustrate the possibility cover majority
dimension members and give material for further researches.

Keywords: Process mining · Data preparation · Finance analytics · Process
discovery · Financial frauds · Financial anomalies

1 Introduction

Financial data analysis is challenging process, but it helps to evaluate company’s per-
formance and form possible trends. The major source of data are company’s annual
reports, financial statements, balance sheet and/or general ledger. This data, explain-
ing company’s processes, may be collected in different ways by using different tools
or information systems. According collected data the analyst can choose different type
of analysis, in example: summary data, development trend, data comparison, composi-
tion, progress map and etc. It depends on main financial analysis purpose and from data
quality [1, 5, 12, 14].

Analyzing company’s processes according stored data main issue is that companies
have limited data about how their processes run. Majority process data is stored in

© Springer Nature Switzerland AG 2021
A. Lopata et al. (Eds.): ICIST 2021, CCIS 1486, pp. 60–71, 2021.
https://doi.org/10.1007/978-3-030-88304-1_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-88304-1_5&domain=pdf
https://doi.org/10.1007/978-3-030-88304-1_5


Financial Data Preprocessing Issues 61

detailed log files, which are difficult to analyze. To make this analysis easier, process
mining tools and methods are used [1–3].

Process mining is data analytics technology which main goal is to extract process-
related information. Process mining is specifically focused on analysis of historical data
of process implementation in the form of event logs [1–3]. There are many process
mining technologies, tools and applications which can grant fact-based support process
improvements and solutions. As it is mentioned, process mining is a tool that provides
analysis of event logs extracted from the enterprise’s information system [1, 2, 15]. Even
though process mining has developed very quickly, it is quite new to the accounting
literature and there are some challenges of its usage in this field, especially for fraud and
anomalies detection [4–7, 9, 10].

Furthermore, business processmining is a comparatively newandexpanding research
field, which focuses on analysis of business processes by approaching diverse data min-
ing and/or machine learning techniques on event data [2, 5, 11]. Such processes as
modelling, management, analysis of business processes are currently mainly performed
through process-aware information systems: EnterpriseResourceManagement Systems,
Accounting Managements Systems, Finance Management Systems and etc. These sys-
tems collect all process events in particular form of event logs [4, 8, 10, 16]. Many
recent discoveries in process mining research make it possible to discover, analyze, and
improve business processes according event data. Of course, the growth of event data
grants many opportunities: data analysis for forecasting and suggesting new solutions,
detecting frauds, examining anomalies and etc., but also appoints new challenges related
with data management, preparation and adaptation for further analysis [12, 14].

The process cubes were proposed in the [2] where events and process models are
organized using different dimensions. A process cube is multidimensional space used
to specify process models and event logs [1, 2, 13]. The process cube much like the
data cube in which is applied in OLAP systems. Each cell corresponds to a set of events
and can be used to discover a process model, to check conformance with consideration
to some process model Even so, there are also meaningful differences because of the
process-related format of event data. For instance, process discovery based on events
is unmatched to computing the sum or average over a set of numerical values. Also,
dimensions related to process instances (e.g. cases are split into various types of clients)
or time (e.g., 2009, 2010, 2012, and 2014) are semantically diverse and it is challenging
to slice, dice, roll-up, and drill-down process models efficiently [1, 2, 13].

In this paper data cube for financial data and difficulties of its covering are presented.
Having particular financial data set, in exampleGeneral Ledger there is quite challenging
to evaluate its quality and to transform it for further process mining development. There
are presented detailed data preparation process and as the main result of this usage of
prepared data coverage of certain data cube dimensions.

Figure 1 present a meta-model of the research after receiving financial data about
one company from the Netherlands. Type of financial data is general ledger, which
consists of separate files such as general ledger account opening balance, journal, journal
entry, ledger account, vat code and general ledger trail descriptions. Research process
starts data quality evaluation. Then the process of data preparation begins. Data must be
transformed to the more convenient structure for further analysis, in this case process
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Fig. 1. Meta-model of the research

mining process. Prepared data is analyzed by using processmining algorithms and filling
the data cube dimensions by certain data set fields. After process mining phase data is
also processed by machine learning tools and techniques for outlier detection and etc.
There are prepared reports of each phase, reports on statistics and all these results are
presented for the user - financial analyst. The main focus of research described in this
paper is to present data dimensions with their members, data preparation process and
presentation on how data dimensions may be covered with certain financial data.

2 Financial Data Cube Dimensions

Financial data after the preparation process may be displayed as multi-dimensional array
of data, early mentioned data cube.

Figure 2 present data cube dimensions and their members, which can be coveredwith
particular data from General Ledger prepared for the analysis according transformation
algorithms.

Table 1 presents dimensions, their members and possible data examples from general
ledger (part of data fields are left inDutch, because they are used for semantical analysis).
For further presentation there are described some concepts:

• Financial Accounting Object (FO) – any name of the file field (data record field, i.e.
the column name of the excel table), except for time attributes.

• Dimension– a typeofFO (cluster) that corresponds to an aspect of financial accounting
or performance management practices. There can be several dimensions of FO, it
depends on the experts who provide the FO classification.
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Fig. 2. Data cube dimensions and dimension members

• Each dimension corresponds to one axis of the Space of Financial Objects.
• Dimensions consist of dimension members that specify the hierarchical structure of
the FO, i.e. identifies a more detailed classification of the FO type.

• Dimension members are assigned attributes (identifiers) that correspond to the data
record fields (quantities, values or codes) and they may vary regarding provided data.

• Members of different dimensions can form combinations if they have at least one
common attribute (identifier).

According a particular financial data a cube view defines which dimensions are visi-
ble and which events are selected. In order to apply standard process mining techniques,
it is necessary to create an event log (to prepare financial data) for every cell in the cube
view. At any point in time it is possible generate an event log per cell and compare
the process mining results. To be able to apply process mining per cell, the classical
requirements need to be satisfied, i.e. [1, 2]:

• events need to be (partially) ordered (e.g., based on some timestamp),
• one needs to select a case identifier to correlate events and an event classifier to
determine the activities.

3 Financial Data Preparation

In this section financial data preparation and visualization possibilities are presented.
The purpose of the experiment is to investigate applicability of Graph theory for General
ledger data preprocessing for visualization and further analysis with process mining:
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Table 1. Dimensions of Financial Objects with examples

Dimensions Dimension members
[Classification of FO]

Examples of dimension Members

A - Dimension:
Financial Statement (FS)
categories

a1-FS type (Report),
a2-CreditCategory1,
a3-CreditCategory2,
a4-CreditCategory3,
a5-SectionCode

FS Category
(SysLedgerAccountTypeName):
Balansrekening,
Winst-en-verliesrekening…
Category: Assets – Property,
Liabilities…
Section: MVA, IVA… OMZ,
WIV…
Sub-section: INCVR, DEB,
CRE…

B - Dimension:
Source documents

b1-Doc-Type,
b2-Doc-Subtype1,
b3-Doc-subtype2,
b4-Doc-subtype3, …

Doc-Type: Quotes, Orders,
Invoices…
Doc-sub-type: vendors quote,
Sales (credit) quote, Purchase
(vendors) invoice…

C - Dimension:
Journals or Sub-Ledgers

c1-Journal, c2-Sub-Journal1,
c3-Sub-journal2,
c4-Sub-journal3, …

Memoriaal, Inkopen
Journal: Starting Balance,
Adjusment Ledger, Inventory and
Item Ledger…
Sub-journal: Inventory
accounting, Fixed asset
accounting…

E - Dimension:
Enterprise Types

e1-Enterprise Type,
e2-E-SubType1,
e3-E-SubType2,
e4-E-SubType3, …

There is separate table of general
ledger trail descriptions

L - dimension:
Location

l1-Country, l2-City, l3-Region,
l4-Business Unit,
l5-Department, l6-Process
/Project…

Record fields may vary regarding
provided data

T - dimension:
TIME-period

t1-Year, t2-Month,
t3-Day/week day, t4-Day:
Hour: min: sec, t5-Hour: min:
sec, t6-Period Beginning,
t7-Period-Ending

Record fields may vary regarding
provided data

D - Dimension:
Anomalies

d1-Anomaly type,
d2-subtype1, d3-subtype2,
d4-subtype3, …

Anomaly type: Sum anomaly,
Time parameters anomaly,
Anomalies of sum and time…

(continued)
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Table 1. (continued)

Dimensions Dimension members
[Classification of FO]

Examples of dimension Members

K - Dimension:
Changes:
Internal/External

Internal Changes (IC):
k1-types, k2-subtype1,
k3-subtype2…
External Changes (EC):
k1-types, k2-subtype1,
k3-subtype2…

IC types: infrastructure,
management control method,
workflow, roles, personalities…
EC types: customers, vendors,
banks, stakeholders,
shareholders…

• Transform data into typical for:

– graph format: Nodes table, Edge table (from node to node);
– Dimensions coverage.

3.1 DP1. Rules for Data Preprocessing (SQL)

In order to simplify experiment, following pre-condition of the data will be used:

• Data for single company from the Netherlands with high level of data quality will be
checked.

• For identification of the financial operation, following parameters (fields) will be used:

– [JournalCode]
– [JournalEntryNumber]
– [InvoiceNumber]
– [FinancialYear]
– [FinancialPeriod]

• Only cases, which are “in balance” will be checked (amounts of debit operations and
credit operations in case are equal).

3.2 DP2. Preprocessed Aggregated Data Results File/Table/View Name
and Location

Data preprocessing:

• Stored Procedure: [PrepareData_JournalEntry] – Result: [JournalEntry_Full]
• Stored Procedure: [TransformData_FillTransformedData_table] – Result: [Trans-
formedData].
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Table 2. Table Fields descriptions

Field name Description

[DebitSectionCode] Section code, which has been debited during operation

[CreditSectionCode] Section code, which has been credited during operation

[DebitAmount] Amount, which has been transferred during this operation from
Credit Section Code to Debit Section code

[CaseID] Unique case identifier for business operation, based on [journalcode],
[JournalEntryNumber], [InvoiceNumber], [FinancialYear],
[FinancialPeriod]. One single business operation my have several
Debit-Credit records

[FinancialYear] Financial year for operations

[FinancialPeriod] Financial period of the operation, typical means operation posting
month and has values from 1 to 12

[JournalCode] Journal code, which identifies accounting journal, which has been
used by accountant to post operation

[SysJournalTypeName] Type of the journal, which helps to identify operation type

[InvoiceNumber] number of the invoice in case, if operation was related to the
Purchase or sales

[JournalEntryNumber] Operation identifier in journal scope

3.3 DP3. Rules for Aggregated Data Analysis (SQL)

Initial data contains set of debit and credit operations, one record for each funds transfer
to/from account. Purpose of data processing – for every debit operation find related credit
operations and store data in format Debit-Credit.

For accounts section codes instead of actual General Ledger accounts information
will be used. Initial results will be stored in particular table and their descriptions are
presented in Table 2.

Figure 3 presents transformation algorithm, where process of Transformation to
Graph Edges starts; Data: List of Unique CaseID is provided; Process: Fetch CaseID;
Decision: Is it end of the list, if yes - process ends, if no - process: Get list of debit
operations for CaseID; Data: List of debit operations for CaseID is provided; Pro-
cess: Fetch Single Debit operation: DebitSectionCode, DebitAmount, JournalEntryDe-
scription; Data: DebitSectionCode, DebitAmount, JournalEntryDescription is provided;
Decision: Is it end of the list, if yes - transformation is in progress, Process: FetchCaseID,
if no - Process: Get List of Credit operations for CaseID; Data: List of Credit operations
for CaseID is provided; Subprocess: Process Credit operations.

Figure 4 presents transformation algorithm for credit operations counting, where
Process of Credit counting operations starts: Process: Count Credit operations where
JournalEntry description same as in Debit operation; Decision: if there is one operation
- Subprocess: Process single Credit same JournalEntryDescription is counted, if no -
Decision: if there are more than one operation - Subprocess: Process multiple Credit
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Fig. 3. Data transformation to Graph Edges algorithm

Fig. 4. Counting process of Credit operations

same JournalEntryDescription are counted, if no - Subprocess: Process Credit Without
JournalEntryDescription is counted; Counting process ends.
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Data preparation process takes thirteen Log transformations in total, to get necessary
data for further analysis. Transformed data represents actual operations as they have
been meant. Transformed data could be used for different useful visualizations based
on graphs. However, transformation of initial data to graph nodes and graph edges is
complicated and for other companies may not be possible due to the lack of data.

For visualization, R package library networkD3, function SankeyNetwork. Result
of such visualization is html page containing flow diagram, which is presented in
Fig. 5. Extremely helpful to visualize fundsmovement betweenGeneral Ledger accounts
(section codes in example).

Fig. 5. Library networkD3, function SankeyNetwork result

Visualization result confirms, that data preprocessing was successful and it may be
analyzed by an analyst. Furthermore different conclusions could be done by reviewing
aggregated data for period (as example, for one year) and full transaction data. For
additional analysis must be checked possibilities to add time dimension to such flow
diagram:

• Could be investigated Alluvial diagrams application.
• Could be investigated use of additional node for different period in SankeyNetwork
– add month index to section Code depending on period (month) of the operation.

SankeyNetwork should be checked as informative way of financial information
representation.
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4 Financial Data Set Fields

After all data preparation process, where financial company’s data from general ledger
was transferred to more convenient for analysis format previously described data
dimensions and their members may be covered by certain financial company’s data.

Table 3. Table dimensions and particular data set fields

Dimensions Dimension members Data set fields

A dimension (Categories) FS Report CreditStatementType

A dimension (Categories) Category1 CreditCategory1

A dimension (Categories) Category2 CreditCategory2

A dimension (Categories) Section Name CreditCategory3

A dimension (Categories) Section DebitSectionCode

A dimension (Categories) Section CreditSectionCode

B dimension (Source Documents) Doc-Type InvoiceNumber

C dimension (Journals) Journal JournalCode

C dimension (Journals) Journal SysJournalTypeName

C dimension (Journals) Journal JournalName

C dimension (Journals) Journal JournalEntryTypeID

C dimension (Journals) Journal JournalEntryDescriptionID

C dimension (Journals) Journal LedgerAccountCode

C dimension (Journals) Journal LedgerAccountName

T – Time dimension Year FinancialYear

T – Time dimension Month FinancialPeriod

T – Time dimension Year/Month EntryDate

T – Time dimension Year/Month EffectiveDate

E – Dimension E-subtype2/3 CreditorCode

E – Dimension E-subtype2/3 DebtorCode

Table 3 presents dimensions which can be covered by financial data set fields of
analysed company’s general ledger after data preparation process. According company‘s
data dimensions A and Cmay be covered almost fully and dimensions B, T, E – partially.

As it is mentioned previously dimension members specify the hierarchical structure
of the FO and also they are assigned attributes that correspond to the data record fields.
This helps financial analyst evaluate relationship and meaning of particular processes.

As well as possibility that members of different dimensions can form combinations
(if they have at least one common attribute) may help financial analyst to discover
particular patterns, anomalies and even frauds.
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5 Conclusion

Every company knows that they have quickly expanding amount of data. The challenge
is it preprocess this data for further analysis to create competitive advantages. Ability
to discover and identify particular patterns or anomalies according preprocessed data
can make huge difference. Though, this may happen only if data will be prepared in the
correct format.

Begining of the paper introduces main concepts for research implementation and
presents meta-model of researh activities.

First part defines financial data cube dimensions, their members and basic con-
cepts. Dimension members may be covered with information from company’s financial
documents such as general ledger.

Second part presents financial data preparation for further analysis: visualization
solutions and possibility to cover dimensions presnted in the first part.

In the third part coverage of data dimensions is presented. There is delivered partic-
ular data set field which can cover data dimensions. Using these covered with prepared
company’s financial data dimensions analyst can identify different patterns, discover
anomalies and even reveal frauds.
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Abstract. This paper is devoted to the development of information technology
for decision making support when controlling the parameters of the hybrid power
grid (HPG), considering the meteorological forecast and changes in the required
level electricity generation and consumption in the HPG. The problem of deci-
sion making in the HPG management is formed under conditions of uncertainty
and incompleteness of input information, therefore, it cannot be considered as an
optimization problem, but should be considered as a multidimensional and multi-
scale problem. In this study, models for the collection and preliminary processing
of information, models for determining the level of generation from renewable
energy sources (RES), models for forecasting electricity consumption, a model
for assessing the quality of electricity and a decision-making model are formed,
which constitute the algorithmic and information support of information technol-
ogy for decision support. Management decisions are made using additional cur-
rent information on the effectiveness of the established regime, as well as forecast
information obtained based on the proposed models.

Keywords: Decision-making · Hybrid power grid · Information technology

1 Introduction

The innovative development of global energetics is characterized by increased require-
ments for the efficient use of available energy resources. This requires restructuring the
infrastructure of electricity production, storage, distribution, and consumption. Thus, the
importance of technological innovations aimed at energy saving, such as Smart Grid, is
growing.

The Smart Grid is designed to provide real-time data on the almost instantaneous
balance between electricity demand and its current level. The data management used to
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operate and maintain the Smart Grid requires data analysis and decision support tools
to achieve grid reliability by reducing peak demands and increasing energy efficiency.

One way to increase the energy efficiency of the Smart Grid implementation is to
integrate it with RES. It is economically and ecologically expedient to introduce dis-
tributed energy production from different types of RES. This approach to electricity
generation has several advantages. Firstly, the usage of the HPG with RES reduces elec-
tricity losses during electricity transportation. Also, it is possible to generate electricity
for consumers for their own use and give surplus energy to the centralized network [1].
Local RES can be used for electricity generation [2]. Distributed electricity generation is
also characterized by low environmental pollution. The combination of different energy
sources ensures the stability HPG operation, as the advantages of each RES complement
each other.

Operation of the Smart Grid based on renewable energy requires the development
of the HPG operation management tools such as decision support systems (DSS) for
operation management, analysis of the possibility of energy production depending on
constantly changing weather conditions and electricity needs of consumers.

2 The Analysis of Management Peculiarities of Hybrid Power
Grids with Renewable Energy Sources

Many countries have begun to respond to the challenge of changing the concept of
electricity generation, distribution, and grids reconfiguration. Thus, new markets for
centralized and distributed renewable energy are emerging in all regions of the world.
Over the last fewyears, the capacity and production of devices for converting energy from
renewable sources into electricity has been growing. The estimated share of renewable
energy in the total amount of produced electricity is also growing [3].

New generation electrical grids must become cyber physical system under integrated
intelligent control. This transformation can provide opportunities for energy saving - for
example, by changing the paradigm of “centralized” to the paradigm of “decentralized”
electricity generation. This can be achieved by changing the logic of the process of
electricity production and distribution and the usage of modern software that offers
functional energy optimization. Therefore, the urgent problem is the digitization of the
processes that accompany the energy life cycle. This can increase profits, and such a
transformation aims to make better use of available energy resources, especially RES.
Intelligent management of complex cyber physical systems focuses on the ability of
systems to perceive information, obtain useful results and change their behavior, as well
as to store knowledge gained from previous experience.

The Smart Grid can be divided into parts called MicroGrid. The key idea of Smart
MicroGrid is the integration and coordination of operations of all network users, regard-
less of their generation. The flexibility of Smart MicroGrid control is achieved by intro-
ducing a large number of interconnections into the grid and the inclusion in the automated
process of more intelligent decision-making methods that use current grid status mea-
surement data. Typically, MicroGrid includes distributed power units with distributed
generation units, distributed energy storage devices, and different types of end con-
sumers [4]. Distributed energy sources are electrical energy sources that are not directly
connected to a centralized power system [5].
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To control the power grid, mainly local automatic regulation means are used, as well
as periodicmeasures tomaintain the grid efficiency. The presence of electricity additional
sources at the level of consumers such as solar batteries, wind turbines greatly compli-
cates the process of power supply management, especially in terms of coordination of
operation modes of the distribution grid and subscriber power grid.

Optimal energy management of the HPG, in general, requires improvement and
development of management and technical methods and tools. Today there are no effec-
tive management systems of the power grid on the consumer side. This necessitates the
improvement of a methodological basis for energy management information support.

3 Problem Statement

The aim of the study is to increase the efficiency of decision-making in the management
of the HPG with RES by developing models, information technology, and creating DSS
to support energy management decision-making under uncertainty.

To achieve this goal, it is necessary to solve the following tasks:

• create a model of data collection and pre-processing to formalize the real-time data
collection process, ensure data verification and completeness, pre-process data that is
necessary to support decision-making on the HPG management;

• develop models for determining the level of electricity generation from different
types of RES depending on the existing constantly changing forecast meteorological
indicators in conditions of unclear input data;

• improve themodel of short-term forecasting the electricity consumption level, create a
model for assessing the quality of electricity produced in the HPG, develop a decision-
making model that allows to choose the HPG operation mode for effective decision-
making on the HPG management;

• develop algorithmic, information support of the decision-making process and informa-
tion technology of decision support in the HPG management, design the architecture
and develop the DSS software.

4 Decision-Making in the Management of Hybrid Power Grids
with Renewable Energy Sources

Safe and efficient HPG operation is a multidimensional and large-scale problem. Typ-
ically, interactions at all operation stages affect the behavior of the entire power grid.
Thus, the task of the HPG management on different stages of its life cycle can be repre-
sented by a number of interrelated activities. Information decision support in the HPG
management should be described as a process that focuses on consumers who operate
the HPG – end users.

The decision-making task on the HPG operation at each stage can be formalized by
a tuple:

TDM = 〈A,E,O,D〉,
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where A – a set of available alternatives of the HPG operation modes,
E – a decision-making task environment,
O – a decision-maker preferences,
D – actions on the set of alternatives.
Figure 1 shows the schemeof decision-making on theHPGmanagement. The process

of decision-making on the HPG management in BPMN notation is described in Fig. 1
[6].

Fig. 1. Model of the decision-making process on the HPG management.

Analytical decision support on the HPG management is based on modeling. In the
studied decision support process such developed models are used:

• the model of data collection and preprocessing;
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• models for determining the level of electricity generation from different energy
sources;

• the model for forecasting the level of electricity consumption, the model for assessing
the electricity quality produced by the HPG;

• the model of fuzzy inference to determine optimal HPG operation, which provides a
balance between power generation and consumption with a sufficient level of elec-
tricity quality, and gives recommendations for determining the energy source or a
combination thereof.

To determine the decision on the HPG regime operation the knowledge base is used.
It contains fuzzy rules, formulated on the basis of a survey of experts, and takes into
account their experience with the HPG operational logic. As a result of data analysis in
the process of choosing a solution in the user interface of decision-maker results and
recommendations for the choice of energy source or a combination thereof are displayed.

Thus, decision-making is choosing from all available alternatives one variant that
ensures effective HPG operation. In the general case, the management decision is based
on defining the management goal, analysis of reliable data that characterize a particular
management situation, and purposefully affects the object of management [7].

In this study it is proposed to use the DSS for modeling processes and determine
sets of parameter values and fuzzy rules, to implement decision support processes on the
HPG operation. To store data and organize access to them in the DSS have been created
the database, which is essentially a set of interconnected data stored on a server, and is
used to describe a subject area of the HPG operation management [8].

The process of the DSS functioning is described as follows:

Process → O × Sp × Z × DS

The set of the DSS tasks Z is given as follows:

Z = Zm ∪ Zpg ∪ Zpu ∪ Zf ,

where Zm is a set of tasks for information collecting and processing; Zpg - a set of
tasks for forecasting the level of electricity generation; Zpu - a set of tasks for forecasting
electricity consumption; Zf is a set of decision-making tasks.

5 Information Technology of Decision Support on the HPG
Management

Information technology used to manage complex technical systems, which is essen-
tially HPG, is a set of methods and tools for collecting, processing, storing, transfer-
ring information and knowledge to solve management problems in the form of special
software.

Information technology of the HPG management is a combination of models and
algorithmic support of processes: collecting meteorological data and data on the current
state of the HPG and each of its components, pre-processing of these data, determining
the level of generation from RES or various RES combinations, forecasting the level of
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consumption, determining criteria for assessing electricity quality, as well as decision
support for determining the effective mode of HPG operation, and data visualization.

The interaction of processes provided by the proposed information technologywhich
consists of five stages is presented in Fig. 2 in the form of a functional model.

Stage 1.Data collection.At this stage, data are collected and validated. The collection
of meteorological and sensor data is performed at three-hour intervals during the day.
From the collected data set in the process of data pre-processing fuzzy data sets are
formed.

Fig. 2. Functional model of information technology of decision support on the HPGmanagement

As a result of data extraction and sensor polling, the parameters of the HPG operation
under current meteorological conditions are collected, as well as meteorological forecast
data for the next three hours. This time interval is defined because usually the weather
data does not change faster.

Stage 2. Preliminary data processing. At this stage, the sets of collected data are
interpreted in the form of fuzzy sets for further use in models of power generation,
consumption, and electricity quality assessment.Also, at this stage formsof interrelations
between data are established.

Stage 3. Data storage. All collected and pre-processed data are stored in the database.
The models used in the decision-making process refer to the collected and processed
data. The results of the usingmodels of determining the level of generation, consumption,
forecasting and quality assessment are also stored in the database until they are used in
the decision-making process.

Stage 4. The decision-making process. It carries out in accordancewith the developed
models and software. This process consists of subprocesses: determining the level of
generation from RES or their various combinations in accordance with the forecast
weather conditions, forecasting the level of electricity consumption for the next three
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hours, assessing the electricity quality, and the process of choosing an effective mode
from possible available alternatives. The decision-making model takes into account the
HPG operational logic. It uses a knowledge base consisting of fuzzy rules formed during
a survey of experts. The result of this process is to determine the effective mode of the
HPG operation, which is characterized by a balance between electricity consumption,
and generation.

Stage 5. Results visualization. At this stage, the results are displayed for decision-
makers in the user interface. Decision-maker receives recommendations for the man-
agement of the HPG operation in the form of concrete instructions for switching on or
off specific switches that provide connection/disconnection of energy sources, balance
load, and external network.

5.1 Model of Data Collection and Pre-processing

The first stage of the decision support process on theHPGmanagement the real-time data
collection of the HPG operation and environmental conditions, verification of compli-
ance between the collected data and the HPG characteristics, erroneous data detection,
and processing of the collected data for further use. In the general case, the data comes
in three ways: from sensors and meters, transmitted via a communication channel; from
external information sources such asweather forecast website, and entered by the user. In
this case, the functions of data collection, data transfer, verification, preparation for fur-
ther use and storage, are implemented. Displaying the collected data must be accessible
through a web interface regardless of the software platform used by the end user.

All data used in the first stage of the HPG management can be described by a set
Mp = Mpo ∪Mpi. It consists of two subsets: subsetsMpo, containing the parameters that
are collected from external information sources (this data is variable over time) and are
entered by the end user; subset Mpi, containing the calculated parameters.

Many of the parameters collected and entered by the end userMpo, can be represented
as follows:

Mpo = {Mwo,Mres,Mg,MPl,Mtech},
where MWO is a data set of weather conditions forecast; Mres - a data set on the

available HPG with RES configuration; MPl - a data set on the geographical location of
the HPG with RES; Mg - a data set on the existing distribution networks in the area, to
which it is planned to connect HPG with RES; Mtech - a data set that characterizes the
current technical HPG condition (for example, the charge level of the battery).

DataMres,Mg,MPl are entered once at user registration, dataMwo,Mtech are collected
from external sources in the operational mode, affect the HPG current state, and are
decisive for the management decisions support.

The successful management of the HPG with RES depends also on the possibility
of timely receipt and processing of the necessary reliable meteorological data. The
sources of data collection on the forecast and current weather conditions are web systems
for forecasting weather, which provide ever-changing dynamic data. Therefore, it is
necessary to ensure the collection, pre-processing, and accumulation of data that change
over time.
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The input dataset Mwo can be represented as a set of weather forecast data that is
collected online. It is described by an ordered set of elements:

Mwo = {(t,E,T ,V )},
where t – time interval for which meteorological indicators are provided on the

weather website (hours);
E – level of insolation and precipitation in qualitative characteristics, (clear; partly

cloudy; cloudy; cloudy and precipitation;
T – temperature, °C;
V – wind speed can also be represented by a range of values, m/c.
The set of time intervals t consists of three-hour intervals during the day, through

which the monitoring indicators are collected:

t = {time : time ∈ Z, 0 ≤ time ≤ 23}.
The set of time intervals for collecting weather conditions Tw, through which they

are collected, can be represented as follows:

Tw = {timen : timen = 2 + 3(n − 1), 1 ≤ n ≤ 8}|Tw| = 8.

Control for the correctness of the data extraction and storage processes lies in ver-
ification of received data, control of recording the meteorological parameters into the
database, and providing a stable connection to the weather forecast website.

Informationon the level of insolation andprecipitation comes inqualitative character-
istics described by linguistic variables, such as “clear”, “weak cloudiness”, “cloudiness”,
“heavy cloudiness”. These data are characterized by additional non-uniformity in accor-
dance with different periods (days, months, seasons). For further use, their quantitative
values are determined [9].

5.2 Model of Determining the Electricity Generation Level

An efficient HPG operation mode is a balance between electricity generation and con-
sumption. Therefore, the decision support process is to determine such a balance by
choosing from the many available alternatives of HPGmodes. The first stage of forming
a set of alternatives of HPGmodes is finding the possible level of power generation from
RES under the predicted weather conditions, taking into account the HPG operational
logic [10]. The object of this study is the HPG, which uses two complementary wind
and solar RES for power generation.

The HPG operational logic is performed in the following sequence: the total gener-
ated electricity from solar panels and wind turbines in a certain time interval, the power
demand of the consumer in this time interval are determined. It is also determined which
of the RES has the highest performance under given climatic conditions. If the generated
electricity amount is greater than necessary for consumption, the surplus electricity is
sent to battery storage. If the battery is fully charged, the surplus electricity is sold to
the external network. In case of an insufficient level of power generation, if the charge
level of the total battery capacity is more than 50%, the battery uses as a power resource
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[11]. The minimum battery charge is maintained to support the electricity supply in case
of an emergency. The main principle of HPG operational logic is to maintain a balance
between electricity generation and consumption in the autonomous mode without the
electricity involvement from the external grid.

Developed mathematical models that determine the forecasted level of electricity
generation depending on weather conditions are given in [12].

5.3 Model for Determining the Level of Electricity Consumption

To support decision-making in the HPGmanagement, it is important to develop a model
for electricity consumption forecasting, which will determine the effective mode of the
HPGoperation. It is known that electricity consumption depends onmany variables (e.g.,
consumer load, environmental conditions, etc.). To solve this problem deterministic and
probabilistic methods are used. The most common method today is regression analysis.

In most cases, information on electricity consumption may be incomplete, or it may
be interval or fuzzy, so the usage of traditional methods of electricity consumption
estimating and forecasting becomes a difficult task given the uncertainty and incom-
pleteness of the information. Thus, the task of building a forecasting model of electricity
consumption is related to solving the problem of input information uncertainty. One way
to solve the uncertainty is to build forecastingmodels based on fuzzy regression analysis,
which, unlike conventional regression analysis, is not based on probability theory but
on possibility and fuzzy set theory.

In our case, it is obtained and investigated a regression dependence for long-term
and short-term forecast of the HPG user electricity consumption. The input data are the
results of electricity consumption measurements for the previous year. The developed
forecast model is possible to obtain a daily schedule of electricity consumption for any
day of the month of the following year, as well as an operational forecast for the next
day with a breakdown into three-hour intervals.

In [13] the long-term forecast based on the results of power consumption data pro-
cessing for the previous year was developed. The correction of this model for short-term
forecast and its quality assessment were made on a sample of source data that were not
used in long-term model development.

5.4 Electricity Quality Assessment Model

The main criterion for the ability to integrate the HPG with the centralized electricity
network is the electricity quality. The term “electricity quality” is vague. Thus, a system
of indicators and norms was introduced to assess the electricity quality [14]. The pro-
posed technique does not contain complex mathematical calculations and can be easily
implemented in the DSS software.

Generalized indicators of electricity quality can take values from the range [0, 1].
In this case, if you exactly follow the requirements of existing standards for assessing
the electricity quality, then different from value 1 are clearly assessed as the lack of
the required electricity quality. With a deeper implementation of the fuzzy approach in
assessing the electricity quality, it is possible to avoid such a rigid differentiation due to
the deterministic approach.



Information Technology of Decision-Making Support on the Energy Management 81

The developed methodology allows monitoring changes in the electricity quality
even when the main HPG operation indicators are within acceptable values, to analyze
the dynamics of changes in quality indicators, and to determine preventive measures to
normalize the electricity quality. That is, it can be considered as the main criterion for
managing the HPG operation [15].

The presented method of fuzzy assessment of conformity of quality indicators to the
accepted fuzzy norms allows forming various integrated quality indicators taking into
account features of loads in a power supply network.

The proposedmethod allows not only to assess the degree to which quality indicators
meet the accepted standards but also to monitor changes in electricity quality even if the
basic indicators do not exceed the allowable values, to form rules for managing modes
of the HPG operation used in the DSS [15].

5.5 Models of Decision Support in the Management of a Hybrid Power Grid

The problem of decision-making in the HPG management is solved under conditions of
uncertainty and incompleteness of the input information, which makes it impossible to
formalize it in the form of an accurate mathematical model [11]. Different measurement
scales with different levels of detail are used to assess the parameters that affect the HPG
operation, so the decision to determine the effective mode of the HPG operation cannot
be considered as an optimization problem but should be solved as a multidimensional
and large-scale problem.

The task of decision-making is to find a rational solution that belongs to the set of
alternatives. At the same time, there is a vagueness in the formulation of the problem, as it
is present both in the description of the set of alternatives and in the criteria by which the
effective solution is determined. In this case, it is advisable to use the fuzzy preference
relationmethod [16]. If the fuzzy decision-making problemcan be formalized in the form
of a fuzzymathematical programming problem (discrete programming) and the problem
of achieving a fuzzy goal can be formulated, then the approach proposed by R. Bellman
and L. Zadeh can be used to solve it [17]. According to this approach, the solution is
considered to be the intersection of fuzzy sets of goals and possible alternatives.

The task of decision-making in the HPG management cannot be reduced to the
problem of discrete programming, because it is much more complex and non-linear.
Therefore, we propose to include in the solution only those alternatives that are not
strictly dominated by others, fuzzy criteria and fuzzy constraints should be subsets of
different universal sets. Due to the impossibility to formalize the decision-making task
in the HPG management in the mathematical formulation, it is necessary to rely on the
experts’ knowledge about the real decision support process and take into account the
operational logic of the grid. It is possible to describe the information on decisionmaking
in the form of the ratio of advantages to a set of alternatives, which can be obtained by
interviewing experts, as experts have knowledge about the HPG operation, which cannot
be formalized due to the complexity of these processes.

From the possible existing states of HPG operation, the one that allows achieving a
balance between electricity generation and consumption with sufficient quality of gen-
erated electricity should be selected. The choice of decision from a set of alternatives
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should also be based on the operational logic of the grid. Therefore, in this case, an effec-
tive method of decision-making is fuzzy logic. This approach was chosen for decision
support on the HPG management. It involves further development methods of the HPG
control by using controllers with fuzzy logic.

The effective mode is determined taking into account the current HPG state and
meteorological forecast data. It is designed to ensure effective HPG functioning in the
next three hours [18].

6 Conclusions

The developed information technology provides data collection, processing, and storage
that are necessary for effective HPGmanagement. Themain task of information technol-
ogy is to support the decision-making on the reasonable selection of the effective mode
of the HPG operation, which allows providing effective HPG management. Information
technology does not affect the operation of automatic control and regulation devices
but determines changes in the HPG operation mode in order to normalize the quality
of electricity. It also allows efficient electricity consumption by prompt changes in the
hybrid network structure by providing recommendations regarding switching off or on
of RES, storage battery in the mode of charge or discharge, balance load to increase
energy saving.
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Springer, Cham (2020). https://doi.org/10.1007/978-3-030-50794-7_21

14. EN 50160:2010 Voltage Characteristics of electricity supplied by public distri-
bution networks. https://infostore.saiglobal.com/preview/98699522296.pdf?sku=859794_
saig_nsai_nsai_2045468

15. Tymchuk, S., Miroshnyk, O., Shendryk, S., Shendryk, V.: Integral fuzzy power quality assess-
ment for decision support system at management of power network with distributed gener-
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Abstract. Spreadsheet tables are one of the most commonly used for-
mats to organise and store sets of statistical, financial, accounting and
other types of data. This form of data representation is widely used in
science, education, engineering, and business. The key feature of spread-
sheet tables that they are generally created by people in order to be
further used by other people rather than by automated programs. Dur-
ing spreadsheet creation, commonly, no consideration is given to the
possibility of further automated data processing. This leads to a large
variety of possible spreadsheet table structures and further complicates
automated extraction of table content and table understanding. One of
the key factors that influence on the quality of table understanding by
machines is the correctness of the header structure, for example, position
and relation between cells. In this paper, we present a case study of a
tabular data extraction approach and estimate its performance on a vari-
ety of datasets. The rule-driven software platform TabbyXL was used for
tabular data extraction and canonicalisation. The experiment was con-
ducted on real-world tables of SAUS200 (The 2010 Statistical Abstract
of the United States) corpora. For the evaluation, we used spreadsheet
tables as they are presented in SAUS; the same tables, but with an auto-
matically corrected header structure; and tables where the structure of
the header was corrected by experts. The case study results demonstrate
the importance of header structure correctness for automated table pro-
cessing and understanding. The ground-truth preparation procedures,
example of rules describing relationships between table elements, and
results of the evaluation are presented in the paper.
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1 Introduction

Tables are one of the most general forms for representation sets of same data
type. This form provides a convenient way to organise, present and distribute
such data among humans. The number of spreadsheet tables presented on the
Internet is estimated as more than 14 billion [3,8]. Integration of tabular data
received from different sources is frequently required to obtain the full value of
information about an issue. Such data may be extracted from spreadsheet tables
and stored in a database. In further, they also can be queried and joined with
other data using database management systems [9,19].

Spreadsheet tables are generally used for storing tabular data in electronic
view. A spreadsheet is installed on most office and home computers. One of the
popular spreadsheet software is Excel [14]. Spreadsheet tables refer to the major-
ity of human life areas and play a significant role in business, education, science
and other activities. Extraction and understanding data from spreadsheet tables
is a significant challenge. Considering the huge number of tabular documents
the task should be solved by software tools applying. Some of the spreadsheet
tables structure and data organisation features could impede these processes.

1.1 Background

As pointed out above, normally spreadsheet tables are created specifically in a
way that is easy to understand by people. Such human-centeredness of spread-
sheets tables leads to the fact that arbitrary tables often may have too complex
structure for machine-reading and processing, or might contain multi-format
data representation, and “messy” text data (e.g. typos, non-standardised values,
extra spaces) etc. [15]. It is also confirmed in [10] that tabular data formatted by
people is usually different from tables that are directly generated for automated
processing. Some studies estimated that more than 90% of all spreadsheets con-
tain errors of some form [1,11]. These errors are commonly associated with layout
structure and incorrect data.

In general, tables consist of at least two main blocks: data and header [6,8].
Automated data extraction from tables inextricably linked with correct reading
and understanding of their headers. Table header may have a complicated multi-
level structure with a visual merging of some cells. Visual perception, in this case,
might be quite different from an actual physical structure of the cells [13]. On
the other hand, table cells may have empty values,contain incorrect formulas or
use different abbreviations [2]. All of the above might have a negative impact on
automated table processing. Another common feature of tables that are formed
by humans is the absence of metadata. This information is quite important for
the interpretation of tabular information by software tools. In summary, such
human-oriented data organisation leads to the difficulty of automated tables
processing and data extraction.

Challenges of extraction data from spreadsheet tables by using software tools
are relevant and investigate for a quite long time. There are some papers such
as [2,7] declare the approaches to tabular data organisation for increasing the
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efficiency of further automatic processing. Unfortunately, these recommenda-
tions in the most cases only remain as recommendations and authors create
tables as these convenient for themselves. One of the treatments for improving
quality of data processing results is automated table header correction. Thus
the task of creating software tools for improving tabular data and the format
of their representation is an actual challenge. It is assumed that quality of data
representation directly affects on data extraction processes. Thereby it is also
important to evaluate the influence of header correctness to table extraction and
understanding processes.

1.2 Contribution

This paper presents an experimental performance evaluation of the software
platform TabbyXL1 [18] in the real-world spreadsheet data extraction scenario.
The key feature of the platform is the ability for an user to create a set of rules
that describe a relationship between elements of a table. This rule-set is then
used for table processing. We defined a set of 18 such rules to extract tabular data
from the following dataset and present them in a canonical form. These rules
were developed by an expert. Note, that in a general case, different variations of
rules can solve the same task. Dataset of statistical information SAUS200 and
its two derivatives were used for the performance evaluation in this paper. The
following sets of tables were utilised:

– tables as they are contained in the SAUS dataset;
– SAUS tables where machine-readable form of table header in Excel documents

was corrected by HeadRecog tool [13] to its human-readable form;
– SAUS tables where machine-readable form of table header was corrected by

an expert to its human-readable form.

We also specifically generated the ground-truth dataset. This dataset con-
tains a canonical form of tables and their records of entries and labels. This
ground-truth dataset might be useful for other researchers for further perfor-
mance evaluation experiments.

2 Spreadsheet Data Preprocessing

2.1 Preliminaries

We consider real-world tables from SAUS (The 2010 Statistical Abstract of the
United States) corpora. The collection2 of 1369 SAUS tables were published by
Chen & Cafarella [4]. Afterward, Nagy randomly selected 200 tables from them
and shared their subset3. Our observations on the table properties are drawn
from the study of Nagy’s subset.
1 https://github.com/tabbydoc/tabbyxl.
2 http://dbgroup.eecs.umich.edu/project/sheets/datasets.html.
3 http://tc11.cvc.uab.es/datasets/Troy 200 1.

https://github.com/tabbydoc/tabbyxl
http://dbgroup.eecs.umich.edu/project/sheets/datasets.html
http://tc11.cvc.uab.es/datasets/Troy_200_1
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The tables contain official statistical data of the US Census Bureau4. Many
of them have some hand-coded modifications, such as manually split cells, messy
data, hidden markup, or 0-width columns. Such artefacts can have a negative
effect on automated processing of tables.

Fig. 1. A fragment of a table with a hidden markup highlighted by the grey background.

Firstly, we assume that hidden markup columns can be removed without
affecting the data completeness. Figure 1 shows a fragment of a table with a
hidden markup. Secondly, all of 200 tables were copied to a single workbook and
accompanied by tags $START and $END to be conveniently detected in sheets.
The processed data are published as an archival material [17].

2.2 Tables Header Correction

We assume that the table header structure affects the performance of auto-
matic table extraction and understanding. We define correctness here as a match
between visual representation of the header (as it looks for a person and its phys-
ical form (as it is perceived by a machine) [12]. The physical layer of the table
header ideally should not have empty cells (ideally each cell must contain some
data) according to [2] for correct automated processing. HeadRecog was used
here for the transformation of the physical layer of table headers [12,13].

An example of the visual representation of the table fragment is shown in the
Fig. 2. Grey colour was used to indicate a data section of the table. Cells with
white background belong to the header area. In this case, a person without any
troubles would be able to identify which cells form the header section.However,
in practice, a physical layer of the header often differs from a visual one. An
example of this difference is shown in the Fig. 3 where the dash lines illustrate
invisible for human borders of cells that form the physical layer. There are also
some empty cells in the header of this table. Therefore, in this case, there is a
need to transform the header structure on the physical layer to remove empty
cells and preserve visual “links” between elements.

However, in practice, a visual layer often differ from a visual one. An example
of this difference is shown in Fig. 3. The dash lines illustrate invisible for human
borders of cells but forming the physical layer. There are some empty cells in
the table header. It is need to transform header structure on physical layer to
remove empty cells and preserve visual “links” between elements.
4 https://www.commerce.gov/bureaus-and-offices/census.

https://www.commerce.gov/bureaus-and-offices/census
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Fig. 2. Visual representation of the table

Fig. 3. Physical structure of the table before transformation

The HeadRecog algorithm [12,13] is used for the correction of the table
header. Correction is consists of transforming the physical layer of the header to
its visual one. As a result of applying this algorithm, the physical structure of
cells presented in (Fig. 3) is automatically transformed to the structure which is
perceived by a person (visual layer) (Fig. 4).

Fig. 4. Physical structure of the table header after HeadRecog transformation

Analysing the content of cells, such cell style elements as borders and fonts,
and cell position the decisions about cells merging are made. As a result, we got
a header in which cells on a physical layer matching with cells on a visual layer.

In order to estimate the accuracy of the proposed header automatic trans-
formation and correction by HeadRecog algorithm, each table from the SAUS
dataset was also manually processed by experts. The manual processing consisted
of adjusting the header cells by experts in such a way that their structure on
physical and visual layers were matched. During the manual correction, experts
only merged cells. As a result, we obtained a new dataset of statistical tables
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where machine-readable (physical) structure of the table header is equivalent to
its visual structure.

It is worth to note that the manual correction is not always unique [12]. From
200 tables some abnormalities after automated correction were detected in the
headers of 13 tables. Five cases of them related to choice of the left or right
side of empty cells merging with non-empty cells. The results of dataset tables
header structure automated transformation are shown in the Table 1.

Table 1. Results of header structure correction

Number of cells in SAUS200 8028

Cells after HeadRecog transformation 3795

Cells after manual transformation by experts 3768

Proportion of HeadRecog correctly identified cells 0.932

Share of HeadRecog incorrectly merged cells 0.025

Share of HeadRecog incorrectly tables headers structure recovery 0.045

The tables of SAUS dataset and the same tables but with automatically
and manually corrected headers were used for evaluating the effectiveness of
automated tabular data extraction process. We assume that the implemented
method of table header correction may facilitate automated data extraction from
hand-coded tables represented in spreadsheets.

3 Spreadsheet Data Extraction

In this Section, we consider the issues the data extraction from statistical tables
driven by user-defined rules. The main ideas we exploit are as follows:

– Most tables are designed with a few common tricks of table layout, formatting,
and content.

– People are able to use these tricks in order to understand tabular data cor-
rectly.

– The tricks can be set out as formal rules to analyse and interpret the tables.
– The rules enable to automatically extract data from the tables.
– Such rules can be user-defined, i. e. be explicitly separated from inference

algorithms.

In our case study, we use CRL, a domain-specific language, to specify rules for
recovering the table logical structure missing in the original source. In contrast
to general-purpose rule languages, CRL allows expressing user-defined rules in
terms of the table understanding [16]. CRL-rules are intended to map explicit
features (layout, style, and text of cells) of an arbitrary table into its implicit
semantics (entries, labels, and categories) [16,18]. Only 18 CRL-rules5 allowed
5 https://github.com/tabbydoc/tabbyxl/wiki/example-saus#ruleset.

https://github.com/tabbydoc/tabbyxl/wiki/example-saus#ruleset
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us to process the most of source tables with an admissible quality. It should be
noted that users may use both our set of CRL-rules and their own also. The
functions of our set of rules are listed below:

– Rule #1 removes next line characters from the textual content of a cell.
– Rules #2-3 creates and categorise a label in a cut-in cell.
– Rules #4-5 creates and categorise a label in a stub-head cell.
– Rule #6 creates and categorise a label in a cut-in cell.
– Rule #7 creates and categorise a label in a head cell.
– Rule #8 creates an entry in a body cell.
– Rules #9-13 create a parent-child pair from two labels in stub cells (each rule

for a for a separate layout trick used in a stub).
– Rule #14 associates a label originated from a stub cell with an entry.
– Rule #15 creates a parent-child pair from two labels in head cells.
– Rule #16 creates a parent-child pair from two labels in cut-in cells.
– Rule #17 associates a label originated from a head cell with an entry.
– Rule #18 associates a label originated from a cut-in cell with an entry.

Each rule consists of a left-hand side (LHS) specifying conditions and con-
straints on querying facts and a right-hand side (RHS) listing actions performed
on these facts. For example, LHS of the Rule #2 has only one condition to query
cells, which are placed on the top row (constraint 1), not blank (constraint 2),
not matched to (\\u005c[0-9]+)|([Uu]nit indicator) by value (constraint
3). Its RHS includes 3 actions to annotate each cell by “STUB” tag (action 1),
to create a new label from the text content of the cell (action 2), to associate
this label with the category named “STUB” (action 3).

when
cell c: cl == 1, !blank,

!text.matches("(\\u005c[0-9]+)|([Uu]nit indicator)")
then

set tag "STUB" to c
new label c
set category c.tag to c.label

end

TabbyXL enables automated translation of CRL-rules to Java source code.
The generated Java classes are ready to be used without additional modifications.
A snippet of the Java source code generated from Rule #2 is shown below.

@Override

public void accept(CTable table) {

Iterator<CCell> cIterator = table.getCells();

while (cIterator.hasNext()) {

CCell c = cIterator.next();

if ((c.getCl() == 1) && (!c.isBlank()) &&

(!c.getText().matches("(\\u005c[0-9]+)|([Uu]nit indicator)"))) {
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c.setTag("STUB");

c.newLabel();

c.getLabel().setCategory(c.getTag());

} } }

TabbyXL also allows us to serialise Java file objects as Maven project that is
ready to be built. As a result, we obtain an executable Java application including
all dependencies. The application extracts data from statistical tables and stores
them in a canonical form. This feature allows to users who are not familiar with
the CLR-language to generate rules.

4 Experimental Results

4.1 Ground-Truth Preparing

To evaluate the effectiveness of the developed rules, we prepared referenced
canonicalised tables as the ground-truth data, covering Nagy’s subset. These
tables were automatically generated from sources with manually corrected head-
ers and colour annotation.

Fig. 5. A fragment of a coloured table with 3 stub columns.

The experts manually assigned a predefined background colour to each func-
tional region of cells in the following manner:

– the grey highlights data cells;
– the pink depicts head cells.

The green is used to designate cut-in cells: the dark and light shades corre-
spond to parent and child relationships respectively. The shades of yellow corre-
spond to stub head cells, each for a separate category (Fig. 5).

When there is a hierarchy of headings in a stub, then we use shades of
blue to indicate levels of this hierarchy. We assume that any cell in a nesting
level produces a child label for a parent label produced from the corresponding
spanning cell. While top-level cells remain white, cells placed on the rest levels
are designated by shades from light to dark blue depending on the nesting of
their level (Fig. 6).
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Fig. 6. A fragment of a coloured table with a hierarchy of headings in the stub.

We developed CRL-rules using the colour annotation to generate canoni-
calised tables from sources. These rules allowed us to get the ground-truth data
with minimal inputs from the expert. The form of the ground-truth data is
designed for human readability presentation (Fig. 7). Each canonicalised table is
accompanied by two recordsets, specifying entries and labels with their prove-
nance (references to source cells). The generated ground-truth data is available
in [17].

Fig. 7. A fragment of a canonicalised table.

4.2 Performance Evaluation

We evaluated the performance of the application generated from 18 CRL-rules on
two main stages of data extraction from spreadsheet tables, namely: (i) extract-
ing entries and labels from cells, (ii) recovering relationships (entry-label and
label-label pairs) of extracted data items. We considered 3 cases of the source
data: (i) original tables without any correction, (ii) tables corrected automati-
cally by HeadRecog algorithms, (iii) tables corrected manually by 3 experts.
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The results of processing all three cases of the source data were compared
with the ground-truth data (Table 2). For the performance estimation, the stan-
dard metrics in the information retrieval recall and precision were used [5]. The
numerator in a fraction is a number of correct predictions of entries and labels,
and their relationships (entry-label, label-label pairs).

The results confirm our initial assumption that the correctness of the table
header increases significantly when the quality of data extraction is increased
in Table 2. Concretely, recall for entries and relationships in the SAUS without
any correction is much lower than recall after table headers were corrected by
HeadRecog or experts.

The experiment also demonstrates the possibility of creating a set of rules
that allow processing and data extraction from tables with a diverse data organ-
isation structure. At the same time, the acceptable quality of data extraction is
maintained.

Table 2. The results of the performance evaluation

Entries Labels Entry-Label Pairs Label-Label Pairs

Original tables

Recall 0.8783

(120122/136766)

0.7544

(15155/20089)

0.6896

(267236/387499)

0.6392

(11471/17946)

Precision 0.8189

(120122/146695)

0.8207

(15155/18467)

0.7668

(267236/348509)

0.7007

(11471/16371)

After correction of headers by using HeadRecog

Recall 0.8791

(120229/136766)

0.8617

(17310/20089)

0.8379

(324679/387499)

0.7557

(13561/17946)

Precision 0.8310

(120229/144682)

0.8571

(17310/20195)

0.8108

(324679/400435)

0.7716

(13561/17575)

After correction of headers by the experts

Recall 0.9928

(135785/136766)

0.9360

(18804/20089)

0.9549

(370022/387499)

0.8391

(15058/17946)

Precision 0.9420

(135785/144148)

0.9446

(18804/19906)

0.9275

(370022/398967)

0.8636

(15058/17437)

5 Conclusions

This work focuses on approaches for extraction and canonicalisation data from
spreadsheet tables with statistical information and evaluation of its performance.
We utilised the TabbyXL platform here for performance evaluation of data
extraction process from real-world datasets of tables. The set of 18 rules that
allow to identify tabular elements was created. These rules could be adapted to a
different case-study on an ad-hoc basis. Two derivatives sets were obtained from
the SAUS: 1) A dataset where the structure of table headers were automatically
corrected by HeadRecog; 2) with the structure of headers corrected by experts.

We generated a new ground-truth dataset which is a canonical form of the
SAUS. This dataset and derivatives from the SAUS are utilised in the per-
formance evaluation experiments. The results of the case-study experimentally



94 V. Paramonov et al.

demonstrate that the correction of the header structure improves the quality
of the table canonicalisation. In addition, the ground-truth dataset, available
in [17], might be of use to other researchers in order to estimate their own
approaches for tabular data extraction and canonicalisation.
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Abstract. The article presents the results and practical solutions of the Oper-
ational Programme for the European Union Funds’ Investments in 2014–2020
project “Automated CV Builder Based on Artificial Intelligence Module”. The
article discusses the problem of structuring curriculum vitae (CV) data, specifics
of evaluation process, evaluation of candidate’s technical and personal skills, data
validity, and data presentation problems. The results of the carried out empirical
research and the systematic review of the literature are described, and the new CV
builder information model is presented.

Keywords: Curriculum vitae · Semantic interoperability · CV information
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1 Introduction

Widespread internet access has changed various aspects of our lives, including the search
for job offers. Although, internet usage makes it easier to find job offers and send
candidates their CVs, this has had an unfavorable impact on the work of HR managers
handling the recruitment process. It has become difficult for HR managers to choose
from an abundance of candidates those who best meet job requirements and should be
invited for an interview. One stage in recruitment process management is the problem
of structuring CV data.

The article presents the research results andpractical solutions of theOperational Pro-
gramme for the European Union Funds’ Investments in 2014–2020 project “Automated
CV Builder Based on Artificial Intelligence Module”.

The paper is organized into the following interrelated sections. The systematic review
of “CurriculumVitae” and the review findings and the results of the comparative analysis
are presented in Subsects. 1.1 and 1.2. Research methodology is presented in Sect. 2.
Results of two empirical research are provided in Sect. 3, information of the personal
characteristics of the candidate is analyzed in Subsect. 3.3 and proposed CV Information
Model are provided in Subsect. 3.4 and the last Section presents the overall conclusion
of the presented research.
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1.1 Systematic Review

In order to identify the information structure of the CV, basic systematic literature review
method devised by Kitchenham [1] has been used. The systematic review was carried
out in November 2019 via the Web of Science database. Only peer-reviewed articles
in English published in 2014–2019 were chosen. Table 1 provides the protocol on the
citation database Web of Science.

In the first stage, all the last five-year articles using the keyword “Curriculum Vitae”
were found. As the result, 128 articles were selected.

Table 1. Search results in the database.

Result Protocol

128 (TS = (Curriculum Vitae)) AND Language = (English) AND Document Types =
(Article)
Databases = SCI-EXPANDED, SSCI, A&HCI, CPCI-S, CPCI-SSH, ESCI
Timespan = Last 5 years

The second stage was dedicated to the analysis of titles and abstracts subject to
filtering by the mentioned criteria and 28 original articles were identified. However, due
to the peculiarities of the research question, it was difficult to clear articles by analyzing
only the summary. Therefore, it was decided to search for further information throughout
the text. Finally, 22 articles were chosen.

1.2 Review Findings and the Results of the Comparative Analysis

This section analyses the results of the systematic review in order to answer the research
questions. The selected scientific articles analyse the following aspects: 1. The problem
of structuring CV data; 2. The specifics of CV information evaluation; 3. Data validity;
4. The problem of data presentation. Only the results of the first aspect are detailed in the
article. The second aspect presents the methods of evaluating CV information, but is not
analyzed in the article. The full review of all analysed aspects is provided in Appendix
A of the project technical document.

The reviewed articles analyse CVs of different target groups: the researchers most
analyse academic CVs (12 articles, 54.5%), CVs applying for web designer positions (1
article, 4.5%), medical career CVs (6 articles, 27.3%).

Review of CV Data Field Analysis
Only 7 articles analyse the structure of elements or present CV information.

The authors of the article [2] give recommendations to medical students on how to
submit a CV application to Electronic Residency Application Service, ERAS.

The authors [3] analyse CVs collected from various sources and present the CV3
model, which divides the data into 7 categories. In this model, the authors [3] distin-
guish 4 types of data: (1) nominal data: general, personal, contact information, etc.; (2)
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hierarchical data: professional skills and competences; (3) ordinal data: social skills and
languages; (4) Spatio-temporal data: professional and educational history.

The authors of the articles [4, 5] recommend providing more information to medical
staff when applying for various job positions or scholarships.

Table 2. Comparative analysis of the CV elements.

The researchers from Pakistan [6] and [7] present ORCID (Open Researcher and
Contributor ID) authors’ identification system (http://orcid.org/) to promote this concept
in developing countries. ORCID is a not-for-profit organization that has been trying to
solve the problem of the identity of authors in various elements since 2012. ORCID
identifiers are presented as 16-digit alphanumeric characters, e.g. http://orcid.org/xxxx-
xxxx-xxxx-xxxx. A Web page is created for an author with a reference to a URL,
e.g. http://orcid.org/0000-0002-3203-418X, where the following is given: (1) name,
surname; (2) brief biography; (3) education (year, degree earned andmain field of study);
(4) work history (employer’s name, date of employment and position); (5) funding
section (type, name of project, brief description, amounts, dates and grant numbers); (6)
contribution section (journal articles, books or book chapters, dissertations, conference
presentations, intellectual property and datasets).

ORCID records may contain unique identifiers, such as digital object identifiers
(DOI), “PubMed IDs”, patent numbers, and many other external IDs. In their ORCID

http://orcid.org/
http://orcid.org/xxxx-xxxx-xxxx-xxxx
http://orcid.org/0000-0002-3203-418X
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profile, researchers may have a peer review section for an additional fee, which avoids
“fake” comments from reviewers.

The researchers from the Latin American region use the “CvLAC”, also known as
the “Curriculum Lattes” system, to manage academic CVs. The authors [8] have noted
that CV standardization is insufficient. This is also noted by the authors of the article
[9].

Table 2 presents the results of the comparative analysis of the CV elements described
in the articles.

Review of CV Information Evaluation
Natural language processing methods [9], decision support systems (DSS) [9], multi-
criteria decision support method [10], Semantic Web technologies [11, 12], innovative
approaches using the relevance factor with vocabulary scoring [13], data visualization
[3], comparison of CVs using calibration, branching out and repair methods [14], system
of indicators [8] are used in order to evaluate CVs. The full review ofmethods is provided
in Appendix A of the project “Automated CV Builder Based on Artificial Intelligence
Module. Technical document”.

Summarizing the Results of the Systematic Review of the literature, it can be
stated that:

1. There is a need for ways and means to ensure more efficient CV creation and search,
CV evaluation and recruitment of candidates.

2. There is no generally accepted standard of curriculum vitae. The quality of the
CV and its structured presentation have a significant impact on CV evaluation and
recruitment processes. HR managers find it difficult to find among all the candidates
those who best match the requirements of the job and should be invited for an
interview.

3. When analysing the structure of the CV, it is noted that the main information to be
presented can be summarised in the following categories: (1) Contact details and
personal information; (2) Education; (3) Work history. Less frequently presented
elements: (1) Abilities; (2) Publications; (3) Certificates; (4) Awards.

4. When analysing the structure of researchers’ CVs, it was noted that, to describe the
qualifications and careers of researchers, which are analysed in the evaluation of both
scientists and university science, technology and innovation results, more structured
elements are needed: (1) Audit and quality improvement tasks; (2) Management and
leadership; (3) Training courses and education symposiums; (4) Membership in pro-
fessional and public organizations; (5) Referees; (6) Consultations; (7) Experience
as a researcher; (8) Teaching experience; (9) Volunteering experience.

5. Avariety of solutions and technologies are used forCVevaluation process.Decisions
depend on how a CV is recognized. A generally accepted CV standard gives the
possibility to store a CV in XML format that can be converted to OWL or stored as
RDF files.

6. When analysing the presentation of CV data, it is noted that there is a convenient way
to submit a CV using a portfolio managing and filling in a person’s achievements.
CV data is available at a unique URL where publications, and other resources that
are mentioned in the CV can be submitted.
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2 Methodology

2.1 Empirical Research

In order to highlight the basic information, the employer needs about the candidate for a
particular position, empirical research was carried out in companies. The research was in
English and Lithuanian. Countries such as Finland, Poland, Sweden, Denmark, Norway
and Lithuania participated in the research.

A total of 1,347 responseswere received, including the results of telephone and e-mail
surveys of all countries. This represents 5.08% of the total number of respondents (the
total number of respondents is 26,500). The responses were received from 79 Lithuanian
companies and 1,268 foreign companies.

The analysis of the obtained survey data helped determine: (1) what informa-
tion is missing in candidates’ CVs; (2) how employee searches are conducted; (3)
where employers post their job advertisements. This made it possible to establish the
relationship between the real usefulness of CV tools and employers’ needs.

After summarizing the results obtained, the following issues are not clear: (1) the
structure of the CV, which best reflects the needs of employers and jobseekers, (2)
compatibility of various CV structure tools.

Regarding the results of the employers’ survey and the issues raised, the analysis of
CV websites and systematic review of the literature were carried out.

2.2 Research of CV Websites

During the analysis of CV websites using the keyword “cv building tools”, top tools
were selected and 31 websites were reviewed: Canva, Visme, ResumeCoach, EuroPass,
Venngage, Bitebale, Easy Prompter, CakeResume, VisualCV, Adobe Spark, Wordpress,
Wix, Resumonk, SlashCV, CVmkr, ResumeGenius, ResumeCompanion, CraftCV, Zety,
ResumeBuilder, MyPerfectResume, GreatSampleResume, Resume, Enhancv, Kick-
Resume, ResumeMakerPro, Pongo, FreeResumeTemplates, CV-Template, Creddle,
StudentJob.

CV information obtained from websites was organized according to the following
criteria: 1.What types of CVbuilder tools are used; 2. Professional qualifications or other
options for responsibility; 3. Language selection; 4. Adaptability to different regions of
the world; 5. CV Europass support capability; 6. Targeting different target user groups;
7. Adaptability to screen size; 8. Ways to log in to a CV platform; 9. Ways to import a
CV file; 10. CV format types; 11. CV storage format; 12. Types of elements used to fill
in a CV; 13. Ways to submit a CV on a job search platform; 14. CV element groups.

3 Results and Discussion

3.1 Results of the Empirical Research

During the survey employers were asked: 1.What information do you lack in candidates’
CVs? 2. What are the ways you are looking for employees? 3. Where do you post your
job advertisements?
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The results of the first question “What information do you lack in candidates’ CVs?”
are presented below (see Fig. 1).

The results of the survey show that employers most miss information about person-
ality competencies in candidates’ CVs. This represents 35.7% of employers in the EU
countries and 20.5% of Lithuanian employers. Secondly, both groups of respondents
(the European Union – 27.1%, Lithuania – 10.3%) want to see information about pro-
fessional competencies in CVs. 27.7% of employers in the European Union report that
candidates do not provide information about salary expectations. In addition, employers
in the European Union lack information about candidates’ education (17.4%) and they
lack candidates’ portfolios (25.2%). The special need to improve the content of CVs is
seen in the countries of the European Union. In Lithuania, 48.7% of the respondents
usually do not lack anything in CVs submitted by candidates, while in the European
Union this index is only 0.1%. Such a situation in Lithuania may be influenced by the
fact that 14.1% of candidates come directly to the employer.

Fig. 1. Question “What information do you lack in candidates’ CVs?”

The results of the second question “What are the ways you are looking for
employees?” are presented below (see Fig. 2).

Most employers, both in the European Union and Lithuania, look for employees on
job sites (40.9% and 24.4% respectively). Both groups of respondents take recommen-
dations seriously (the European Union – 22.1%, Lithuania – 28.2%). In the European
Union countries, it is also popular to contact recruitment agencies when looking for
employees (27.2%) and use social network LinkedIn services (21.8%).

The results of the third question “Where do you post your job advertisements?” are
presented below (see Fig. 3).

MostLithuanian employers and the vastmajority of employers in theEuropeanUnion
publish their job advertisements on social networks. Facebook is popular in Lithuania
(23.1%), and Facebook (42.6%) and LinkedIn (41.6%) in the European Union countries.
Lithuanian employers often publish their advertisements on job sites (12.8%), use labour
exchange (24.4%) services or do not even publish their job advertisements anywhere
(21.8%).
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Fig. 2. Question “What are the ways you are looking for employees?”

Fig. 3. Question “Where do you post your job advertisements?”

3.2 Results of the Research of CV Websites

After analyzing the CV websites, five types of tools were identified: 13 CV builder tools
(41.9%), 2 video CV builder tools (6.5%), 3 tools (9.7%) that had the option of CV
builder and job search. There are 2 CV website builder tools (6.5%) and 11 CV builder
tools with a link to job search (35.5%). To sum up, the market is dominated by ordinary
CV builder tools.

The classification of professional qualifications is included in the 12 tools examined
(38.7%). Themajority, i.e. the remaining 19 (61.3%) has no classification of professional
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qualifications or any other options for responsibility included. Almost half of the tools
examined 15 (48.4%) have language selection, while the rest 16 (51.6%) do not.

There have been efforts to develop tools that apply to all regions, 23 tools 74.2%.
5 tools (16.1%) are applied to the US job market, 1 (3.2%) for European countries, 1
(3.2%) for the UK and 1 (3.2%) for Taiwan (Asia).

The vastmajority of the tools examined do not rely on anyCVbuilder standard. There
are 26 (83.9%) such tools. The minority, i.e. only 5 tools (16.1%) offers the possibility
to support the Europass CV form.

More than half of the tools (23 (74.2%)) are appropriate for the different target
groups. One (3.2%) tool is IT sector-oriented, one tool (3.2%) is exclusively designed
for graduates, students and schoolchildren, 2 tools are allocated to website developers
(6.5%) and 4 tools (12.9%) are oriented towards users of design tools.

Most tools (22 (71%)) are adapted for desktop displays and only a third of the tools
(9 tools (29%)) are adapted to work not only on desktop displays, but also on smart
devices.

The three most commonly offered ways to log in to CV platforms are as follows:
Facebook (19 tools. (31.1%)), e-mail (18 tools (29.5%)), Google (15 tools (24.6%)).
Otherways to log in are: LinkedIn (6 tools (9.8%)), Twitter (2 tools (3.3%)) andAdobeID
(1 tool (3,2%)).

Most of the tools analyzed do not allow importing CV files (20 tools 54.1%). 11
(29.7%) tools allow importing CVs from LinkedIn, 5 (13.5%) allow from PC and one
tool allows importing files from GoogleDrive/Onedrive/Dropbox.

Almost all CV builder tools (29 tools, 93.5%) support A4 CV format. There various
CVstorage formats offered.Dominated byPDF (27 tools, 42.2%), TXT (11 tools, 17.2%)
and XML (11 tools, 17.2%) formats.

Most tools (25, 80.6%) use structured data elements to fill in and only 6 tools (19.4%)
are unstructured. There is a great number of ways to publish a CV. Most tools allow CV
publishing on the website or providing a link to a CV (25 tools, 20%). 14 tools (11.2%)
allow publishing on job platform, Twitter and FB. 11 tools (8.8%) support publishing
on LinkedIn.

Less than half of the tools (14, 45.2%) publish CVs on various job search platforms.
The most popular platforms are Livecareer, Indeed.com and ZipRecruiter.

The most popular CV element groups used in tools are shown in Fig. 4. Almost
all tools have CV element groups such as contact information, personal data, career
goals, education, work experience, skills and abilities, professional qualification, and
additional information. The least important is a portfolio (4.2%).

Most CV builder tools are limited to a variety of self-assessment scales for skills
and abilities. This carries the risk that a candidate may overestimate or underestimate
his/her skills and abilities. In order to sidestep the issue, Europass suggests attaching a
file, which can be a certificate or other proof of the specified skills and abilities. There
are CV tools (e.g. KickResume, Creddle) built in with LinkedIn that take professional
and personal data about a candidate fromLinkedIn. The skills and abilities mentioned on
LinkedIn are verified by testing a candidate. Several CV builder tools refer a candidate
to other knowledge testing tools (e.g. Indeed, InterviewMocha, etc.) to test skills and
abilities.
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Fig. 4. CV element groups.

3.3 IBM Artificial Intelligence Tool for Personal Dimensions, Values and Needs
Assessment

According to the results of the Empirical Research, it can be stated that when employers
are looking for future employees, there is a lack of information about their personal
characteristics. Thus, in the process of finding an employee, employers need to assess
not only the subject-specific but also the personal characteristics of the candidate.

In psychology, a number of methods are developed for the assessment of personality
skills. According to the source [15] in modern psychology, the most popular method
for analysing personality skills is the Big Five dimensions of personality. The Big Five
dimensions of personality model makes it possible to assess an employee’s satisfaction
with thework performed. The study described in the source [16] suggests that personality
skills have an impact on professional success. According to [17], it is possible to assess
a person using social networks, and only personal texts submitted on the social network
are sufficient for this. The tool developed requires a large number of Twitter messages
[17]. The source [18] describes a study of personality values based on messages in the
social network Reddit. The authors say that the prediction of a person’s values can be
made on the basis of the consumption of words corresponding to values on social media.
IBM has conducted a series of studies to assess whether personality characteristics from
social media data can predict people’s behavior and preferences. IBM offers a service
“Personality Insights” for combined assessment of the Big Five personality traits, and
values and needs, the API of which is described in the source [19].

3.4 Proposed CV Information Model

Based on the results in Sects. 3.1–3.3 and the results of the systematic review, the CV
informationmodel (CVim) has been proposedwhichwill allow (1) effective organization
of the needs of employers and job seekers; (2) realization of compatibility of different
tools in CV saving CV in XML format.

TheCVim is designed that a person’s curriculumvitae provides sufficient information
for an employer, which can be quickly assessed and visualized on several levels. The
structure of the information model includes associated metadata acceptable for both
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humans and computers. Although, not all metadata is directly adapted to the end-user,
it is possible to change the user interface, choose a more user-friendly form for filling
in or submitting a CV.

The CVim provides data elements grouped by category. The CVim full elements
set is a hierarchical structure of data elements that includes container (aggregate) data
elements and simple data elements (leaf nodes of the hierarchy). Only leaf nodes have
individual values defined through their associated value space and datatype. Container
data elements in CVim do not have individual values.

For each data element, the following parts are defined in the CVim: (1) Name: the
name by which data element is referenced; (2) Explanation: the definition of the data
element; (3) Multiplicity: the number of values allowed; (4) Order: the order of the
values only applicable for data elements with more than one value; (5) Note: some
specific remarks using this data element; (7) Example. For simple data elements, the
CVim also defines: (1) Value space: the set of allowed values for the data element;
(2) Datatype: specifies whether the values are LangString, DateTime, VocabularyTerm,
CharacterString or Undefined.

Fig. 5. Suggested CV information model.

The numbering of the data elements represents the aggregation hierarchy of data
elements and their components. The information model groups’ data elements into ten
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categories: (1) Contact Information, (2) Personal Information, (3) Career Goal, (4) Edu-
cation and Training, (5) Work Experience, (6) Professional Qualifications, (7) Personal
Skills andAbilities, (8)MetaMetadata, (9) Additional Information, (10) Portfolio. There
are 119 elements in the CV information model of which 30 do not contain values but
function as container elements that group value elements together. With the help of the
mind map technique [20], the structure of the CV information model is visualized (see
Fig. 5).

These elements are specified into three types: elements that must be filled in (manda-
tory elements), elements that are advised to be filled in (recommended elements). All
other CV elements are non-mandatory.

4 Conclusions

The article aims to introduce the new CV information model that supports a variety
of CV uses, including (1) Management, (2) Searching and finding, (3) Technical inter-
operability, (4) Evaluation. The full list of the elements of the CV information model
is provided in Appendix A of the project “Automated CV Builder Based on Artificial
Intelligence Module. Technical document”.

Summarizing the results of empirical research, it can be stated that:

1. Employers usually lack CV information about a candidate’s personal skills,
professional abilities and cannot find a portfolio.

2. Ad portals and social networks are most often used to search for employees and post
job advertisements.

3. Most CV builder websites support A4 format, but at the same time are not adapted
to work on smart devices, thus complicating CV viewing.

4. Existing CV builder tools limit a candidate because CVs are usually saved in PDF,
TXT,XML, and other similar formats.Meanwhile, only a small part of the tools gives
the possibility to create a candidate’s personal website increasing CV accessibility
and management.

5. Regarding the CV structure, it is sufficiently structured, but very few CV tools allow
the candidate to create a portfolio, and the survey of employers shows they are
missing it.

6. In most tools, CV data is structured. Only a few tools offer to use the Europass CV
form. No CV standard is used in other tools, which suggests that such a standard
does not exist.

7. In some CV builder tools, the use of classification of professional occupations and
responsibilities, gives the possibility to speed up and structure CV creation. In addi-
tion, some of the tools examined have integrated job search options, which expands
the standard functionality of the tool and speeds up job search / candidate recruitment
process.

8. An employee’s personality skills can be evaluated using the most popular method in
psychology–the Big Five personality traits. This method is successfully applied with
the help of social media information, and artificial intelligence is used to process it.
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Limitations of the research are the lack of verification of the CV information model.
Currently, the implementation of a new CV information model in the automated CV
platform is underway and validation studies of the CV information model are planned.
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Abstract. This paper presents a causal modelling-based approach for aligning
information systems development and business strategy execution. The purpose
is to ensure alignment between the business strategy of the organization and the
way the information system is built. The suggested approach is based on the Agile
frameworks such as Scrum, SAF’e, enterprise modelling framework MoDAF,
modelling language ArchiMate 3.0, and the causal modelling concept of manage-
ment transaction (MT). MT concept is the normalized structure to reveal business
needs content and bridges MODAF and Agile concepts. MT is used to Agile pro-
cess description on the level of themes, initiatives, epics, and user stories. Data
from three real Enterprise Application Software projects over a one-year period
were used to test the method.

Keywords: Enterprise application software development ·Management
transaction · Enterprise architecture · Agile software development

1 Introduction

Continuous process optimization is mandatory in a modern day business to stay com-
petitive and takes a significant part in the business strategy of every enterprise. Software
solutions like Enterprise Application Software (EAS) are used to organize, monitor and
manage whole or part of processes in most modern day enterprises. Employees of the
enterprise, that ensure the execution of the processes required to run the enterprise, use
such systems daily in their work. This suggests that business and information system
(IS) alignment is crucial to ensure process execution and in return, optimal business
strategy execution.

Business strategy execution is often delivered by implementing various projects
and most of them are IT related. However, the alignment of business management and
IT solutions is now the result of human communication and collaboration that is not
systematically orderly, not supported by any formal method of ensuring business and IS
alignment.

We are looking for possible solutions integrating causal modelling and Enterprise
Architecture development methods. Enterprise Architecture (EA) frameworks are the
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most widely recognizedmodel-basedmethods to identify business strategy requirements
and allows to transform them to application software architecture solutions. It is also
a blueprint for how an organization achieves the current and future business objectives
using information technologies [1]. Because of that, enterprise architecture solutions
ensure the alignment of the process components in the enterprise to the supporting
information systems and their components.

Development of EAS requires understanding of causality in the particular subject
domain. Causal knowledge is a type of knowledge, next to declarative, procedural, and
relational knowledge. Causal knowledge is described by Zack as a “description of causal
links among a set of factors<…>which provides a means for organizations<…> how
best to achieve some goal” [2]. The awareness of the specific domain causality is the
prerequisite for discovering deep knowledge (i.e. regularities, laws) in a given domain.

Causal modelling is aimed for discovering causal dependencies of processes and
information attributes in various real-world domains. Two levels of enterprise causal
knowledge modelling were introduced by Gudas in [3]. The first level is the presentation
of the discovered causation using the Management Transaction (MT) framework. At the
second level, a deep knowledge structure ofMT is revealed in amore detailed framework
called the Elementary Management Cycle (EMC).

Agile principles and practices have been used for a while already for IT project
management also having in mind business and IT alignment, and the usage of Agile
frameworks is increasing [4], but their usage is often seen as sporadic, inconsistent
and difficult to measure in terms of success, or the three classical project management
constraints of time, scope and cost. The link between the task or user story in EAS project
and strategic objectives of the enterprise is not clearly defined.

This paper is structured as follows: in the second section, the basic concepts of
enterprise architecture, management transaction and Agile software development man-
agement are presented. In the third section related works are described. The fourth
section explains the method to use management transaction to ensure business and IT
alignment. In the fifth section, the case study using the suggested method is presented.
Finally, conclusions cover the overview of results and summarize the case study.

2 Key Concepts

2.1 Enterprise Architecture Modelling

Business and EAS alignment issue is related to the modelling of complex systems (orga-
nizational systems, enterprises or cyber-social systems) summarized by the term systems
of systems in the methodology of Enterprise Architecture (EA) frameworks.

EA has evolved over the years since it was mentioned for the very first time by
Zachman [5] in 1987. There is no single definition of EA, but some authors as Kim et al.
[6] describe it as “a holistic understanding of all aspects of a business, its drivers and
surrounding environments, its business processes, organizational structures, information
flows, IT systems, and technical infrastructures”. More recent definition made in 2018
by Gartner [7] describes that EA is “a discipline for proactively and holistically leading
enterprise responses to disruptive forces by identifying and analysing the execution of
change toward desired business vision and outcomes. EA delivers value by presenting
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business and IT leaderswith signature-ready recommendations for adjusting policies and
projects to achieve target business outcomes that capitalize on relevant business disrup-
tions”. A properly defined EA allows businesses to identify and utilize their capabilities
in executing business strategy.

Enterprise modelling is the initial stage (followingmodel driven architecture (MDA)
approach) of EAS in a wide range of industries, e.g. manufacturing, military, health-
care, energy, communication enterprises, and others. A captured domain causality is
specified as the internal domain model, e.g. the cause-consequence rules, equations,
ontology, meta-models. In our approach the discovered causation is specified using the
Management Transaction (MT) framework as described in [3].

Business management frameworks (e.g. Deming‘s PDCA cycle [8]) have been for-
mally referred to as themanagement transaction (Fig. 1) in [9] byGudas andValatavicius.
The conceptual structure of the management transaction is presented in Fig. 1: Pi – basic
physical (material) process (i – identifier), Fj – management function (j – identifier), A
– Process State Attributes (raw data), V – Controls (impacts to P). Note that enterprise
goal G is not explicitly stated in the description of MT, only marked with a dotted line
in Fig. 1, but is considered by the analyst and affects the specification of MT.

Enterprise Process 
(Pi)

Enterprise 
Management 
Func�on (Fj)

Management 
informa�on  

A

Managemet 
informa�on 

V

Output
(Material flow) 

Input
(Material flow) LEVEL 1

Enterprise 
Management Goal (G)

Enterprise 
Management Transac�on (MTij)

Fig. 1. Management transaction

2.2 Agile Software Development Management Concepts

Agile software development management practices were used already for a while before
the commonly agreed Agile values and principles were described in Agile Manifesto
in 2001 [10]. Over the years, the Agile frameworks such as Scrum, Extreme Program-
ming (XP), ScrumBan, where Scrum is mixed with Kanban framework, Scaled Agile
Framework (SAFe), Spotify model or hybrid versions of these gained popularity mainly
because of adaptability to change and reduction of project costs [4]. One of the most
widely used practice in Agile software development management for capturing business
needs is “user story”. A user story represents business requirements using natural lan-
guage. There are research done by Luccasen et al. [11, 12] showing the benefits and some
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limitations of using user stories. But user stories on their own are not able to fully express
the link from gathered requirements for information system to strategic objectives of the
enterprise. Therefore, Epic, Initiative and Theme concepts are used and together with
user stories they form a so called TIES structure [13] that help to semantically link the
business requirements for information system from a user story to a strategic objective,
see Fig. 2 below:

Fig. 2. Agile project management hierarchy

Agile project management hierarchy elements are considered as MT’s (see Fig. 1)
and therefore concepts of MT can be used to define elements in the TIES structure. The
MT components mentioned in Fig. 1 are used as follows:

• F – management function: User-required data for processing tasks, data transforma-
tions, directing processes (P) according to strategy,

• P – basic physical (material) process: Enterprise strategy related activity or action,
object of IT support,

• A – Process State Attributes: available raw data, i.e. parameters or characteristics of
P (enterprise activity or action),
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• V – Controls (impacts to P): directions for P - data processing and decision making
outputs,

• G – Enterprise goal: strategy related description of why this specific MT (user story,
epic, initiative) is needed, for what it is intended (Table 1).

Table 1. TIES specification template based on MT framework

TIES level MT component

F P A V G

Theme Business
management

Business
strategy
execution

Performance
metrics, KPI’s

Legal,
compliance
requirements

Ensure
strategic
objective is
reached

Initiative Business
management

Business
process

To-be process;
to-be
performance
metrics

Dependencies
on related
themes

Ensure
theme goals
are reached

Epic Software
development
management

Software
development

To-be process,
performance
metrics for part
of full solution
relevant to
specific feature

Dependencies
on related
initiatives

Ensure
initiative
goals are
reached

User story Software
development
management

Software
development

As-is process
and
performance
metrics; To-be
process and
performance
metrics

Dependencies
on related
software
components

Ensure epic
goals are
reached

3 Related Works

The transformation of business strategy into digital solutions is the relevant problem and
various solutions are known. We are looking for a solution to this problem in the Agile
environment of business management and software development management. Here we
will discuss some more interesting works on this topic.

Menglong et al. [14] for business and IT alignment proposed a coevolutionary frame-
work that is containing four steps: EA design, sense of the misalignment, governance of
the misalignment, and prevention of the misalignment based on Department of Defence
Architecture Framework (DoDAF) [15], one of the best known EA frameworks. The
authors indicate that “due to the absence of the IT executives in the IT strategy design
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process, the business executives may not understand the emerging information technolo-
gies” and therefore their framework is presented. However, the authors do not provide
clear and repeatable steps how to monitor, recognize and measure sense of the misalign-
ment between business and IT strategies and there are no clear steps provided to ensure
the utility of the framework.

Weeger and Hasse [16] proposed to use Activity Theory to ensure business and IT
alignment and their empirical examinations show that continually approaching emerg-
ing tensions within and between the two activity systems referring to business and
IT respectively, and implementing changes enabled co-evolutionary processes of both
systems. Activity theory is based on sociocultural development of humans [17]. The
method is systematically well defined and applied in the medical field, but it is still
abstract and does not contain any hierarchical structures. The authors state themselves
that “further research has to approve the practical applicability of the framework” and
that “the research is only providing “early evidence” on the validity and application” of
the proposed approach.

Gerow et al. [18] identified 6 definitions of alignment, i.e.: Business alignment,
Cross-domain alignment (business strategy to IT infrastructure and processes), Cross-
domain alignment (IT strategy to business infrastructure and processes), Intellectual
alignment, IT alignment, Operational alignment based on Henderson’s and Venkatra-
man’s strategic alignment approach [19]. The authors proved a relation between Hender-
son’s and Venkatraman’s strategic alignment model and improved financial performance
by measuring financial indicators but did not provide details on how the alignment steps
were executed.

Queiroz [20] empirical research using data survey of 120 companies focusing on
Firm (or enterprise) level and on Process level of business and IT alignment showed
different results applying the methods based on before mentioned approaches to IT and
business alignment using EA.

The overview of related works clearly illustrates that the problem is actual and cur-
rently solved on the business management level. This situation requires a more practical
structural approach, which is more directly related to IT software development manage-
ment. Causal dependency investigation between aligned business and IT management
processes is requiredwhenmodelling the process content and this is missing in theworks
of authors mentioned in this section.

4 Using Management Transaction to Ensure Business and IT
Alignment

An approach to business and IT alignment using Agile concepts from Scrum, Scaled
Agile frameworks and Archimate as a tool for reference for missing information was
presented earlier [21].

To detail themethod, the elementarymanagement cycle as amanagement transaction
together with Agile management concepts of Themes, Initiatives, Epics, andUser stories
are used. This approach utilizes the concepts of MoDAF Strategic View (StV) and
Operational View (OV) and concepts of Capability, Value stream, and Course of Action
from Archimate modelling language. An example illustrating the as-is state where some
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of the information to ensure the link from strategic objective to a detail IT software
development project requirement is presented in Table 2. “A flow” and “V flow” stands
as MT interaction with Enterprise Process (as in Fig. 1), “-“ stands for “No data”.

Table 2. Requirements for Enterprise application project adherence to defined standard. Initial
state (as-is).

Attribute Agile project management concept

T I E S S

Management
function

- - r100 – Software
development
management

r100 – Software
development
management

r100 – Software
development
management

ID - - E01 S01 S02

Summary - - Technical tasks Technical
architecture review

As a developer, I
want log
segregation

Description - - - - -

A flow - - Exists Exists Exists

V flow - - - - Exists

By using the concepts from Gudas [3] the current as-is state of business and IT
alignment can be projected to process space (Fig. 3).

Fig. 3. Projected as-is state of missing user story link to strategic objectives in process universe
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As it is clearly displayed, the levels of Initiative and Theme are not linking to the
Epic and the User stories, although Epic has a link to User stories on its own. The dotted
line represents that the link must exist, but it is not defined due to missing information. It
means that by working on a single item from Epics or User stories it will not necessarily
contribute to the strategic objectives of the enterprise.

Most widely used software development management tools (like i.e. “Jira”) have
vast customization capabilities, and some attributes to add additional information to
items from the TIES structure, but these attributes are not defined completely and do not
properly ensure the alignment from User story level to strategic objectives level. Some
examples of attributes are mentioned in Table 3 below:

Table 3. Linking attributes for TIES structure in Jira

Line no Attribute Related to TIES structure
element

Comments

1 Epic link User story Links user stories to single
epic

2 Parent link (for initiative) Epic Links epics to single
Initiative

3 Theme Initiative Links initiatives to single
theme

4 Strategy Potentially links themes to
strategic objectives

By using Table 2 attributes as template and normalization function, the update of
informationmust be added by the expert of the beforementionedmanagement functions.
An updated version is presented in Table 4.

As it can be observed, the information fromTable 4 provides the required information
and traceability to update and improve the requirements for EAS project development
and could be projected to process space that is displayed in Fig. 4. Now the links between
Theme and Initiative are clearly defined to the Epics and User stories level.
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Table 4. Requirements for Enterprise application project adherence to defined standard. After
normalization (to-be).

Attribute Agile project management concept

T I E S S

Management
function

r001
– Business
management

r001
– Business
management

r100
– Software
development
management

r100
– Software
development
management

r100
– Software
development
management

ID T01 I01 E01 S01 S02

Summary Exists Exists Technical
tasks

Technical
architecture
review

As a
developer, I
want log
segregation

Description Exists Exists Exists Exists -

A flow Exists Exists Exists Exists Exists

V flow Exists Exists Exists - Exists

Fig. 4. Projected to-be state of user story link to strategic objectives in process universe

5 Case Study

Once delivering projects in anAgile environment therewere observations done on 3EAS
projects. The projects were delivered in the financial domain and the detailed content
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of them is confidential. The input for project requirements is gathered from 4 different
Nordic countries working on one core process for each project. From Agile perspective,
Scrum is used asAgile softwaremanagement framework. The requirements in the format
of user stories (Initial requirements), change requests and bugs (considered as part of
requirements for solution development) were analysed during the project lifecycle of 10
to 13 months. The results are displayed in Table 5.

Table 5. EAS projects requirement distribution.

Parameter Project #1 Project #2 Project #3

Initial requirements 262 237 218

Change requests 168 219 53

Bugs 77 99 71

Project duration 13 months 10 months 12 months

Using the suggested method, a normalization of user stories and other requirements
mentioned before was performed. Missing information was added and the information
gap in business strategy execution andEASdevelopment project deliverywasminimized.
The data was analysed after method was applied and findings are displayed in Table 6.

Table 6. EAS projects requirement distribution when using suggested method.

Parameter Project #1 Project #2 Project #3

Initial requirements 262 237 218

Change requests 142 194 42

Bugs 68 85 63

Project duration 13 months 9 months 10 months

The number of initial requirements or user stories did not change due to the fact, that
the information gap between business strategy execution and EAS development project
delivery emerges during sprints or product development. But in other categories like
change requests and bugs, the differences are quite significant. In the 3rd project the
number of change requests was reduced by more than 20% and in the 2nd project the
number of bugs was reduced by more than 14%. The results comparison is displayed in
Table 7.
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Table 7. EAS projects requirement distribution comparison.

Parameter Project #1 Project #2 Project #3

Initial requirements 0 0 0

Change requests –26; –15,48% –25; –11,42% –11; –20,75%

Bugs –9; –11,69% –14; –14,14% –8; –11,27%

Project duration 0 months –1 months –2 months

6 Conclusions

The approach to ensure business strategy execution via developing relevant informa-
tion systems is presented. The proposed approach to ensure business and IT alignment
integrates currently used approaches of EA development, Agile frameworks and causal
modelling concept of management transaction (MT).

The advantage of this approach is a normalization of specification of all Agile hier-
archy elements (user stories, epics, initiatives, themes), and the systematization of the
content of the elements using the MT framework. The usability of the MT framework in
an Agile environment is illustrated. Therefore the analysis of interactions in the Agile
hierarchy was formalized on the basis of MT, which enables business and IT alignment
evaluation and monitoring.

The proposed method was experimentally tested on the basis of data from three real
EAS projects. This has been found to save resources, as shown in the case study.

As the results of the case study shows, the proposed method to ensure business and
IT alignment in an Agile environment, using TIES structure to link requirements of
EAS projects described as user stories, change requests or bugs, to strategic goals of the
enterprise, provides significant improvement to EAS project deliveries by reducing the
number of change requests and bugs. Alignment of business and IT solutions is improved
once missing information is added to enable the link of those requirements to strategic
goals of the enterprise.
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Abstract. Building detection in urban street view scenarios is becoming
an important aspect of Computer Vision applications. In this paper we
present an analysis of EDLine and Edge Drawing algorithms in a street-
view dataset scenario when changing the first order derivative operator
used inside the algorithms. To do so, we focused firstly on the general
use case, using a natural image dataset, and secondly we looked on the
effects we obtain on the use case of building detection in street view
urban scenarios. We observed from our experiments that the proposed
change brings marginal improvements to the algorithm that we present
in the paper, visually and statistically.

Keywords: Edge detection · Line detection · Edge drawing
algorithm · EDLine algorithm · Building detection

1 Introduction

In Computer Vision, edge detection is a process which attempts to capture the
significant properties of objects in the image. These properties include disconti-
nuities in the photometrical, geometrical and physical characteristics of objects
[1]. The importance of using edges is also confirmed by nature due to the
gradient-based Gabor-like responses in which our visual system works [2].

Extracting edge features from images is a problem that was tackled in many
different ways in the scientific literature. Solutions were proposed that vary from:
unsupervised approaches like the classical Sobel [3], to complex algorithms like
Canny [4]; semi-supervised algorithms like SemiContour [5]; supervised algo-
rithms like DSCD [6].

Urban scenarios reconstruction and understanding is an area of research with
several applications nowadays: entertainment industry, culture and tourism [7–
9], computer gaming, movie making, digital mapping for mobile devices [10],
digital mapping for car navigation, urban planning [11], education [12].

Edge detection is an important feature used in many algorithms that are
employed in urban understanding scenarios. Classical edge detection algorithms
are dependent on the kernels used in the processing steps. This dependence leads
to one algorithm performing better with one kernel than with another, in a
specific use case. In this paper we wish to analyze the effect of these two factors
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(kernel and use case) on a popular edge detection algorithm: Edge Drawing
(ED).

We propose to modify the operators used for ED and EDLine algorithms and
analyze the results we obtain. From our previous experiments, we concluded that
changing the first order derivative kernel that we use, which seems like a small
modification, can lead to important differences in the resulting features. The
analysis we propose will be done using two different datasets: a natural images
dataset [13] and a dataset containing images of buildings in urban scenario [14,
15].

The paper is organized as follows: in Sect. 2 we will present the used opera-
tors and other concepts important for this paper. In Sect. 3 the mentioned edge
detection and line detection is briefly presented. The results of our simulation
are presented in Sect. 4, using the dataset of natural images and using a dataset
of human made structures (buildings) in urban street view images. In Sect. 5 we
will present our conclusion and possible extensions of this work.

2 Preliminaries

In this section we will describe the necessary concepts and elements to better
understand the experiments we present in this paper.

2.1 First Order Derivative Operators

The gradient is a measure of change in a function, and an image can be considered
to be an array of samples of some continuous function of image intensity, typically
two-dimensional equivalent of first derivative. Gradient magnitude is calculated
using Formula 1, where f(x, y) is the image and Gx, Gy are the components on
x and y axis. The direction of the gradient is calculated using Eq. 2. [16]

G[f(x, y)] =
√

G2
x + G2

y ≈ |Gx| + |Gy| (1)

θ = tan−1

[
Gx

Gy

]
(2)

For our experiments, we will use the first two of the most popular discrete
differentiation operators: the Sobel Operator [3] and the Prewitt Operator
[17] with an 3× 3 kernel. The Kirsch operator [18] is a compass operator that
is used as an gradient operator with kernel size of 3 × 3. The Kitchen and
Malin Operator [19] or “two and three” kernel is a hybrid of the Prewitt and
Sobel operators devised during studies. The Kayalli Operator [20] presents a
kernel which is aligned to directions of south east - north west (S.E.N.W.) or
north east - south west (N.E.S.W.). The kernels in this operator are designed to
maximally ignore the response to edges running vertically and horizontally. The
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Scharr Operator [21] is an optimized filter based on minimizing the weighted
mean-squared angular error in the Fourier domain. The Kroon Operator [22]
proposes an optimized kernel that is found minimizing the absolute angular
errors of an image containing circular patterns with varying spatial frequencies.
The Orhei Operator [23] presents an operator that considers giving a higher
weight to the pixels on vertical and horizontal directions.

All the kernels we will use are presented in Fig. 1.

Fig. 1. First Order derivative edge operators kernels

2.2 Benchmarking the Edge and Line Results

For evaluating the obtained edge-maps we use the Pixel Corresponding Metric
(PCM) algorithm [24]. This metric is reliable for correlating similarities because
it searches for the optimal matching of the pixels between the edge images and
then estimates the error produced by this matching. In Eq. 3 we present the
definition of PCM between two images f and g, where C (Mopt(f, g)) is the cost
of an optimal matching, η is the maximum localization error and |f ∪ g| is the
total number of pixels that are not zero in both images. The optimal matching
algorithm used is an approximation of the Weighted Matching Algorithm (more
details in [24]), with a depth of 5 and localization error of 5 pixels.

PCM η(f, g) = 100(1 − C (Mopt(f, g))
(|f ∪ g|) ) (3)

For each image we calculated Precision (P) and Recall (R) [25]. Precision,
presented in Formula 4, represents the probability that a resulting edge pixel is a
true. Recall, presented in Formula 5, represents the probability that a true edge
pixel is detected. Where TP (True Positive) represents the number of matched
edge pixel, FP (False Positive) the number of edge pixels which are incorrectly
highlighted and FN (False Negative) the number of pixel that have not been
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detected. Those two quantities are used to compute F-measure (F1-score) by
applying the formula 6.

P =
TP

TP + FP
. (4)

R =
TP

TP + FN
. (5)

F − measure =
2 ∗ TP

2 ∗ TP + FP + FN
. (6)

2.3 Datasets

Fig. 2. Example of images from the datasets, first three columns from the natural
dataset [13] and the following columns from the urban dataset [14]

The natural dataset [13] we selected uses 500 test images which are split
in three different sets, each having at least five human segmented boundary
ground-truth images. The images contained in the dataset of natural images
have been manually segmented. The human annotations serve as ground truth
for the benchmark for comparing different segmentation and boundary detec-
tion algorithms. We can see examples of images and corresponding ground-truth
images in Fig. 2.
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The urban dataset [14,15] uses 160 test images, which are split in three
different sets that were annotated using human subjects that were asked to label
(draw) what they perceived as important edges of a building, like the boundaries
of the building, as well as differences between facades of the building, different
buildings, windows, doors and so on. The human subjects were asked not to
fill edges or lines that are occluded by other structures even if it is natural that
they are present. We can see examples of images and corresponding ground-truth
images in Fig. 2.

As we can observe in Fig. 2, the two selected dataset differ essentially, begin-
ning from the selection of images used and finishing with the methodology of
annotation of labels. The first dataset focuses on boundaries of objects and struc-
tures that are found in the images while the second dataset focuses only on the
buildings in the image and the edges/lines that are considered relevant on them.

2.4 Simulation Environment

All the simulation are done using EECVF - End-to-End Computer Vision Frame-
work - [26,27] an open-source solution, Python based, that aims to support
researchers in this field. We used this framework because it provides the necessary
CV algorithms and evaluation algorithms. The experiments done in this paper
can be reproduce by running main analysis of EDLine urban street dataset
module. EECVF was executed on a PC AMD Ryzen 5 3600 6-Core Processor
3.95 GHz on both Windows and Linux operating system.

3 ED Line Algorithm

ED algorithm [28], described in Algorithm 1, can be summarized in the following
steps: suppress the image with a Gaussian filter [29], calculate the gradient mag-
nitude and orientation using Sobel filter [3], extract the anchor points, connect
the anchor points using the smart routing concept.

The most crucial step of ED is connecting the anchors by drawing edges
between them. To connect consecutive anchors, we simply go from one anchor
to the next by proceeding over the cordillera peak of the gradient map moun-
tain. This process is guided by the gradient magnitude and edge direction maps
computed. Starting at an anchor, we look at the direction of the edge passing
through the anchor. If an horizontal edge passes through the anchor, we start
the connecting process by proceeding to the left and to the right. If a vertical
edge passes through the anchor, we start the connection process by proceeding
up and down. The process stops if we move out of the edge area or we encounter
a previously detected edge [28].
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Algorithm 1: ED Line Algorithm
Input: image
Parameters: sigma, grad thr, anchor thr, scan interval,

line fit err thr, min line length
Output: edge segments, line segments
/* ED Algorithm start */

if image is RGB then
/* Edge Drawing algorithm works only on grey-scale images */

image ← Convert image to grey-scale
/* Suppression using Gaussian filtering with sigma parameter */

image ← Apply Gaussian filter smoothing
/* Using Sobel kernels using

√
G2

x + G2
y ≈ |Gx| + |Gy| */

grad map ← Calculate gradient map
/* if |Gx| ≥ |Gy| vertical edge otherwise horizontal edge */

orientation map ← Calculate direction map
/* Apply a global threshold scheme by grad thr value */

grad map ← Threshold gradient map
/* Anchor must be a local peak of the gradient map, using anchor thr

and scan interval */

anchor list ← Extract anchors
/* Three immediate neighbors are considered and the maximum gradient

value is picked */

edge segments ← Smart routing
/* ED Algorithm end */

/* Least Squares Line Fit of edge segments, lineFitError > 1.0 */

line segments fitted ← Line Fit algorithm
/* Validation is based on the length of the line segment and the

number of aligned pixels using Helmholtz principle. */

line segments ← Line Validation algorithm

EDLines is comprised of three steps. Firstly, the image is processed using
ED algorithm [28], which produces a set of clean, contiguous chains of pixels,
called edge segments. Edge segments intuitively correspond to object boundaries.
Secondly, the algorithm extracts line segments from the generated pixel chains
by means of a straightness criterion, the Least Squares Line Fitting Method.
Third step and final is a line validation step, done with Helmholtz principle [30],
used to eliminate the false line segments detected [31].

4 Analysis Results

In this section, we propose to analyze to see the effects on the edge map and line
segments we obtain when changing the first order operator used in the mentioned
algorithms. For our simulation, we used the algorithm presented in Sect. 3 and
the first order operator presented in Sect. 2.1. The experiments are done on the
two datasets presented in Sect. 2.3 and evaluated with the algorithm presented
in Sect. 2.2.
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First, we would like to find the best suited parameters for ED algorithm using
the original algorithm, presented in Algorithm 1, on natural image dataset. The
results can be observed in Fig. 3. To find the optimal parameters for the best
results, we vary the parameters as following: the Gaussian kernel size in the
following range of 3 → 9 using a step of 2, the gradient threshold in range of
10 → 150 with a step of 10, the anchor threshold in the following range 10 → 60
with a step of 10 and the scan interval in the following range [1, 3, 5]. In the
figures where we plot the F-1 measure score we use the following notations: TG
= Gradient Threshold, TA = Anchor Threshold, SI = Scan interval, and GK
= Gaussian Kernel size.

Fig. 3. ED parameter tun-
ing on natural images

Fig. 4. ED results on natu-
ral image dataset

Fig. 5. EDLine results on
natural image dataset

We observe that we obtain the best results using the following parameters:
gradient threshold value of 50, anchor threshold value of 10, Gaussian kernel size
of 9 and scan interval of 1. The difference is not substantial between the first
F-1 we obtain, so, probably, in real life applications, this fine tuning step is not
done so granular. We can see the resulting images in Fig. 6 column one.

Naturally, next we would like to see the effects of changing the edge operator
used inside the ED algorithm, change that will affect the EDLine algorithm
too. To do so, we used the algorithm parameters found in the tuning phase, see
Fig. 3. To take in consideration the variation of the kernel calculation scheme we
varied the parameters as following: Gaussian kernel taking values of 7 and 9; the
gradient threshold in the following range 40 → 60 with a step of 10; the anchor
threshold value of 10 and 20; and the scan interval of 1.

The best resulted cases for each operator are presented in Fig. 6, as visual
results, and in Fig. 4, as F1 evaluation score. We can observe that not all the
operators bring with them a visible improvement at first glance. But even if they
have similar F1 scores, the P and R is different for each case. On one hand, a
better percentage of P indicates a smaller FP rate in that case. On the other
hand, a bigger value in R means a smaller number of FN that translates into
more points being correctly marked as label pixel.
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Fig. 6. ED results on natural image dataset. Columns: Sobel, Prewitt, Kirsch, Kitchen,
Kayyali, Scharr, Kroon, Orhei

Fig. 7. ED Line results on natural image dataset. Columns: Sobel, Prewitt, Kirsch,
Kitchen, Kayyali, Scharr, Kroon, Orhei

When looking on the results from ED Line algorithm using different opera-
tors, we can observe changes in the metrics we calculate, as presented in Fig. 5.
As expected, the trend that we saw in the ED experiments is respected, being a
natural result because the EDLine is strongly dependent on the ED algorithm.
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We observe that changing the operator results in an improvement in the lines
detected. The visual results are presented in Fig. 7.

Moving on to the street-view urban dataset, we would like to find the best
suited parameters for ED algorithm using the original algorithm, presented in
Algorithm 1. The results can be observed in Fig. 8. To find the optimal parame-
ters for the best results, we vary the parameters as following: the Gaussian kernel
size in the following range of 3 → 9 using a step of 2, the gradient threshold in
range of 10 → 150 with a step of 10, the anchor threshold in the following range
10 → 60 with a step of 10 and the scan interval in the following range [1, 3, 5].
The best results we obtain using the following parameters: gradient threshold
value of 40, anchor threshold value of 10, Gaussian kernel size of 9 and scan
interval of 1.

In Fig. 9, we plotted the results when we use different first order operators
and, of course, similar to the natural dataset, we vary the margins of the thresh-
olds so we can obtain the best results.

Fig. 8. ED parameter tun-
ing on urban images

Fig. 9. ED results on urban
image dataset

Fig. 10. EDLine results on
urban image dataset

When looking over the results we see upon the ED Line algorithm (Fig. 10),
we can observe that changing the operator actually brings small improvements
to the results.

In Fig. 11 we are presented with the visual results for ED algorithm on the
urban dataset. Similarly, we can see in Fig. 12 the ED Line results.

When we look over the results of Fig. 9 and Fig. 10, we see that changing the
kernel from the original Sobel [3] kernel with kernels from Prewitt [17], Scharr
[21] or Orhei [23] can bring small improvements to the results of the algorithms.

In Table 1 we have chosen the best results on ED algorithm and ED Line
algorithm for each operator we simulated with. As we can see, changing the
operator does not always bring better edges or lines results. For example, when
using operators like Kayyali [20] or Kitchen [19] we obtain worse results.

After analysing the obtaining data (Fig. 3, 4, 5, 6, 7, 8, 9, 10, 11 and 12),
we can conclude that changing the operator can bring small improvements to
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Fig. 11. ED results on natural image dataset. Columns: Sobel, Prewitt, Kirsch,
Kitchen, Kayyali, Scharr, Kroon, Orhei

Table 1. Best results of all operators on the selected dataset

Operator Natural dataset Urban dataset

ED EDLine ED EDLine

R P F1 R P F1 R P F1 R P F1

Sobel 0.721 0.523 0.606 0.499 0.642 0.562 0.582 0.404 0.504 0.582 0.463 0.515

Prewitt 0.720 0.523 0.606 0.503 0.641 0.564 0.582 0.404 0.504 0.584 0.461 0.515

Kirsch 0.139 0.478 0.216 0.030 0.567 0.057 0.069 0.382 0.116 0.013 0.443 0.026

Kitchen 0.724 0.420 0.531 0.478 0.469 0.474 0.632 0.356 0.455 0.423 0.433 0.428

Kayyali 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Scharr 0.723 0.522 0.606 0.501 0.643 0.563 0.672 0.403 0.504 0.582 0.462 0.515

Kroon 0.723 0.521 0.606 0.501 0.643 0.563 0.672 0.403 0.504 0.582 0.462 0.515

Orhei 0.721 0.522 0.606 0.499 0.643 0.562 0.671 0.403 0.503 0.582 0.463 0.516

the edge map and lines obtain by the presented algorithms. Another important
aspect we can highlight is the fact that when changing the use case, in our case
urban scenarios, the metrics obtained change. This is an expected outcome as
some operators have better effect on a certain application than others.

In Table 1, we highlighted the main F1 evaluation metrics in order to better
showcase the results of ED algorithm. In parallel, we added the ED Line results
so we can observe the difference in trends and results. In case of ED algorithm,
we see that the same operators (Sobel, Prewitt, Scharr, Kroon, Orhei) bring the
best results in both cases, when evaluating on natural or urban datasets. In case
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Fig. 12. ED Lines results on natural image dataset; Columns: Sobel, Prewitt, Kirsch,
Kitchen, Kayyali, Scharr, Kroon, Orhei

of ED Line algorithm, when we evaluate the natural dataset, we observe that the
Prewitt operator has the best results. But, when dealing with the urban dataset,
we see that Orhei operator brings the best results.

5 Discussions and Conclusion

In this paper, we studied the effect that the changing of the first order operators,
presented in Sect. 2, brings to the ED algorithm and EDLine algorithm output.
As we highlighted in Sect. 4, we obtained small improvements to the overall
results when doing the proposed changes with certain operators. The aim of our
research was to show what effect this change has when dealing with an urban
street-view dataset.

With the experiments presented in this paper we can conclude that changing
the first order operator used in ED or ED Line results in different outcomes.

We wish to continue experimenting with EDLine algorithm in street-view
urban scenarios when the images are preprocessed using a region of interest
(ROI) selecting algorithm. The filtering of the image would cause the reduction
of false edges that can be formed by the ED algorithm.

In our future work we would like to study the effect upon the lines detected by
ED Lines when we dilate [32,33] the kernel of the first order derivative operator.
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Abstract. Towing capacity affects a vehicle’s towing ability and it is
usually costly to buy or even rent a vehicle that can tow certain amount
of weight. A widely swaying towing trailer is one of the main causes for
accidents that involves towing trailers. This study propose an afford-
able automated nonlinked towing system (ANTS) that does not require
physical connection between the leading vehicle and the trailer vehicle
by only using a computer vision system. The ANTS contains two main
parts: a leading vehicle which can perform lane detection and a trailer
vehicle which can automatically follow the leading vehicle by detecting
the license plate of the leading vehicle. The trailer vehicle can adjust its
speed according to the distance from the leading vehicle.

Keywords: Autonomous driving · Towing system · Computer vision ·
Lane detection · License plate detection

1 Introduction

Towing capacity determines the maximum weight that a vehicle can pull while
towing any kind of cargo, such as a trailer, another vehicle or a boat. Even
though we often refer towing for transportation, towing capacity also involves in
water-based transportation. Table 1 shows the towing capacity of some popular
vehicle models [1] in the market, as well as the manufacturer suggested retail
price (MSRP).

From Table 1, we can see that it is very costly to buy or even rent a vehicle
that can tow a certain amount of weight. According to Santander Consumer
USA, the most popular vehicle model in USA in 2019 is Toyota Camry, which
only has about 1000 pounds towing capacity. The other problem with towing is
the high risk of vehicle accidents happening every year. According to NHTSA,
there are over 50000 accidents every year that are related to towing, and over 400
people have died in those accidents [12]. There are more than half million trailers
sold in the US annually [8], and not all of them are towed by a properly sized
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https://doi.org/10.1007/978-3-030-88304-1_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-88304-1_11&domain=pdf
https://doi.org/10.1007/978-3-030-88304-1_11


Automated Nonlinked Two-Vehicle Towing System 137

Table 1. Towing capacity for selected SUVs and pickup trucks in 2018.

Make Model Trim Engine Max tow capacity MSRP

Jeep Grand Cherokee 4WD 3.6L V-6 6200 $30895

Acura MDX AWD 3.5L V-6 3,500 $46200

Audi Q7 Turbocharged 2.0L 4,400 $49900

BMW X5 All All 6,000 $57200

Ram 1500 Reg Std 4WD 3.6L V-6 7050 $46500

Ford F-150 Reg Shortbed 4WD 3.3L V-6 7400 $37025

Chevrolet Silverado Reg Cab Bed 4WD 5.3L V-8 6500 $40230

Toyota Tundra Double Cab Bed 4WD 5.7L V-8 9900 $43635

Nissan Titan Reg Cab Bed 4WD 5.6L V-8 9560 $34000

tow vehicle because large tow vehicles may be impractical due to size, comfort,
or the cost of a 3rd vehicle for a family that only tows occasionally.

There are several assumptions for the automated disconnected towing sys-
tem to work correctly [17]. Firstly, the ANTS requires both leading and trailer
vehicles having own individual their power systems. In addition, ANTS requires
no other vehicles or objects appearing in between the leading vehicle and the
trailer vehicle. Also, the leading vehicle can not conduct sudden braking because
the trailer vehicle needs a certain time to process the distance information and
adjust the speed accordingly.

The contribution of this study are: Firstly, for those who own small vehicles,
such as a Volkswagen beetle, can tow a few thousands of pounds of cargo. People
will not need to worry about the towing capacity of their vehicles when towing.
Secondly, ANTS can help reducing vehicle accidents that are related to towing.
Also, it is possible to adopt ANTS in any type of small vehicle, which is a not
large truck or a semi bus, or a non-commercial vehicle. In that way, any vehicle
can turn into a trailer.

2 Relative Works

2.1 Advanced Driver-Assistance System

ADAS (advanced driver-assistance system) assists human drivers when driving
or parking. Current ADAS technology uses electronic systems, such as vehicle
onboard computer system [13], electronic control units (ECU), and microcon-
troller units (MCU). The purpose of ADAS is to improve driver’s safety and
comfort, and more generally, to improve road safety and traffic flow [16].

According to ASIRT, there are about 1.25 million motor vehicle crash deaths
each year, which is about 3287 per day [2]. Among those, most of the vehicle
accidents are caused by human error. ADAS is developed to support, assist,
automate, and improve safety and more comfortable driving for human drivers.
ADAS has been proven to help minimize human errors to decrease fatal road
accidents [9].
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ADAS helps by reducing collisions and road accidents using its safety fea-
tures. The technologies that ADAS provides can alert human drivers about
potential risks and problems. Current ADAS technology can also detect objects
and pedestrians, perform basic classification, and in some cases, take control of
the vehicles when necessary. The conventional ADAS features in nowadays vehi-
cles include automated lightning system, adaptive cruise control (ACC), lane
keeping system, blind-spot monitoring, forward collision warning, surround-view
cameras, lane departure warning, pedestrian detection system, road sign recog-
nition, autonomous emergency braking, and parking assist.

2.2 Lane Detection

It seems that the issue of lane detection is not so difficult. Initially it seems that
the vehicle only needs to identify the host lane, and detect a short distance ahead
of itself. A commonly used, simple hue transform-based algorithm can solve the
problem in about 90% of the high way scenarios [4]. However, there is no easy
answer for lane detection. It takes a lot of effort, resource, and time to build an
efficient lane detection system, because of the obvious gaps in research, diversity
scenarios, and high liability requirement [11].

In fact, full automation is the most complicated task in the autonomous driv-
ing system because it needs to deal with all the subsystems and overall structure.
Undoubtedly, people may believe that the current autonomous technologies have
been fully explored by researchers on fully autonomous vehicles. However, this
might not be true under certain circumstances, such as non-highway scenarios
or severe weather conditions. The current autonomous technologies need to be
combined with highly accurate map information and on-board the localization
system to perform a relatively good road and lane perception.

Driver assistance system should fulfill the requirement of an extremely low
error rate in order to serve the great public. In such alarming systems like LDW, a
false alarm rate must have a lower limit because its high frequency would disturb
the drivers and bring about the public to against it. The exact acceptable rate
of the false alarm is still under discussion [5]. Some existing systems will have
a few false alarms per hour, in which, one false alarm per hour equals with one
error in 54000 frames [3]. For those features in closed-loop automatic driving,
errors should be even lower[11]. This kind of lower error rate is very difficult
to achieve in vision-oriented systems. For other kinds of complicated computer
vision system, such as a web-based searching application or surveillance system,
people tend to be more forgiven about the error rate in such systems [11].

2.3 Color Spaces

Definition of Noise. When employing a computer vision system in lane detec-
tion, interfering noise is one of the biggest challenges [14]. The noise usually
refers to shadows caused by different lighting conditions. But when detecting
the lane lines, the noise could be a lot of other things, such as skid marks caused
by a sudden stop, pavement stains, heavy rains or snow, fog, and more. Figure 1
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shows the noise created by the shadow and skid marks on the road that might
interfere with the lane detection result. Image processing for lane detection is
crucial in the autonomous/assistive driving system, and there are still problems
remaining unsolved. Whenever there is interfering noise in the input image, the
detection result will be compromised. To find a way to reduce the noise in image
processing is a crucial step in lane detection using a computer vision system.

Fig. 1. Example of noises in the road and lane detection.

Color Spaces. One of the common tools used in image processing in lane
detection is color filters [7]. Crisman and Thorpe developed a SCARF system
which includes two-color cameras to process image segmentation by color. The
different regions that are separated by color are classified. At the same time, they
also use the hough-like transform to vote for various binary road models [7]. Turk
developed the VITS system that also uses a two-color camera [15]. In VITS, the
color red and blue is used to decrease the interfering noise caused by shadows.
Another two-model algorithm developed by He can detect the right and left edges
of the borderline of the road and can recognize and enhance the borderlines of
the road [10]. Instead of a two-color camera, this two-model algorithm uses a
full-color camera to process the input image. The other color-based method is
approached by Chui and Lin, which can be applied in more challenging scenarios
[6]. Their system can distinguish the borderlines of the lane by using color-based
segmentation in image processing.

There have been many efforts made to reduce the interfering noise in image
processing in lane detection. One of the common techniques used is color filters
[17,18]. In this research, we have considered a few in the image processing,
which are BGR, LAB, HSV, HSL, and LUV. By utilizing various color filters
and setting different thresholds of each individual channel of the color filter,
color filters could improve the accuracy of the computer vision system in the
lane detection.
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Fig. 2. ANTS overview.

3 Methodology

The goal of this study is to design an automated disconnected towing system
(ANTS) that does not require a hard connection between the leading vehicle
and trailer vehicle. ANTS contains two subsystems: a lane following system for
the leading vehicle and license plate following system for the trailer vehicle, as
showing in Fig. 2. The lane following system allows the leading vehicle to follow
the lane line and drive by itself. And the automated disconnected towing system
allows the trailer to detect the license plate that is attached to the back of the
leading vehicle. The other important function of ANTS is to adjust the trailer
car’s current speed according to the distance from the leading vehicle. In the rest
of this chapter, the requirements of the hardware and software will be discussed
in the rest of this section.

3.1 Line Following System

The goal of the line following system is to design an image processing system
that enables the leading vehicle to drive itself autonomously by following a lane
line. Overall, this line following system takes video images as input and produces
cross track error (CTE) as output. The CTE is used by Roboteq, which is a type
of DC motor controller, to calculate the steering angle command. The overall
structure is demonstrated in the Fig. 2b.

In order for the leading vehicle to follow the yellow lane line, it has to be able
to recognize it first. A standard yellow tape is used to do indoor testing on the
vision system and later, a pavement marking tape is used for outdoor testing.
The camera will filter out the colors based on the RGB range, and it will only
look for the color yellow. Then it will find the contour of the yellow area. If all
the conditions are met and the lane line is found, the system will draw a blue
cross in the middle of the yellow contour, as shown in Fig. 3.

All the computer programs, in this project, are written in Python. The
Robotic Operating System (ROS) is used as the platform in this project to
run all the computer programs. In order for the leading vehicle to follow the yel-
low lane line, it has to be able to recognize it first. To do so, firstly, the camera
needs to find the region of interest in the input image. The region of interest
(ROI) is set to be about lower one-third of the height of the original image, and
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Fig. 3. The line following system detects the lane and draw a blue cross in the middle
of the yellow contour. (Color figure online)

about center one-third of the image. And then, the program turns the ROI into
an array of points. An image filled with zero intensities with the same dimen-
sions of the trimmed image is created as a mask. Then, the program fills the
mask with values of 1 when the area overlaps with the frame (RIO) and fills
with values of zero outside of RIO. A bitwise operation is conducted between
the mask and the frame to only keep the triangular area of the frame.

After getting the frame of interest, the camera needs to detect the contour of
the yellow lane line. OpenCV is used here to do image processing. The program
filters out the colors based on the settings of the RGB range and all non-yellow
colors are filtered out from the image. Then the program converts the frame
to grayscale because the computer vision only needs the luminance channel for
detecting edges. Also, changing the image to grayscale helps to save some com-
putational power. A 5 × 5 Gaussian blur is applied to make the process easier
and simpler. Then canny edge detector is applied with a minimum value of 50
and a maximum value of 150 to get the contour of the image. At the last, the
program draws a blue cross in the middle of the contour, which will be the center
of the lane line.

Cross track error (CTE) is the key element to calculate the steering angle.
The current CTE in Fig. 3 is the angle between the red line and the orange line.
To calculate the current CTE, the program will calculate the absolute value
between the center of the image and the center of the detected lane line. The
red line is the shortest absolute value between the center of the license plate to
the bottom of the image. And then the arctangent function in the math library
can calculate the degree (CTE) of the angle between the red and the green line.

3.2 License Plate Following System

The goal of the automated disconnected towing system (ANTS) is to design a
computer vision system that can detect the license plate of the leading vehicle
and follow it by keeping a certain distance. There are two functions that the
license plate following system has to fulfill: the first one is the plate detection
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function, which is to be able to detect the license plate by using similar technol-
ogy that is used in the line following system; the second one is the speed control
function, which is to control the speed according to the distance information
from the stereo camera. The overview structure of the license plate following
system is showing in Fig. 2a.

The license plate attached to the leading vehicle is made with two colors,
red and yellow. The plate detection function allows the camera to detect the
license plate by its colors and shapes. The input of the plate detection function
is the image input, and the output is cross track error (CTE), which is used
in calculating the steering angle. At the same time, the speed control takes the
distance information from the stereo camera, and the program will adjust the
speed of the trailer vehicle according to the distance. The input of the speed
control system is the distance, and the output is the speed.

In order for the trailer vehicle to follow the leading vehicle, it has to be able
to recognize the license plate attached to the leading vehicle first, which is the
license detection function. To do so, firstly, the camera needs to find the region of
interest in the input image. The region of interest (ROI) is set to be about lower
one-third of the height of the original image, and about center of the one-third
of the image. And then, the program turns the ROI into an array of points. An
image filled with zero intensities with the same dimensions of the trimmed image
is created as a mask. Then, the program fills the mask with values of 1 when the
area overlaps with the frame (RIO) and fills with values of zero outside of RIO.
A bitwise operation is conducted between the mas and the frame to only keep
the triangular area of the frame.

After getting the frame of interest, the camera needs to detect the contour of
the license plate, which includes shapes: a big rectangle and a relatively smaller
circular. Again, OpenCV is used here to do image processing. The program filters
out the colors based on the settings of the RGB range and all non-yellow and
non-red colors are filtered out from the image. After the program finds the two
combinations of colors, it will try to find a rectangle shape and a circular shape.
The program converts the frame to grayscale by using it because we only need
the luminance channel for detecting the edges of the shapes. Also, changing the
image to grayscale helps to save some computational power. A 5 × 5 Gaussian
blur is applied to make the process easier and simpler. Then Canny edge detector
is applied with a minimum value of 50 and a maximum value of 150 to get the
contour of the target shapes. After both shapes are located, the program draws
a blue cross in the middle of the circular shape, which will be the center of the
license plate.

In the speed control system, if the minimum distance between the leading
vehicle and the trailer vehicle is less than 1.3 m, the trailer vehicle comes to a full
stop to avoid collision. If the minimum distance is between 1.4 and 1.6 m, the
trailer vehicle remains in a constant speed which is set to be 25 m per hour. If
the minimum distance is between 1.6 and 2.2 m, the trailer vehicle increases its
speed by 2 miles per hour to catch up with the leading vehicle. If the minimum
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distance is greater than 2.2 m, the trailer vehicle increases its speed by 4 m per
hour to catch up with the leading vehicle.

Cross track error is also the key element to calculate the steering angle. The
current CTE in Fig. 4 is the angle between the red line and the orange line. To
calculate the current CTE, the program will calculate the absolute value between
the center of the image and the center of the detected lane line, as shown in the
red line in the Figure. The yellow line is the shortest absolute value between the
center of the license plate to the bottom of the image. And then the arctangent
function in the math library can calculate the degree of the angle (CTE) between
the red and the orange lines.

Fig. 4. CTE in license plate following system. (Color figure online)

4 Experiment Setup for ANTS

4.1 Experiment Setup for Vision System

The vision system for ANTS is divided into two parts: indoor testing and outdoor
testing, for different lightning conditions. The camera used in lane following is
Logitech Webcam C270, and the one used for license plate detection is a depth
camera, ZED 1.

For the first stage of testing the vision system, the webcam and ZED camera
is mounted to the robot cars. On one of the robot car, we have attached a real
licence plate in the back, which functions as the leading vehicle.

4.2 Experiment Setup for ANTS

Experiments to test the system will be conducted in two parts: indoor and
outdoor environments. The indoor experiment takes place in the company garage
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area with a concrete floor with a smooth finish on the ground, as shown in Fig.
5a. The outdoor experiments take place in the parking lot outside of the company
building with uneven asphalt surface, as shown in Fig. 5b.

(a) Indoor experiment environment
setup.

(b) Outdoor experiment environment
setup

Fig. 5. Outdoor experiment environment setup.

Equipment Setup. First, the experiment will use two robot cars to experiment.
Each of the robot car will use NVIDIA Jetson Nano as microprocessor and a
webcam for the vision system. After testing the system on the robot cars, the
next step is to test the system on two go-karts. The NVIDIA Jetson TX2 will be
used on the leading vehicle, for its availability, and the Jetson Nano will be used
in the trailer vehicle for the low-cost purpose. The experiments on the course
tracks will only use the go-karts.

Course Tracks Design and Setup. There are three different course tracks to
test the system, in different shapes, different lengths, and different floor surfaces.
Course track I consists of 10-m straight lines in both indoor and outdoor envi-
ronments, as shown in Fig. 6a. Course track II is a combination of straight lines
and curves, about 20-m long and 8-m wide, as shown in Fig. 6b Course track III
is an Fig. 8 course with about 10-m straight lines and 2.5-m radius curves Fig.
6c.

5 Evaluation and Results

5.1 Computer Vision System in ANTS

ANTS is an automated disconnected towing system that does not require a hard
connection between the leading vehicle and the trailer vehicle. ANTS contains
two computer vision subsystems: a line following system for the leading vehicle
and an automated towing system for the trailer vehicle. The line following system
allows the leading vehicle to follow the lane line and drive by itself. And the
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Fig. 6. Course tracks

automated disconnected towing system allows the trailer to detect the license
plate that is attached to the back of the leading vehicle. The other important
feature of ANTS is to adjust the trailer car’s current speed according to the
distance from the leading vehicle.

5.2 Line Following

The goal of the line following system is to design an image processing system
that enables the leading vehicle to drive itself autonomously by following a lane
line. Overall, this line following system takes video images as input and produces
cross track error (CTE) as output. The CTE is used by Roboteq, which is a type
of DC motor controller, to calculate the steering angle command.

During the experiments, we use different error types and error locations to
measure the results when driving in the course, as shown in Table 2. For the
error types, there are software error and hardware error; and for error locations,
there are location I: at the beginning of the course; location II: at the middle
part of the course; and location III: at the end of the course, as shown in Table 3.

In testing the single line following system, the biggest difference from indoor
testing is the change in lighting conditions. The natural light changes along with
the position of the sun. When driving towards the sun, which means the license
plate is in the shadow, the camera was having a difficult time detecting. The
vehicle drove on the course in both directions. Figure 7 shows course track III
in the garage area.

When testing the lane following system in the outdoor environment, we apply
the same error types and error locations as in the indoor environment, as shown
in Table 2 and 3. The biggest difference for lane following from line following is
implementing the Hough Transform algorithm to detect and calculate the slopes
of the two lines in the frame. Overall, the system performance is more stable in
the indoor environment.

Table 2. Error types

Type of errors Error names Example errors

Type I Software error Camera failure

Type II Hardware error Low battery
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Fig. 7. Course Track III for indoor testing environment.

5.3 License Plate Following

The other computer vision system in ANTS is to detect the license plate of the
leading vehicle and follow it by keeping a certain distance. There are two func-
tions that the ANTS system has to fulfill: the first one is the plate detection
function, which is to be able to detect the license plate by using just one cam-
era; the second one is the speed control function, which is to control the speed
according to the distance information from the stereo camera.

We have tested ANTS on both RC cars and go-karts. At first, a wagon was
used and the license plate was attached on it as the leading vehicle. And then
the wagon was pulled it manually to have the trailer vehicle follow the license
plate on the cargo, as shown in Fig. 8. After successfully perform ANTS on the
cargo and the trailer go-kart, we have two go-karts driving at the same time:
the leading vehicle performs the line following system and the trailer vehicle
performs the license plate following.

After successfully tested ANTS with a wagon and a go-kart, we used two
go-karts and tested on course track I and II, in both indoor and outdoor envi-
ronments. The results of the indoor tests again are better than the ones in the
outdoor environment, because of the same reason for the line following tests:
the change of the natural light according to the position of the sun. The shadow
creates noises and interferes with the performance of the vision system.

Table 3. Error locations

Location of errors Location names

Location I At the beginning of the course

Location II In the middle of the course

Location II Towards the end of the course
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Fig. 8. Using a cargo car as the leading vehicle to test ANTS.

5.4 Discussion

During the tests for line/lane following and the ANTS systems, there are some
problems discovered which are not expected before the tests. The biggest issue
with all the vision systems is the shadow interference that is caused by the sun.
When the sunlight is not directly on the license plate, the camera sometimes
cannot detect the plate because of the shadow. Often, with the impact of the
shadow, the camera used is not able to recognize or detect anything, including
lines or the license plates. This could also happen in cloudy days when there
is not enough sunlight. But sunny days were chosen to do the tests on purpose
because the clouds increase the possibilities of rains that might damage all the
equipment used in the tests. Secondly, we were not able to test the ANTS on
course track III, due to its availability and the weather conditions. However, we
were able to build the track indoor in the garage area. Third, after the successful
preformance of the license plate following by using the plate made with two
colors, we implemented a small machine learning model, KNN, to recognize
numbers and letters on the plate. The system is not accurate enough and is not
stable during tests. It might be because the training set is not big enough, and
the model needs longer training time. Lastly, we are only able to conduct tests
on ANTS on go-karts on course track I and II, because of the weather conditions.
We will conduct more tests for the next phase.

6 Conclusion

This study proposes an automated nonlinked towing system (ANTS) that does
not require a physical connection between a leading vehicle and a trailer vehicle
by only using a computer vision system. Each of the leading and trailer vehicle
has a depth camera mounted in the front. The cameras on the leading vehicle
can perform lane detection. And the one on the trailer vehicle is able to perform
license detection and to detect the distance from the leading vehicle and adjust
the speed accordingly.
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The purpose of this study is to only use a camera, computer vision tech-
nology, to perform lane following and license plate following in the automated
nonlinked towing system. By utilizing different tools, such as color filters and
the Canny edge detector, the ANTS can perform the lane following and license
plate following in the indoor environment with about 90% success rate. Once
the tests were conducted in the outdoor environment, the shadow created by the
sun is the main challenge for the vision system. For example, when the sunlight
does not directly project on the license plate, the license plate will be covered by
the shadow. The ANTS will have a difficult time capturing the outlines and the
colors of the plate. Although the outdoor testing for ANTS is less than perfect,
there are so many possibilities and potential in the vision system. To solve the
shadow interference could be one of the future research topics.

During the experiments for ANTS, there are some problems discovered which
are not expected before the tests. The biggest issue with all the vision systems
is the shadow interference that is caused by the sun. When the sunlight is not
directly on the license plate, the camera sometimes can’t detect the plate because
of the shadow. Some times, with the impact of the shadow, The camera we are
using is not able to recognize or detect anything, including lines or the license
plates. This could also happen in cloudy days when there is not enough sunlight.
But we chose sunny days to do the tests on purpose because the clouds increase
the possibilities of rains that might damage all the equipment used in the tests.

The problems mentioned above can be future studies. Using QR code, bar-
code, or PDF417 for license plate following is another possibility, instead of the
plate we made with two colors. We can also look into other networks for license
plate pattern recognition.

References

1. Advisor, A.: Complete towing capacity database 2018 (2019). https://axleadvisor.
com/towing-capacity/. Accessed 7 Nov 2019

2. ASIRT: Annual Global Road Crash Statistics (2019). https://www.asirt.org/safe-
travel/road-safety-facts/

3. Batavia, P.H.: Driver-adaptive lane departure warning systems. Carnegie Mellon
University Pittsburgh, USA (1999)

4. Borkar, A., Hayes, M., Smith, M.T., Pankanti, S.: A layered approach to robust
lane detection at night (2009)

5. Burzio, G., Guidotti, L., Perboli, G., Settanni, M., Tadei, R., Tesauri, F.: Investi-
gating the impact of a lane departure warning system in real driving conditions:
a subjectivefield operational test. In: European Conference on Human Centred
Design for Intelligent Transport Systems (2010)

6. Chiu, K.Y., Lin, S.F.: Lane detection using color-based segmentation, pp. 706–711.
IEEE (2005)

7. Crisman, J.D., Thorpe, C.E.: SCARF: a color vision system that tracks roads and
intersections. IEEE Trans. Robot. Autom. 9(1), 49–58 (1993)

8. Ferries, C.: RV Statistics. https://www.condorferries.co.uk/rv-statistics. Accessed
8 Mar 2021

https://axleadvisor.com/towing-capacity/
https://axleadvisor.com/towing-capacity/
https://www.asirt.org/safe- travel/road-safety-facts/
https://www.asirt.org/safe- travel/road-safety-facts/
https://www.condorferries.co.uk/rv-statistics


Automated Nonlinked Two-Vehicle Towing System 149

9. Hamid, U.Z.A., et al.: Autonomous emergency braking system with potential field
risk assessment for frontal collision mitigation. In: 2017 IEEE Conference on Sys-
tems, Process and Control (ICSPC), pp. 71–76. IEEE (2017)

10. He, Y., Wang, H., Zhang, B.: Color-based road detection in urban traffic scenes.
IEEE Trans. Intell. Transp. Syst. 5(4), 309–318 (2004)

11. Hillel, A.B., Lerner, R., Levi, D., Raz, G.: Recent progress in road and lane detec-
tion: a survey. Mach. Vis. Appl. 25(3), 727–745 (2014)

12. Koenigsberg, S.: Trailer Accident Statistics (2019). http://www.joshts.com/
NationalTrailerAccidentStatistics.pdf. Accessed 7 Nov 2019

13. Meier, L., Tanskanen, P., Fraundorfer, F., Pollefeys, M.: PIXHAWK: a system for
au- tonomous flight using onboard computer vision. In: 2011 IEEE International
Conference on Robotics and Automation, pp. 2992–2997. IEEE (2011)

14. Srivastava, S., Singal, R., Lumba, M.: Efficient lane detection algorithm using
different filtering techniques. Int. J. Comput. Appl. 88(3), 6–11 (2014)

15. Turk, M.A., Morgenthaler, D.G., Gremban, K.D., Marra, M.: VITS-a vision system
for autonomous land vehicle navigation. IEEE Trans. Pattern Anal. Mach. Intell.
10(3), 342–361 (1988)

16. Van Arem, B., Van Driel, C.J., Visser, R.: The impact of cooperative adaptive
cruise control on traffic-flow characteristics. IEEE Trans. Intell. Transp. Syst. 7(4),
429–436 (2006)

17. Wang, Y.: Automated disconnected towing system. Master thesis, Purdue Univer-
sity (2020)

18. Liu, D., Wang, Y., Chen, T., Matson, E.: Application of color filter adjustment
andk-means clustering method in lane detection for self-driving cars. In: 2019 Third
IEEE International Conference on Robotic Computing (IRC), pp. 153–158. IEEE
(2019)

http://www.joshts.com/NationalT railerAccidentStatistics.pdf
http://www.joshts.com/NationalT railerAccidentStatistics.pdf


Automatic Programming Problem
Difficulty Evaluation – First Results
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Abstract. In this work, we address automatic evaluation of the dif-
ficulty of programming problems or exercises. Typically the problems
consist of both text description and accompanying figures. We collect a
suitable dataset, investigate the evaluation based on the text and the
image data separately, as well as a combination of the two. The first
results of this investigation are reported, together with the discussion
and future work.
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1 Introduction

Programming problems of various kinds are regularly used to teach those inter-
ested in programming how to do so effectively in a practical way, and on occa-
sion, they are also utilized to evaluate or demonstrate the ability of an individual
regarding a particular field.

The issue with these sorts of problems, however, is that compared to other
methods, these kinds of programming problems tend to be comparatively subjec-
tive - there is oftentimes very little objective way to evaluate exactly how difficult
an exercise would be due to those writing them having a different perception of
it compared to everyone else.

This project is an attempt to resolve part of this issue by utilizing machine
learning to evaluate difficulty in regards to programming problems. Utilizing this
system, it should be possible to have a more objective view of a problem and
make it easier to perform the aforementioned teaching and evaluation of skills if
successful.

The problem formulation usually includes both text and images, which makes
this task more difficult, since typically different machine learning methods are
used for the two types of data. Here we attempt to investigate the difficulty
estimation based both on text, rendered image of the problem, and combination
of both.

We review the previous related work in Sect. 2, explain the data that we
use in Sect. 3, present our methods used and preliminary results in Sect. 4, and
c© Springer Nature Switzerland AG 2021
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finally, a short discussion is given, alongside ways to improve it in the future, in
Sect. 5.

2 Related Work

Here we review the basic approaches and algorithms used for this type of prob-
lem. Due to the unique nature of the task, exact methods for evaluation have
not been fully considered. As such, a wider variety of methods is considered.

2.1 Approaches

There have not been many attempts to approach this problem in particular,
but there have been attempts to achieve results in similar fields. One exam-
ple in particular is an attempt at predicting the difficulty of various questions
in reading problems [5] that utilized a particular framework called the Test-
aware Attention-based Convolutional Neural Network (TACNN). According to
the given results in the paper, the approach does improve on the result by some
amount, and experts generally have lower accuracy on the evaluation than the
resulting neural network.

Another notable approach has been the utilization of a hybrid AI [7] to
evaluate exercise difficulty. To initialize the system, a teacher, as an expert,
needs to input a rule set. After this is done, the feedback of any students that
have taken the exercise is taken and used to adjust the results via a genetic
algorithm. The results obtained from such indicates that a significant portion
of exercises are initially evaluated incorrectly. However, this approach appears
to be flawed - the method used indicates exactly one set of rules per difficulty
level, which is fairly inaccurate to a realistic situation. In addition, if multiple
rules for a single difficulty level are included in the starting rule set, the system
cannot correctly determine which to use as the starting point to adjust from.
According to the article, the rule to be used as a base for the genetic algorithm
to adjust was chosen at random at the time of writing.

Beyond this, there do not appear to be many other methods utilized for tasks
of this nature.

2.2 Algorithms

There are numerous algorithms that can be utilized. As the method we have
been using (detailed in the Methods section) involves both text and images,
there will be two subsections for algorithms associated with both, as well as
another subsection indicating ways to combine multiple methods into one.

Text-Based Evaluation. Natural Language Processing (NLP) initially
requires some amount of pre-processing for the text [10]. There are multiple
parts of pre-processing that can be utilized, as well as many different methods,
so only a small portion will be mentioned here:
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1. Tokenization is a process during which large amounts of text are separated
and occasionally classified into smaller sections that machine learning can uti-
lize effectively. Commonly used methods involve separating text by sentences
or separating text by words.

2. Normalization is a method utilized to improve a system by attempting to
remove redundant words with similar meanings. Stemming, for instance,
is a method used to reduce words to their root form, and lemmatization
removes prefixes and suffixes from words.

As an example, the bag-of-words method gathers all of the tokens obtained
from a text into a “bag” – a format that completely ignores word order and
grammar, but retains the number of times each word has shown up in a text in
a way that a computer can use in the future.

For text-based evaluation, various algorithms can be used. To simplify things,
just some of the useful methods that have been evaluated will be described here.

1. A decision tree [8] is a simple method for classification. It makes use of
multiple true/false statements to form a result. A decision tree classifier in
machine learning forms this sort of tree through the use of training data to
evaluate the exact values necessary. It is commonly used for relative simplicity
and effectiveness, and there are several methods to improve the accuracy of
these kinds of methods as well (detailed further under Model combination).
A simple example of the way a decision tree works is shown in Fig. 1 – In this
case, Y is a binary variable, while the other two variables, X1 and X2, are
used in this case to determine what the result should be.
Once a model is formed, pruning can be performed for the sake of lowering the
redundant or otherwise excessive branches and simplify the resulting model.
While unnecessary, it can help with speed on several occasions.

Fig. 1. Sample decision tree based on binary target variable Y. The image is used
from [8] under the Creative Commons Attribution-NonCommercial-Share Alike 4.0
Unported License.
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2. Light Gradient Boosting Machine (LightGBM) [6] is a gradient boosting
decision tree (GBDT), designed by Microsoft. In particular, this implementa-
tion adds a couple of techniques: Gradient-based One-Side Sampling (GOSS),
which allows for an accurate information gain with less data, and Exclusive
Feature Bundling (EFB), which bundles mutually exclusive features together
in a way that would allow for fewer variables that the model has to look into.
Through this, the resulting method is approximately 20 times faster while
providing roughly equivalent accuracy.

3. The Limited-memory Broyden–Fletcher–Goldfarb–Shanno algorithm (L-
BFGS) [1], is a method to approximate the Broyden–Fletcher–Goldfarb–
Shanno (BFGS) algorithm using a limited amount of available memory. Often-
times this method is used for parameter estimation. The algorithm estimates
an inverse Hessian matrix to help with determining the exact value.

Some classification methods are only created for the purposes of binary clas-
sification. To change these into multiclass classification, there are two methods
to go about this, in particular [3]:

1. One-vs-All method creates n different versions of the same model, where n
is the number of different classifications available, with each one having two
different possible results - it is one of the available classifiers, or it is any
of the others. When evaluating, the resulting model returns the classifier for
which the model had the highest result. This method is generally faster and
requires less memory to utilize.

2. One-vs-One method creates a different model for each possible combination
of classifiers available, with each one having two of the possible multiple
classifiers available. Once all of the different models finish, the correct answer
is chosen by summing up or averaging all scores, and returning the highest
result. This method is more complicated, slower, and requires more memory
to utilize, but it may obtain more accuracy on occasion compared to One-vs-
All.

Image-Based Evaluation. Computer vision is, to put it simply, an attempt
to make a computer interpret vision in a similar way any other individual
does [11]. Thus far, most cases of computer vision involve extremely specialized
forms, such as optical character recognition (OCR) to interpret symbols
from images. While more general-purpose methods do exist, they are not quite
applicable to the task at hand presently, though there is a good chance that it
will be more possible to use in the future.

For image-based evaluation, the main thing that is used is neural networks
- a network made of several layers of interconnected artificial neurons that take
in a value and return a result based on that value. The most common form of
these neural networks that are utilized are convolutional neural networks
[9]. Various sorts of variations and advancements have been made over the years,
but as a general case, these sorts of neural networks rely on three forms of neuron
layers:
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1. Fully-connected layers are regularly used in all forms of artificial neural
networks. The main characteristic of these layers is that they are completely
connected to all adjacent layers, without being connected in any way to any
other layers.

2. Convolutional layers, which are capable of learning various kernels that are
then utilized to more efficiently evaluate a given image, are the primary layers
the convolutional neural network utilizes. In most standard neural networks,
reading an image would regularly result in a model that becomes too large
to train in any effective manner. By using a convolutional layer, it is possible
to reduce the complexity of a model significantly.

3. Pooling layers, which aim to pool together values in an attempt to gradually
reduce the dimensions of the received image in such a way that it could be
reliably used without making the system too complex.

Model Combination. Several different methods have been used to put
together multiple models in a way that would make the end result more capable
than any of the individual parts. Oftentimes, these models are mostly identical
to the others it is being combined with, excluding the data it was trained with.
This sort of model combination is referred to as ensemble learning. The most
common examples of this are [12]:

1. Bootstrap aggregating, sometimes referred to as bagging, is by far one
of the simplest methods of ensemble learning available. For this method, the
data is randomized during learning for each of the base learners. The results
are counted for each of the available results, then these results are taken and
averaged. The value that has achieved the highest average is considered to be
the correct result. One example of this is random forests - an ensemble model
that makes use of many different decision trees to form a result, regularly
more accurate than any of the individual decision trees. It is a particularly
quick to create model, but it is significantly less accurate compared to the
others.

2. Bayesian model averaging [4] is created in a fairly similar manner to boot-
strap aggregating - the data is randomized during learning, then an overarch-
ing model puts together the result. The key difference, however, is that each
of the individual models in this exact scenario has a set weight during the
evaluation, influencing the end result in this way. The accuracy is significantly
better compared to Bootstrap aggregating due to this.

Aside from this, there is another method to utilize multiple different models,
however this one requires more specific methods - two-branch neural net-
works [2]. These networks utilize two different models - for example, one that
takes in text and another that takes in images, obtains the partial results, then
runs those results through another layer of neurons to get a final result. By
making use of this, both text and images are evaluated together.
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3 Datasets

The dataset has been created personally through web scraping from several free
websites that can be utilized, such as hackerrank.com and codechef.com. The
finalized dataset contains over 5000 different entries, each one containing diffi-
culty (provided by the author), accuracy (a percentage of how many individuals
successfully provided a suitable answer to the problem), the problem name, a
description, and a variable number of images. At present, the model attempts
to make use of the provided difficulty for the evaluation.

After this is finished, the data is recreated into multiple other methods to
ensure simplicity for the actual evaluation. A CSV file is created from the text
data (difficulty, problem name, description), and image data is combined with
the description to create a set of images that contain the necessary text for
evaluation.

4 Methods and Results

The methods we have utilized involve several different text classification methods
to obtain different results - perceptrons, linear support vector machines, etc. A
two-branch neural network is also used to improve the evaluation by adding deep-
learning-based image recognition. A specially-made program is used to obtain
results and return the possible accuracy.

4.1 Text-Based Evaluation

The results for text evaluation are fully detailed in Table 1. In this case,
“MicroAccuracy” refers to an accuracy calculation from all available results,
while “MacroAccuracy” takes the precision and recall in place of it instead.

The text preprocessing used for each of the models is as follows: Each of the
possible end result labels is assigned a numerical key, then all of the text from
the other two possible inputs is transformed into a vector of floats represent-
ing counts of n-grams (an identical continuous sequence of n items) for both
words and characters. Through doing this, it can then evaluate what each word
indicates for a problem’s difficulty.

For the sake of a more comprehensible explanation, the basic way accuracy
is calculated is

Pr =
TP

TP + FP
, (1)

where TP refers to the number of true positives, and FP refers to the number
of false positives.

Micro-average Accuracy, written here as MicroAccuracy, refers to adding all
of the values together before calculations. So, as an example, if there were three
classes to evaluate from, micro-average accuracy would be counted as

Prmicro
=

TP1 + TP2 + TP3
TP1 + TP2 + TP3 + FP1 + FP2 + FP3

. (2)

http://hackerrank.com
http://codechef.com
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Macro-average accuracy, written here as MacroAccuracy, refers to dividing
each of the results before averaging them, thus ensuring that each class has an
equal contribution to the result. Using the same example of three classes, this is
how macro-average accuracy is calculated as

Prmacro
=

TP1
TP1+FP1 + TP2

TP2+FP2 + TP3
TP3+FP3

3
. (3)

Micro-average accuracy is preferable when trying to calculate accuracy for
a multi-class classification problem if it is believed that there may be some
imbalance between the number of entries per class. In this case, macro-average
accuracy is used to show that, while there is a small amount of imbalance in the
data, it does not truly impact the result with most models.

Table 1. Text evaluation results

Model name MicroAccuracy MacroAccuracy

Random forest 0.718 0.725

Decision tree 0.711 0.712

LightGBM 0.701 0.708

Logistic regression (L-BFGS) 0.660 0.657

Maximum entropy (SDCA) 0.639 0.661

Stochastic gradient descent 0.620 0.623

Averaged perceptron 0.609 0.641

Linear support-vector machine 0.583 0.597

SymbolicSgdLogisticRegression 0.545 0.584

Maximum entropy (L-BFGS) 0.458 0.319

The algorithms mentioned use the same preprocessing methods, and no
method of separating parts of the exercise are utilized. Regardless, limited man-
ual testing shows that the results do not vary significantly if minor or irrelevant
parts are changed.

4.2 Image-Based Evaluation

For image-based evaluation, a single image containing the whole problem descrip-
tion together with the illustrations was rendered for each problem. The size
needed for the image is pre-calculated, the text and images are taken, then the
text is rendered using a predefined style, with images being inserted in places
where they were in the original problem. An example of the image formed from
the text and images of an exercise is shown in Fig. 2.

Once that is finished, the result is used as data for a deep neural network, by
which the data is evaluated. Several well known models were used – their names
as well as the obtained results are shown in Table 2.
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Fig. 2. Example of an image formed from a problem’s text and images. The problem
used is from codechef.com.

Table 2. Image evaluation results

Model name MicroAccuracy MacroAccuracy

ResNet50 0.403 0.343

ResNet101 0.436 0.385

MobileNet V2 0.297 0.239

Inception V3 0.339 0.258

Similarly to the text models, preprocessing is the same for each model – in
this case, simply loading the image as raw bytes into the model. The rest is
handled by the neural network for each model.

http://codechef.com
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4.3 Combining Text and Image-Based Evaluation

In an attempt to improve the accuracy of the text-based and image-based meth-
ods, a two-branch neural network was used. The two separate models are used
initially – one for text, the other for images. The outputs of the two models are
then concatenated and re-evaluated to obtain the refined result. The two-branch
neural network we are using is presented in Fig. 3. For now, we use a single layer
neural network for the results refinement part.

Fig. 3. Example of a two-branch neural network being used.

Before using the two-branch neural network, our image classification accuracy
was about 40–50%. When a two-branch neural network is used, the accuracy goes
up rapidly, up to about 80+% – significantly higher than either of the individual
models (Table 3).

Table 3. Multiple variations for two-branch neural networks

Image model name Text model name MicroAccuracy MacroAccuracy

ResNet50 Random forest 0.967 0.969

ResNet50 Logistic regression (L-BFGS) 0.925 0.937

ResNet50 Averaged perceptron 0.857 0.839

ResNet50 Stochastic gradient descent 0.804 0.793

5 Discussion and Future Work

At the time of writing, the things that have been attempted thus far are as
follows:

1. Text-based processing
2. Image-based processing
3. Two-branch neural networks
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With this, a varied set of initial results has been obtained, giving an oppor-
tunity to evaluate some of the given results and potentially improve on them.

Among text-based models, with a bag of n-grams preprocessing, the Random
Forest ensemble model returned the best results.

Future work for text-based models may include the use of different text pre-
processing methods – the completely different structure of the input may increase
the accuracy of the models further.

More options for the image recognition network could be tested in the future.
When fully trained, the models can most likely accurately determine the

difficulty of exercises correctly, so long as the data used for training is focused
on the type of exercise being evaluated by the model. It is unclear whether or
not these models can function for a wider variety of exercises simultaneously
without additional adjustments, as no testing has been done in regards to this.

The two-branch neural network is particularly useful at the moment. The
accuracy of the two-branch neural network is significantly greater (80%) than
either the text-based (72%) or image-based (43%) models on their own.

More options for the combination of the two branches could be considered in
the future, including a single fully trainable architecture with no intermediate
interpretable results from the text and image-based models.
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Abstract. In recent time many investigations in blockchain based cryptocurren-
cies are directed toward improving users anonymity, untraceability and trans-
ferred sums anonymity. The solution to improve transaction balance anonymity
of blockchain cryptocurrencies based on Unspent Transaction Output (UTXO)
paradigm is presented. Transferred money sums are hidden by discrete exponent
function (DEF). Then due to isomorphism property of DEF, hidden UTXO bal-
ance is computed and this balance can be approved by the validators in this hidden
form. The security is based on the discrete logarithm problem (DLP) complexity.

Cryptocurrencies are circulating in the peer-to-peer network and data can be
represented by the vectors in certain linear space as it is in the general peer-
to-peer network of nodes. To avoid pollution attacks and improve robustness of
these general networks the signature based on idea to sign a linear subspace of
transferred data for general content distribution among the nodes is created. The
same idea is used in our proposed UTXO transactions anonymity improvement.
Since transaction data composing a balance is represented by the vectors spanning
certain linear subspace of some linear space, then this subspace is digitally signed
by one-time (session) signature based on one-time (session) private and public
keys generation. According to the original literature source the security of this
signature relies on the DLP complexity.

Keywords: Blockchain · Cryptocurrency · Bitcoin · Transaction · Peer-to-peer
network · Anonymity

1 Introduction

In this paperwe propose a solution to improve anonymity of blockchain cryptocurrencies
based on Unspent Transaction Output (UTXO) paradigm. We are using a method based
on discrete exponent function (DEF) to hide amount of transferred money and their
balance. Then the amount of money transferred and the balance are anonymous. The
integrity and authenticity of a balance is provided by one-time signature scheme based
on the idea to sign a linear subspace of transaction data used in [1] for peer-to-peer (P2P)
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networks [2]. Transaction composer must create different one-time signatures for every
transaction.

Many peer-to-peer cryptocurrencies such as Bitcoin are using Unspent Transaction
Output (UTXO) paradigm which defines the sum of spendable cryptocurrency [3]. Pay-
ments to be sent directly from one party to another without the presence of trusted third
party.

Most cryptocurrencies based on UTXO have the heterogeneous nature of the system.
There are two distinct types of participants in the system, those who issue transactions,
and those who validate transactions [4]. Author promotes the idea that instead of two
types of participants the same participant could issue and validate transactions.We agree
with this idea but some restrictions should be added to avoid validation of transactions
issued by the same person.

The data exchanged among the participants representing the nodes of the network
consist of the following parts: money transfers data (Tr), transactions data (Tx), and
blocks data (Bd) to be validated. Transfers data from different nodes are included in
transactions data and some number of transactions issued by different nodes are included
in block data. Hence we can assume that the atomic piece of information in cryptocur-
rency system is a money transfer data Tr consisting of several components, e.g. sender’s
address, receiver’s address, transferred sum and etc. Therefore Tr in its nature is a vector
represented by these components. The set of transfers with a destination to the same
receiver address forms the input of corresponding receiver transaction vector Tx. These
unspent sums of inputs are called Unspent Transaction Outputs (UTXO). So, UTXO is
defined by the number and sums of money transfers from the sender nodes to the receiver
node. They remain UTXO until the receiver redeems them to pay someone else at which
time they are referred to as Spent Transaction Output (STXO). The data of UTXO and
STXO consist of input and output transfers and compose transaction Tx. To avoid double
spending the money balance between UTXO and STXOmust be maintained, i.e. UTXO
= STXO.

The input and output transfer data we denote by the vectors In and Out respectively.
In general, transaction Tx contain the set of input and output vectors {Ini} and {Outj},
where i = 1, 2, …, I and j = 1, 2, …, J}.

Described system has some similarities with peer-to-peer (P2P) network for content
distribution [2].

A nodes in P2P network are functioning as an encoders in the sense that they receives
information from all the input links, encodes, and sends information to all the output
links. It can be referred as a network coding.

To avoid so called pollution attacks and robustness of the system signatures for
content distribution with network coding were introduced [1]. This signature scheme
allows nodes to check the validity of a packet without decoding. The scheme makes use
of the linearity property of the packets in a coded system. These packets spans the linear
vector subspace of some space and the signature is formed on this subspace. This allows
nodes to check the integrity of the packets received easily.

In the case of cryptocurrency P2P network the node receives inputs {Ini} from the
senders, checks their validity, creates transaction Tx by encoding transferred money
sums as a set of outputs {Outj} and sends Tx to the network. In this case the sender’s
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and receiver’s coding is simple and is based on nodes addresses related to their public
keys.

According to our proposal validators of blocks and transactions must check one-time
signature and verify the anonymous balance with hidden transferred sums.

2 Transaction Data Structure

Let we have a transaction with a set of I inputs and J outputs denoted by vectors In =
(In1, In2, …, InI ) and Out = (Out1, Out2, …, OutJ ).

Let the amount of money in input Ini is mi represented by 32 bits, i.e. |mi | = 32 bits.
Then to this amount 32 zero bits are concatenated as most significant bits from the left
denoted by 032. In addition 64 bits of zero denoted by 064 and 128 bits of nonce ηi, i.e.
|ηi| = 128 are concatenated as a left significant bits from the right. As a result we obtain
extended money format represented in Fig. 1 we name as a coin πi and express by

πi = 032||mi||064||ηi. (1)

032 mi 064 Nonce ηi 

Fig. 1. Coin πi representation.

The total length of coin πi representation is equal to |πi|=256 bits. The nonce ηi

corresponding to every amount mi is generated at random. Hence coin πi has a nominal
value mi in the range [1, 232–1] and nonce ηi being some kind of random serial number
of the coin in the range [1, 2128–1]. It is assumed that any nominal value ofmi exceeding
232–1 and corresponding value of πi exceeding 2224–1 are not valid and are rejected by
the money recipient.

The amount of money mi we interpret as a number of 224 bits length having 192
least significant bits equal to zero. Then πi we can express as the following sum

πi = mi + ηi. (2)

Now we define input and output data in some transaction Tx. To be short we assume
that the address of any user in this system corresponds to his public key.

Let the recipient of money in Tx is Bob and he receives a money fromAlice1, Alice2,
… and AliceI . So all Alices are the senders of money.

The set of inputs In in transaction Tx defines I senders named as Alices and having
private-public key pairs defined in some public key cryptosystem, we denote by (xi, ai),
where private key PrK = xi and public key PuK = ai, and i = 1, 2,…, I. In the same
way, Bob has a private-public key pair denoted by (y, b).

Let after receiving a money from Alices, Bob has the sum of unspent transaction
output (UTXO) and this sum he is transferring to Ted1, Ted2, …, TedJ . All Teds have
their private-public key pairs denoted by (zj, tj) respectively, j = 1, 2,…, J.
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To satisfy the balance between received and spent amount ofmoney inUTXO system
we assume that TedJ is nobody else than Bob himself and he sends the money to himself
to provide a change.

In general, Bob sends only a part of the received sum to other recipients, then change
is an unspent sum sent to himself. So, after the transaction execution the senders are
Alices and receivers are Teds while Bob is both a receiver and a sender.

To hide the amount of received-sent money in transaction we transform the value of
coin πi by the discrete exponent function (DEF) defined in certain algebraic systems.

Let p is cryptographically secure prime number of order 22048. Let q is a prime
divisor of p–1, i.e. q|(p–1) and q is of order 2256. This setting is used in well known
Digital Signature Algorithm (DSA) standard [5]. Prime number p defines multiplicative
cyclic group of integers Zp* with operation modulo p (mod p) and prime number q
defines the cyclic group Gq of order q, where all elements except 1 are generators. Let
the generator inGq is g. Since all elements inGq are of prime order q then any exponent
x of g is in the Galois field Fq = {0, 1, 2, …, q–1}. We deal with the additive group of
Fq, denoted by Zq with addition operation mod q.

Then DEF is defined by two parameters g, p and is defined in the following way
DEF: Zq → Zp*, i.e.

DEFg,p(x) = gxmodp = a; a ∈ Zp ∗ . (3)

According to Lagrange and Fermat little theorem DEF is one-to-one mapping and
is isomorphic. Then for any x, z ∈ Zq the following identity holds

DEFg,p(x + z) = g(x+z) modqmod p = DEFg,p(x)DEFg,p(z) = (gx · gz) mod p. (4)

Together with Galois field Fq we introduce Galois field Fp = {0, 1, 2, …, p-1} with
addition and multiplication operations mod p.

The inverse function to DEF is discrete logarithm function DLF which is defined by
input g, p and a ∈ Zp* and outputs the value of exponent x

DLFg,p(a) = x; x ∈ Zq. (5)

The problem to find x in (2.5), when g, p and a are given is named as discrete
logarithm problem (DLP).

The anonymity improvement of presentedUTXO transactions relies on the following
well known discrete logarithm assumption (DLA).

DLA assumption. For securely selected sufficiently large primes p, q solution of DLP
in (5) is infeasible.

According DSA standard recommendations securely selected p and q are of 2048
and 256 bits length [5].

DEF we use to hide the value of πi by computing value θi in the following way.

θi = gπimod p (6)

We construct vector space of data for senders-receivers and validators over the field
Fp.
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To achieve coins validity and anonymity the standard asymmetric encryption and
e-signature functions can be used, e.g. ElGamal for encryption and DSA for signature.

To provide message integrity we use any collision free H-function providing a map-
ping from any finite length bit string to 256 bit string H: {0, 1}* → {0, 1}256. For
example, if we have some transaction vector (data) Tx, formed by Bob then H-function
of Tx is equal to the following h-value

hTx = H (Tx). (7)

Let Alicei be a sender of coin πi to the receiver Bob. Then Alicei encrypts πi by
Bob’s PuK = b. Ciphertext vector ci is composed of two components and symbolically
is expressed in the following way

ci = Enc(b, πi) = (Ei,Di). (8)

Sender Alicei signs value θi in (6) using her PrK= xi. The signature on θi we denote
by two components vector σi and is expressed in the following way

σi = DSA(xi, θi) = (ri, si). (9)

In both cases Ei, Di and ri, si are in Zp*.
Decryption operation is performed by receiver’s (Bob’s) PrK = y symbolically we

denote by

Dec(y, ci) = πi. (10)

Signature’s σi verification, created e.g., by DSA with PrK = xi on the value θi is
performed by the corresponding PuK = ai using the following function having True or
False outcomes

Ver(ai, σi, θi) = {True, False}. (11)

The input data received from Alicei to Bob we denote by ini and express by the
following vector with 8 components in the vector space Fp

8 for i = 1, 2,…, I

ini = (ai, b,Ei,Di, θi, ri, si, hTxi), (12)

where hTxi = H(Txi) and Txi is a transaction formed by Alicei.
Let 0N be an N-dimensional zero vector (0, …,0) with components in Zp*. To

represent data of the 1-st input vector In1 we use a vector 0N with zero components in
Zp* of dimension N = 8(I + J–1) in the following way

In1 = (b, a1,E1,D1, θ1, r1, s1, hTx1, 0N ). (13)

Then the i-th vector representing data of i-th input will be

Ini = (08i, b, ai,Ei,Di, θi, ri, si, hTxi, 0N−8i) (14)

In the same way the I-th input data is represented by the vector

In1 = (0N , b, aI ,EI ,DI , θI , rI , sI , hTxI ). (15)
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All these vectors have 8(I + J–1) zero components and non-zero components are
shifted by eight components right starting from In2.

Vectors In1, In2, …, In1 are in the vector space Fp8(I+J).
For the output money amounts and nonces we use the notation moi and ηoi respec-

tively in the same format as in the Table 1. Then using (5) we obtain corresponding
θoj.

Let Bob received from all Alices the input sum mIn = m1 + m2 + … + mI . Then to
prevent double spending he must spend the same sum mOut = mO1 + mO2 + … + mOJ

to make a the following balance equation valid.

mIn = mOut . (16)

The same balance equation must be valid for the set of input nonces {ηi} and output
nonces {ηoj}.

η1 + η2 + . . . + η1 = ηO1 + ηO2 + . . . + ηOJ . (17)

But since nonces are generated at random then it is impossible to satisfy (17). One
of the way to satisfy this equation is to express the last nonce ηoJ by the other nonces in
(17)

ηOJ = η1 + η2 + . . . + η1 − ηO1 − ηO2 − . . . − ηO,J−1 mod q. (18)

Then according to (2) the following extended balance equation holds.

π1 + π2 + . . . + π1 = πO1 + πO2 + . . . + πOJ . (19)

Data sent from Bob to j-thTed is represented by the following vector outj with 8
components in the vector space Fp8 for all j = 1, 2,…, J

outj = (b, tj,EOj,DOj, θOj, rOj, sOj, hTx), (20)

where hTx is a H-value of transaction vector Tx created by Bob and will be defined
below.

Analogously to the input case the vectors Out1, Out2, …, OutJ are formed. They
are in the vector space Fp8(I+J).

The special amount of money πJ must be realized for the last output OutJ when
Bob sends a change to himself to satisfy (19).

Now we can construct a set of transaction vectors that spans vector subspace Fp(I+J)

of vector space Fp8(I+J). Any transaction vector in this subspace we denote by Tx and
express it in the following way.

Tx =
I∑

i=1

Ini +
J∑

j=1

Outj (21)

Transaction vector Txwe express by its vector components representing vectors In1,
In2, …, InIand Out1, Out2, …, OutJ in the following way.

Tx = (
T1,T2, . . . ,T(I+J )

)
, (22)
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where Ti = Ini if i ≤ I and Ti = Outiif i > I.
Vector Tx we represent by the scalar component set {τk}, k = 1, 2, …, 8(I + J), i.e.

Tx = ( τ1, τ2, …, τ8(I+J)).
Vector Tx is distributed across the network and data included in it can be used for

routing transactions. These transactions provides some kind of network coding and, in
general, can be used in content distribution systems to improve the speed of downloads
and the robustness of the systems.

For transaction authenticity we use some kind of one-time signature scheme for
every transaction based on the method proposed in [1].

Proposed signature scheme is different for every transaction sent to the network and
can be named as a session signature. It allows nodes to check the authenticity and integrity
of transactions and is based on the linearity property of the packets of transactions.

3 Session Signature Creation and Transaction Validation

The signature creation is based upon the fact that transaction vector Tx is in the vector
subspace Fp(I+J) of vector space Fp8(I+J) and upon an invariant signature for the linear
span of Fp(I+J).

Transaction input data validation by the receiver. Let Bob receives from Alicei input
vector Ini. Then using (10) he decrypts ci and obtains πi. According to format in Fig. 1
he extracts transferred money value mi and checks if it corresponds to their contract
obligations. Bob computes θi as in (5) and checks if it matches with received θi. Then
Bob having received Alicesi PuKi = ai verifies signature σ i = DSA(xi, θi) = (ri, si)
according to (9), (11).

Session private key vector (SPrK) generation. Transaction creator Bob generates
secret vector v = (v1, …, v8(I+J)) at random being a SPrK.

Session public key vector (SPuK) generation. Having private key vector, vector
SPuK = (h1, …, h8(I+J)), where for every k = 1, 2, …, 8(I + J)

hk = gvkmod p (23)

Session signature creation. Bob computes H-value of SPuK and signs SPuK byDSA
using his PrK = y.

σSPuK = DSA(y, hSPuK ) = (rSPuK , sSPuK ). (24)

where hSPuK = H(SPuK).
Using vectorTxBobfinds vector u= (u1,…,u8(I+J)) orthogonal to the space spanned

by input and output vectors In1, In2,…, InI andOut1,Out2,…,OutJ respectively. Then
u must satisfy the following system of inner products we denote by <, >

<Ini,u> = 0, i = 1, 2, . . . , 8I , (25)

<Outj,u> = 0, j = 1, 2, . . . , 8J . (26)
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Using his session private key SPrK, Bob computes vector d = (d1, …, d8(I+J)) in
the following way

dk = uk/vkmod p, k = 1, 2, . . . , 8(I + J ). (27)

Bob signs vector d computing a signature on H-value hd = H(d).

σd = DSA(y, hd ), (28)

Session signature verification. According to [1] signature is valid if verification
variable ϑ = 1. Variable ϑ is computed by the formula

ϑ =
8(I+J )∏

k=1

hdkτkk (29)

Security considerations. In [1] it is proved that compromisingof this signature scheme
is as hard as Discrete Logarithm Problem (DLP).

After all data are verified and computed, Bob can create his own transaction Tx
according to (12)–(22) and (23)–(28).

Bob together with transaction vector Tx sends additional data to the network
expressed by the vectors SPuK, σSPuK , d, σd and nonce ηOJ .

Transaction validation. To approve Bob’s transaction Tx validator is verifying signa-
ture σSPuK = DSA(y, hSPuK) = (rSPuK , sSPuK) in (24) formed on Bob’s session public
key SPuK vector in (23) using Bob’s PuK = b received in Tx. If verification passes then
using SPuK validator checks the session signature on Tx using (25)–(29). If it passes
then validator checks the balance of transaction between received and spent coins.

To do that validator collects input DEF values (θ1, …, θI ) and output DEF values
(θO1, …, θOJ ) that are computed by Tx creator Bob using (6). If balance equation is
valid then due to (4), (6) and (19) the following validation equation holds.

I∏

i=1

θi =
J∏

j=1

θOj (30)

Validation equation holds if balance Eqs. (16)–(19) are valid due to isomorphic
property of DEF in (4)

If (30) holds then validator includes current transaction Tx together with other non-
validated transactions related with transaction Tx in the block according to the procedure
defined in the existing blockchain system.

Validated blocks are included it in the blockchain and are published it in the network.

4 Discussion and conclusions

The solution to improve anonymity of blockchain cryptocurrencies based on Unspent
Transaction Output (UTXO) paradigm is presented. It is based on proposed UTXO bal-
ance anonymity solution when transferred money sums are hidden by discrete exponent
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function (DEF). Then due to isomorphism property of DEF, anonymous UTXO balance
is computed and this balance can be approved by the validators in the hidden form. The
security of this anonymity is based on the discrete logarithm problem (DLP) complexity.

Cryptocurrencies are circulating in the peer-to-peer network and data can be repre-
sented by the vectors in certain linear space as it is in the general peer-to-peer network of
nodes. Since transaction data composing a balance is represented by the vectors spanning
certain linear subspace of some linear space, then this subspace is digitally signed by
session signature based on generation session private and public keys generation. This
signature is used in general peer-to-peer content distribution network and according to
the original literature source the security relies on the DLP complexity.
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Abstract. Cloud technologies and their applications are implementing in various
ICT infrastructures. Today cyber threats mitigation in clouds is hot topic and it has
scientific interest. Authors analyzed cyber threats detection methods and defined
their disadvantages. Next, model of cloud service was proposed and it allows to
ensure the cyber security of cloud services. An improved method for cyber threats
detection has been developed, it allows to detect cyber threats in cloud services
and classify them. The developed method was experimentally investigated using
the NSL-KDD database as well as simulation tools RStudio and CloudSim. It
was proved the correctness of its work and the possibility of application in cloud
services as well as increase efficiency of cloud system security. Cyber Incidents
Response System has been developed that can be used to build cloud services
based on the various cloud computing architecture. It is significant because it can
be the autonomous functional unit of cyber incident response system or other
instrumental cybersecurity tools.
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1 Introduction

The usage of cloud computing has gained a significant advantage due to the reduced
cost of ownership of information and communication technology (ICT) applications,
extremely fast entry into the services market, as well as rapid increases in employee
productivity [1]. Everything can be implemented in the cloud service: from data storage
to data analysis, applications of any scale or size. Employees also implement their own
cloud applications for work, contributing to the development of their own cloud culture.
In addition, the use of cloud services is now available not only for large enterprises, but
also for companies inmediumand small businesses,whichmakes cloud technologies one
of the main environments for the operation of their information systems [2]. However,
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such an increase in the efficiency of workingwith cloud technologies has led to increased
attention to the problems of cyber threats, the growth of which is inseparably linked
with the growth of ICT [3]. Information security (cybersecurity) ensuring in cloud is the
responsibility of provider and it depends on requirements of international standards and
national laws. For users the security of cloud is “invisible” and it is based only on the
confidence [4–6]. There are many security risks related to intellectual resources losses,
credentials and authentication compromising, system hacking and others [7–10]. The
information is stored as well as processed and transmitted in cloud infrastructure. From
this position, using cyber threats detectionmethods and systems is relevant and important
for incident response centers and services. In cloud services cybersecurity ensuring is
very actual and important challenge today. From this position, this research study is
significant and proposed cyber threats detection method will be useful for cybersecurity
monitoring in real cloud systems. Results can be used as an autonomous functional unit
of Cyber Incident Response System or other instrumental cybersecurity tools.

This paper consists of the following sections: 1) Introduction; 2) Related papers
review and problem statement; 3) Theoretical background of the system development;
4) Experimental study and discussion; 5) Conclusions.

2 Related Papers Review and Problem Statement

2.1 Scientific Literature Review

Modern cloud computing systems have amulti-level architecture including different ser-
vices and management levels. Figure 1 depicts a classification of data security threats on
each layer of the cloud system. The security of the SaaS platform can be divided into two
categories: attacks on developed/smanagement tools [9, 10]. Security of the IaaS/PaaS
platforms consist four issues: attacks on cloud services, attacks on virtualization, attacks
on unified computing, and attacks on SLAs [11].

Fig. 1. Classification of data security attacks on each layer of the cloud system
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Table 1 shows a multi-level classification of cyber threats for the three layers of
clouds (forming first level). At the next level located cloud services, and at the third
– the types of cyberattacks on these services [12, 13].

Table 1. Multilevel classification of the data security threats in cloud

Layer of 
cloud 

(service)
Cloud service Security threat Attack type Risk 

value

SaaS

Web service

Data security Confidentiality Medium

Interface attack
Signatures attack Low
Attacks on users 
credentials

Medium

АРІ SSH attacks

Attacks on АРІ 
keys

Medium

Attacks on users 
credentials

Medium

IaaS 
and

PaaS

Virtualization 
platform

Hardware level virtu-
alization

ARP spoofing on 
virtual switching

High

MAC spoofing on 
virtual switching

High

Software level virtu-
alization

Hacking on com-
puting

Low

Development 
services

Cloud soft-
ware

Harmful software Scripts High

Computing 
services

Unified computing 
attacks

Attacks during 
data processing

Low

SLA attacks Hacking High

The analysis of up-to-date approaches in this direction showed following results:

• Method based on Deep Analytics (Fig. 2) [14–16] is a combination of popular and
effective methods (predictive analytics, descriptive analytics, graph analysis, analysis
of unstructured information, optimization), which together allow to detect of cyber
threats or anomalies (comparison in groups of the same class, clustering, trend anal-
ysis as well as developing prediction models like regressions, decision trees, neural
networks, etc.).

• System and Method of Data Collection, Processing, Analysis and Storage for Mon-
itoring Cyber Threats and their Notification to Users [17] were patented (Fig. 3).
It collects intelligence data from multiple sources and then pre-processes the intel-
ligence data for further analysis by the intelligence analyst. The analyst reviews the
intelligence and determines if it is appropriate for the client to sign a cyber threat alert
service. The system reforms and collects intelligence data and automatically transmits
intelligence data through many delivery methods.
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Fig. 2. Method based on deep analytics

Fig. 3. Scheme of the method of data collection, processing, analysis and storage

• Method for planning the structure of cyber threats and their application to reduce
the impact of cyber threats (Fig. 4) [18]. A security system consists of a computer,
memory, data storage, containing a dictionary of the intellectual capacity of cyber-
threats and a technological dictionary; and an application stored in memory. When
executed by a computer, the program generates a report that identifies the intent of the
cyber threat and identifies the cyber threat technology, in which the intent of the cyber
threat is selected from several intentions for the cyber threat listed in the dictionary
of cyber threat imposition and in which cyber threat technology is selected from the
technology dictionary. The application also populates the values of the progression
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vector in cyber-threat, where the vector of visualization of the progression of cyber-
threat contains elements, each of which corresponds to the action in the chain of
actions related to cybercrime, when the values correspond to one present or absent.
This vector is used to manage the cyber risks of an enterprise or organization.

Fig. 4. Block scheme of the method for planning the structure of cyber threats

Other methods and systems [19–22] as well as mentioned were compared by follow-
ing criteria: low demand for computing resources, simplicity of implementation, high
degree of identification of known threats, real-time threat detection, logging of identified
new threats and others.

2.2 Problem Statement

After the analysis of cyber threats detection methods from open sources [14–22] we
can summarize that most them have high requirements for computing resources and
are complicate to implement, as well as these methods are described only theoretically
without practical application. Also not all algorithms have the ability to log new, not yet
assigned to any category of cyber threats. This analysis shows the relevant problems of
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cyber threats detection methods in cloud environments. This paper is directed on one of
this problem solving.

The main purpose of this work is to develop and investigate a cyber threats detection
method appropriate formodern cloud services that can be used by cyber incident response
system.

3 Theoretical Background of the System Development

3.1 Information Security System Architecture for the Protected Cloud

Figure 5 shows the structure of a protected data center based on cloud computing tech-
nology from the point of view of security, namely themodels of threats andmeasures that
need to be taken to minimize risks. The structure also reflects full control, compliance
with requirements and agreements on the level of services. The key idea of this model is
that information security should not be secondary or simply part of the overall security,
it should be disseminated and implemented at all levels of the architecture. The threat
profile consists of such elements as:

• service disruption;
• data leakage;
• data disclosure;
• data modification;
• identity theft and fraud;
• intrusion.

Fig. 5. The structure of a secure cloud data center

As can be seen from Fig. 5 cyber threats detection is one of the most important tasks
in information security system of cloud. Two main security pillars are:
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• Control. Aspects of security control of the “cloud” data center vary frommanagement
of systems support tomanagement of access control systems. As a first step, we should
review the basic level of security to more rigid conditions. Usually, the centralization
of data leads to more frequent internal threats. Therefore, the compartmentalization
strategy is the most key component of data control. Moreover, unencrypted data in
the data center should be considered as part of risk management policy.

• Compliance and Service Level Agreement (SLA). Aspects of Compliance and SLA
possess quite multifaceted features. It is necessary to clearly understand the features
of the various components of the “cloud”, which must be compatible. All service level
agreements should be synchronized with key assurance mechanisms.

3.2 Secure Architecture of Cloud Data Center

Building a secure architecture of a cloud data center includes the implementation of six
following levels of security:

• physical protection;
• server protection;
• protection of applications and platforms;
• network protection;
• data protection;
• secure encryption and key management system.

1. Physical Protection is an important component of security, which is closely
related to all other types. The most balanced way to provide physical protection to a
data center is to implement multi-level protection with multiple security perimeters. As
with echeloned defense, a breakthrough of one level will not mean a breakthrough of
the security system, while internal perimeters are no less important than external ones.
Physical protection includes the following:

• inconspicuous appearance, especially in populated areas. Avoid any signs that refer
to the data center and preserve the appearance of the building as close as possible to
other buildings in the area;

• minimizing the usage of windows, but there should be no windows where data is
processed or stored;

• boundary entry points;
• constant control of access to the building;
• prohibition of re-passage and usage of “man-traps”;
• hinges on the inside: a common mistake when converting an old building to a new
one involves upgrading the locks on the doors and windows, leaving the hinges on
the outside of the building;

• many cameras: surveillance cameras serve as a good deterrent factor and cover one
of the basic principles of security - identification;

• fire doors only on theway out (and install an alarm on them): Fire doors are a necessary
condition for health and safety, but you need to make sure that they only open to the
outside and have active alarms at all times;
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• door control and;
• continuous testing and testing of external security systems. No matter how simple or
complex the security system is, it will be useless not to check it on a regular basis to
make sure everything is working as expected;

• two-factor authentication to access the data center;
• basic requirement for physical protection: multilevel. Security systems must be mul-
tilevel for each other. The main idea is that when someone passes one test, it does not
mean that at the next level he will succeed.

2. Servers are an environment for the operation of processes and their computing,
so the operating systems deployed on them must be protected and to the extent that
they offer the least area for attack. The technical basis for reliable and secure provision
and use of cloud computing should be provided by broadband connection, standardized
and widely used transmission protocols, service-oriented architecture and, above all,
virtualization. Means of protection of cloud data centers servers include the following:

• technical means of host protection (firewalls, integrity checks, intrusion detection
systems);

• protected basic server configuration (deployment of protected OS, disabling unnec-
essary services, etc.);

• the ability of users to use their own images of virtual machines or use high-quality
and secure images provided by the provider;

• use of certified hypervisors (at least Common Criteria EAL).

3. Network. Improper system setup is often the reason for a successful attack. Since
the network for “cloud” computing consists of many different components, the overall
configuration is complex and important. Changing the settings for one component can
cause security vulnerabilities when interacting with other components. It is important
to isolate the provider’s management network from the data network. In addition, it
must be ensured that the networks are adequately segmented, preventing any errors
from spreading freely. In this case, it is necessary to establish security zones within the
network, namely:

• secured network control area “cloud”;
• secured network area for migration provided the virtualization server is used;
• secured network area for data storage system;
• secured network zone for virtual machines, provided IaaS is used.

To implement network security, we use the following means of protection:

• means of protection against malicious software;
• means of protection against network attacks (built-in system for responding to abnor-
mal traffic, which only detects its fact, but does not classify the threat, does not
determine which element it is aimed at; as a result, only determines the percentage of
“wrong” traffic);

• minimization of DDoS attacks;
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• segmentation of the management network from the data network;
• secure configuration of all components of cloud architecture;
• remote administration via secure communication channels (SSH, TLS/SSL, IPSec);
• encrypted communication between the SS provider and the SS user;
• “redundancy” of the “cloud” data center network.

4. Platform and Applications. Deploying a variety of applications on cloud com-
puting platforms involves pre-testing them to identify vulnerabilities and errors. The
security of the platform and applications is ensured by the following means:

• security throughout the life cycle (review, automated testing, vulnerability detection
tests);

• securely isolated applications;
• automatic scanning of user applications for vulnerabilities before they run on the
platform;

• manage patches and changes;
• ensuring the compatibility of patches on test systems before launch.

5. Data. The data life cycle includes its creation, storage, use, distribution and
destruction. The data center must support all these phases with appropriate security
mechanisms. Common to all storage technologies (SAN, NAS, etc.) is that many users
share storage systems. In this case, secure sharing of user data is extremely important and
must be guaranteed. Data protection can be achieved through the use of the following
means of protection:

• isolation of user data (virtual storage areas, tagging);
• regular backup, the parameters of which (volume, time intervals between storage,
storage duration) are changed by the user;

• data must be completely and securely deleted at the request of the user.

6. Encryption and Key Management. Cryptographic methods and software prod-
ucts must be used to securely store, process, and transport critical data. Managing cryp-
tographic keys in cloud computing environments is complex, and there are currently no
appropriate tools for keymanagement. Therefore, more than six providers do not encrypt
data classified in the so-called “at rest” category. For clients of IaaS service providers,
there is a possibility to manually encrypt the data before storing it in the provider’s
system – that is, they retain full control over the cryptographic keys, as well as deal with
their management. Key management for a secure data center model based on Cloud
Computing technology includes:

• keys are generated in a secure environment using certified generators;
• encryption keys should not be stored in the system in the open, it is necessary to
provide excessive backup and recovery;

• ensuring reliable distribution of keys;
• the administrator of cloud services should not have access to the user’s keys;
• if the key is no longer needed, it must be destroyed immediately.
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3.3 Categories of Cyber Threats and Cyberattacks

Today one of the most complete dataset with descriptions of all cyber threats and attacks
that can be implemented is the NSL-KDD database [23]. It consists of the following
categories and sub-categories of cyberattacks (Fig. 6):

Fig. 6. NSL-KDD dataset contents

The data is compared by certain attributes, namely:

• [1] “duration” “protocol_type”
• [3] “service” “flag”
• [5] “src_bytes” “dst_bytes”
• [7] “land” “wrong_fragment”
• [9] “urgent” “hot”
• [11] “num_failed_logins” “logged_in”
• [13] “num_compromised” “root_shell”
• [15] “su_attempted” “num_root”
• [17] “num_file_creations” “num_shells”
• [19] “num_access_files” “num_outbound_cmds”
• [21] “is_host_login” “is_guest_login”
• [23] “count” “srv_count”
• [25] “serror_rate” “srv_serror_rate”
• [27] “rerror_rate” “srv_rerror_rate”
• [29] “same_srv_rate” “diff_srv_rate”
• [31] “srv_diff_host_rate” “dst_host_count”
• [33] “dst_host_srv_count” “dst_host_same_srv_rate”
• [35] “dst_host_diff_srv_rate” “dst_host_same_src_port_rate”
• [37] “dst_host_srv_diff_host_rate” “dst_host_serror_rate”
• [39] “dst_host_srv_serror_rate” “dst_host_rerror_rate”
• [41] “dst_host_srv_rerror_rate” “label”

Figure 7 shows a block diagram of cyber threats detection in the cloud.
When the host is connected to the cloud, network traffic begins to be generated. Next

is the data processing unit, where the network traffic arrives at the behavior analyzer,
which contains the records of the NSL-KDD database. The analyzer compares the data
captured from the network traffic with the database and begins to use classifiers to
determine.
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The next block is the identification and analysis, where the pre-classified threat is
analyzed in detail, and it is determined to which resources the threat was directed.

After that, the system issues awarningmessage that part of the traffic is abnormal, and
at the same time begins to check the identified threat with previously found or recorded
immediately in the database. If such a match is found, a notification with further actions
can be issued (in case of their previous successful application). The last two modules are
actually a record of detailed data about the threat (date, group, whether it was previously
identified, etc.) and the formation of a mini-report for review, which shows the overall
result.

Fig. 7. Cloud-based incident response system block diagram

Next Section of the work consists the experiments of the proposed cloud-based
incident response system and software tools.
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4 Experimental Study and Discussion

4.1 Experiments Using RStudio

Input/output of the experiment: the input data is 20%of theNSL-KDDdataset, the output
data are classified data (normal or abnormal – threat). Experimental environment: open-
source development environment for R (programming statistics and RStudio data visu-
alization). RStudio includes a console, a syntax highlighting editor that supports direct
code execution, and tools for scheduling, logging, debugging, and desktop management.

The window is divided into four following parts (Fig. 8):

• working part – for direct writing and running code, there is also a standard toolbar for
all programs;

• after viewing the data – there are tabs of the environment (you can view the loaded
data sets and libraries) and history (see versions of the project);

• console – to display the results of the written program, and data related to the
environment (loading of the library);

• field of view of visualized results (diagrams, histograms, etc.).

Fig. 8. Main active window of RStudio
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Stages of research study

Stage 1: Connection of all necessary libraries, loading of a training data set of NSL-
KDD database.

Stage 2: Analysis of the test data set. Only 20% of the training data of the NSL-KDD
database have 25,191 elements that have 43 features.

Stage 3: Direct testing of the method. Next, we test our method using built-in functions
and data set. Initially, residual data and duplicates were separated, and separate
small data sets were identified. After that, the traffic is analyzed and the normal
and anomalous data are determined, as well as the accuracy of the result.

Stage 4: The result of the experiment. During the experiment, the following results
were obtained: the total percentage of threats detected – 96.356%, correctly
classified – 95.89%, incorrectly classified – 4.11%.

Next subsection contains study using CloudSim tool and NSL-KDD data set.

4.2 Experiments Using CloudSim

Input/output of the experiment: the input data is a set of NSL-KDD data and captured
network traffic, the output – classified data (normal or abnormal – threat) and the value
of the efficiency of the methods of cyber threat detection. Experimental environment:
CloudSim simulation system. CloudSim platform is a generalized and scalable simula-
tion tool that allows full-fledged modeling and simulation of cloud computing systems
and infrastructure, including the construction of data centers using the “cloud”. It is an
extension of the basic functionality of the GridSim platform, providing the ability to
model data storages, web services, resource allocation between virtual machines. The
logs study in RStudio was done to visualize the results: distribution of identified threats
and attacks; diagram of the dependence of the percentage of detection on the type of
threat. The most detected attacks are related to DoS [24] (Fig. 9). Comparison of the
results of simulations on the CloudSim platform is shown in Table 2.

Fig. 9. Percentage distribution of identified threats depending on their type

The displayed results indicate that when simulating the data center model without
methods of cyber threat detection, but provided that there is a built-in threat level security
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network detector, the level of detected threats is at 45.87%, which indicates insufficient
security of the cloud service, because it means that if only the built-in anti-attack module
is present, less than half of the attacks will be detected.

Table 2. Simulation results for proposed system

Experiment With/without proposed method Detected threats

1 – 45.8%

2 + 93.8%

After the simulations with the built-in cyber threat detection method, we can declare
that the level of detected cyber threats is 93.89%, which indicates the effectiveness of
proposed method for cyber incidents response system.

5 Conclusions

In this paper up-to-date systems and cyber threats detection method were analyzed,
it was defined that their disadvantages are lack of data on experimental research, the
impossibility of its use in cloud services and others.

A cloud service model has been developed, and it uses technological architecture,
high-speed communication and unified structures. These allow to ensure the cyber
security of cloud service based as well as conduct simulations of its functioning.

Proposed cyber threats detectionmethod and cloud-based response system have been
developed. These use dynamic resources, autonomous self-adaptation and scalability and
deterministic calculations.By theway, this allows to detect cyber threats in cloud services
and classify them by NSL-KDD dataset (for example). This system was experimentally
investigated using mentioned data base. It has proved the correctness of its work and the
possibility of application in cloud services as well as increase efficiency of cloud system
cyber threats detection till 93.8%.

Given results can be used for the autonomous functional unit of cyber incident
response system or other instrumental cybersecurity tools.
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AP06851243 “Methods,models and tools for security events and incidentsmanagement for detect-
ing and preventing cyber attacks on critical infrastructures of digital economics” (2020–2022),
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Abstract. It is expected the massive release of quantum computers in the near
future. Quantum computers can easily break the crypto schemes, which are used
in practice. Therefore, classical encryption systems have become vulnerable to
quantum computer-based attacks. This involves the research efforts that look for
encryption schemes that are immune to quantum computer-based attacks. This
paper describes the digital signature schemes, which are safe against quantum
computer attacks, but these schemes have different efficiency problems. The sig-
nature size of the scheme is very large and one-way function are used many time
during the signature process. The paper offers the ways of reducing the signature
size and acceleration the process of using one-way functions. It is offered to inte-
grate the quantum key distribution algorithms into the scheme. It is also offered
to use Blake family hash function as the one-way function.

Keywords: Digital signature · Secure digital signature · Post quantum · Digital
signature scheme

1 Introduction

The world’s leading scientists and experts are actively working on the creation of quan-
tum computers. An article was recently published claiming that Google, NASA, and
the Universities Space Research Association (USRA) have signed a partnership with a
manufacturer of quantum D-Wave processors.

A quantum computer will be able to crack most or all of the traditional cryptosys-
tems that are widely used in practice and specifically based on the task of factorization of
integers (e.g. RSA). Some cryptographic systems, such as the RSA - four thousand-bit
key, are considered safe from the attacks of large classical computers but are powerless
against the attacks of large quantum computers. The RSA cryptosystem is used in dif-
ferent products, on different platforms in many industries. Today, the RSA cryptosystem
is being introduced in many commercial products, the number of which is constantly
growing. It is also used in the operating systems of Microsoft, Apple, Sun, and Novell.
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In hardware performance, the RSA algorithm is used in secure phones, Ethernet net-
work cards, smart cards, and is widely used in cryptographic hardware. In addition, the
algorithm is part of the core protocols of Internet-protected communications, including
S/MIME, SSL, and S/WAN, and is also used in many institutions, such as government
agencies, banks, most corporations, state laboratories, and universities [1].

Various “quantum attack-resistant” alternatives to RSA have been developed. There
are a number of effective attacks on these systems today.

The importance of the efficiency aspect is noteworthy. Nowadays, experts have
achieved quite good results in the speed of execution of crypto algorithms. Research
shows that the proposed post-quantum cryptosystems are relatively less efficient because
their implementation algorithms require much more time to execute and verify.

The research problem of the scientists is to improve the efficiency and security of
the existing post-quantum alternatives.

2 Digital Signatures

As Digital signature has become an important technology in the security of the Internet
and other IT infrastructures. The digital signature ensures authenticity, integrity, and
data identification. Digital signatures are widely used in identification and authentication
protocols. Thus, the existing secure digital signature algorithm is crucial for supporting
IT security.

Digital signature algorithms that are used in practice today are RSA, DSA, ECDSA.
However, they are not quantumly stable because their safety is based on complex
factorization, large composite integers, and the calculation of discrete logarithms.

The hash-based digital signature schemes we present offer very interesting alterna-
tives. Like any other digital signature scheme, a hash-based digital signature scheme
uses a cryptographic hash function.

2.1 Lamport–Diffie One-Time Signature Scheme

Hash based one-time signature scheme offered by Lamport–Diffie is considered as
alternative digital signature scheme for the post-quantum era [2].

Key Generation
In this system the signature key X

X = (xn−1[0], xn−1[1], . . . , x0[0], x0[1]) ∈ {0, 1}n,2n (1)

Verification key Y consists of randomly selected 2n lines of length n.

Y = (
yn−1[0], yn−1[1], . . . , y0[0], y0[1]

) ∈ {0, 1}n,2n (2)

We use one-way function f to calculate the key:

f : {0, 1}n → {0, 1}n (3)
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yi
[
j
] = f

(
xi

[
j
])
, 0 <= i <= n − 1, j = 0, 1 (4)

Document Signature
By means of the hash function arbitrary size message m, is transformed into size n:

h(m) = hash = (hashn−1, . . . , hash0) (5)

h function is used as the cryptographic hash function:

h : {0, 1} ∗ → {0, 1}n (6)

The signature can be got as following:

sig = (
xn−1

[
hashn−1

]
, . . . , x0[hash0]

) ∈ {0, 1}n, n (7)

If the i-th bit in the message is equal to 0, i-th string in this signature is assigned to
xi[0].

If the i-th bit in the message is equal to 1, i-th string in this signature is assigned to
xi[1].

The length of the signature is n2.

Signature Verification
For sig = (sign-1, …, sig0) signature verification, the hash is calculated.

hash = (hash n-1, …, hash0) and we have to verify following equality:
(
f
(
sign−1

)
, . . . , f

(
sig0

)) = (
yn−1

[
hashn−1

]
, . . . , y0[hash0]

)
(8)

Signature will be verified in case this equation is correct.

2.2 Winternitz One Time Signature Scheme

We can tell, that key and signature generation is effective in Lamport–Diffie one-time
signature scheme, but signature size equals to n2, that is pretty large. One-time signature
scheme offered by Winternitz significantly reduces the signature size as in this scheme
we can use one string of the key to sign several bits of the hashed message [3].

Key Generation
In this scheme signature key X consists of randomly selected sn lines of length n.

To be signed simultaneously Winternitz parameter w >= 2 must be equal to the
number of bits. This way we get s1 and s2.

s1 = n/w (9)

s2 = (log2s1 + 1 + w)/w (10)

s = s1 + s2 (11)
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X = (xs−1[0], . . . , x0) ∈ {0, 1}n,s (12)

We get the next verification key:

Y = (
ys−1[0], . . . , y0

) ∈ {0, 1}n,s, where (13)

yi = f 2
∧w−1(xi), 0 <= i <= s − 1 (14)

The signature and verification key is equal to ns bits.

Document Signature
If the hash length is not divisible by w, the minimum number of zeros is added to the
hash, and it is divided into s1 parts of length w.

hash = ks−1, . . . , ks−s1 (15)

So we get c checksum:

c =
∑s−1

i=s−s1
(2w − ki) (16)

as c <= s12
w, we have it′s binary length : log2s12

w + 1 (17)

If the binary length can’t be divided by w, the minimum number of zeros are added
to it and is divided into s2 parts of length w.

c = ks2−1, . . . , k0 (18)

We have the signature of m in result:

sig = (f∧ks−1(xs−1), . . . , f
∧k0(x0)) (19)

The signature size is sn.

Signature Verification
ks-1,…, k0 bit strings are calculated to verify the signature: sig= (sign-1, …, sig0) (Table
1)

If the following equation matches:

(f∧(2w − 1 − ks−1)(Sign−1), . . . , (f
∧(2w − 1 − k0)(Sig0) = yn−1, . . . y0 (20)

Then: sigi = fˆki(xi) .

(f∧(2w − 1 − ki)(Sigi), . . . , (f
∧(2w − 1)(xi) = yi; i = s − 1 . . . , 0 (21)
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Table 1. Lamport and Winternitz.

Lamport Winternitz

Key size 2n2 ns

Using f for key generation 2n k(2w−1)

Signature length n2 ns

Using f for signature generation Not used k(2w−1)

Using f for signature verification n k(2w−1)

2.3 Merkle Crypto-System

We face the problem when use one time signature scheme to exchange big number of
the keys as it uses different key pairs for every message. To solve this problem Merkle
digital signature scheme uses a binary tree to avoid using large number of verification
keys with one public key [4]. The verification key here is the root of this tree [5, 6].
In Merkle crypto-system are used one-time signature scheme and a cryptographic hash
function:

h : {0, 1}∗ → {0, 1}n (22)

The document’s signature in the case of Merkle is the concatenation of one-time sig-
nature, one-time verification key, corresponding index and all fraternal nodes in relation
to verification key. As we can see the signature size is much bigger, then in one time
signature schemes.

3 The BLAKE Hash Function

The BLAKEHash Function - is a cryptographic hash function based on Dan Bernstein’s
ChaCha stream cipher, where XOR of permuted copy of the input block with round
constants is added before eachChaCha round [7, 8]. There are two variants, differentiated
by the scale of words. The first category uses 32-bit words and includes BLAKE-256
and BLAKE-224, with result of 256 bits and 224 bits appropriately and second category,
which uses 64-bit words - BLAKE-512 and BLAKE-384 and produce digest sizes of
512 bits and 384 bits appropriately.

BLAKE-256 and BLAKE-224 use 32-bit words and produce digest sizes of 256 bits
and 224 bits, respectively, while BLAKE-512 and BLAKE-384 use 64-bit words and
produce digest sizes of 512 bits and 384 bits, respectively.

The BLAKE2 hash function, based on BLAKE, was announced in 2012. The
BLAKE3 hash function, based on BLAKE2, was announced in 2020.

The BLAKE2 Hash Function
In 2012, the BLAKE2 cryptographic hash function was developed based on BLAKE
by Jean-Philippe Aumasson, Samuel Neves, Christian Winnerlein and Zooko Wilcox-
O’Hearn.
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BLAKE2 provides security superior to SHA-2 and similar to that of SHA-3: immu-
nity to length extension, undifferentiability from a random oracle, etc. BLAKE2 pro-
vides higher security level than SHA-2 and same security level that gives SHA-3: as
it has immunity to length extension, undifferentiability from a random oracle, etc..The
BLAKE2 set incorporates two main functions: BLAKE2b and BLAKE2s. therefore,
BLAKE2s is well optimized for 8-bit and 32-bit platforms, and it outputs between 1
and 32 bytes long hash values. Moreover, BLAKE2b is well optimized for 64-bit ×
86–64 and ARM architectures. It outputs between 1 and 64 bytes long hash values. It
is notable that both BLAKE2b and BLAKE2s work on any CPU, and if they are opti-
mized, they can produce up to 100% speed up. The BLAKE2b makes 12 cicles, and
BLAKE2s makes 10 cicles, while in the original version of BLAKE 16 and 14 cicles
were made. In this paper we prove that reduction of cicles does not have any impact on
the security. Shortening the cycles gives us 25% and 29% optimizations for large inputs,
respectively. Moreover, BLAKE-512 interleaves four 64-bit words of 32, 25, 16 and 11
bits, while BLAKE2b replaces 25 with 24, and 11 with 63. Therefore, using 24-bit rota-
tion, it allows processors with SSSE3 support, perform 2 rotations with only one SIMD
instruction through an in-place byte shift operation called packed bytes in random order
(pshufb). New processors low the arithmetic cost of the processing 12%. Besides, 63-bit
rotations can also be transformed using addition and shift operations followed by logical
OR operations. This approach speeds up platforms where add and shift operations can
be performed in parallel. We offer to use blake2b as the one way function in the scheme.

4 Quantum Key Distribution

The concept of quantum key distribution (QKD) was first proposed in the 1970s. In
1980s it already seemed to be realistic. In 1990s the physicists began to work seriously
on QKD, because the connection was transferred to entanglement. QKD technology
became commercially available for the last 15 years [9, 10].

QKD offers a way of distributing and sharing the secret keys which are obligatory
for the different cryptographic protocols. During QKD the information is encoded on
the single photons. Alice can encode the conversation using one of two states, using
vertical or horizontal ways of polarization. Alice chooses to encode the message in two
different states; these states are labeled as +45° and −45°. Afterwards Bob choses to
measure in one of the two, so he measures in +45°, −45°. If Bob makes a measurement
in a base that is different from the one Alice used, then his reply will be considered as
random and it will be canceled, but if both of the chose the same one, then both of them
will receive the correlated results. Alice can send one of the states and Bob detects it,
and the states are saved. During the last stage Alice and Bob communicate about which
of the bases was used but this process does not reveal the information about the final
result, and the result is the secret key. This is the basic way of implementing of QKD,
but there exist many different variations [11–15].

Like this, we can generate the secret key. If an eavesdropper tries to get the key he
will fail, because he will introduce the mistake and will reveal himself. We offer to use
quantum key distribution to transfer the key Winternitz one time signature scheme.
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5 The Novel Scheme

Key generation - in key generation phase w is the number of bits, which must be signed
simultaneously. s1 and s2 are calculated:

s1 = n/w (23)

s2 = (log2s1 + 1 + w)/w (24)

s = s1 + s2 (25)

X = (xs−1[0], . . . , x0) ∈ {0, 1}n,s (26)

The verification key is:
Y = (ys-1[0], …, y0) ∈ {0,1} n,s, where

yi = f2
∧w−1(xi), 0 <= i <= s − 1 (27)

The signature and verification key is equal to ns bits.As the one-way function blake2b
is used.

Document Signature
Before signing the message, we hash it: H = h(m). If length of hash is not devisable by
w the needed number of zeros must be prepended to H and it is must be divided into the
s1 parts of the length w each.

H = ks−1, . . . , ks−s1 (28)

The checksum is received as:

c =
∑s−1

i=s−s1
(2w − ki) (29)

c < = s12w, so the length of the binary representation is equal to log2 s12w + 1.
If the length of representation can not be divided by w, the concrete number of 0-s

must be prepended to it and must it be divided into s2 parts of the length w each.

c = ks2−1, . . . , k0 (30)

The signature is:

signature = (f∧ks − 1(xs − 1), . . . , f∧k0(x0)) (31)

The final signature size is sn. As the hahs function blake2b is used.

Signature Verification
ks-1,…, k0 bit strings must be calculated in order to verify the signature:

signature = (
sign−1, . . . , sig0

)
(32)
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The following equality must be checked:

(f∧(2w − 1 − ks − 1))(sign − 1), . . . , (f(2w − 1 − k0))(sig0) = yn − 1, . . . y0
(33)

Therefore: sigi = fˆki(xi)

(f∧(2w − 1 − ki))(sigi) = (f∧(2w − 1))(xi) = xi; i = s − 1, . . . , 0 (34)

In order to sign multiple messages we can transfer the key using quantum key dis-
tribution protocol, so the final signature size will be sn, which is much smaller the in the
case of Merkle.

6 Security and Results

In the offered scheme is the classical Winternitz one time signature scheme is used,
which is secure. The classical Quantum Key Distribution algorithm is integrated into
the scheme, which is also secure. As one-way function and as the hash function blake2b
function is used, which is also secure.

To break the scheme we must break Winternitz one time signature scheme, blake2b
hash function or QuantumKey Distribution protocol, which is impossible because of the
assumption. Therefore, the scheme is secure. As the result we have received the efficient
and secure hash based digital signature. The size of the signature is significantly reduced
comparing it to classical Merkle signature scheme.

Acknowledgement. The work was conducted as a part of PHDF-19–519 financed by Shota
Rustaveli National Science Foundation of Georgia.
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Abstract. Modern deep learning algorithms are able to handle large
amounts of data and therefore are particularly important in automat-
ing vessel movement prediction in intensive shipping. This could be one
of the support tools for monitoring, managing the increasing maritime
traffic and its participants.

Applying deep learning algorithm, a recurrent networks is created that
is able to predict the further vessel movement. The developed architec-
tural model is based on sequences when data change over time, therefore
the article investigates the most optimal recurrent network structure and
network hyper-parameters, which aim to obtain the most accurate pre-
diction results. Different recurrent network architectures were used to
compare the results those are: fully-connected (simple) recurrent neural
network, basic (vanilla), bidirectional, stacked Long Short-Term Mem-
ory network, autoencoder, and gated recurrent unit. The accuracy of the
predictions for each architecture is monitored by varying the number of
cells size in the hidden layer. The research was performed on a specific
sample of data from the Netherlands (North Sea) coastal region and the
proposed algorithm can be applied as one of the ways to improve mar-
itime safety. The research showed that the most accurate prediction of
the vessel trajectory prediction is achieved with the bidirectional Long
Short-Term Memory network architecture in which the variance is less
shifting even with the smallest cell selection, and autoenoder network
architecture which depends on the choice of the appropriate cell size,
because distribution range increasing in 100 and 150 cells.

Keywords: Marine traffic monitoring · Recurrent neural networks for
trajectory prediction · Multivariate multi steps · Cell of network
hyper-parameters · Autoencoder

1 Introduction

There is intense traffic at sea, with many ships being loaded and unloaded in
ports, so information on the whereabouts of shipping vessels, their trajectories
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and final destinations is crucial for maritime safety, the marine environment and
the economy. The International Union of Marine Insurance (IUMI) in 2019 pub-
lication announces that about 10% suffered losses due to collisions. Losses are
also caused by other factors (poorly trained crew, equipment failures, weather
conditions) [1]. For example, one incident in Norway occurred at the end of 2018
when the Royal Norwegian Navy frigate Helge Ingstad collided with a tanker
because it was upheld by shore-based constructions. By forecasting and predict-
ing the trajectory of a particular vessel, it would be possible to assess the risk of a
collision or to detect abnormal behavior in ongoing traffic. Although increasingly
complex constructions of deep neural networks are emerging, LSTM networks
are still being analyzed and applied to solve the problem of maritime traffic
forecasting [2–4]. The purpose of this work is to research deep recurrent neu-
ral networks for prediction of vessel movement using different architectures and
their dependence on cell size combinations. This article is reviewed as follow: in
Sect. 2 is presented the sea traffic data and explained how data are processed, and
structured into sequences. In Sect. 3 is created and provided recurrent network
architectures. Section 4 shows the progress of the experiment and performed an
analysis of the research results.

2 Vessel Traffic Data

An important part that identifies big data is variety, which means that there
may be heterogeneous sources where the data is not structured, so in order to
use the collected information, firstly, it is necessary to process it.

At the United Nations conference was presented the largest global terminal
operators, throughput and capacity in 2019. Based on the statistics of the publi-
cation [5], the research region with the highest traffic flow in Europe were selected
- the Netherlands and its embankment. Traffic data for this region was collected
and extracted from the Shipfinder automatic identification system (known as
AIS). Shipfinder is a provider of vessel tracking and maritime intelligence ser-
vices which is based on coastal AIS network stations (historical traffic data can
be downloaded at MarineCadastre1 or can be purchased from MarineTraffic2).
Big data of sea traffic allows to forecast ship trading activity, flows or inten-
sity. In order to visualize the available data, a graphical image was generated
(see Fig. 1a). Densely spaced data indicate that traffic flow is significantly more
intense.

Cargo ships are one of the most popular and most commonly found types
of industrial ship in traffic, transporting cargo, goods and materials in contain-
ers from one port to another. Due to the abundance of data, it specializes in
forecasting the progress of this type of vessel. Collected 5 months data between
September 2018 and February 2019 (nearly 21 million records), distributed in
the territory of North sea.

1 https://marinecadastre.gov/ais.
2 https://www.marinetraffic.com/en/p/ais-historical-data.

https://marinecadastre.gov/ais
https://www.marinetraffic.com/en/p/ais-historical-data
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(a) Visualization of AIS traffic data in the research
region.

(b) Three-dimensional view of
the vessel data structure.

Fig. 1. Collected data views.

Raw vessel records are stored and break down into multiple csv files by date-
time period. Data processing steps begin with records structural formation and
centralization into data warehouses. Also, vessel tracking information system
data have plenty of messy records: repetitive duplicates of records, incomplete
information (missing vessel characteristics), undefined data types. For the follow-
ing reasons were used ETL (extract-transform-load) processes. ETL processes
consist of three database functions combined into one tool, during which data is
extracted from data sources, transformed and transferred to a central/host com-
puter (data warehouse). It was the ETL processes that performed the primary
AIS data source filtering and data consolidation. The big data set consists of the
main vessel features which represent traffic flow in the particular region:

– VesselId (MMSI): maritime mobile service identity (Id used only for sequence
generation);

– Latitude: geographic latitude coordinate;
– Longitude: geographic longitude coordinate;
– SpeedKnt: vessel speed measured in knots;
– HeadingDeg: vessel sailing direction;
– DateDiff: difference between two time steps in the trajectory (minutes);
– Δ Latitude: latitude difference of two time steps in time (1);
– Δ Longitude: longitude difference of two time steps in time (2).

Coordinate changes in time between two points can be calculated by deriving
functions (extra features) [6]. These values shows how fast the vessel moved in
time between the current and the previous time step. It is a fine-tune data
by combination of the existing parameters (conjunction of time and coordinate
features).

XΔt = ts − ts−1

XδLat =
XLat,s − XLat,s−1

XΔt
(1) XδLon =

XLon,s − XLon,s−1

XΔt
(2)
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where:

– s - is the time in different measurement intervals,
– XΔt - is the time difference value of the previous step,
– XδLat - is the latitude coordinate (variation),
– XδLon - is the longitude coordinate (variation).

2.1 Data Sequence Generation

As the article is being based on the principles of supervised training, where input
variables X and output variables Y are available, and deep learning architec-
tures would learn the inter-dependencies of these variables, so that further vessel
trajectory could be reconstructed from the new data. The trajectory forecasting
by time steps can be divided into two ways: one time step prediction and mul-
tiple time steps prediction. The problem of forecasting is being analysed by Xu
Liu and his colleagues in their work to create a bike sharing opportunity and
predict their availability [7]. The authors argued that multi-time step output
Long Short-Term Memory (LSTM) is much better than the standard uni-time
step output. Based on their research and the gathered AIS data, this research
developed a data structure called multivariate multi steps.

The data processed by the ETL must be analyzed, structured and prepared
for use in the recurrent networks. The main data set is three-dimensional (see
Fig. 1b), the dimensions of which can be viewed by axis: sequences, vessel fea-
tures, time steps. Analyzing the data, it was noticed that in the studied period
only about 1/4 vessels are in movement progress. Standing or floating vessel is
considered when the speed attribute value is equal to 0. After several experiment
results showed, that data set with stationary vessels data is noise that can offset
net weights for forecasting progress. Therefore, these records were eliminated,
leaving only vessels in motion (more than 5 million records). The generation of
the vessel sequences was performed at the SQL level, the decomposition process
is shown in the illustration below (see Fig. 2).

Fig. 2. Vessel data sequencing.
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Vessel feature (Fn) are broken down into sequences of equal length (i), which
overlap by the so-called lag or sliding window method and are sorted in syn-
chronous order (by time tn). The overlap method is a fixed number of time-lapse
and memorized time steps where the time series of one observation set overlap
with the series of the next sequence, because in the context of time series forecast-
ing, it is important to present past values so that recurrent networks could learn
to predict the future. Sequence overlap is performed by dividing the sequence
in half. Each sequence are divided into equal-sized input (Xn, Fn) and output
(Yn, Fn) matrices (or otherwise features and labels) because this regression task
is assigned to supervised learning where input features are fed to the network,
and the network provides predicted output features. All deep recurrent archi-
tectures in this article as final output layer uses a two-dimensional structure, so
output must be flattened before training the network.

Specific criteria for sequence generation were applied: Each sequence are
classified as cargo type; Single sequence cannot consist of two different MMSI; A
150-min filter was applied to the smoothness and integrity of the time steps. The
filter ensures that there is no step size gap greater than 150 min in the sequence.
A large time step interval is detected in the data because the AIS observations
were not performed consistently, so the intervals between the time steps (tn)
and (tn − 1) are not the same. To maintain a strong and accurate relationship
between time steps, large gaps in the sequence need to be eliminated. The filter
parameter was selected based on the calculated time step difference frequency
(in minutes), as the maximum data concentration is distributed over 150 min.

3 Recurrent Network Architectures

The characteristics of recurrent networks have at least one cyclic pathway from
the synaptic connections. All activities in neural networks are repeated [8]. Unlike
standard feed-forward neural networks a typical RNN network transmits infor-
mation repeatedly from one block to another. The paper investigates not only
simple RNN, but also improved deep learning recurrent networks - LSTM and
gated recurrent unit (GRU) with different architectural combinations. These
improved architectures are capable of solving the problems of vanishing gradient
and long-term dependency [9], because it has feedback links and a special mem-
ory management structure (cells). A typical LSTM cell consists of: an input,
output, and forget gates, while GRU consists of: an update and reset gates. The
cells can process sequentially arranged time step data, and gates regulate the
variation of information flow between cells. And compared to the traditional
methods, the ship’s behavior data provided by the LSTM has the advantages of
high precision, good adaptability and fast prediction speed [10]. The following
is a brief overview of the used architectures.

Basic LSTM. The standard LSTM network architecture consists of one hidden
LSTM cell layer. General network design: input layer, LSTM and dropout hidden
layers and dense output layer (see Fig. 3 without note). The hidden layer consists
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of blocks of LSTM cells connected (uni-directional) in a circuit. They are all
connected by a main status signal, which is changed by a cell gate.

Bidirectional LSTM. Bi-directional LSTMs are able to process the sequence
data in two directions including forward and backward ways with two separate
hidden layers and then feed forward to the same output layer [11]. In this case
forward and backward ways are constructed in the same single LSTM hidden
layer (see Fig. 3 with note). The other parts are similar to the structure of basic
LSTM, main difference that signal goes in both directions. The regularization
technique is applied to the hidden layer as the dropout layer, which randomly
sets input units to 0 with a frequency of rate at each step during training time.
Based on the literature, better LSTM results can be obtained using bidirectional
constructions [12].

Fig. 3. Basic uni-directional and bidirectional LSTM architectures. Note: bidirectional
marked with red line. (Color figure online)

Simple Recurrent Neural Network simple RNN layer uses a loop to iter-
ate over the time steps of a sequence, while maintaining an internal state that
encodes information about the time steps it has seen so far. This means, that the
current time steps hidden state is only calculated using information of the pre-
vious time step’s hidden state and the current input. RNN being able to model
short term dependencies, because it does not have a specialized gates. Simple
RNN architecture is constructed the same as all other architectures the main
difference - cell structure (see Fig. 4 with RNN cells).

Gated Recurrent Unit. GRU network uses update gate and reset gate for
information flow control and which decide what information should be passed to
the output. Full architecture can be visualize the same as basic LSTM or RNN,
but instead with dissimilar cell structure in the hidden layer (see Fig. 4 with
GRU cells).
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Fig. 4. Simple RNN and GRU architectures.

Stacked LSTM. The standard LSTM architecture extension is the LSTM
stack. The main difference from the basic LSTM architecture is that the structure
consists of more than one hidden LSMT layer [13]. In this architecture (see
Fig. 5), LSTM network layers are additionally added so that they are connected
in parallel to the stack. The output of each hidden LSTM layer will be the input
of the next hidden layer. Based on studies in the literature [15] where comparing
the accuracy of networks by varying the number of layers, it was decided to
create the LSTM stack architecture with three hidden LSTM layers. After each
LSTM hidden layer is incorporated dropout layer.

Fig. 5. Stacked LSTM architecture.

LSTM Autoencoder. This is a special type of neural network in which the
input is compressed into a smaller dimension code and the compressed code at
the output is reconstructed [14]. The architecture consists of three components
(see Fig. 6): encoder, latent space vector, and decoder. Typically, data is encoded
by dividing the layer in half and decoded by doubling the layer. In this case a
LSTM encoder turn input sequences into a single vector that contains informa-
tion about the entire sequence, then repeat this vector n times (where n is the
number of time steps in the output sequence), and in the decoder part try to
turn this constant sequence into the target sequence. Dimensional reduction was
applied by changing the number of LSTM cells.
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Fig. 6. LSTM autoencoder architecture.

The learning process of deep neural networks has sets of parameters to
choose from before beginning any learning. These parameters are called hyper-
parameters. Some of them describe the architecture of a neural network, such as
the number of layers and their size. Others define the learning process, such as
the speed of learning and its adjustment. If the network configuration is selected
incorrectly, the network may learn slowly or may not learn at all. An attempt is
made to investigate which recurrent network architecture and with what num-
ber of cells most accurately reproduces the further course of time steps in the
sequence.

4 Experiment and Results

4.1 Instructions for Network

The experiments were performed by changing the architectures and changing the
number of cells/units. In order to keep the same conditions for all architectures,
the same data order for training, the same network parameters (see Table 1) and
cells size interval are used. It has been observed that quite often in the literature
the number of cells can vary from tens to hundreds, so was decided to follow
these numbers and analyse cells in range from 25 to 300, each size incremented
by 25. To ensure the reliability of the models, each architecture with a different
cell combination was trained 10 times (models = 6 architectures × 12 cell sizes
× 10 times).

Various hyperparameter modifications were tested during the experiment.
Changed activation functions RELU/TANH. As prevention for regression mod-
els overfitting was tested L2 and dropout regularization techniques. However,
after practical testing, the most suitable parameters were obtained with the
components listed in the table below.
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Table 1. General hyper-parameters of recurrent networks.

Parameter Value

Sequence input length 30 steps

Sequence output length 140 vector elem. (flatten from 3D -
20 steps)

Loss/error and activation functions MSE and RELU

Optimizer algorithm Adam (0.001)

Regularization technique Dropout (0.01)

Number of epochs 400 (with EarlyStopping event by
patience 15)

Batch size 256

According to the population in the region the selected cargo vessels were cut
into more than 123 thousands sequences. The scale of the vessels feature data
is relatively small, making it difficult to train models with such accuracy. For
example, the area of the research region latitude range variate from 51.635 to
52.12 while longitude value range between 3.1 and 4.5, so normalization (3) is
applied to the whole data set. During normalization, the values in the numeric
columns of the data set are changed to an overall scale without distorting the
ranges of values. In this way, the scales of the independent vectors are scaled
and all numerical values take on a common scale from 0 to 1. In many cases,
this transformation speeds up the network learning process by simplifying cal-
culations by reducing high input and increasing minimum values.

Xnorm =
X − Xmin

Xmax − Xmin
(3) MSE =

1
n

n∑

i=1

(yi − ŷi)2 (4)

where (3):

– X - is the feature of the vessel,
– Xnorm - is the normalized value,
– Xmax and Xmin - is the maximum and the minimum value of the feature.

where (4):

– n - is the number of samples,
– yi - is the true value,
– ŷi - is the predicted value.

It was decided to create the sequence from 50 time steps, of which 30 con-
stitute input and 20 constitute output. This means that 30 time steps will be
fed into the network, and the developed model will predict the next 20 (140
elements in flatten structure - featuresnumber ∗outputsteps). Estimated that one
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sequence of vessel can predict on average about hour and a half further course
of the trajectory, when the average sequence length consists of 4 h duration.

The generated and normalized sequence matrices are shuffled before present-
ing the data to the network architectures. Mixing the matrices ensures that each
new sequence in the model will be independent of the previous sequence, reduc-
ing the variance, making the gradient more changeable. The data set was split
into samples with ratio 70:15:15 (70% training data, 15% test data, and 15%
validation data). The training sample is used to create models. The validation
sample is used to monitor and verify the modeling process. The test sample is
used to evaluate the accuracy of the final model.

4.2 Models Evaluation

The accuracy of the networks is calculated by the root mean square error (MSE),
which estimates the predicted and actual values (4). Since the architectures
have been trained with all the features of the vessel, this means that the model
tries to predict not only the course (coordinates) of the vessel, but also the
remaining features (speed, direction, etc.). However, our goal and attention is
on trajectory, and thats why slight change in true and predicted data is made
before evaluations. All feature vector values (except latitude and longitude) are
ignored and only geographical coordinates are used for evaluation (see Fig. 7).
Almost 16 thousand sequences are estimated for single model (whole test data
set).

Fig. 7. Model evaluation strategy.

After we created and trained all these six different kinds of deep recurrent
neural networks, we evaluated 720 models on our data set from test samples.
The MSE loss value is calculated as the average of the total number of experi-
ments (devided by 10 times). Table 2 showing results. Systematized data shows
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Table 2. MSE loss results with different cell hyper-parameter sets.

which architecture more accurately predicts vessel movement. In regression, the
prediction is considered accurate when the error value is closest to zero.

The table below indicates the smallest errors (marked with color) in a given
architecture with the appropriate cell size. It can be seen that the smallest error
in the test data sample was obtained by Bidirectional LSTM, a slight difference
between the following AE and GRU. All architectures rating by loss with the
best fitting cell size can be found in Fig. 8b. Also, Fig. 8a depicts with which
cell combinations the smallest errors were obtained after all 10 attempts. The
most accurate results were not obtained with the smallest cell options.

(a) The intensity of the best combina-
tion set during the experiments.

(b) Architectures by lowest loss with combina-
tion of specific cell size.

Fig. 8. Accuracy of recurrent network architectures.
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Table 3. A more detailed comparison of the three best architectures.

Attribute GRU AE Bidirectional

Best with cell size 300 125 300

Random trajectory loss (from Fig. 10) 0.634× 10−6 4.831× 10−6 0.303× 10−6

Mean value of all tests 3.710× 10−4 3.688× 10−4 3.618× 10−4

Variance 1.204× 10−10 2.714× 10−10 1.059× 10−10

Standard deviation of the observations 1.098× 10−5 1.647× 10−5 3.255× 10−5

The Minimum loss achieved in the tests 3.526× 10−4 3.416× 10−4 3.218× 10−4

The Maximum loss achieved in the tests 3.903× 10−4 4.002× 10−4 4.234× 10−4

The three best architectures are analyzed deeper by attributes of cell, param-
eters and loss. More details of the comparison can be found in Table 3. The data
in the table shows that although the error in the bidirectional architecture is
smaller, the number of trainable parameters is quite large compared to GRU
and AE. As a result, the model development time is also longer.

These three architectures are reviewed statistically below (see Fig. 9). Box
plots visually show the distribution of numerical data and skewness through
displaying the data quartiles (or percentiles) and averages.

(a) Statistical distribution by cells.

(b) Progress in deep net-
work training and validation
(cross validation).

Fig. 9. Statistical information.
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According to Fig. 9a, it can be argued that the AE depends on the choice
of the appropriate cell size, because distribution range increasing in 100 and
150 cells. The smallest distribution is obtained in the bidirectional network even
with a smaller number of cells, meanwhile in GRU increases the deviation at
the beginning due to a simpler cell structure. Figure 9b shows network learning
progress. Somewhere since the 50–60 epoch, the networks is being trained.

A random sequence was chosen for the final testing of the networks. The
results are visible in the Fig. 10. The results are visualized with the best cell
sizes fit. The green line indicates the input sequence (30 time steps), the original
vessel output trajectory is marked in yellow (20 time steps), the blue line visu-
alizes the prediction of vessel movement in the trained network (20 time steps),
and the gray line indicates the traffic intensity from the other sequances. Visu-
ally noticeable that Bidirectional and AE networks trajectory prediction most
accurate (this is also shown by the calculated mse loss. The turn is navigated
closest to the actual line.

Fig. 10. Vessel movement forecast in random trajectory.



Investigation of RNN Architectures for Prediction of Vessel Movement 207

5 Conclusions

For prediction of vessel movement were analysed and developed recurrent net-
works which are based on time sequences where information is managed by spe-
cific cell structures. The research found that different choices of their size have
a direct relationship to the results, depending on the type of architecture. The
six different architectures were tested in the study: simple RNN, basic LSTM,
LSTM stack, GRU, AE and basic bidirectional LSTM. It was determined that
the most accurate prediction and least MSE loss is achieved with the bidirec-
tional 3.218 × 10−4 (with 300 cells) and autoencoder 3.416 × 10−4 (with 125
cells) architectures. The AE is dependent on the right choice of the appropri-
ate cell size, because the dispersion waves from the selected size. The obtained
network accuracy was obtained specifically in the data sample examined in this
research. A study of this work could be developed in the future for improv-
ing forecasting accuracy. For example, better harmonize the interdependencies
between vessel data and their impact on accuracy or try the more sophisticated
type of neural network which is more and more popular in these days with a
attention mechanism (transformers).
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Abstract. With the inherent complexity of heterogeneous embedded
systems in the automotive domain, it becomes necessary to consider the
modularity of components in such systems. Modular Performance Anal-
ysis (MPA) is a framework that attempts to analyse timing properties
of these systems using the techniques of Real-Time Calculus (RTC).
In this paper, we present the RTCAnalysis tool that performs practi-
cal MPA analysis on automotive systems during early design phases to
identify metrics required to determine whether the system under analysis
satisfies safety requirements.

Keywords: Real-Time Calculus · Automotive embedded systems ·
Amalthea · APP4MC

1 Introduction

The emergence of Advanced Driver Assistance Systems (ADAS) applications
has led to a significant increase in the amount of computational loads that are
required to be performed by automotive embedded hardware. The safety-critical
nature of these applications imposes an additional constraint on automotive
systems. To address this, system designers usually use different commercial off-
the-shelf hardware components which do not necessarily have a similar archi-
tecture. This increasing heterogeneity and complexity of automotive embedded
systems has increased the difficulty with which the safety of these systems could
be determined. Many automotive embedded systems are at least Weakly-Hard
Real-Time Systems (WHRTs), meaning that they have to satisfy a set of timing
constraints where a system is only allowed to miss a limited number of subse-
quent deadlines while maintaining its functional correctness [4]. Satisfying these
timing constraints is one of the most important aspects in the design process of
these systems.
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RTC was extended to use the same notion of arrival and service to model and
analyse real-time systems [22]. A combination of basic RTC modelling elements
allows for conducting Modular Performance Analysis (MPA). The flexibility of
RTC elements helps with the analysis of heterogeneous systems since they consist
of multiple hardware and software components that do not follow the same com-
putational model or scheduling strategy. Examples of this are systems consisting
of multiple hardware accelerators.

Modular Performance Analysis [23] is a timing analysis framework based on
RTC that can statically derive timing properties of real-time systems.

In this paper, we present RTCAnalysis, an MPA tool that is tailored towards
automotive real-time systems. It allows for converting models of those systems
to networks of RTC components and analyses these systems such that broad
timing properties will be derived during early design phases.

The tool presented in this paper aims to unify the notions of RTC with
the unique characteristics and semantics of Amalthea models and therefore will
enable the use of RTC as a static analysis step in system design.

The remainder of this paper is structures as follows: Sect. 2 discusses related
analysis frameworks and tools that exist to perform RTC analysis as well as
analysis of automotive systems. Section 3 provides an introduction to RTC, MPA
and the mathematical approach used to analyse RTC components. Section 4
describes the transformation of Amalthea model elements to an intermediate
RTC system model representation that serves as the basis for performing RTC
analysis. Section 5 describes the steps to analyse an RTC system model. Section 6
discusses the analysis runtime of the RTCAnalysis tool and the factors that
affect it. Finally, Sect. 7 concludes this work and briefly describes possible future
extensions of the tool.

2 Related Work

This section explores existing open source tools that can perform timing analysis
on various aspects of automotive embedded systems. With RTC being an exten-
sion of Network Calculus (NC) [6], we take a look at existing open source tools
aiming to perform NC analysis on switched networks. The DiscoDNC tool [5]
is an open-source NC analysis tool that models packets going through network
elements as flows passing through server nodes. This is used to conduct different
analyses to determine the service available to a given flow and thus aiding with
the design process of the system, as well as provide delay and buffer bounds for
flows going through a pre-defined system. While it is possible to use this tool
to perform crude analysis of a scheduled system, this tool only supports the
notion of tokens being processed by FIFO servers, which makes the modelling
of complex scheduling policies more difficult.

In terms of modular and interface-based analysis, the Compositional Per-
formance Analysis (CPA) [16,20] framework analyses systems components by
abstracting the occurrence of events in one of standard event models, and using
a sliding window approach to derive the timing properties of each component.
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This approach is implemented in tools such as the open-source framework pyCPA
[9], or Symtavision’s commercial scheduling analysis tool suite SymTA/S [1].
Furthermore, Wandeler et al. [23] developed a Matlab toolbox to perform MPA
analysis. The back-end used in this toolbox to operate on curves in the (max,+)
and (min,+) algebra domains is also used by the tool presented in this paper
as for curve representation and transformation as explained in Sect. 5.

Holistic timing analysis tools that use a sliding-window-based approach such
as MAST [11] are purposely built to support specific scheduling situations. They
perform significantly better in terms of analysis run time, but are less flexible
than MPA or CPA-based tools, given the reduced ability to describe system
component that are not natively supported.

The importance of Model Based Systems Engineering in the design of auto-
motive systems has led to many methods, processes, and tools tailored towards
the needs of the automotive industry. One of the most recent standards for arte-
fact exchange and modelling these systems is the Amalthea data model [24]. It
allows describing various facets important to e.g., performance simulation, such
as a system’s software, hardware, timing constraints, and mappings from soft-
ware to hardware. A reference implementation of the Amalthea System Model
along with various tools for e.g., timing analysis as well as optimization [17–19]
are available in the open-source tool platform Eclipse APP4MC [2].

For the purposes of the tool presented in this paper, the Amalthea model
needs to provide a minimum amount of information that allows conducting tim-
ing analysis of a given system. In particular, this consists of:

– Software Model: It includes the tasks into which the software is partitioned.
Each task has more granular software elements associated with it, that are
further annotated with computational resource specific execution times.

– Hardware Model: This includes both computational resources such as pro-
cessing units and hardware accelerators, in addition to communication and
storage resources such as communication buses and memory elements.

– Mapping Model: A mapping that describes the allocation of modelled software
elements to the corresponding computational resources from the system’s
hardware.

– Stimulus Model: It includes the stimulus elements of the system. A stimulus
element models the activation pattern of a corresponding software element.

– OS Model: The schedulers that model the resource sharing policies imple-
mented in the modelled system are contained in the OS model. Each sched-
uler element has a defined scheduling algorithm and manages a set of software
elements and is assigned to a set of computational elements modelled in the
hardware model.

3 Background

The RTCAnalysis tool extends the notions defined in our previous work [3]. For
the sake of completeness, we include the introduction to RTC that was presented
in [3].
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3.1 Real-Time Calculus

RTC can derive various metrics of real-time systems—such as upper and lower
bounds on a component’s response time—by modelling the computational
demands in the system as events propagating through shared resources. These
events propagate along a path that depends on the given scheduling/arbitration
strategy [22]. Analysis of the event propagation is enabled by modelling the
rates of events incoming to a component and the rate of events being served by
a resource assigned to that component, with arrival curves and service curves
respectively.

Arrival and service curves are defined over the Δ = s − t domain; Where s
and t are absolute time instants chosen such that Δ represents a time window
of width s− t. A bound on the number of occurring events inside a time window
of an arbitrary width Δ can be represented by a by an arrival curve or service
curve depending on the type of events in a given event stream.

Definition 1 (Arrival Curve [3,22]). Let f be an event flow, and R(t) a func-
tion representing the accumulated number of events in f at time t. The accu-
mulated number of events in f within a time interval Δ is defined as the arrival
curve αf (Δ) of flow f .
An upper arrival curves αu

f and a lower arrival curve αl
f represent the upper

and lower bounds on the accumulated number of events in f within Δ such that
αl

f (t − s) ≤ R[s, t) ≤ αu
f (t − s),∀s < t.

The set of upper and lower arrival curves of flow f is denoted as an arrival curve
pair, αl,u

f = {αl
f , αu

f}.
Definition 2 (Service Curve [3,22]). Let r be a system resource, and c(t)
a function denoting the accumulated number of events services by r at time t.
The upper service curve βu

c and the lower service curve βl
c are defined as the

respective upper and lower bounds on the accumulated number of serviced events
within a time interval Δ such that βl

R(t − s) ≤ C[s, t) ≤ βu
R(t − s),∀s < t.

The set of upper and lower service curves of resource r is denoted as a service
curve pair, βl,u

r = {βl
r, β

u
r }.

3.2 Greedy Processing Component

In addition to the ability of modelling computational demands in terms of arrival
curves, as well as modelling resource capacity in terms of service curves, it is
important to model the processing of these demands with by the underlying
computational resource. This modelling is performed in RTC by defining the
Greedy Processing Component (GPC).

Definition 3 (Greedy Processing Component [7]). Let an event flow f be
processed by a resource r, the Greedy Processing Component (GPC) represents
the transformation of arrival curves and service curves of f and r respectively as
illustrated in Fig. 2. The set of output service curves βl′

r , βu′
r denote the remain-

ing service provided by r after processing the events in f . Similarly, the set of
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Fig. 1. The maximum horizontal hdist and vertical vdist distances between upper
arrival curve αu

f and (adjusted) lower service curve βl
r [3].

GPC

Fig. 2. A Greedy Processing Component (GPC) element transforms the input pairs of
arrival and service curves ([αu

f , αl
f ] and [βu

r , βl
r] respectively) into output pairs repre-

senting the changed arrival curve pair ([αu′
f , α′

f ]) of f when it is processed by r. The

remaining available service of r is represented by [βu′
r , βl′

r ] [3].

output arrival curves αf l′, αfu′ denote the pattern with which events from f are
processed by r.

The output arrival and service curves of a GPC can be computed as fol-
lows [7]:

αu′
(Δ) = min{(αu ⊗ βu) � βl, βu} (1)

αl′(Δ) = min{(αl � βu) ⊗ βl, βl} (2)

βu′
(Δ) = max{(βu − αl) �̄ 0, 0} (3)

βl′(Δ) = (βl − αu) ⊗̄ 0 (4)

Where ⊗,�, ⊗̄, �̄ are min-plus convolution/deconvolution and max-plus convo-
lution/deconvolution operations respectively. For the definition of these oper-
ations, the reader is invited to refer to [12]. Note that the GPC models the
behaviour where arrival events from f are being processed by r on a FIFO
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basis [6]. In addition to deriving the transformed service and arrival curves of a
GPC, it is possible to derive an upper bound on the delay D experienced by an
event and the backlog of events B of flow f being processed by a resource r as
follows [7]:

Df,r ≤ hdist(αu
f , βl

r) = sup0≤λ{inf{τ ∈ [0, λ] : αu(λ − τ) ≤ βl(λ)}} (5)

Bf,r ≤ vdist(αu
f , βl

r) = sup0≤λ{αu(λ) − βl(λ)} (6)

Where vdist, hdist represent the maximum vertical and horizontal distance
between αu

f , βl
f respectively. Figure 1 illustrates the graphical equivalent of these

operations.
The transformation of arrival and service curves allows for chaining of GPCs

to model various resource sharing/arbitration policies usually used in real-time
systems such as fixed priority and round-robin scheduling.

3.3 Modular Performance Analysis

In order to use the mathematical framework defined in the previous section, var-
ious aspects of real-time systems can be modelled with a combination of RTC
components. This combination is called a scheduling network, and the analysis
conducted on it is known as Modular Performance Analysis (MPA). Schedul-
ing networks can be used to model timing as well as functional aspects of a
system [13]. MPA can exploit the fact that the analysis of RTC components
are modular. Due to the use of Variability Characterization Curves (VCCs) as
inputs and outputs of RTC components, the curves representing the upper and
lower bound on events produced by a component are valid as long as the input
events to that components are within their upper and lower bound. This enables
analysing systems based on Assumptions and Guarantees [8]. Figure 3 shows an
example scheduling network modelling tasks sharing a processing unit and being
scheduled using a Fixed Priority Pre-emptive Scheduler (FPPS).

GPC3GPC2GPC1

Fig. 3. Scheduling network of a task set T under FPPS scheduling.
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4 RTCAnalysis System Model

In order to perform MPA analysis on Amalthea models, the RTCAnalysis tool
maps the Amalthea model elements to an RTC system model. This system model
abstracts the complexity of the full Amalthea model by only addressing the
aspects required for RTC analysis. To conduct the concrete analysis, the RTC
system model is converted to a scheduling network. The analysis results of the
scheduling network are then correlated to the corresponding Amalthea elements.

The Amalthea model consists of sub-models representing various aspects of
the modelled system in detail. The RTCAnalysis tool addresses a subset of them
that is relevant for conducting MPA analysis. Figure 4 illustrates the subset of
Amalthea model elements used in this mapping, and their inter-dependencies.

SoftwareModelHardwareModel

StimulusModel

MappingModel

OSModel

Amalthea

Fig. 4. A subset of Amalthea model elements used for the mapping to the RTC system
model.

The stimulus model represents the occurrence of events in the system. This
can represent task release events, interrupt releases, and clocks available in the
system. The RTCAnalysis tool converts stimuli in the Amalthea model to arrival
curves. Standard event models which are frequently used to model task occur-
rence in real-time systems are translated to upper and lower arrival curves that
follow the η+, η− notation introduced in [20] respectively.

We denote the arrival curve pair derived from a stimulus element s as αs =
{αl

s, α
u
s }.

The software model represents software elements in the modelled system.
This mainly includes processes, which represent tasks and Interrupt Service Rou-
tines (ISRs) in the system. Processes consist of a set of runnables which represent
the most granular software components. Processes can also include labels which
represent memory accesses. Stimulus elements are used to define the release of
processes. This is reflected with the dependency of the software model on the
stimulus model. A UML diagram representing processes is shown in Fig. 4.

We denote an Amalthea process as the tuple τ = {s, P, cp}, with s being
the stimulus element triggering the process, P = {ρ1, · · · , ρn} being a set of
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RTC System Model

Amalthea

<<Creates>>Process

<<Creates>>
Stimulus

1
Runnable 

1

1..*

Executable

Arrival Curves
1

Time-Slot

1

1..*

<<Creates>>

Custom Parameter

1

1..*

Scheduling Parameter

1

1..*

Priority

parent

child

parent

child

Fig. 5. Executables in the RTC system model and their equivalent in Amalthea

called n runnables, and cp a set of custom parameters associated with τ . A
runnable is defined as a tuple ρ = {wl

ρ, w
u
ρ} where wl

ρ, w
u
ρ are the scalar upper

and lower bounds on the computational demand for a computational resource ρ
respectively. Custom parameters can be used to describe scheduler, or scenario
specific aspects of the process that are not a part of the software model. An
example of custom properties is scheduling parameters such as a process priority
that can be used when modelling systems with priority-based scheduling.

We define executables as the equivalent of Amalthea processes in the RTC
system model. Figure 5 illustrates the structure of executables in the RTC system
model.

Definition 4 (Executable). Let τ be an Amalthea process. An executable eτ =
{αe, w

l
e, w

u
e , spe, E} is an equivalent of τ where (i) αe = αs (ii) wl

e =
∑

n wl
ρi

and
wu

e =
∑

n wu
ρi

(iii) E = {e1, · · · , en} is the set of internal executables comprising
eτ .

In order to represent Amalthea software components on the same level of
granularity with the RTC system model, each executable can include a list of
children executables that represent the immediate software component levels.
While it is theoretically possible to nest executables infinitely with this model,
the conversion from Amalthea models only addresses software components down
to the runnable level.
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In addition to defining executables that are independent in terms of their
arrival curves, we define event streams in the RTC system model such that
they model the chain of executables where each executable is released by its
predecessor. This is the equivalent of processes in the Amalthea model that have
an inter process stimulus.

Definition 5 (Event Stream). A set es = {e1, · · · , en} of executables such
that αei+1 = α′

ei
is defined as an event stream. Where α′

ei
is the arrival curve

resulting from executable e being executed on its assigned processing unit.

The Amalthea hardware model represents the system’s hardware with hier-
archical hardware structure elements. Each bottom level hardware structure ele-
ment contains a set of modules. These modules can represent processing units,
memory elements, and bus elements. The attributes describing each hardware
element are also described. Since RTCAnalysis focuses on high-level schedula-
bility analysis, the Amalthea hardware model is simplified by only addressing
computational resources which are the equivalent of processing unit elements in
Amalthea, in addition to communication elements which are the equivalent of
bus and memory element in Amalthea. We denote an Amalthea processing unit
as pu, and its frequency as F . The computational resource corresponding to pu
is denoted as crpu.

Definition 6 (Computational Resource). Let pu be an Amalthea processing
unit element. A computational resource crpu is defined in the RTC system model.
We define βl

cr = βu
cr = F.Δ as the unloaded service curve pair associated with

crpu.

The unloaded service curve pair associated with a computational resource
cr is used as an input to scheduling networks representing a combination of
hardware and software. We similarly denote the communication elements as ce
where the unloaded service curve pair depends on the bandwidth of the corre-
sponding hardware element modelled in Amalthea. In addition to the ability to
model hardware and software elements separately in the RTC system model, the
sharing policies of the system related to scheduling of available resources have to
be modelled in order to fully describe the system modelled in Amalthea. These
scheduling policies are defined in terms of task scheduler. We define the corre-
sponding scheduler elements in the RTC system model as schedE . Furthermore,
the scheduler description in the RTC system model uses the software elements
to scheduler mapping and the hardware to scheduler mapping described in the
Amalthea mapping model. Figure 6 illustrates the transformation of schedulers
from the Amalthea scheduler representation to the corresponding RTC system
model representation. We formally define the scheduler element in the RTC sys-
tem model as follows:

Definition 7 (Scheduler). Let T = {τ1, · · · , τn} be a set of Amalthea processes
that are modelled by the executable set E = {e1, · · · , en}. Let processes in T
be mapped to an Amalthea Processing unit pu which is modelled in Amalthea
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by a computational resource cr. A scheduler sched = {E, cr, SCHED} is the
equivalent of the Amalthea task scheduler that schedules tasks in T and manages
pu, where SCHED = {sched1, · · · , schedn} is the set of child schedulers being
managed by sched.

In the system model, we differentiate between unit schedulers that directly
schedule executables, and hierarchical schedulers that do not directly manage
the allocation of computational capacity from computational resources to exe-
cutables, but manages the allocation of that capacity to its sub-schedulers.

Software Model

Hardware Model

Mapping Model

OS Model

RTC System Model

Task Scheduler

ProcessingUnit

Unit Scheduler

TaskAllocation

Scheduler 1

0..*

Executable

parent

child

1

1..*

Process

SchedulerAllocation

ComputationResource 

Service Curves

1

1..*

1

Hierarchical
Scheduler

parent

child

1

1..*

1

0..*

1

1

1..*

1

<<Creates>>

<<Creates>>
<<Creates>>

Fig. 6. Schedulers in the RTC system model and their equivalent in Amalthea
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5 Model Analysis

To enable RTC analysis on the system model described in the previous chapter,
the system model is converted to an MPA scheduling network. Nodes in the
resulting scheduling network are GPCs corresponding to executables in the sys-
tem model. The service curve inter-dependencies between GPCs in this schedul-
ing network are determined by the scheduler element that contain the executa-
bles corresponding to GPCs under consideration. Arrival curve dependencies are
determined through event stream elements in the system model.

To maintain the practicability of the RTCAnalysis tool, we conduct finitary
RTC analysis on the scheduling network [12]. Finitary analysis provides the same
upper and lower bounds on the delay and buffering of events in a GPC while
requiring a shorter runtime for the analysis compared to directly computing the
outputs of that GPC as shown in Sect. 3.1.

After deriving the delay and buffering bounds on each GPC in the scheduling
network, the results if these GPCs are correlated to their corresponding system
model elements. This can be illustrated by the example of correlating the delay
upper and lower bounds of a GPC to the worst and best case response times of
the executable corresponding to that GPC respectively.

6 Evaluation

To evaluate the applicability of the RTCAnalysis to automotive embedded sys-
tems, we use the tool to derive timing metrics of three industrial case studies
related to the automotive domain. Each of these case studies differs in terms of
size, complexity, and area of application.

The first case study is based on the Democar model [10] and represents a
single core real-time system consisting on three periodic tasks related to brak-
ing, engine control, and adaptive cruise control. All processes are assigned to a
single-core processing unit that employs a fixed-priority preemptive scheduler.
Being the smallest example in our evaluation, the resulting scheduling network
consisting of merely three GPC elements similar to the configuration shown in
Fig. 3.

The second case study represents a complex engine management system that
was released in 2017 by the Robert Bosch GmbH as part of the WATERS2017
industrial challenge [14]. It consists of four processing units and a set of 1250
software elements (runnables) that are partitioned into 21 tasks and ISRs, and
communicate via 10000 variables (labels). All processes have different types of
activation patterns with non-homogeneous periods. Furthermore, each process
is assigned to one of the processing units of the systems, and is managed by a
corresponding fixed-priority preemptive scheduler.

Finally, the third case study denotes an ADAS application that is based on
the WATERS2019 industrial challenge [15]. The underlying hardware platform of
this application is represented by a heterogeneous NVIDIA Jetson TX2 Module,
which consists of two different processor islands with a dual-core NVIDIA Denver
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CPU as well as an ARM Cortex-A57 quad-core respectively, and a 256-core
dGPU accelerator. The application’s temporal behaviour is represented by a
set of 16 communicating processes that implement the overall data and event
flow realizing the ADAS functionality. In terms of analysis complexity, the main
challenge of this application lies in addressing the heterogeneous nature of the
underlying hardware as well as the usage of accelerators that are invoked by
self-suspending processes.

We start by comparing the number of GPC elements in the scheduling net-
works generated by the tool for these models. The number of GPCs in a schedul-
ing network partially corresponds to the analysis complexity as well as the anal-
ysis runtime required by the tool to produce the analysis results. The results of
this evaluation provide insights into not only the modelling of systems with the
RTCAnalysis tool, but also the effects of the model size and complexity on the
analysis runtime, in addition to the role played by the analysis method used.

Table 1. Overview of the evaluation results for analysing various automotive systems
along with the systems major characteristics. Runtime is measured in milliseconds

Model GPC elements Scheduler types Flows Finitary runtime Direct analysis runtime

Democar [10] 3 1 0 132 88

WATERS2017 [14] 21 1 0 548 413

WATERS2019 [15] 16 2 2 393 40720

The number of elements in a scheduling network generated out of a model
has a proportional effect on runtime, as shown in Table 1. The larger the schedul-
ing network the more time it takes to perform the analysis. Furthermore, the
increased complexity of a system leads to more complicated analysis, this can
be seen by the very sharp increase in runtime when analysing the WATERS2019
model using direct analysis, in comparison to analysing it with finitary analysis.
This complexity is attributed to the existence of flows in the model that causes
arrival curves to GPCs in these flows to have a high number of segments. This
also can be seen in the fact the system uses multiple scheduler types for different
components. The WATERS2019 model represents a system where some tasks
run under FPPS scheduling and other tasks run on a hardware accelerator that
uses a Weighted Round Robin scheduler. We see that this complexity is compen-
sated by using finitary RTC since it prepares the scheduling network such that
RTC computations described in Sect. 3.1 are performed only within the busy
period of each component, i.e., only when each component is experiencing the
maximum amount of interference possible. The amount of speed-up occurring in
this example is in line with experiments performed on finitary RTC in [12].

The fact that finitary RTC has a longer runtime in the case of the other
examples demonstrates the existence of an overhead for performing finitary RTC
that is proportional to the size of the model. This demonstrates that the tool
presented in this work is can be scaled for larger, more complicated systems as
long as finitary RTC analysis is applied.
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7 Conclusion and Outlook

In this paper we presented the RTCAnalysis tool that aims to provide a frame-
work for conducting practical RTC timing analysis on automotive embedded
systems. We formalized the required transformation steps in order to compile
an arbitrary Amalthea system model into an RTC network by creating an inter-
mediate model that abstracts the complexity of Amalthea. This RTC system
model is then used to create an MPA scheduling network which we analysed
using finitary and direct RTC analysis. These steps are then integrated into the
RTCAnalysis tool. Our evaluation shows the applicability of the RTCAnalysis
tool to determine the timing properties of embedded systems during early design
phases, in addition to highlighting the benefits of using the techniques of finitary
RTC to efficiently analyse complex systems.

Our next steps lie in deriving timing metrics relevant to the automotive
domain other than bounds on response time and deadline misses which are
currently derived by the tool. This includes the quantification of bounds on
the number of preemption events experienced by a process as well as delays of
global functions (event chains). Finally, we plan to extend the tooling in order
to perform probabilistic analysis using the techniques presented in e.g. [21].
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Abstract. The integration of new extracted or acquired knowledge into
the knowledge base is a crucial task for modern knowledge-based sys-
tems, which requires dynamic analysis of the relevance, similarity, and
difference of new knowledge. It can be done using special operations
defined over the representation structures provided by chosen knowl-
edge model. Within an object-oriented approach, such operations can
be implemented in a form of universal exploiters of classes, which adapt
and implement for classes the idea of corresponding set-theoretical oper-
ations, such as intersection, union, difference, and decomposition into
subsets. Therefore corresponding algorithms for implementation of a few
forms of universal difference exploiter of classes within such a knowledge
representation model as object-oriented dynamic networks are presented
in the paper. Developed algorithms can dynamically create new classes
of objects via computing the difference of homogeneous and heteroge-
neous classes as well as the difference of two heterogeneous classes of
objects if such a difference exists. The proposed approach provides an
opportunity to generate new knowledge structures in a form of classes of
objects based on the previously obtained ones. It allows evaluation of the
relevance and novelty level of extracted or acquired pieces of knowledge
compared with previously obtained ones by computing the difference
between them, which can be used for efficient integration of the new
knowledge into the knowledge base.

Keywords: Run-time code generation (RTCG) · Run-time class
generation (RTClG) · Universal difference exploiter of classes ·
Difference of classes

1 Introduction

Knowledge integration is one of the most important tasks among a variety of
knowledge management tasks which modern knowledge-based systems (KBSs)
designed to solve. First of all, it requires the dynamic generation of suitable rep-
resentation structures for performing the representation of pieces of knowledge
and their analysis. Within the object-oriented approach to knowledge represen-
tation, objects, classes, metaclasses, and relations among them, are the main
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representation structures within many models. Therefore, the dynamic genera-
tion of presentation structures is reduced to the generation of one of these struc-
tures. However, the representation of new knowledge can require the dynamic
generation of new instances of such structures in the system run-time, which can
be achieved via the run-time code generation (RTCG) approach.

According to the RTCG [4–6,19,20], a system should produce new program
structures, execute them, as well as manipulate them at the run-time. In this
case, the program metastructure is available at the run-time, therefore a pro-
gram can analyze, modify and extend its own source codes or codes of other
available programs. After that, generated code can be integrated within existed
source codes of the program and used in the future. Corresponding metapro-
gramming tools are implemented in some modern object-oriented programming
languages with dynamic typing such as Python, Ruby, and JavaScript. They
provide dynamic generation and manipulation of objects and classes at the pro-
gram run-time. As it was noted in [5,6,19], very often RTCG is reduced to
template-based code generation, which provides faster compilation. However,
such an approach requires that corresponding templates are developed before
then code generation will be started, and it is an important restriction of this
approach.

The next important stage is the integration of extracted or acquired knowl-
edge into the system knowledge base. According to the definition of knowledge
integration proposed by Murray and Porter in [2,8–11], it is defined as a task of
incorporating new information into a knowledge base, which requires elaborat-
ing new information and resolving inconsistencies with existing knowledge. This
concept was implemented within a corresponding computational model, which
consists of three prominent activities:

1. Recognition: Detection of previously obtained knowledge, which is relevant to
newly obtained knowledge.

2. Elaboration: Determination of how the newly obtained knowledge interacts
with previously obtained knowledge, and how it can affect them.

3. Adaptation: Elimination of all anomalies in the knowledge base, discovered
in the previous stage.

The proposed computation model was implemented within the knowledge acqui-
sition tool called KI [9,10], which was developed to help knowledge engineers to
manage and to extend the Botany Knowledge Base, which incorporates large
knowledge about plant anatomy, physiology, and development. The proposed
concept of knowledge integration as well as the corresponding computational
model can be adapted and embedded for object-oriented knowledge represen-
tation models. Some suggestions on how such embedding can be done within
object-oriented knowledge representation models were noted in [26].

To perform the recognition and elaboration stages a KBS should verify some
relations between newly extracted and previously obtained knowledge, such as
equivalence, inclusion, generalization, specification, similarity, difference, etc.
Some of these relations can be verified via the application of special operations,
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defined over the representation structures typical for chosen knowledge represen-
tation model. Within such knowledge representation model as object-oriented
dynamic networks (OODNs), which was proposed in [28,29] and then extended
in [24], main representation structures are objects, classes, and relations among
them. However, in contrast to other object-oriented knowledge representation
models, OODNs use a distinctive model of classes, which defines homogeneous
and inhomogeneous (heterogeneous) classes of objects. The model also provides
special operations defined over the classes, which allow the dynamic creation
of new classes based on previously defined ones. As it was shown in [25–27],
some of them can be used for the analysis of new pieces of knowledge and their
future integration into the knowledge base. Let us consider the corresponding
class model and operations over the classes in more detail.

2 Classes of Objects

Most known object-oriented knowledge representation models, such as frames,
object-oriented entity-relationship model, as well as class-based object-oriented
programming use model of homogeneous classes. It means that class is considered
as a template, which provides a particular structure and behavior for all its
instances, usually called objects. In other words, a class defines a collection
of objects of the same type, where all objects have the same structure and
behavior, which defined by this type. Therefore such a model of classes defines
homogeneous classes, and the notion of a class and a type can be considered as
equivalent ones.

Similar to other models, OODNs provide the concept of homogeneous classes
of objects, which allows the definition of homogeneous collections of objects.

Definition 1. Homogeneous class of objects T is a tuple T = (P (T ), F (T )),
where P (T ) = (p1(T ), . . . , pn(T )) is a collection of properties of the class T , and
F (T ) = (f1(T ), . . . , fm(T )) is a collection of its methods.

However, all classes in OODNs consist of two kinds of properties – quantitative
and qualitative ones, and it is the main difference compared with other models of
homogeneous classes [22,28,29]. Despite all advantages of homogeneous classes
they have such restriction as an ability to define only a single type of objects, and
consequently a homogeneous collection of objects. Therefore OODNs provide a
concept of an inhomogeneous class of objects, which simultaneously can define a
collection of types. As it was noted in [22,28,29], the main idea of such a model
of classes is to organize all types of objects defined within the class in the form of
a core and projections of types. A core of the class consists of properties and (or)
methods, which are common for all its types of objects. Each projection consists
of properties and (or) methods, which are typical only for the corresponding
type of objects. Such features of inhomogeneous classes allow avoiding redundant
representation of types defined by the class, which was demonstrated in [22,24].
If a heterogeneous class of objects has only one core, it is called a single-core
inhomogeneous class of objects (SCIC).
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Definition 2. Single-core inhomogeneous class of objects T is a tuple

T = (Core(T ), pr1(t1), . . . , prn(tn)),

where Core(T ) = (P (T ), F (T )) is a core of the class T , which contains properties
and (or) methods that are common for types of objects t1, . . . , tn defined by the
class T , and pri(ti) = (P (ti), F (ti)), i = 1, n, is a projection of the type ti,
i = 1, n which contains properties and methods that are typical only for this type
of objects.

However, there are situations when there is a collection of properties and (or)
methods, which are common only for m types of objects among n types of
objects defined by the same inhomogeneous class, where m < n. For such cases,
the concept of the core of level m and the concept of multi-core inhomogeneous
classes of objects (MCIC) were introduced in [22].

Definition 3. The core of level m of inhomogeneous class T1,...,n is a tuple

Corem (T1,...,n) = (P (Ti1,...,im) , F (Ti1,...,im)) ,

where 1 ≤ m ≤ n, 1 ≤ i1 ≤ · · · ≤ im ≤ n, and P (Ti1,...,im), F (Ti1,...,im) are spec-
ification and signature of the core of inhomogeneous class Ti1,...,im , which contain
properties and methods, which are common for types of objects ti1 , . . . , tim .

The idea of cores of level m provides an opportunity to define a collection of
cores for different levels of similarity among the types of objects, defined by the
class, and to increase their representation efficiency. Therefore in [22], it was
used to extend the concept of a single-core inhomogeneous class of objects to a
multi-core case.

Definition 4. Multi-core inhomogeneous class of objects T1,...,n is a tuple

T1,...,n =
(
Coren1 (T1,...,n) , Coren−1

1 (T1,...,n) , . . . , Coren−1
kn−1

(T1,...,n) , . . . ,

Core11 (T1,...,n) , . . . , Core1k1
(T1,...,n) , pr1(t1), . . . , prn(tn)

)
,

where Coren1 (T1,...,n) is a core of level n of the class T1,...,n, Coren−1
in−1

(T1,...,n)
is an in−1-th core of level n − 1 of the class T1,...,n, where in−1 = 1, kn−1 and
kn−2 ≤ Cn−1

n , Core1i1 (T1,...,n) is an i1-th core of level 1 of the class T1,...,n,
where i1 = 1, k1 and k1 ≤ C1

n, pri(ti) is a projection of the type ti, i = 1, n,
which contains properties and methods, which are typical only for this type of
objects.

Inhomogeneous classes of objects provide an opportunity to define heterogeneous
collections of objects, which belong to different types defined by a particular
class.

Besides the homogeneous and inhomogeneous classes of objects, OODNs pro-
vide special operations defined over them, called universal exploiters [24,28,29].
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Such operations use the classes of objects as the unchangeable input parame-
ters for the creation of new classes of objects. Generally, there are two kinds
of exploiters – specific and universal ones. Specific exploiters create new classes
of objects based on some features of the input parameters, and their applica-
tions are restricted by these classes. Universal exploiters can be applied to any
classes of objects for the creation of new classes of objects, despite the features
of the input parameters. They can be implemented via adaptation of the idea
of set-theoretical operations, such as intersection, union, difference, and decom-
position on the subsets, for homogeneous and inhomogeneous classes of objects.
The result of the application of a particular universal exploiter is a new class
of objects created base on other classes of objects used as parameters. It allows
us to reformulate a task of run-time code generation (RTCG) to run-time class
generation (RTClG). Let us consider a run-time class generation using universal
difference exploiter of classes of objects in more detail and develop corresponding
algorithms for its implementation.

3 Difference of Classes

The idea to use basic set-theoretical operations, such as intersection, union,
and difference, for computations over objects, was used in different query alge-
bras for object-oriented databases [1,3,7,16–18,21], and in algebra for extensible
object model [30,31]. However, such applications of set-theoretical operations
were mainly focused on manipulations with collections of objects stored within
the object-oriented databases or manipulations with collections of XML objects.
Another approach to the application of basic set-theoretical operations was intro-
duced in [12–15], where intersection, union, difference, and symmetric difference
were defined for the classes in object-oriented databases. The proposed interpre-
tation of basic set-theoretical operations allows the creation of new classes based
on the previously defined.

A difference is a basic set-theoretic operation, however, Rundensteiner and
Bic defined two forms of difference operation, where the first form means the
full difference between classes, while the second one means the partial difference,
which can be determined by particular properties of the classes. Both proposed
forms of difference operation allow comparison of newly extracted or acquired
pieces of knowledge with previously obtained ones and computing of their level
of novelty. It is important information for the future integration of new knowl-
edge into the knowledge base. Therefore an adaptation of such operation for
homogeneous and inhomogeneous classes, within OODNs, and the development
of corresponding algorithms for its implementation are topical issues.

The idea of operations on sets was used to develop corresponding univer-
sal exploiters of classes for OODNs. As the result, such exploiters of classes as
intersection, union, and difference were introduced in [28,29] and then general-
ized in [24]. Later, the corresponding algorithms for the implementation of these
exploiters of classes were proposed in [23,25,26]. In addition, the concept of
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decomposition exploiter, as well as algorithm for its implementation were pro-
posed in [27]. Let us consider the concept of universal difference exploiter of
classes in more detail.

Definition 5. Difference T1 \ T2 of classes of objects T1 and T2, which define
types of objects t11, . . . , t

1
n and t21, . . . , t

2
m, correspondingly, where n,m ≥ 1, is a

class of objects T1\2, which defines types t
1\2
1 , . . . , t

1\2
k , such that k ≤ n+m and

∀t1\2
i , t2w, ∃t1j

∣∣ (
t
1\2
i ⊂ t1j

)
∧ �

(
t
1\2
i ∩ t2w

)
∧

∧
(
�t1\2 ∣∣ (

t
1\2
i ⊂ t1\2

)
∧

(
t1\2 ⊆ t1j

)
∧ �

(
t1\2 ∩ t2w

))
,

where i = 1, k, j = 1, n, w = 1,m. The class T1\2 exists if and only if

∃pi1
(
t1j

)
,∃pi2

(
t2w

) | Eq
(
pi1

(
t1j

)
, pi2

(
t2w

))
= 0,

where pi1
(
t1j

)
is i1-th property of the type t1j , i1 = 1,

∣∣P (
t1j

) ∣∣, and pi2
(
t2w

)
is

i2-th property of the type t2w, i2 = 1,
∣∣P (t2w)

∣∣.
As we can see, the exploiter provides an opportunity to compute the difference
between two classes of objects, via creating a new class T1\2 = T1 \T2, which can
be homogeneous or heterogeneous, depending on equivalence and level of hetero-
geneity of classes T1 and T2. Since homogeneous and heterogeneous classes have
different structures, thus it is necessary to consider three possible interpretations
of the difference of classes, as for the cases of intersection and union of classes,
described in [25] and [26]. However, the difference is not symmetric operation,
i.e. A \B 
= B \A for any sets A and B, such that A 
= B, therefore we need to
consider four possible situations:

(T1 \ T2), (T1 \ T 1
1,...,n), (T 1

1,...,n \ T1), (T 1
1,...,n \ T 2

1,...,m),

where T1 and T2 are arbitrary homogeneous classes of objects, which define types
t1 and t2 respectively, and T 1

1,...,n, T 2
1,...,m are arbitrary heterogeneous classes of

objects, which define collections of types t11, . . . , t
1
n and t21, . . . , t

2
m correspond-

ingly. The algorithm, which implements a difference exploiter for homogeneous
classes of objects (case T1 \ T2), was proposed in [23]. It requires two homoge-
neous classes of objects as the input data, and if they have unique properties
and (or) methods, the algorithm dynamically creates a new homogeneous class
of objects. Let us develop the appropriate algorithms for the rest cases.

According to the idea of difference exploiter of classes of objects, an appropri-
ate algorithm for its implementation should analyze specifications and signatures
of types, defined by classes of objects T1 and T2, and create a new class of objects
T1\2, which defines a collection of types, which contain properties and (or) meth-
ods that are typical only for the class T1. Depending on the heterogeneity level
of classes T1 and T2 class T1\2 can be homogeneous as well as heterogeneous.

Let us consider a situation when the class T1 is a homogeneous and defines
a single type of objects t1, while the class T2 is a multi-core inhomogeneous
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Algorithm 1. Difference of Homogeneous and Inhomogeneous Classes.
Require: T1 – homogeneous class of objects

T 2
1,...,n – multi-core inhomogeneous class of objects

Ensure: T = T1 \ T 2
1,...,n

1: T := {};
2: P := h inh difference(P (T1), (P (Coren1 (T 2

1,...,n)), . . . , P (Core1i1(T
2
1,...,n)),

P (pr1(t1)), . . . , P (prn(tn))));
3: if |P | > 0 then
4: T.add(P );
5: F := h inh difference(F (T1), (F (Coren1 (T 2

1,...,n)), . . . , F (Core1i1(T
2
1,...,n)),

F (pr1(t1)), . . . , F (prn(tn))));
6: if |F | > 0 then
7: T.add(F );
8: return T .

and defines a collection of types t21, . . . , t
2
n. In this case, the algorithm should

find the set of properties and (or) methods of the class T1, which are typical
only for it, and at the same time not common for the class T2, if they exist. This
idea was implemented in Algorithm 1, which uses homogeneous classes of objects
T1, which defines the type of objects t1, and an inhomogeneous class of objects
T 2
1,...,n, which defines a collection of types of objects t21, . . . , t

2
n, as the input data.

If the class T1 has properties and (or) methods, which are typical only for it, then
the algorithm creates a new homogeneous class of objects T = T1 \ T 2

1,...,n, such
that T ⊆ T1. The main part of the algorithm, which computes the difference
between specification/signatures of the class T1 and specifications/signatures of
all cores and projections defined within a class T 2

1,...,n is implemented in Pro-
cedure 1. If the specification/signature of the class T1 has a difference from the
specification/signature of the class T 2

1,...,n, Procedure 1 computes it in the form
of the specification/signature of the class T and returns it as the result.

The polymorphic function is_equivalent checks the equivalence of proper-
ties pi, pj or methods fi, fj and returns true if they are equivalent ones, or false
in the opposite case. It can be implemented using [25, Algorithm 1] for checking
of the equivalence of quantitative properties, [25, Algorithm 2] – for checking of
the equivalence of qualitative properties, and [25, Algorithm 3] – for checking of
the equivalence of methods.

Let us consider the opposite situation when the class T1 is multi-core inhomo-
geneous and defines a collection of types t11, . . . , t

1
n, while class T2 is homogeneous

and defines a single type of objects t2. In this case, the algorithm should analyze
all types of the class T1 and find for each of them corresponding properties and
(or) methods, which are typical only for that type or other types of the class
T1 compared to type of the class T2. This idea was implemented in Algorithm 2,
which uses an inhomogeneous class of objects T 1

1,...,n, which defines a collection of
types of objects t11, . . . , t

1
n, and homogeneous classes of objects T2, which defines

the type of objects t2, as the input data.



RTClG: Difference of Homogeneous and Inhomogeneous Classes 231

Procedure 1. h inh difference
(
X(T1),X∗ (

T 2
1,...,n

))

Input: X (T1) – specification/signature of homogeneous class of objects T1

X∗ (
T 2
1,...,n

)
– specifications/signatures of cores and projections of multi-core

inhomogeneous class of objects T 2
1,...,n

Output: X(T ) = X (T1) \ X∗ (
T 2
1,...,n

)

1: X(T ) := {};
2: unique := true;
3: for all xi ∈ X(T1) do
4: for all X

(
Core

(
t21, . . . , t

2
n

))
and X

(
prk

(
t2k

)) ∈ X∗ (
T 2
1,...,n

)
do

5: for all xj ∈ X(Core(t1, . . . , tn)) or X(prk(tk)) do
6: if is equivalent(xi, xj) then
7: unique := false;
8: break;
9: if unique then

10: X(T ).add(xi);
11: else
12: unique := true;
13: return X(T ).

Algorithm 2. Difference of Inhomogeneous and Homogeneous Classes.
Require: T 1

1,...,n – multi-core inhomogeneous class of objects
T2 – homogeneous class of objects

Ensure: T = T 1
1,...,n \ T2

1: T := {};
2: P := inh h difference((P (Coren1 (T 1

1,...,n)), . . . , P (Core1i1(T
1
1,...,n)),

P (pr1(t1)), . . . , P (prn(tn))), P (T2));
3: if |P | > 0 then
4: T.add(P );
5: F := inh h difference((F (Coren1 (T 1

1,...,n)), . . . , F (Core1i1(T
1
1,...,n)),

F (pr1(t1)), . . . , F (prn(tn))), F (T2));
6: if |F | > 0 then
7: T.add(F );
8: return T .

If the class T 1
1,...,n has properties and (or) methods, which are typical only

for it, then the algorithm creates a new homogeneous or inhomogeneous class of
objects T = T 1

1,...,n \ T2, such that T ⊆ T 1
1,...,n. If the specification/signature of

the class T 1
1,...,n has a difference from the specification/signature of the class T1,

Procedure 2 computes it in the form of the specification/signature of the class T
and returns it as the result. The polymorphic function is_equivalent has the
same meaning and can be implemented in the same way as in Procedure 1.

Now let us consider the one more situation when both classes T1 and T2 are
multi-core inhomogeneous ones and define corresponding collections of types of
objects t11, . . . , t

1
n and t21, . . . , t

2
m. In this case, the algorithm should analyze all

types of objects, which are defined by the class T1 and find for each of them
corresponding properties and (or) methods, which are typical only for that type
or other types of the class T1 compared to types of objects, which are defined
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Procedure 2. inh h difference
(
X∗ (

T 1
1,...,n

)
,X(T2)

)

Input: X∗ (
T 1
1,...,n

)
– specifications/signatures of cores and projections of multi-core

inhomogeneous class of objects T 1
1,...,n

X (T2) – specification/signature of homogeneous class of objects T2

Output: X(T ) = X∗ (
T 1
1,...,n

) \ X (T2)
1: X(T ) := {};
2: unique := true;
3: eq elements := {};
4: for all X

(
Core

(
t11, . . . , t

1
n

))
and X

(
prk

(
t1k

)) ∈ X∗ (
T 1
1,...,n

)
do

5: for all xi ∈ (
X

(
Core

(
t11, . . . , t

1
n

))
or X

(
prk

(
t1k

)))
do

6: for all xj ∈ X(T1) do
7: if is equivalent(xi, xj) then
8: eq elements.add(xi);
9: unique := false;

10: if unique then
11: T.add

(
X

(
Core

(
t11, . . . , t

1
n

))
or X

(
prk

(
t1k

)))
;

12: else
13: if |eq elements| < ∣

∣X
(
Core

(
t11, . . . , t

1
n

))
or X

(
prk

(
t1k

))∣∣ > 1 then
14: X

(
Core

(
t31, . . . , t

3
n

))
or X

(
prk

(
t3k

))
:= {};

15: for all xi ∈ (
X

(
Core

(
t11, . . . , t

1
n

))
or X

(
prk

(
t1k

)))
do

16: if xi �∈ eq elements then
17:

(
X

(
Core

(
t31, . . . , t

3
n

))
or X

(
prk

(
t3k

)))
.add(pi);

18: T.add
(
X

(
Core

(
t31, . . . , t

3
n

))
or X

(
prk

(
t3k

)))
;

19: eq elements := {};
20: unique := true;
21: return X(T ).

Algorithm 3. Difference of Inhomogeneous Classes.
Require: T 1

1,...,n, T 2
1,...,m – multi-core inhomogeneous classes of objects

Ensure: T = T 1
1,...,n \ T 2

1,...,m

1: T := {};
2: P := inh inh difference

((
P

(
Coren1

(
T 1
1,...,n

))
, . . . , P

(
Core1i1

(
T 1
1,...,n

))
,

P
(
pr1

(
t11

))
, . . . , P

(
prn

(
t1n

)))
,
(
P

(
Coren1

(
T 2
1,...,m

))
, . . . ,

P
(
Core1i1

(
T 2
1,...,m

))
, P

(
pr1

(
t21

))
, . . . , P

(
prm

(
t2m

))))
;

3: if |P | > 0 then
4: T.add(P );
5: F := inh inh difference

((
F

(
Coren1

(
T 1
1,...,n

))
, . . . , F

(
Core1i1

(
T 1
1,...,n

))
,

F
(
pr1

(
t11

))
, . . . , F

(
prn

(
t1n

)))
,
(
F

(
Coren1

(
T 2
1,...,m

))
, . . . ,

F
(
Core1i1

(
T 2
1,...,m

))
, F

(
pr1

(
t21

))
, . . . , F

(
prm

(
t2m

))))
;

6: if |F | > 0 then
7: T.add(F );
8: return T .

by the class T2. This idea was implemented in Algorithm 3, which uses inhomo-
geneous classes of objects T 1

1,...,n and T 2
1,...,m, which define collections of types of

objects t11, . . . , t
1
n and t21, . . . , t

2
m respectively, as the input data.
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Procedure 3. inh inh difference
(
X∗ (

T 1
1,...,n

)
,X∗ (

T 2
1,...,m

))

Input: X∗ (
T 1
1,...,n

)
– specifications/signatures of cores and projections of multi-core

inhomogeneous class of objects T 1
1,...,n

X∗ (
T 2
1,...,m

)
– specifications/signatures of cores and projections of multi-core
inhomogeneous class of objects T 2

1,...,m

Output: X(T ) = X∗ (
T 1
1,...,n

) \ X∗ (
T 2
1,...,m

)

1: X(T ) := {};
2: unique := true;
3: eq elements := {};
4: for all X

(
Core

(
t11, . . . , t

1
n

))
and X

(
prk

(
t1k

)) ∈ X∗ (
T 1
1,...,n

)
do

5: for all xi ∈ X
(
Core

(
t11, . . . , t

1
n

))
or X

(
prk

(
t1k

))
do

6: for all X
(
Core

(
t21, . . . , t

2
m

))
and X

(
prw

(
t2w

)) ∈ X∗ (
T 2
1,...,m

)
do

7: for all xj ∈ X
(
Core

(
t21, . . . , t

2
m

))
or X

(
prw

(
t2w

))
do

8: if is equivalent(xi, xj) then
9: eq elements.add(xi);

10: unique := false;
11: break;
12: if unique then
13: T.add

(
X

(
Core

(
t11, . . . , t

1
n

))
or X

(
prk

(
t1k

)))
;

14: else
15: if |eq elements| < ∣

∣X
(
Core

(
t11, . . . , t

1
n

))
or X

(
prk

(
t1k

))∣∣ > 1 then
16: X

(
Core

(
t31, . . . , t

3
n

))
or X

(
prk

(
t3k

))
:= {};

17: for all xi ∈ X
(
Core

(
t11, . . . , t

1
n

))
or X

(
prk

(
t1k

))
do

18: if xi �∈ eq elements then
19:

(
X

(
Core

(
t31, . . . , t

3
n

))
or X

(
prk

(
t3k

)))
.add(xi);

20: T.add
(
X

(
Core

(
t31, . . . , t

3
n

))
or X

(
prk

(
t3k

)))
;

21: eq elements := {};
22: unique := true;
23: return X(T ).

If the specification/signature of the class T 1
1,...,n has a difference from the

specification/signature of the class T 2
1,...,m, Procedure 3 computes it in the form

of the specification/signature of the class T and returns it as the result, where
T is inhomogeneous class of objects T = T 1

1,...,n \ T 2
1,...,m, such that T ⊆ T 1

1,...,n.
The polymorphic function is_equivalent has the same meaning and can be
implemented in the same way as in Procedure 1 and Procedure 2.

All algorithms, which implement different versions of the universal difference
exploiter compute the difference of one class of objects from another one via the
creation of new classes of objects. However, sometimes such difference does not
exist, therefore in such cases, developed algorithms return the empty set T .

4 Application Example

To illustrate one of the possible scenarios of applications for developed algorithms
let us consider some examples of homogeneous and inhomogeneous classes of
objects in terms of object-oriented dynamic networks, which define particular
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kinds of convex quadrangles. Suppose we have homogeneous class of objects Rb,
which describes rhombuses and has the following structure

Rb(p1 = ((v1, cm), (v2, cm), (v3, cm), (v4, cm)),
p2 = ((v1,◦ ), (v2,◦ ), (v3,◦ ), (v4,◦ )),
p3 = (p1.v1 == p1.v2 == p1.v3 == p1.v4),
p4 = (p2.v1 + p2.v2 + p2.v3 + p2.v4 = 360,◦ ),
p5 = ((p2.v1 == p2.v3) ∧ (p2.v2 == p2.v4)),
f1 = p1.v1 · 4,

f2 = (p1.v1)2 · sin(p2.v1))

where quantitative property p1 means sizes of figure sides measured in cm; quan-
titative property p2 means degree measures of figure angles; qualitative property
p3 means the equality for all figure sides; qualitative property p4 means that sum
of all degree measures of figure angles is equal to 360◦; qualitative property p5
means that degree measures of opposite angles of the figure are equal; method
f1 means the procedure for computing the perimeter of the figure; method f2
means the procedure for computing the area of the figure.

Suppose we have a multi-core inhomogeneous class of objects RtSqPr which
defines types Rt, Sq, and Pr, which describe rectangles, squares, and paral-
lelograms respectively. Let us assume that the class RtSqPr has the following
structure

RsSqPr(Core31(RtSqPr)(p3 = (p2.v1 + p2.v2 + p2.v3 + p2.v4 = 360,◦ ),
p4 = ((p1.v1 == p1.v3) ∧ (p1.v2 == p1.v4)),
p5 = ((p2.v1 == p2.v3) ∧ (p2.v2 == p2.v4))),

Core21(RtSq)(p2 = ((v1,◦ ), (v2,◦ ), (v3,◦ ), (v4,◦ )),
p6 = (p2.v1 == p2.v2 == p2.v3 == p2.v4 == 90,◦ )),

Core22(RtPr)(f1 = (p1.v1 + p1.v2) · 2),

Core11(Rt)(f2 = p1.v1 · p1.v2),
Core12(Sq)(p7 = (p1.v1 == p1.v2 == p1.v3 == p1.v4),

f1 = p1.v1 · 4,

f2 = (p1.v1)2),

Core13(Pr)(f2 = p1.v1 · p1.v3 · sin(p2.v2))),
pr1(Rt)(p1 = ((v1, cm), (v2, cm), (v3, cm), (v4, cm))),
pr2(Sq)(p1 = ((v1, cm), (v2, cm), (v3, cm), (v4, cm))),
pr3(Pr)(p1 = ((v1, cm), (v2, cm), (v3, cm), (v4, cm)),

p2 = ((v1,◦ ), (v2,◦ ), (v3,◦ ), (v4,◦ ))))

where Core31(RtSqPr) contains properties, which are common for types Rt, Sq,
and Pr; Core21(RtSq) contains properties and method, which are common for
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types Rt and Sq; Core22(RtPr) contains method, which is common for types Rt
and Pr; Core11(Rt) contains method, which is common for all objects of the type
Rt; Core12(Sq) contains property, which is common for all objects of the type
Sq; Core13(Pr) contains property, which is common for all objects of the type
Pr; pr1(Rt) and pr2(Sq) contains properties, which are typical only for types of
objects Rt and Sq; pr3(Pr) contains property and methods, which are typical
only for type of objects Pr.

Quantitative property p1 in projections pr1(Rt), pr2(Sq), and pr3(Pr) means
sizes of figure sides measured in cm; quantitative property p2 in Core21(RtSq)
and pr3(Pr) means degree measures of figure angles; qualitative property p3 in
Core31(RtSqPr) means that sum of all degree measures of figure angles is equal to
360◦; qualitative property p4 in Core21(RtSq) means the quality of opposite sides
of figure; qualitative property p5 in Core21(RtSq) means that degree measures of
opposite angles of the figure are equal; qualitative property p6 in Core21(RtSq)
means that all degree measures of figure angles are equal to 90◦; qualitative
property p7 in Core12(Sq) means the equality for all figure sides; method f1 in
Core22(RtPr) and Core12(Sq) means the procedure for computing the perimeter
of the figure; method f2 in Core11(Rt), Core12(Sq), and Core13(Pr) means the
procedure for computing the area of the figure.

Let us compute the differences Rb \RsSqPr and RsSqPr \Rb using for this
Algorithm 1 and Algorithm 2 correspondingly. As we can see, for both cases the
polymorphic function is_equivalent detected the following equivalences

p3(Rb) ≡ p7(Core21(Sq)(RsSqPr)),

p4(Rb) ≡ p3(Core31(RsSqPr)(RsSqPr)),

p5(Rb) ≡ p5(Core31(RsSqPr)(RsSqPr)),

f1(Rb) ≡ f1(Core12(Sq)(RsSqPr)),

therefore using these facts Algorithm 1 created a new homogeneous class of
objects Rb \ RsSqPr ⊆ Rb with the following structure

Rb \ RsSqPr(p1 = ((v1, cm), (v2, cm), (v3, cm), (v4, cm)),
p2 = ((v1,◦ ), (v2,◦ ), (v3,◦ ), (v4,◦ )),

f2 = (p1.v1)2 · sin(p2.v1)),

which represents the difference of the class Rb from the class RsSqPr and all
types of objects, which it defines. The existence of the class Rb \RsSqPr means
that pieces of knowledge represented by classes Rb and RsSqPr have some dis-
tinct features. Moreover, fact Rb \ RsSqPr ⊆ Rb means that these pieces of
knowledge have some intersection, i.e. they are relevant.

Using equivalences mentioned above, Algorithm 2 created a new multi-core
inhomogeneous class of objects RsSqPr \ Rb ⊆ RsSqPr with the following
structure
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RsSqPr \ Rb(Core31(RtSqPr)(p4 = ((p1.v1 == p1.v3) ∧ (p1.v2 == p1.v4))),

Core21(RtSq)(p2 = ((v1,◦ ), (v2,◦ ), (v3,◦ ), (v4,◦ )),
p6 = (p2.v1 == p2.v2 == p2.v3 ==

== p2.v4 == 90,◦ )),

Core22(RtPr)(f1 = (p1.v1 + p1.v2) · 2),

Core11(Rt)(f2 = p1.v1 · p1.v2),
Core12(Sq)(f2 = (p1.v1)2),

Core13(Pr)(f2 = p1.v1 · p1.v3 · sin(p2.v2)),
pr1(Rt)(p1 = ((v1, cm), (v2, cm), (v3, cm), (v4, cm))),
pr2(Sq)(p1 = ((v1, cm), (v2, cm), (v3, cm), (v4, cm))),
pr3(Pr)(p1 = ((v1, cm), (v2, cm), (v3, cm), (v4, cm)),

p2 = ((v1,◦ ), (v2,◦ ), (v3,◦ ), (v4,◦ ))))

which represents the difference of the class RsSqPr from the class Rb and the
type of objects, which it defines. Similar to previous case, the existence of the
class RsSqPr\Rb means that pieces of knowledge represented by classes RsSqPr
and Rb have some distinct features.

Now let us consider single-core inhomogeneous class of objects PrRb, which
defines parallelograms and rhombuses and have the following structure

PrRb(Core21(PrRb)(p3 = (p2.v1 + p2.v2 + p2.v3 + p2.v4 = 360,◦ ),
p4 = ((p1.v1 == p1.v3) ∧ (p1.v2 == p1.v4)),
p5 = ((p2.v1 == p2.v3) ∧ (p2.v2 == p2.v4))),

Core11(Pr)(f1 = (p1.v1 + p1.v2) · 2,
f2 = p1.v1 · p1.v3 · sin(p2.v2)),

Core12(Rb)(p6 = (p1.v1 == p1.v2 == p1.v3 == p1.v4),
f1 = p1.v1 · 4,

f2 = (p1.v1)2 · sin(p2.v1)),
pr1(Pr)(p1 = ((v1, cm), (v2, cm), (v3, cm), (v4, cm)),

p2 = ((v1,◦ ), (v2,◦ ), (v3,◦ ), (v4,◦ ))),
pr2(Rb)(p1 = ((v1, cm), (v2, cm), (v3, cm), (v4, cm)),

p2 = ((v1,◦ ), (v2,◦ ), (v3,◦ ), (v4,◦ ))))

where Core21(PrRb) contains properties, which are common for types Pr and
Rb; Core11(Pr) contains methods, which are common for all objects of the type
Pr; Core12(Rb) contains property and methods, which are common for all objects
of the type Rb; pr1(Pr) and pr2(Rb) contains properties which are typical only
for types of objects Pr and Rb respectively.
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Quantitative property p1 in projections pr1(Pr) and pr2(Rb) means sizes of
figure sides measured in cm; quantitative property p2 in projections pr1(Pr)
and pr2(Rb) means degree measures of figure angles; qualitative property p3 in
Core21(PrRb) means that sum of all degree measures of figure angles is equal to
360◦; qualitative property p4 in Core21(PrRb) means the quality of opposite sides
of figure; qualitative property p5 in Core21(PrRb) means that degree measures
of opposite angles of the figure are equal; qualitative property p6 in Core12(Rb)
means the equality for all figure sides; method f1 in Core11(Pr) and Core12(Rb)
means the procedure for computing the perimeter of the figure; method f2 in
Core11(Pr) and Core12(Rb) means the procedure for computing the area of the
figure.

Let us compute the differences RsSqPr \ PrRb using for this Algorithm 3.
As we can see, the polymorphic function is_equivalent detected the following
equivalences

p3(Core31(RtSqPr)(RtSqPr)) ≡ p3(Core21(PrRb)(PrRb)),

p4(Core31(RtSqPr)(RtSqPr)) ≡ p4(Core21(PrRb)(PrRb)),

p5(Core31(RtSqPr)(RtSqPr)) ≡ p5(Core21(PrRb)(PrRb)),

p7(Core12(Sq)(RtSqPr)) ≡ p6(Core12(Pr)(PrRb)),

f1(Core22(RtPr)(RtSqPr)) ≡ f1(Core11(Pr)(PrRb)),

f2(Core13(Pr)(RtSqPr)) ≡ f2(Core11(Pr)(PrRb)),

therefore using these facts Algorithm 3 created a new multi-core inhomogeneous
class of objects RsSqPr \ PrRb ⊆ RsSqPr with the following structure

RsSqPr \ PrRb(Core21(RtSq)(p2 = ((v1,◦ ), (v2,◦ ), (v3,◦ ), (v4,◦ )),
p6 = (p2.v1 == p2.v2 == p2.v3 ==

== p2.v4 == 90,◦ )),

Core11(Rt)(f2 = p1.v1 · p1.v2),
Core12(Sq)(f1 = p1.v1 · 4,

f2 = (p1.v1)2),
pr1(Rt)(p1 = ((v1, cm), (v2, cm), (v3, cm), (v4, cm))),
pr2(Sq)(p1 = ((v1, cm), (v2, cm), (v3, cm), (v4, cm))),
pr3(Pr)(p1 = ((v1, cm), (v2, cm), (v3, cm), (v4, cm)),

p2 = ((v1,◦ ), (v2,◦ ), (v3,◦ ), (v4,◦ ))))

which represents the difference of the class RsSqPr from the class PrRb and
the type of objects, which it defines. Similar to previous cases, the existence of
the class RsSqPr \PrRb means that pieces of knowledge represented by classes
RsSqPr and PrRb have some distinct features.

Application of proposed algorithms, which implements different variants of
the universal difference exploiter can be considered as a method for comput-
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ing the relevance between new pieces of knowledge and those ones, which were
obtained previously. It allows us to perform the recognition stage according to
the knowledge integration model proposed by Murray and Porter.

5 Conclusions

Knowledge integration is one of the important tasks for modern knowledge-based
systems, to perform which a system should be able dynamically to analyze the
relevance, similarity, and difference between newly extracted or acquired knowl-
edge and previously obtained ones. Therefore, algorithms for the implementation
of universal difference exploiter of classes of objects were presented in the paper.
Each of the developed algorithms implements a particular version of universal
difference exploiter, that allows application of the exploiter to different combina-
tions of homogeneous and inhomogeneous classes of objects. Algorithms compute
the difference of one class of objects from another one in a form of subclasses if
such a difference exists, i.e. it dynamically creates new classes of objects if it is
possible. The proposed approach provides an opportunity to perform verification
of difference relation between newly extracted or acquired pieces of knowledge
with previously obtained ones, by computing the difference between them. It
allows partially to implement the recognition and elaboration stages of knowl-
edge integration, according to the computational model proposed in [2,8–11].
Using Algorithm 1, Algorithm 2, and Algorithm 3 the concept of universal dif-
ference exploiter, as well as concepts of intersection, union, and decomposition
exploiters, which were introduced in [25–27], can be integrated into a particu-
lar object-oriented knowledge representation model or programming languages.
However, despite all advantages, constructed algorithms require further analysis
and optimization.
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Abstract. In many areas of life, we are dealing with predicting the value
of certain phenomena and processes. One of the methods that allow for
long-term prediction is the Delphi method. It uses aggregated expert
knowledge, which is available future for experts in subsequent rounds.
One of the Delphi method variations is the method that uses Z-numbers,
that is, ordered pairs of fuzzy numbers as prediction values. Such a vari-
ant of the Delphi method proposed in the literature does not directly use
Z-numbers’ calculus. Still, it reduces them in an appropriate way to fuzzy
numbers, significantly simplifying the calculations but, at the same time,
losing a certain amount of information. This article proposes a different
approach to the Z-number-based Delphi method. This modification uses
simple Z-number calculations. Only in the last step of the experts’ round,
it is converted to a fuzzy number so that finally, after going through all
the rounds, the prediction value is crisp. The analysis of this aspect is
critical in the case of complex decision-making processes in which the
loss of information may result in a wrong decision. The Delphi method’s
proposed variant is illustrated by the example of determining the price
of a product and combined with previous work of authors presents the
new approach.

Keywords: Z-number · Delphi method · Fuzzy sets · Decision-making

1 Introduction

Decisions are an essential part of humans’ life. It is evident for every people
to decide his or her life from the early beginning. The decisions are present in
our private and business part of life [40]. Most decisions are connected with the
managerial aspect of our lives [8,13,25]. It is also apparent that decisions are
made in a natural environment [26]. The choices are also made to psychological
attitude towards problems, and that aspect is also visible in the decision making
process [20,38].

Making decisions is also an essential aspect of business activity. The deci-
sions are a part of the responsibility, and the consequences are often connected
with finances. So it is vital to make the proper one. That provides a helpful
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solution – a decision support system, which is usually based on business intelli-
gence [4,10,35,45]. According to that aspect, it is necessary to cope with many
problems and find a solution using experts’ knowledge and skills. A way to cope
with that problems is a Delphi method [7,18,27,29]. The Delphi method, which
modification is discussed in the article, is one of the ways to make decisions
based on the knowledge of experts, which corresponds to the basic assumption
of this article – modification of the decision-making process.

In the modern world, it is often necessary to make decisions based on incom-
plete or expressed in natural language data. Mathematically to cope with this
issue, fuzzy numbers are used [14,24,33]. The modification of fuzzy numbers are
the Z-numbers, which perfectly fit into the methods of making decisions under
uncertainty [31], in decision models [11,39], and also in expert systems [43].
Z-numbers are now a highly exploited scientific deliberation topic initiated by
Lotfi A. Zadeh [47] and then developed by many scientists. Currently popular
are approaches to discrete Z-numbers [34] or proposals for a different approach
to Z-numbers such as Mixed-discrete Z-numbers [36] and ZE-numbers [44].

The article presents a modified Delphi method approach using Z-numbers to
cope with experts’ recommendations and their reviews. The mathematical appa-
ratus with the use of Z-numbers is associated with the loss of some information
related to the issue in question, its minimization is crucial when assessing the
usefulness of the method, which has been shown. This article’s subject is there-
fore topical and fits in with the trends in the use of the mathematical apparatus
in the decision-making process, which, as indicated above, is an essential part of
today’s professional and business life.

The article contains the Introduction part, which shows the importance of the
decision-making process’s presented aspect. Then is the Related Work exposing
other approaches or other fields of implementation of the presented method.
Another part contains mathematical Preliminaries showing basic mathematical
foundations and the Method section, which shows the proposed modification
of Z-number based Delphi method. Next is the Discussion part following by
the numerical Example of the presented approach and Conclusions containing a
summary of the studies.

1.1 Related Work

The proposed approach is based on reliability and representation of uncertain
information. That approach is also shown in the field of quality function deploy-
ment [42]. It is also implemented in FUCOM and MABAC models [11].

The article presents the use of Z-numbers, which are a widely used method-
ology in the fuzzy environment and decision making, especially in multiple crite-
ria decision making (MCDM) involving the relations among various alternatives
[28]. It is also a part of assessment and ranking methods, which are a part of
the Fuzzy AHP-Z Number Model [9]. The topic of decision-making is an essen-
tial aspect of different areas of application, e.g., health-care waste management
(HCW). The process of multi-criteria decision making is also present in the field
of safety and occupational health [48]. The Z-numbers are also implemented in
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Demspert-Shafer theory [23]. The Z-numbers are often used with other AI meth-
ods such as neural networks [19], AQM [32]. That approach is also connected
with group decision-making, and the opinions of experts [5,6,12].

The ground for the presented approach was the article [30]. The authors
explain in this work the Delphi method, which uses the Z-numbers. The basis
of this approach was an iterative approach to the proposed value determination.
The mathematical background was transforming Z-numbers into fuzzy numbers
using the center of gravity method. Then the fuzzy average value was calcu-
lated and sent back to the experts. The considerations were based on triangular
membership functions, which are the simplest with their characteristics, but
they cause changes in the obtained values when converted to crisp. Therefore,
it was necessary to modify the presented approach. However the main aspect
of modification was based on information loss, which is the consequence of the
implementation of algorithm from the article [30].

As shown above, Z-numbers’ principles in decision-making, especially the
Delphi Method, are important. The importance is shown by the number of pub-
lications in recent years and their contribution to the research topic. Our app-
roach contains another vision of the use of Z-numbers in the field of the Delphi
method.

2 Preliminaries

This part of the article contains basic definitions and mathematical formulas
necessary to define the discussed method.

The fuzzy set A defined in space X is set of pairs [46]

A = {(x, μA(x)) : x ∈ X}. (1)

Function μA : X → [0, 1] is named the membership function and it defines the
element’s degree of belonging x to A.

The membership function can be defined in many ways. One of them is the
trapezoidal membership function:

(a, b, c, d) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0, x � a
x−a
b−a , a < x � b

1, b < x � c
d−x
d−c , c < x � d

0, x > d

. (2)

Fuzzy number is a fuzzy set A (where A ⊆ R), which membership function
fulfill listed conditions [17]:

1. sup
x∈R

μA(x) = 1 (fuzzy set A is normal),

2. μA(λx1 + (1 − λ)x2) ≥ min{μA(x1), μA(x2)} (set A is convex),
3. μA(x) is intervally continuous function.
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The fuzzy number A can be converted to crisp value in a process called
defuzzification. One of such methods is the center of gravity method defined by
the formula [37]

αA =
∫

xμA(x)dx
∫

μA(x)dx
. (3)

Fuzzy sets can also be defined in the interval form with the help of their
bandwidth. Bandwidth Ab of fuzzy number A is the value [41]

Ab = |x1 − x2|, (4)

where μA(x1) = μA(x2) = 0.5. Using the bandwidth of fuzzy set A, its interval
form [Ab1, Ab2] can be defined as [15]:

μ[Ab1,Ab2](x) =
{

1
2 , Ab1 ≤ x ≤ Ab2

0, otherwise . (5)

Z-number [47] is an ordered pair of fuzzy numbers (A,R), where number A
is a fuzzy bound of real variable x, and R is a measure of reliability of the first
component.

Simple form of arithmetic operations on Z-numbers can be found in [2,47].
For two Z-numbers Z1 = (A1, R1) and Z2 = (A2, R2) basic arithmetic operations
{+,−, ·, /} are defined as follow:

Z1 ∗ Z2 = (Ab
1 ∗ Ab

2, R1 × R2), (6)

where Ab
1, A

b
2 means bandwidth of number A1 and A2; R1 × R2 is the product

of the fuzzy numbers R1 and R2.
The Z-number Z = (A,R) with trapezoidal components can be converted

into a fuzzy number according to the formula [21]:

Z ′ = (
√

αRa,
√

αRb,
√

αRc,
√

αRd) , (7)

where α is obtained by the formula (3) for a fuzzy number R, i.e.

αR =
∫

xμR(x)dx
∫

μR(x)dx
. (8)

3 Method

The general outline of the Delphi method with the use of Z-numbers is presented
in the points:

1. Experts give feedback in the form of Z-numbers.
2. The information expressed in the opinions is aggregated and sent to the

experts.
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3. The next round of expert opinions starts, taking into account their aggregated
information from the previous round.

4. Steps 1–3 are repeated until a satisfactory opinion is reached.

The above steps are very general, and it is necessary to detail them. An
important step is that the Delphi method uses aggregated expert knowledge to
work out a typical prediction value. For this article, the aggregate value will be
the arithmetic mean of Z of consecutive Z-numbers Zi. To find its value, the
authors propose to use the formula (6) with an appropriate modification. The
suggested value of the arithmetic mean might look like this

Z =
1
k

k∑

i=1

Zi (9)

=

⎛

⎝

[
1
k

k∑

i=1

Ab1
i ,

1
k

k∑

i=1

Ab2
i

]

,

⎛

⎝ k

√
√
√
√

k∏

i=1

ai,
k

√
√
√
√

k∏

i=1

bi,
k

√
√
√
√

k∏

i=1

ci,
k

√
√
√
√

k∏

i=1

di

⎞

⎠

⎞

⎠ .

Using the given formulas, Delphi method with Z-numbers can be described
by steps expressed below:

1. Experts Ei (i = 1, 2, . . . , n) declare their opinions giving trapezoidal Z-
numbers

Ai = (ai, bi, ci, di; reliability), (10)

where the component reliability is a trapezoidal fuzzy number defined on the
range [0, 1].

2. The Z fuzzy average of the expert ratings is calculated according to the
formula (9).

3. The Z value is converted to fuzzy number with formulas (7) and (8). The
obtained value is sent to the experts for inclusion in the next evaluation
process. This step opens another evaluation round.

4. Steps 1–3 are repeated for a specified number of turns or until the value of Z
is stable.

5. The last value of Z converted to a crisp using the formulas (7) and (8) and
finally the value obtained by (3) is the predicted value throughout the eval-
uation process.

4 Discussion

The proposed variant of the Delphi method differs significantly from that given
in [30]. The variant of the method discussed in [30] converted Z-numbers into
fuzzy numbers using the algorithm given in [21], and then the fuzzy Delphi
method was used. Each time you replace a Z-number with its corresponding
fuzzy number, some information is lost. This loss impacts the results, including
the aggregate value that the experts use in the next round. This situation is



246 M. Lawnik and A. Banasik

undesirable, and a better solution is to perform the calculations directly on the
Z-numbers and return the experts a value that is a fuzzy number. This approach
is presented in this paper.

One problem that an expert may encounter is how he or she has to express
his expert knowledge in a Z-number form. It should be noted here that such
an opinion may depend on many factors, and it will not necessarily be easy for
an expert to model such knowledge in the form of Z-numbers. Therefore, in the
literature, one can find works that relate to this issue, e.g. [16,22].

Another important issue discussed in the article is the computation of Z-
numbers. There are many approaches to this issue in the literature. Most of
them require complex mathematical operations, such as [1,3]. This article uses
the simplest, according to the authors, way to perform arithmetic operations on
Z-numbers. Zadeh proposed it in the first Z-number paper [47] and then it was
expanded in [2]. This approach is related to the fact that the necessary math-
ematical apparatus and programming skills needed to carry out the discussed
Delphi method may be much smaller than other approaches to this issue.

5 Example

Table 1. Experts’ opinions on the proposed price of the product expressed in linguistic
form.

Expert Z-number

1 (about 11, vh)

2 (about 10, vh)

3 (about 10, h)

4 (about 9.75, vh)

The Delphi method can be used, among others, to make decisions. As an example
illustrating the method’s operation with the use of Z-numbers, we chose to deter-
mine the price of a new product that is just about to enter the sales market. The
manufacturer, taking into account the production costs and an adequate mar-
gin, is interested in a price of about USD 10. To confirm whether such a price is
appropriate to the competition, he asks four experts to determine the best price
in their opinion. The quoted forecasts of 4 experts in the form of Z-numbers are
presented in the Table 1.

In turn, the Table 2 contains the reliability values used by experts.
Converting linguistic values into numerical values, the opinions of experts

can be found in the Table 3.
The arithmetic mean of Z-numbers expressed as (9) is

((8.659375, 11.715625), (0.8872, 0.9172, 0.9573, 0.9873)). (11)
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Table 2. Reliability levels in the form of fuzzy trapezoidal numbers.

Variable Value

vh (0.9, 0.93, 0.97, 1)

h (0.85, 0.88, 0.92, 0.95)

m (0.8, 0.83, 0.87, 0.9)

c (1, 1, 1, 1)

Table 3. Opinions of experts on the proposed price of the product expressed in numer-
ical form.

Expert Z-number

1 ((8.8, 9.9, 12.1, 13.2), (0.9, 0.93, 0.97, 1))

2 ((8.0, 9.0, 11.0, 12.0), (0.9, 0.93, 0.97, 1))

3 ((8.0, 9.0, 11.0, 12.0), (0.85, 0.88, 0.92, 0.95))

4 ((7.8, 8.775, 10.725, 11.7), (0.9, 0.93, 0.97, 1))

The value of (11) after conversion to a fuzzy value using the formulas (7) and
(8) is approximately 9.8627. This value is sent to the experts, starting the second
reviewing round. Opinions from the second round of experts are presented in the
Table 4.

Table 4. Experts’ opinions on the proposed price of the product expressed in a lin-
guistic form from the second round of opinions.

Expert Z-number

1 (about 10.5, vh)

2 (about 10, c)

3 (about 10, vh)

4 (about 9.75, c)

Conversion of linguistic values into numerical values, the opinions of experts
from the second round can be found in the Table 5.

The arithmetic mean of Z numbers expressed as (9) is

((8.5531, 11.5719), (0.9487, 0.9644, 0.9849, 1.0)). (12)

The value of (12) after conversion to a fuzzy value using the formulas (7)
and (8) is approximately 9.9331. This value becomes the final opinion of experts
about the reviewed product. Converted to crisp by (3), the product price should
be 9.93 USD.
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Table 5. Experts’ opinions on the proposed price of the product expressed in numerical
form from the second round of evaluation.

Expert Z-number

1 ((8.4, 9.45, 11.55, 12.6), (0.9, 0.93, 0.97, 1))

2 ((8.0, 9.0, 11.0, 12.0), (1, 1, 1, 1))

3 ((8.0, 9.0, 11.0, 12.0), (0.9, 0.93, 0.97, 1))

4 ((7.8, 8.775, 10.725, 11.7), (1, 1, 1, 1))

6 Conclusions

This article discusses modifications to the Delphi method. A general variant
of such a method has been proposed when experts’ opinions are expressed in
the form of Z-numbers. The presented modifications assume the direct use of
Z-number arithmetic. This approach means that some information is not lost
during the calculations, as was the case in this method’s first variant. Also, it
was proposed, among others, a formula for the arithmetic mean of Z-numbers.
The operation of the process is illustrated by the example of determining the
price of the product.

Further work on this subject will concern specific areas of application of
the Delphi method’s proposed variant. A decision support system can use the
obtained knowledge to forecast or make decisions in the analyzed issue.
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Abstract. Building recognition and 3D reconstruction of human made
structures in urban scenarios has become an interesting and actual topic
in the image processing domain. For this research topic the Computer
Vision and Augmented Reality areas intersect for creating a better under-
standing of the urban scenario for various topics. In this paper we aim
to introduce a dataset solution, the TMBuD, that is better fitted for
image processing on human made structures for urban scene scenarios.
The proposed dataset will allow proper evaluation of salient edges and
semantic segmentation of images focusing on the street view perspective
of buildings. The images that form our dataset offer various street view
perspectives of buildings from urban scenarios, which allows for evalu-
ating complex algorithms. The dataset features 160 images of buildings
from Timişoara, Romania, with a resolution of 768 × 1024 pixels each.

Keywords: Building dataset · Facade detection · Edge detection ·
Semantic segmentation · Edge detection ground-truth · Semantic
segmentation ground-truth

1 Introduction

Computer Vision (CV) aims to create computational models that can mimic
the human visual system. From an engineering point of view, CV aims to build
autonomous systems which could perform some of the tasks that the human
visual system is able to accomplish [1].

Urban scenarios reconstruction and understanding of it is an area of research
with several applications nowadays: entertainment industry, computer gaming,
movie making, digital mapping for mobile devices, digital mapping for car nav-
igation, urban planning, driving. Understanding urban scenarios has become
much more important with the evolution of Augmented Reality (AR). AR is
successfully exploited in many domains nowadays, one of them being culture
and tourism, an area in which the authors of this paper carried multiple research
projects [2–4].

Automatic urban scene object recognition describes the process of segmen-
tation and classification of buildings, trees, cars and so on. This job is done
using a fixed number of categories on which a model is trained for classifying
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scene components [5]. Object detection, recognition and estimation in 3D images
have gained momentum due to the availability of more complex sensors and an
increase in large scale 3D data. Visual recognition of buildings can be a prob-
lematic task due to image distortions, image saturation or obstacles that are
blocking the line of sight. The assumption that local shape structures are suffi-
cient to recognise objects and scenes is largely invalid in practice since objects
may have a similar shape [6].

In the last decades research in this domain has increased; annually, multi-
ple new approaches and algorithms are presented in literature regarding urban
building detection. The variety of solutions used to reach the detection goal can
be a combination of any of the following: edge detection algorithms [7,8], line
detection [9,10], line matching features [11,12], semantic segmentation and so
on. In Fig. 1 we present snapshots of steps of a building detection algorithm. All
proposed algorithms bring to the table a novel approach to solve corner cases of
an existing problem.

Fig. 1. A: Example of line matching algorithm [12]; B: Example of semantic segmen-
tation algorithm [13]; C: Example of window detection algorithm [13]

We believe that this dataset will help enhance the novel algorithms in this
domain because of the gap of edges and structural details on buildings images
used in other benchmarks. This need occurred when trying to develop algorithms
that focus not only on boundaries or contours but on details present in the
facade of buildings. For example, in Fig. 5 we present an image from the popular
BSDS500 [14] dataset, alongside the ground-truth for that image offered by them.
In parallel we labeled the same image in our proposed concept of ground-truth.
We can observe that the focus of the annotated edges is different: they focus
more on boundaries and not on facade details and in our case the other way
around. This difference can be an impediment to evaluate correctly the results
of an algorithm depending on the scope of it: a general edge detection algorithm
will not perform properly if tuned on a building-oriented dataset and of course
the other way around.

The Timişoara Building Dataset - TMBuD - [15] is composed of 160 images
with the resolution of 768 × 1024 pixels. Our motivation for this is the belief
that this resolution is a good balance between the processing resources needed
for manipulating the image and the actual resolution of pictures made with
smart devices. Moreover, this is the actual video resolution for filming using a
smartphone, the main sensor for building detection systems.
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The paper is organized as following: in Sect. 2 we will present popular existing
edge detection datasets with ground-truth and in Sect. 3 we will present similar
semantic annotated datasets. In the end, in Sect. 4 we will describe our proposed
dataset and the issues that we observed that resulted in the need of this new
dataset.

2 Edge Detection Annotated Datasets

In this section we present the existing datasets for evaluating edge detection
algorithms. Even if edges do not serve as stand alone features in the new CV
universe, they still represent a fundamental block for line feature detection.

Fig. 2. Examples of images and equivalent ground-truth. Rows: original image, ground-
truth; Coloumns: BSDS500 [14,16], NYUDV2 [17], MCUE [18], StructED [19]

The Berkeley Segmentation Data Set [14,16] is one of the most cited
paper benchmarks. This benchmark is often used to compare algorithm gener-
ated contours or segmentations to human ground-truth data. For the Berkeley
database, 1000 representative images of 481 × 321 RGB images from the Corel
image database were chosen. The main criterion for selecting images was that it
contains at least one distinctive object [16].

NYU Depth Dataset V2 [17] consists of 1449 RGBD images comprising
of commercial and residential buildings in three different cities from US. The
image dataset contains 464 different indoor scenes across 26 scene classes. Each
image has a dense per-pixel depth labeling using Microsoft Kinect. If a scene
contained multiple instances of an object class, each instance received a unique
instance label.

The multi-cue boundary detection dataset [18] concerns to study the
interaction of several early visual cues (luminance, color, stereo, motion) during
boundary detection in challenging natural scenes. They considered a variety of
places (from university campuses to street scenes and parks) and seasons to
minimize possible biases. The dataset contains 100 scenes, each consisting of a
left and right view short (10-frame) color sequence. Each sequence was sampled
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at a rate of 30 frames per second. Each frame has a resolution of 1280 by 720
pixels.

The Structural Edge dataset [19] propose a new concept of structural
edge. Structural edges include occluding contours of objects as well as orienta-
tion discontinuities in surfaces are important for understanding the 3D structure
of objects and environments. The validity of structural edges was tested using
an eye tracking test. The structural edge dataset contains 600 images in natu-
ral indoor and outdoor scenes. The structural edges are labeled manually and
validated by eye-tracking data from 10 participants with overall 20 trials.

In Fig. 2 we present images with the ground-truth from the dataset presented
in this section. The mentioned datasets don’t focus on certain domain of images
of future specific scope to be used. This is a positive point when concerning with
a wide range scope algorithm evaluation but is a negative aspect when focusing
on a single use case, as we concern ourselves.

3 Semantic Segmentation Annotated Datasets

In this section we will present existing semantic segmentation datasets that focus
on urban scenarios and that would be a good candidate to be used in constructing
a building detection algorithm in the end.

The datasets which are selected and used by system designers play a very
important role in the quality of the trained model and thereby system perfor-
mance. So, selecting an appropriate dataset for a task can be one of the most
challenging steps at the beginning of the research process [20].

eTRIMS Image Database [21] is comprised of 60 annotated images and
offers two distinct labels: the 4-Class eTRIMS Dataset with 4 annotated object
classes and the 8-Class eTRIMS Dataset with 8 annotated object classes. In the
8-class dataset are the following eight object classes: sky, building, window, door,
vegetation, car, road, pavement.

LabelMeFacade Database [22,23] contains 945 images with labeled poly-
gons that describe the different classes. The classes provided are: buildings, win-
dows, sky, and a limited number of unlabeled regions (maximum 20% of the
image). The pixelwise labeled images are created by utilizing the eTRIMS cate-
gories and a simple depth order heuristic.

Ecole Centrale Paris Facades Database [24,25] contains 109 images of
Paris facades with annotations that have been manually rectified. Classes used
for annotation are: window, wall, door, roof, sky, shop.

ICG Graz50 Facade Database [26] is a dataset of rectified facade images
and semantic labels that was created with the goal of studying facades. It is
comprised of 50 images of various architectural styles (Classicism, Biedermeier,
Historicism, Modern and so on).

The Paris Art Deco Facades dataset [27] consists of 80 images of rectified
facades of the Art Deco style. The dataset offers 79 RGB images with 6 annotated
labels. Occlusions of the facade are ignored but the occlusion reasoning is offered
by the dataset.
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Fig. 3. Data sets class correlations. Rows: Original image, Original labels, transition to
TMBuD labels; Columns: eTRIMS, LabelMeFacade, ECP, ICG Graz5, INRIA, CPM,
VarCity

The CMP Facade Database [28] consists of facade images assembled at
the Center for Machine Perception. The dataset includes 606 rectified images of
facades from various cities of the world, which have been manually annotated.
Annotation is defined as a set of rectangles scope with assigned class labels that
can overlap if needed.

VarCity 3D Dataset [29,30] consists of 700 images along a street annotated
with pixel-level labels for facade details. Classes provided are: windows, doors,
balconies, roof, etc. The dataset provides images, labels and indexes to the 3D
surface together with evaluation source code for comparing different tasks.

In Fig. 3 we can observe examples of images and the associated labels that
are offered in the dataset presented in this section. As we can see the perspective
of each dataset is different. ECP, ICG Graz5, CMP focus more on facade details
offering several classes to better understand the facade features. In the VarCity
dataset we see that the focus is on the main building discarding the rest of the
buildings in the image.

4 Our Proposed TMBuD Dataset

We intend with our dataset, TMBuD, to unify several ground truth evaluation in
the same framework. Of course doing so in a global fashion is close to impossible
so we wish to limit the use case to detection, feature extraction and localization
of buildings in urban scenarios, based on image understanding.
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Building detection is the process of obtaining the approximate position and
shape of a building, while building extraction can be defined as the problem of
precisely determining the building outlines, which is one of the critical problems
in digital photogrammetry [31].

TMBuD is created from images of buildings in Timisoara. Each building is
presented from several perspectives, so this dataset can be used for evaluating
a building detection algorithm too. The dataset contains ground-truth images
for salient edges, for semantic segmentation and the GPS coordinates of the
buildings. The dataset contains 160 images grouped in the following sets: 100
consist of the training dataset, 25 consist of the validation data and 35 consist
of the test data. We can see examples of images from the dataset in Fig. 4.

As we can observe in Fig. 4, the database focuses on a view that will be
available if the input sensor device is a mobile phone. We consider this to be a
very important aspect because the main domain where the building detection
algorithm is used is the AR domain. Even if the edge features are focused only
in the building area we desire to offer a full understanding of the environment
via the semantic segmentation label.

The data was annotated using human subjects that were asked to label (draw)
what they perceived as important edges of a building, like the boundaries of the
building and differences between facades of the building, different buildings,
windows, doors and so on. We asked them not to fill edges or lines that are
occluded by other structures even if it’s natural that they are present. Secondly
they were asked to semantically label the image they created according to the
label specification. After this step was finished, we proceeded to unify and correct
the edges and labels created by the human subjects into one single ground-
truth image. The correction was mainly to eliminate as much as possible the
false salient edges that can occur when the data is labeled by a human subject
unaware by the inner works of line detection or line matching algorithm.

We believe that a dataset is useful for evaluating algorithms for facade detec-
tion or building if it is focused on the building itself present in the image. Firstly,
the images should be selected having in mind the street view perspective and
uniqueness of features available on them. Secondly, the ground truth images
should offer a basis for evaluating boundaries - an important aspect indeed -,
but to offer a solution for evaluating facade edges and boundaries.

Boundary detection and edge detection are similar but not identical. Edges
represent discontinuities of brightness which are usually found using low-level CV
processes. The process of feature extraction of edges works under the assump-
tion of ideal edge models. Boundary detection is viewed as a mid-level process
of finding margins of objects in scenes. This task has close ties both with group-
ing/segmentation and object shape detection [32].

If we analyse the available datasets and benchmarks for edge detection, as we
did in Sect. 2, we can observe that they focus on edges or boundaries generated
from all structures from the image. Of course as we can see in Fig. 2 they clearly
focus on evaluating and training edge algorithm for natural scenes and do not
consider a certain use case of the resulting features.
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Fig. 4. Images from proposed dataset. Rows: original image, edge ground-truth, label
ground-truth

BSDS500 image BSDS500 gt image Our gt image

Fig. 5. Images and ground truth

Modern urban building detection techniques like [33,34] use line segment
matching for performing this task. In parallel, the domain of line feature match-
ing [11,35] for finding relevant features is growing, bringing to the table new
solutions for this complex problem. In this scope we consider that our proposed
approach for annotating the edges for a dataset becomes more relevant.

As we can observe in Fig. 5, we concern ourselves with salient edges produced
by the details or shape of the building and ignore the edges produced by adjacent
structures in the image, such as persons, cars, sky, ground and so on. We consider
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that this will help better fine tune the line features extraction algorithms that
concern with building detection.

Semantic segmentation is an important aspect in the field of computer vision.
The importance of scene understanding is highlighted by the fact that an increas-
ing number of applications emerge from inferring knowledge from imagery. This
step in the pipeline has become more popular in object detection applications,
even if we talk about building detection.

The proposed dataset focuses more on the scene understanding of the environ-
ment rather than on semantically understanding the structures of the building.
As we can see in Fig. 4, the existing datasets offer solid grounds for training and
evaluating semantic segmentation solutions but lack a certain capability to be
used to fine tune a semantic segmentation for urban building scenario (as we can
see from the last column where we made a transition from there label scheme to
ours).

In Table 1 we can observe the existing classes offered by TMBuD, by value
and RGB code, and the corresponding classes from the datasets presented in
Sect. 3. Most of the classes are self explanatory but by correlating the classes
from TMBuD with other dataset we aim to explain our view for segmenting the
environment. We consider it essential to differentiate between BACKGROUND,
that we consider unclassified data, and NOISE that we consider elements or
objects that appear temporary in the field of view, such as cars, people, terraces,
human made temporary structure and so on.

Table 1. Dataset’s corelations

TMBuD Label RGB eTRIMS LabelMeFacade ECP ICG
Graz5

INRIA CPM VarCity

Background 0 (0, 0, 0) Not labeled Various Outlier – Various BAckground Background

Building 1 (125, 125, 0) Building Building Wall
Balcony
Roof
Chimney
Shop

Wall Wall
Balcony
Roof
Shop

Facade
Cornice
Sill
Balcony
Molding
Deco
Pillar
Shop

Wall
Balcony
Roof
Shop

Door 2 (0, 125, 125) Door Door Door Door Door Door Door

Window 3 (0, 255, 255) Window Window Window Window
Blind

Window Window Window

Sky 4 (255, 0, 0) Sky Sky Sky Sky Sky Background Sky

Vegetation 5 (0, 255, 0) Vegetation Vegetation – – – –

Ground 6 (125, 125, 125) Pavement Pavement – – – –

Road Road – – – –

Noise 7 (0, 0, 255) Car Car – – – –
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The TMBuD does not offer a build-in benchmarking capability of edge detec-
tion or semantic segmentation but it is part of EECVF [36,37], our Python-based
End-To-End CV Framework, where a user can evaluate capabilities of algo-
rithms. The dataset offers the possibility of extending or reorganizing the image
in the train - validate - test groups by using a Python module that exists in the
repository.

5 Conclusion

In this paper we presented a review o existing boundaries and edges dataset and a
review of existing semantic segmentation dataset with the scope of highlighting
current evaluation solutions. Afterwards we proposed a dataset that is better
fitted to serve the tuning and evaluation of urban scenario building detection
algorithms.

We believe that the proposed TMBuD dataset can facilitate research in image
processing when focusing on urban scenarios. TMBuD has two main benefits:
the unified evaluating system for several linked problems from this area and the
targeted dataset on human made structures in urban scenarios. Both aspects
mentioned can become relevant aspects for future development and research
work.

TMBuD has proven to be a useful dataset for evaluation when trying to
determine the best fitted edge detection variant or the best fitted semantic seg-
mentation model for urban scenarios [37,38]. From the experience of our work
we consider that the proposed dataset as an useful component in constructing a
content based image retrieval urban building systems.

We want to expand in the near future the quantity of the dataset images and
ground truth images respecting the same principles that we exposed in the paper:
important human made structures in urban areas, from a street perspective and
different angles.

Regarding the expansion of the dataset we are thinking of including a series
of metadata information to be available for each landmark so we can serve algo-
rithms focused on classifying buildings according to facts like: age of the building,
architecture style.
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Appendix A

(See Fig. 6).

Fig. 6. Images from proposed dataset. Rows: original image, edge ground-truth, label
ground-truth
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ing permits. In: Rocha, Á., Correia, A.M., Adeli, H., Reis, L.P., Costanzo, S. (eds.)
WorldCIST 2017. AISC, vol. 569, pp. 521–527. Springer, Cham (2017). https://
doi.org/10.1007/978-3-319-56535-4 53

https://doi.org/10.1007/978-3-319-11958-8_27
https://doi.org/10.1007/978-3-319-11958-8_27
https://doi.org/10.1007/978-3-319-56535-4_53
https://doi.org/10.1007/978-3-319-56535-4_53


TMBuD: A Dataset for Urban Scene Building Detection 261

4. Vert, S., Andone, D., Vasiu, R.: Augmented and virtual reality for public space
art. In: ITM Web of Conferences, vol. 29, p. 03006. EDP Sciences (2019)

5. Babahajiani, P., Fan, L., Gabbouj, M.: Object recognition in 3D point cloud of
urban street scene. In: Jawahar, C.V., Shan, S. (eds.) ACCV 2014. LNCS, vol. 9008,
pp. 177–190. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-16628-5
13
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Abstract. This article presents the experience of using blended learning methods
and digital technologies to organize the educational process at Sumy State Univer-
sity. Based on the experience of using a combination of classicalmodels of blended
learning and interactive digital technologies in the educational process, a unified
complex model has been proposed. The classic model of a flipped classroom
is integrated with project approach to provide the collaborative problem-solving
methods in the proposed model. The group-project approach for solving collec-
tive tasks is described step by step. The purpose of the research is to elaborate the
complex structure of the blended learning model, including the educational load
distribution, which will meet the requirements for teaching multiple subjects and
different disciplines.

Keywords: Blended learning · Complex model · Active learning methods ·
Project approach · Independent work · Digital education

1 Introduction

Nowadays the world society is at the stage of active informatization of almost all spheres
of life accompanied by the active use of information technologies to support the main
business processes of society and business. Digital technologies are becoming increas-
ingly important today. One of the keys to success in any field of human activity is
the mastering of digital competences [1, 2]. According to the strategic approach to the
development of digital skills and competences [3], today it is impossible to support the
development of human personality without the digital transformation of education. It
should be considered that, on average, the ratio of hours for the processing of course
material in and outside the classroom in the academic curriculum of higher education
institutions is 40:60%. Such distribution is typical of European higher education insti-
tutions of both private and public types. A similar approach to time distribution is also
found in Ukrainian higher education institutions in accordance with the strategy of Euro-
peanization of the education system adopted by the Ministry of Education and Science
of Ukraine and the strategies for developing the individual higher education institutions
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[4–6]. Therefore, the emphasis should be on involving students in active independent
work.

Furthermore, it should be noted that the informatization of education has become
even more vital within the coronavirus COVID-19 pandemic. This has led to the dis-
ruption of the classical approach to the full-time educational process and to the forced
transition of educational institutions to distance learning. Heads of institutions and teach-
ing staff have faced the problem of building the educational process, using all available
means, to provide quality training through remote interaction. To accomplish this, the
following digital educational resources and services are being actively used:

• mass open online courses (Prometheus, Coursera, etc.);
• mobile-based training applications;
• tools for collaboration (Skype, Zoom, Google Meet);
• programs for creating the digital educational content.

Despite the wide range of Internet technologies, most higher education institutions
are experiencing some difficulties in designing a new format for teaching and learning.
Sumy State University started a blended learning experiment in 2016 to find the opti-
mal model for the educational process. The organizational platform mix.sumdu.edu.ua,
developed to implement the program and support the experiment, is actively used by
university teaching staff both inside and outside the experiment.

The authors aim to offer a template for themethodological and organizational aspects
of the digital educational process, and to describe their personal experience of using
modern online developments to integrate the organization and support of informational
and analytical activity of higher education within the mode of remote work.

2 Context and Review of Literature

2.1 Previous Investigation

Blended learning, which combines face-to-face classroom work with interactive online
elements using digital technologies, has replaced the classic approach of organizing
the educational process. Its main feature is the use of information and communication
technologies to identify new didactic opportunities [7–11].

Application of the blended learning principles in pedagogical practice supports the
following goals:

• provide enhanced educational opportunities by increasing the accessibility of training
materials and flexibility of the educational process, taking into account the individual
needs and physical abilities of the participants;

• use mechanisms for increasing students’ motivation, independence and activity in
learning the training material, and consequently, to increase the effectiveness of
educational process in general;

• encourage the teacher to optimize the presentation of learning materials and use of
digital technologies with the aim of increasing student interaction in the learning
process;



A Complex Model of Blended Learning: Using a Project Approach 267

• individualize and personalize the educational process, allowing students to define
learning goals, as well as the ways they might be achieved, through their ongoing
communication with the teacher who acts as a mentor and advisor.

Additionally, there is a need to streamline the models of blended learning. A great
amount of research and articles have been devoted to this issue. In particular, the clas-
sifications of digital educational technologies and methodological and technological
approaches presented in the works [12–15] can be considered as the most interesting
ones. Digital educational technologies can be developed or used in formal and informal
educational contexts for educational purposes.

The most well-balanced combination brings digital and educational technologies
together. This is the essence of blended learning technologies. Today, universities attract
and invest in blended learning. This contributes to the growth of technology and its
potential to improve learning, improves didactics and offers increased access to knowl-
edge anytime and anywhere. It also brings positive aspects to cost-effectiveness and ease
of revision [16].

Among all blended learning models, the flipped classroom model is one of the
simplest in relation to its organizational and technical aspects [17–20]. Essentially, the
concept involves students learning a certain amount of theoretical material during the
independent work outside the educational institution followed by classroom experiences
where they actively discuss the material they have studied. Usually, these materials are
prepared directly by the teacher. However, the presence of a large number of high quality
open educational resources from leading educational institutions all over theworldmakes
it possible to involve students of Sumy State University in their learning communities.

The choice of active learning methods used to organize students’ work is determined
by the specifics of the particular discipline or specialty, and usually is not wide enough.
Preliminary analysis of imitation learningmethods is advisable.One of the classifications
of active learning methods described by Lapyhin [21] is presented in Fig. 1. In relation
to obtaining practical skills, let’s consider the imitation learning methods which are
available to use during classroom meetings with students in more detail.

Case Study. The case study involves solving problems in real business situations. Stu-
dents have to carry out a detailed analysis of the business situation, determine the content
of the problem, offer a variety of solutions and choose the optimal one in terms of influ-
ential factors. Cases should be as close as possible to the real situation and can use the
actual material.

Simulation Games. A business game and similar variations are simulation games. It is
a method of simulating management decision making, at different levels in the business
and in different business situations, in the presence of conflict or information uncertainty.
In simulation games, the behavior of the players is determined by the simulation model
of the business environment.

Project-Based Learning. The presence of an organizational stage for the project prepa-
ration, the selection of leaders from the project participants, the distribution of roles and
the development of a separate project by each of the participants’ groups are the key
characteristics of the project form of training. The choice of this form of active learning
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Fig. 1. General classification of active learning methods.

is determined by the specifics of working with real projects in accordance with the field
in which the student’s educational program belongs to. The expediency of choosing the
project form of training is defined by the purpose of getting as close as possible to the
real activity conditions of the future expert. Among the existing types of projects [22],
the general classification of which is presented in Fig. 2, group projects (on the basis
of the number of people involved in the project research tasks) and telecommunication
projects (according to technologies used to achieve the aim of the project research) were
selected.

Fig. 2. General classification of projects as a training form.

The level of effort required from the student depends on both the different tasks they
have to complete and the depth of the material they are learning. Students’ independent
cognitive activity should consist of purposeful, intensive and controlled independent
work, supported by a teacher who possesses appropriate pedagogical technologies and
teaching methods. From a student perspective, the challenge is to find an approach that
motivates and sustains continuous training.

Therefore, the authors set the goal to form a universal complex model of blended
learning thatwould allow students tomaster both professional and digital competences in
the process of continuous digital learning.Moreover, a universalmodel includes themost
effective teaching approaches and technologies and is adaptable for different specialties.
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2.2 E-Learning Integrated Information System of Sumy State University

In the current circumstances, an integrated information system (IIS), which provides the
effective interaction between the subjects of the educational and scientific process, plays
a key role in the activities of Sumy State University (SSU). IIS includes the e-learning
system, the efficiency of which is ensured by appropriate software and information
modules (see Fig. 3):

• OCW SumDU is an open source of structured collections containing organizational,
training and methodological materials of disciplines;

• Ekzamenarium is an open online resource of online courses;
• MIX is a platform for blended learning;
• Salamstein is a distance learning system;
• LecturED is an online tool to design the training materials;
• Library is an online catalog of the SSU library;
• eSSUIR is the university repository.

The presence of a joint database links the work of the software modules, ensures the
unity of information processes and provides a common communication environment for
the coordinated interaction between the participants of the educational process. Con-
tinuous content rotation in the information environment between the distance learning
platform, the open educational resource, social networks and the design tool for train-
ing materials allows organizing diverse interaction with different user audiences, which
ensures its constant evolution, improvement and evaluation by users.

Fig. 3. The components of E-learning information system.
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The main functions that the e-learning system provides to users are the following:

• creation of learning courses in different formats (textual, video, etc.);
• presentation of materials in the web space;
• flexible search of educational content according to different parameters;
• open access to training materials;
• organization of webcasts at a professional level;
• effective management of the training process.

These functions also allow carrying out career guidance activities and involving
future applicants in the educational process. The transition from the model of studying
in the classroom to the distance learning model involves some complications for a lot of
higher education institutions. It should be noted that the success achieved by Sumy State
University is based on the experience gained by scientific and pedagogical staff through
working in the e-learning system environment. It was developed and implemented by
their efforts and tested on the example of students enrolled in full time training. Currently,
the educational platform provides the access to training materials, fully providing a
high-level of distance learning.

3 Universal Complex Model of Blended Learning

Taking into account all the above, the flipped classroom model with some modification
is accepted as a basic one to hold lessons within blended learning. One kind of study
assignment is the independent study of a mass open online course (MOOC) with the
gradual implementation of a group project using methods, technologies or approaches
described in the course. In the classroom, the students demonstrate the results of inde-
pendent study through their active engagement in a specific project task. Students are
offered the choice to join the online-course chosen by the teacher. There also is a pos-
sibility to process the material without obtaining a certificate. According to this mode,
the student usually has access to the essential components of the course, such as video
lectures and tests. Recently Sumy State University has joined the Coursera for Campus
program. Its courses are actively used in the educational process. However, this does not
limit the teacher’s choice. For example, MIT OpenCourseWare, Open EdX and others
are used as basic online platforms in addition to Coursera.

As it was noted earlier, according to the current regulatory documents, the entire
amount of hours provided for student’s work is allocated to classroomwork and indepen-
dent study of the material. At the same time the part of independent work has increased.
Therefore, the search for a means to motivate students to engage in active independent
work is topical. This is themain purpose of the experiment of the introduction the blended
learning.

As an option to solve this problem and involve students inmore effective cooperation,
work in project teams was used to organize the performance of independent work.
Academic groups of at least 15 students allowed us to use the project approach. This
solution also provided students with opportunity to gain necessary teamwork skills.
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The proposed unified blended learning model combines a classical classroom app-
roach and digital educational approaches, providing flexibility and continuousmastering
of professional and digital competences. The model is presented in Fig. 4 [23].

The classroom work with the teacher covers the following:

• listening to classical lectures from the main theoretical blocks of the course in
accordance with the syllabus of the discipline;

• implementation of practical/laboratory tasks that require access to the material base;
• discussion of problematic issues that have arisen during the video lectures of the
MOOC during the lectures-seminars;

• analysis of smart maps developed in groups based on MOOCmaterials during lecture
seminars (map analysis is performed in the mode of mutual evaluation of works on
the basis of the keywords list defined by the teacher).

Fig. 4. Schematic representation of the tested blended learning model.

Independent work contains the following types of learning activities:

• learning the material from the MOOC and passing tests to define the level of learning
using the platform environment (if available);

• performing the project work in groups;
• collaborative analysis of discussion issues with the results of the sources reviewed
according to the declared problem case in the learning environment. To organize this
type ofwork, it is possible to use theGoogleClassroom resource aswell as LectureED.
Later the material from this document is discussed in the classroom. Performing these
tasks provides the formation of such important competences as the ability to analyze
the available information in order to seek the solutions to the given tasks, and the
ability to make informed decisions within changeable conditions of modern business;

• developing smart maps based on the material from the MOOC by means of cloud
applications as a substitution for traditional note taking in order to learn the material
more effectively [24].

The final control unit is organized in the form of testing the theoretical knowledge
gained by students during the course.

Another important issue is the evaluation of students’ work. Amodel of points distri-
bution, which was tested during the pedagogical experiment and showing a satisfactory
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result, is presented in Fig. 5. This diagram clearly shows the evaluation of different
learning activities in relative values (based on 100 percent of the points for the full tasks
scope in the course). From the chart it is clear that the majority of points are assigned
to the evaluation of students’ independent and collective work. It should be emphasized
that the proposed distribution of points is only recommended, and may be modified by
the teacher in accordance with the particularities of the discipline within the educational
program.

There is a possible scenario where among all learning activities are those that are
compulsory to perform in order to get access to final test and optional ones that can be
performed to get the higher points at the end of the course. However, it should be kept
in mind that the student can get the required number of points to complete the course
only if he/she performs all required tasks successfully.

Fig. 5. Chart of percentage distribution between learning activities of the tested model of blended
learning.

According to the proposed model, the first group of compulsory tasks included the
learning in the MOOC (assessing the level of course learning was done through the
testing of knowledge), the performance of individual home tasks in project teams and
analysis of discussion issues presented by the teacher. The second group of optional
tasks included the development of smart maps based on video lessons of the MOOC.

4 Findings

The research of existing imitative learningmethods alongwithmethods of active learning
has allowed us to form a generalized algorithm for implementing the active method into
the educational process.One of the features of this algorithm is using the project approach
in academic disciplines (see Fig. 6).

The first stage concerns the analysis of existingmodels of roles distribution in project
teams and the selection of the best one to form a successful balanced team. The easiest
way to implement this is to use appropriate online resources.
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According to the results of the experiment to organize the effective work in groups,
the R. M. Belbin’s model [24] was used by the majority of students. From the students’
point of view, one of this model’s advantages was the ability to combine several roles in
one participant of the group (the number of students in groups was from 4 to 6 people,
and the number of allocated roles by the author of the model was 9).

Then the role characteristics of the project team members are defined. According to
[24] the roles of the project team are schematically divided into three main functional
groups:

• the roles of a plant, a resource investigator and a monitor evaluator are focused on
intellectual work;

• the roles of a team worker, a coordinator and a shaper are focused on working with
people and creating a comfortable and friendly atmosphere in the project team;

• the roles of a completer finisher, an implementer and a specialist are focused on
practical activity. Moreover, the specialist can actively participate in the intellectual
work of the team.

Among the existing methods of determining roles, the most successful in this study
was the questionnaire method for determining the main characteristics and qualities of
candidates.

Fig. 6. Generalized algorithm for implementation the project approach into academic disciplines.
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It is important to correlate the available qualities in the team for effective teamwork.
Evaluating the balance of the role structure of within the project team is determined by
the final assessment. This assessment determines the ability of each team member to
fulfill their role. Key indicators enable assessors to determine the effectiveness of a team
through balancing different roles within one group. The described selection of the team
final assessment is based on the maximum ability of team members to perform these
functions. Thus, the approach used to evaluate the role structure of the project team
allows for distributing the role functions optimally from the point of view of managing
the team work process within the project.

An important issue for successful completion of the project in terms of training is the
choice of organizational structure of the project (matrix, functional and project). During
the experiment, the choice of structure type was also assigned to the project team as
part of joint work issues. Each organizational structure was evaluated according to such
criteria as uncertainty of project implementation conditions, technology and complexity
of the project, project cycle duration, project size, interdependence and interrelation
between parts of the project, criticality of time and dependence of the project on higher
level systems.

The choice of the certain structure that will be used to solve the project task may be
determined by the specifics of the task and may be modified according to the specific
requirements of the task. This process can be facilitated and/or supervised by the teacher.
After analyzing the criteria for evaluating the structures, the students who participated
in the experiment overwhelmingly chose the project structure. Additionally, it is the
recommended one for use.

The project organizational structure is characterized by the solution of specific tasks
related to the project and creating a temporary working group, which is dissolved when
the project is completed. Among the main factors that the students highlighted in favor
of the chosen structure were the following:

• small number of management staff of the team in comparison with other divisions;
• comprehensive approach to realization of the project objective;
• concentration of resources on solving one task of one specific project;
• strengthening the personal responsibility of the manager for both the project and its
elements.

After the formation of project groups and selection the technical and software tools
of the project management method, students start the direct implementation of the group
project. The chosen method of flexible design allows for several iterations of designing
in the short term of the discipline study, to get the necessary practical skills and to bring
the implementation of the training project to the real conditions of work in teams in
accordance with world standards and approaches.

An experimentwas carried out to support the proposed teaching approach to organize
learning. In 2018–2019 the university conducted a pedagogical experiment introducing
blended learning technologies to the process of organizing the preparation of full-time
students. Different directions of students’ preparation were involved during the exper-
iment. Up to 10 groups of students participated in the experiment during the academic
year. The experimental groups included 24 students depending on the year of study they
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were undertaking. The disciplines of different components of the curriculumwere taught
using the blended form. These were professional subjects as well as humanitarian, social
and economic ones.

According to the experiment results, we can confirm that the implementation of the
project approach is appropriate through the flipped class. Each of the above-mentioned
organisational stages was implemented by the chain of successive steps (Fig. 7). During
the independent group work, the students studied the MOOC materials and analysed
the Internet resources to find an array of possible solutions to the algorithm tasks. The
results of the comparative analysis of the existing solutions were compiled in a jointly
created document.During the classes, the students discussed the findings tomake the best
possible choice and the final decision regarding the optimal solution. Such redistribution
of the learning activity types (LATs) between self-paced learning and classroom study
aligns with Bloom’s Modified Taxonomy [25].

The implementation phase in the classroom involved putting theMOOC independent
self-paced learning results into a step-by-step action when the project team did the task
according to the Scrum Agile methodology. Thus, students independently acquired the
skills of Agile project design under the supervision of the instructor, who acted as
a customer that had placed the order for the product and actively participated in the
specification phase of the main functions of the product (i.e., backlog creation); and in
the analysis phase of the product reviews (i.e., retrospective), helped the project manager
to develop rapport and create a friendly, goal-oriented atmosphere in the project team.

The researchers used quantitative and qualitative indicators to analyze the success of
implementing the presented blended learningmodel. The student participants completed
the questionnaire anonymously. The questions covered the key peculiarities of the inno-
vative approach to teaching the course and students’ personal learning experiences. The
survey participants were 20 out of 25 students (80%) of the experimental group. Based
on the questionnaire responses about implementing the pedagogical experiment, we can
highlight the positive results. They are the respondents’ answers to the questions about
the validity and efficacy of the innovative approaches to teaching, presented in Figs. 5, 6
and 7. The quality indicator of the group’s success was 92%. The summary scores were
broken down as follows: 72% of students received an ‘excellent’ grade, 20% received a
‘good’ one. The outcomes prove the students’ positive attitude to using active teaching
methods and justify implementing a wide range of learning activities.

On the other hand, one-half of the students (52% or 13 out of 25 persons) are
actively involved in the study process based on a more conventional teaching style.
The experimental results are in perfect agreement with the level of success determined
by the meaningful use of the project approach and team members’ responsibility for
the quality of the project results. The latter allowed the students to raise their final
grades since the project team members gained the same level of individual success. The
identical learning outcomeswere noted in another experimental group ofmaster students
in a different major course based on a similar teaching model (the experimental results
and the model description are not discussed in the present paper).
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Fig. 7. Implementation the flipped class model into the project approach.

5 Conclusions

Theproposedunified complex learningmodel has been created as a result of experimental
testing the different blended learning models in SSU. The key feature of the proposed
model is that it combines the classic approach in the classroom and digital educational
approaches. It is effective in supporting and facilitating students’ independent work
with the material. The model is easily adapted to the teaching of different disciplines, of
both professional and general orientation, taking into account their specific needs and
characteristics. It is achieved due to the structural complexity of the unified learning
model and to the distribution of educational load.

The combination of different types of learning activities to practice a curriculum
component in one model creates a comfortable learning environment for mastering the
material. The combination of classical and interactive learning methods personalizes
education and provides opportunities of gaining knowledge to all categories of students
without exception.

The model tested in this research focuses on enhancing students’ independent work
and increasing the level of responsibility of each student for successful completion of
a collective task. Applying a project approach to performing collective tasks supports
the development of digital and communication skills, which are essential for the success
of the individual and the society, as well as the economy in general. Formation of the
project teambrings the project conditions as close as possible to the conditions ofmodern
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business functioning, preparing the adapted specialists who are capable to start solving
professional tasks in the shortest possible time.

Integrating the debate-oriented group approach of a flipped class model with the
project approach enhances traditional pedagogical technologies in developingmore flex-
ible, personalized self-paced learning. Lastly, a teacher can help students develop more
complex analysis, evaluation, and synthesis skills in discussions and debates in the
classroom.

The search for the optimal combination of learning technologies, of course, requires
considerable time costs for the formation of methodological support and can take several
iterations with a continuous process of implementing and evaluating new components.
Consistent deep analysis of the discipline purpose and tasks for identifying all the learn-
ing components of the course, which is better to represent online, is required as well as a
detailed analysis of available educational advanced technologies for selecting those that
best meet students’ needs.

Advance to the next level of the presented blended learning model usage is based
on deepening the mechanisms for implementing digital educational technologies and
searching for new teaching methods.
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Abstract. The paper presents research on the engineering solutions on how to
connect the competences frameworks and the learning units (LU) in open courses,
i.e. how the competences correlate with LU. The existing literature shows that
there is a big challenge for educators on how to construct their courses in a logical
way. The aim of the paper is to present the architecture of a logic matrix of
the correlation between the LU and the competences framework and learning
outcomes. The objectives are to present (1) a methodology of the research design,
(2) the architecture of the engineering solution, and (3) the evaluation results.

Keywords: MOOCs · Online learning · Competences · Learning units

1 Introduction

We use a lot of different technologies and applications that change day after day. In
nowadays education, educators need new skills and competences in the technological
and pedagogical aspects, especially when it comes to the delivery processes of Massive
open online courses (MOOCs). It is also important to know how to integrate existing
open resources and open courses into the existing study programs. This means that the
competences of teachers and trainers have to be constantly monitored and improved.
This paper presents a conception of an innovative instructional approach for curriculum
design, which is based on self-assessment. Adopting the approach will help teachers
and trainers of higher education institutions (HEIs) to take responsibility for their pro-
fessional growth. The approach proposes that the latter can be achieved by identifying
the current state of their pedagogical skills related to the re-design and delivery of the
MOOCs-based curricula at any stage.

Moreover, it suggests areas for improving certain pedagogical and technological
skills. Both less and highly experienced educators can apply the proposed self-evaluation
tool. Using the tool, educators with limited experience in MOOCs will get a first
impression of the MOOCs instructional design techniques when answering predefined
questions, whereas advanced educators will be enabled to determine specific areas for
improving their skills. The paper discusses and proposes a conception that is based on
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an innovative instructional approach. Moreover, the paper explains how the aforemen-
tioned tool is connected to one specific training program and can be applied by different
users. The innovativeness of the developed tool also lies in its interlinking with specific
recommendations for improving educators’ skills.

2 A Literature Review of the Existing Practices

Many authors (e.g., Teixeira et al. [12], Ramirez-Montoya et al. [10], Stracke [11],
Oh et al. [9], Gordilio et al. [3]) identify that the quality of the massive open online
courses design depends on the successful implementation of technology enhanced learn-
ing (TEL) which is directly related to the design of MOOCs and competences of the
academic staff. Even though several studies identified a large set of criteria for the suc-
cessful design of TEL systems in general, not all of them can be used in the MOOC
context due to some unique features of MOOCs. Yousef et al. [6] suggested specific
criteria to assure the design quality of MOOCs from both learners’ and teachers’ per-
spectives. In this case, the authors identified 74 criteria classified into the dimensions
of pedagogy and technology. These dimensions are allocated into different categories,
such as instructional design, assessment, user interface, video content, social tools, and
learning analytics. From the pedagogical view, MOOCs allow teachers to explore new
ways of teaching and learning with technology in blended ways (Tømte [13]).

Huang et al. [4] discuss that the course’s difficulty negatively affects the relationship
between course content and students’ course attendance and positively affects the rela-
tionship between teacher subject knowledge and students’ course attendance. Moreover,
course difficulty mainly does not have an important effect on the interactivity between
technology and the students’ course attendance. Fidalgo-Blanco et al. [2] acknowledge
that the highest dropout rate occurs after the first module and stabilizes to the end of the
course and this is related to cooperation level increase. Xing [14] considers three differ-
ent models of MOOC features and the extent to which they correlate with the dropout
rate.

Kerr et al. [7] present a MOOC design mapping framework (MDMF). The authors
discuss the importance of selecting and sequencing different learning activities that allow
the users to create a learner-centered approach to online learning. Conole [1] presents
a specific quality approach called the 7Cs of Learning Design framework, enabling the
teachers to prepare more pedagogically informed design courses by effective use of new
technologies. The framework contains the following actions performed by the learner:
conceptualize, capture, communicate, collaborate, consider, combine, and consolidate.

In search of an effective design solution for developing MOOC courses, Ichimura
& Suzuki [5], in their study, synthesized previous research and mapped the elements
of MOOC design. Many different types of MOOCs have been discovered to reflect the
unique intentions of course providers. The authors classified these types and identified
a total of ten key features of the MOOC design.

Liyanagunawardena et al. [8] discuss that students who participate are usually highly
educated and employed when it comes to massive open online courses. The authors also
state that a greater interest can be seen in courses offered for people interested in social
sciences and business.
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Academic staff competences are very widely discussed in the European Framework
for the Digital Competence of Educators (DigCompEdu), which is a scientifically sound
framework describing what it means for educators to be digitally competent. It provides
a general reference frame to support the development of educator-specific digital com-
petences in Europe. DigCompEdu is directed towards educators at all levels of education
(Fig. 1).

Fig. 1. DigCompEdu details 22 competences organised in six areas.

The European Framework for Digitally Competent Educational Organisations (Dig-
CompOrg) is focused on promoting effective digital-age learning. The impact of digital
technologies, content, and processes can be seen in all educational sectors (e.g. formal
education and also informal and non-formal learning), affecting all aspects of the edu-
cational value chain (e.g. curricular reform, teaching and learning practices, assessment,
as well as initial and continuing teacher professional development) and encompassing
all educational actors (teachers, learners, and school leaders).

3 Methodology

The aim of the current research is to explore the factors that affect the effective MOOC
design, competences necessary for the academic staff and the designers, and develop an
engineering solution for implementing an educational platform. This study’s target group
consisted of respondents from higher education academic staff (professors, lecturers,
etc.) and instructional designers (support staff). Thirteen respondents participated in the
study.

Themost important task for the focus groups invited is to allow us to collect informa-
tion about the existing situation in their countries regarding the development of academic
staff competences needed to work effectively on the design of open online courses. With
a special emphasis on training that is available online as a massive open online course.
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4 Results and Discussion

This section presents an engineering solution for the competences framework and course
learning units correlation and the survey results.

4.1 Dimensions of MOOCs Design and Delivery

The authors Ichimura & Suzuki [5] developed a systematic review of the MOOCs,
identifying ten key features of theMOOCdesign. According to them, the key dimensions
identified in the design ofMOOCs include the general structure, resources, and the vision
of the course designer. However, they suggest additional dimensions with regards to
constructingMOOC learning environments. They include an interrelation of the learner’s
background and intention, pedagogy, communication, assessment, technologies, and
learning analytics data.

Fig. 2. Four main dimensions of the massive open online course design.

The model proposed here includes four main dimensions of MOOCs design, as
exemplified in Fig. 2. The figure also shows the identified skills to be integrated into the
assessment tool for teachers’ competencies evaluation. Engineering solutions on how
the competences framework will be integrated into the educational platform are shown
in the section below.
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4.2 An Engineering Solution for the Competences Framework and Course
Learning Units Correlation

Competences framework in educational platform is directly related to learning results.
However, learning units and learning outcomes also have direct relations in an educa-
tional platform. The authors of the present research suggest the competences framework
that could also be designed not only on competences but also on the challenges as well
if we are planning to use challenge-based learning methods in the study process (see
Fig. 3).

Competences framework integration into educational platform assures a direct link
between competences, learning units, and learning outcomes when we plan and develop
an open online course.

Fig. 3. A competences framework integration into an educational platform.

Also, the identification of skills in different competence areas is very important. A
review of the existing literature shows that it is a big challenge for teachers to establish
relations between competences, learning units, and learning outcomes. The assessment
questions’ data basis is also related to the units identified in the educational platform. The
lifecycle of the learning objects in educational platforms is shown in Fig. 4. Objectives
design should be directly related to the identified competences framework.

It is very important to assure the interoperability strategy of embedding the pre-
existing tools into component assemblies, which requires a carefully thought-out inter-
operability strategy. Our approach needs to address these key challenges related to the
coordination of different components of the educational platform (see Fig. 5):

1. competences design environment;
2. learning objects design environment;
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Fig. 4. Learning objects design processes in educational platforms.

3. learning passport design environment;
4. educational platform.

Fig. 5. The components of an unified modeling language (UML) diagram.

TheUMLdiagram shows the relations between all the components of the educational
platform, which helps assure the quality not only of the design process but of the delivery
process as well.
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5 Evaluation

The research was implemented with the aim to identify necessary focus group compe-
tences to work in the platform recommended by authors to develop a high quality online
learning course based on technologies enhanced method.

In total,13 respondents having the only background in courses design were invited to
express their opinion. The respondents were asked to answer questions regarding which
skills and knowledge are needed to design and deliver a massive open online course in
the educational platform based on the Likert scale statements.

Fig. 6. Pedagogical skills needed for massive open online course design.

As shown in Fig. 6, 77% of respondents thought that a teacher-designer needs to
have media-technology-enhanced learning knowledge on a very high level to design and
deliver a MOOC. Knowledge of assessment, feedback, and competence-based design
approach is also very important (69% of the respondents).

Fig. 7. Technological skills are required for the massive open online course.

According to the respondents, academic staff needs to have all technological skills
(see Fig. 7). Only 15% of the respondents think that “online activities and collaboration”
and “online teaching importance and planning” are not necessary to design the course.
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Fig. 8. Structural skills are required for the massive open online course.

It is necessary to have the ability to produce digital learning content and to handle
learning analytics (all respondents selected “rather agree,” “agree,” or “fully agree”)
(see Fig. 8). 54% of respondents think independent learning and learner centering are
essential planning skills (see Fig. 9).

Fig. 9. Planning skills are required for the massive open online course.

For the purpose of analysis, answers for questions “totally disagree,” “do not agree,”
“rather not agree” were combined into a category “do not agree,” whereas the last three
(“rather agree,” “agree,” “fully agree”) were combined into a category “agree” (see
Tables 1, 2).

78% of all respondents thought that teachers-designers pedagogical skills have to be
on a high level. Out of the responses, respectively 93% thought that the technological,
90% - structural, and 96% - planning skills are necessary to design and deliver massive
open online courses. (see Tables 1, 2).
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Table 1. The need for pedagogical and technological skills.

Table 2. The need for structural and planning skills.

All of the respondents totally 100% stated that course design is directly related to the
identified structural skills, namely, the ability to produce digital learning content and han-
dle learning analytics as well as the competences to implement principles, such as learner
centering, digital openness, independent learning, and media-supported interaction.
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6 Practical Implementation

The competences model was implemented in the MOOC course. Course participants
were able to self-assess their level of skills and competences and receive advice from
the assessment model on how to improve certain competences (see Fig. 10).

Fig. 10. The competences model implementation

Assessment procedures help to ensure the quality of the educational process and
direct guidance on identified gaps related to the content of direct learning.

7 Conclusions

After conducting the study, the authors of the paper recommend the following:

(i) to encourage the academic staff competences design in relation to technologies
enhanced learning within educational organizations by progressively deepening
their engagement with digital learning and pedagogy;

(ii) to enable academic staff to develop the integration technologies and effective use
of digital learning technologies in education;

(iii) to assure the engineering solution on the educational platform by extending and
relating with competences framework, by providing the users a full list of learning
outcomes for completed massive open online courses.
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Competencies framework should be integrated into the educational platform to get
successful results of the academic staff competencies evaluation and direct suggestions
for competences improvement.

Acknowledgement. The paper is developed in the frames of the Erasmus+ project “Curricular
modernization by implementing MOOCs model” (MODE IT), project number 2019–1-DE01-
KA203–005051.
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Abstract. The paper presents the framework on the educational online game
design for social inclusion. Authors are analysing the pedagogical approach and
technological solutions for the game design and planning educational online
games. The focus is placed on the social and civic skills development and values
along with associated knowledge to be gained by the players during the gameplay.
We are suggesting pedagogical aspects framework for the game planning in the
INGAME project and technological framework for game design.

Keywords: Online game · Education · Technological framework · Social
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1 Introduction

Nowadays learners have an opportunity to gain deeper skills by playing games in the
educational process. Games have been recognized as a type of media that can engage
students in experiential educational experiences [1].

Moreover, games are popular among younger generations and technology has always
been part of their lives, therefore the use of gamificationwithin education is ideal. Players
are spendingmany hours developing their problem-solving skills in games. Gamification
has a great potential to motivate students, consequently making school more attractive.
However, it is important to note that although the use of gamification in education
comes with many benefits, it is necessary to balance this alongside traditional teaching
methods [2]. Many authors [3–5] declare that game thinking and motivational design
have a positive influence on intrinsicmotivation, by providing ameaningful and engaging
experience, to promote an internal desire to play.

Digital Taxonomy [11] was created to help educators understand how to use technol-
ogy and digital resources for improving learning experiences and outcomes. Its appli-
cation suggested by Churches includes using digital tools in the educational process, in
order to improve the process, in some cases, without even additional costs [11]. Further-
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more, ICT-enhanced activities can also be adapted to different learning styles and, as a
set of digital activities, a didactic database for both teachers and students may be created
[12].

In recent years, the implementation of gamification in the field of education proved
to be a success. It has also been shown that gamification can be effective at all levels
of education, from elementary school to university. Students’ motivation, commitment,
and academic achievement were all improved as a result of using gamified learning,
according to the systematic analysis [13]. Gamification of the educational process has
multiple uses, as it is commonly applied to improve achievements at school but may
also be used with teaching methodologies such as project-based learning or in online
learning environments [13].

As it was discussed by Parra-González et al., presently, as a result of technological
advancements, games have undergone a digital transformation, allowing users to learn
content ranging from conventional games to cutting-edge video games with large digital
loads. Gamification may be used at various stages of education, showing its value at
an early age, in adolescence, and even in university contexts. All of this leads to the
conclusion that ICTs play an important role in gamification because they allow the
development of various training scenarios through online games, and they can generate
learning in any context, whether formal, non-formal, or informal, due to their ubiquity
[14].

As it was identified by Spieler and Slany (2018) the game design elements can be
broken into three subcategories: (1) gaming-world (e.g., level design, theme, genres,
like adventure, action, puzzle, simulation, strategy); (2) game-structure (the rules of the
game and the goal, MDAs); (3) game-play (e.g., the story, the player and their actions,
strategies, and motives) [6].

Meanwhile, Zou et al. (2018) are focusing on the assessment dimension in the edu-
cational online game: (1) Performance (commonly used to judge the learning outcomes
directly, includingmeasures like task completion time, test scores, reaction time, interac-
tion time, and accuracy of interaction); (2) Usability (the ease of use and learnability of a
tool, device or an application); (3) Cognitive states (one of the crucial factors determin-
ing whether the learning is successful. Cognitive load, engagement, attention are widely
used cognitive states in learning); (4) Affective states (In learning, affective processes
are intertwinedwith cognitive processes); (5) Social interaction (Social interaction refers
to the learner’s interactions with peers and teachers) [7].

According to the literature review, we can identify 6 main areas of the game design
and implementation in total, i.e. (1) Interface, (2) Challenges, (3) Time penalties, (4)
Leader - board, (5) Music and (6) Feedback or reflection.

2 Methodology

The educational scope is one of the most important aspects if we are planning an edu-
cational online game. The authors focus is on the social and civic skills development ,
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values along with associated knowledge to be gained by the players during gameplay.
Required skills for players to interact with the game and the skills and knowledge will
gain via interaction and gameplay, also see relevant learning outcomes – which of the
game activities help to reach the learning outcomes.

The narrative and storyline - which relates to the background story of the game – the
‘world’ of the game, including the description of the characters and how they interact,
the settings, the action fields, plot points, ethical dilemmas, the resolution of conflicts
at the end of the game and also design the problems of the game. Design one or two
scenarios and possible solutions.

The game genre - relates to the genre category of the game (puz-
zle/adventure/narrative game in our case) as well as to the single-player, the NPC and
their interaction (dialogue, conflict, etc.). What are the motivations for action and types
of actions that the player can take, for how long and what will the outcome be?

The experience of the players relates to the emotions that players develop during the
gameplay. Moreover, it is important to consider the following aspects. How music or
narration will be used? Can learners get any feedback at a different level? How maps or
menus and score tables will be used? Is it planned that learning results to be provided?

All these educational aspects and technological solutions are identified in the paper.

3 Results and Discussion

This section presents a technological discussion on educational game implementation.
The result authors are describing in the paper is based on the INGAME project results
related to social inclusion (https://ingame.erasmus.site). The component of Visual and
Audio Adequacy will refer to what the INGAME content under development actually
looks like. Areas of concern include the interconnection of images, animations, text and
music, and the type and format of content communicated to the user.

However, the technological aspect is not the only one when speaking about educa-
tional game design. The pedagogical implementation is also very important by possibly
choosing a useful taxonomy [11] for the assessment assurance in the online game (see
Fig. 1).

Technological advances, availability of digital tools, can help to improve student
skills eventually leading to the emergence of taxonomy. However, pedagogical aspects
are important in planning achieving learning outcomes.

The next step is choosing technologies and implementation. The specifications and
guidelines for audiovisual content can be divided into the following parts: audio-related
guidelines (background music, sound effects, audio dialogues), video-related guide-
lines (graphics, models), and general technical guidelines for game creation (execution
environments, game engines, and development environments).

https://ingame.erasmus.site
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Fig. 1. The pedagogical aspects for the game of INGAME project.

All the above-mentioned specifications are connected to a single game mechanics
model (Fig. 2).

Fig. 2. Game mechanics.

INGAME ideas for civic engagement and social inclusion are focusing on the steps
for game implementation (Fig. 3).

The technological framework includes a full learner journey from the beginning to
the assessment by identifying the achieved learning outcomes.
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Fig. 3. The technological framework for game design.

3.1 Audiovisual and Other Technical Solutions for Educational Game Design

The following are audiovisual qualities that enhance the fulfilment of Action Fields. The
right music is crucial in the game. We should define what the music will achieve. Music
may perform several different functions. The genre and mood of the game have to be
clearly defined. This is an important step, as it sets the tone and creates the ambience of
the video game.
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Possible type of background music: (1) ambient music for games, (2) battle music
for games, (3) fast music for games, (4) instrumental music for games.

Moreover, in video games,music is critical because it contributes to the player’s sense
of immersion as one of its functions. Munday distinguishes [15] three main functions of
video game music:

1. Environmental: how music supports the perception of a gameworld.
2. Immersion: how music supports the player’s involvement in the game.
3. Diegetic: how music supports a game narrative.

Meanwhile, Peerdeman [16] identifies several different uses of sound effects, achiev-
ing preferred results, one of the main uses being to attract attention, for example, when
interacting with an object, like picking up an item. Another audio feature that is often
used in games is the ability of sound to evoke an emotional response by using certain
sound effect when the player completes or fails a certain task. Audio can also be used
to create a certain ambience or suggestion by choosing a type of music suitable for a
particular scene or situation. The ability of audio to enhance the structure and add a
sense of location in the game world is the final attribute on this list, helping the player
with the orientation.

From a technical standpoint, there are a variety of sound formats. The music can be
considered of good quality if it is encoded using a sampling frequency of 96 kHz (16bit)
or 192 kHz at 24bit. The preferable formats for downloading are the lossless formats
such as WAV, AIFF, FLAC. On the other hand, popular formats such as MP3 or AAC
are sufficient.

Another important part of the game is the dialogue. Dialogues in video games should
be carefully designed as they help to identify with characters and also written in a con-
vincing style for the intended audience [18]. However, an emphasis should be put on
the collaboration and individual work of the protagonist. Churches [11] even claims that
‘Collaboration is not a 21st century skill, it is a 21st century essential’. UNESCO’s pub-
lication [17] identifies collaboration as one of the four pillars of education: (1) learning
to know; (2) learning to do; (3) learning to live together; (4) earning to be.

3.2 Video-Related Choosing Between Two- and Three-Dimensional Graphics

Two-dimensional games use flat graphics, called sprites. The sprites do not have
three-dimensional geometry, although three-dimensional models might be used before
converting them to sprites. These sprites are drawn to the screen as flat images.

Three-dimensional games are created by using objectswith three-dimensional geom-
etry. Besides geometry, the materials and textures are used to make geometry appear as
solid environments, characters and objects that make up the game world.

Some two-dimensional games use three-dimensional geometry for the environment
and characters but restrict the gameplay to two dimensions. Sometimes, the games that
follow this approach are called the “2.5D games”. In this case, the three-dimensional
effect is used to enrich visual appearance.

When choosing what kind of a game should be created, it is necessary to consider the
following criteria: (1) the team competencies, (2) the game development pipelines, (3)
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the animation, (4) the volumeof data, (5) technical limitations, (6) the gameperformance,
(7) the game level creation, (8) the game usability (9) the chosen devices, platforms, and
execution environments will impose specific technical requirements (Fig. 4).

Fig. 4. Requirements for game planning.

The requirements for game implementation should be discussed in the online game
planning process.

3.3 General Technical Requirements

Nowadays, a game can run on desktop computers, consoles, laptops, tablets, smart-
phones, TVs, smartwatches. Each group of these devices differs by a big margin in com-
puting power. For example, smartphones have a hundred times less computing power
in comparison to desktop computers. Because of the computer power, it is not possible
to create such immersive environments for mobile devices. Therefore it is necessary to
identify the target group and identify the preferences of the target group. Other factors
also impact the choice. For example, if we wish that the game would be played during
the breaks or travels - we would prefer to use mobile devices.

Moreover, the chosen devices influence the platforms. Some devices impose a spe-
cific platform (for example, Android, iOS, or Windows solutions), but there might be
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cross-platform solutions as well. There are two approaches that allow the creation of
games for different platforms:

1. Choose an engine that is able to create native applications for different platforms.
2. Choose an execution platform that runs on different operating systems and devices.

Modern game engines, such as Unreal Engine, Unity engine, Godot, allow packag-
ing games for different platforms (the 1-st approach). The most widespread execution
platform for the 2-nd approach is a browser. It runs on virtually any device. The second
approach is better if our priority is the spread of the application because we don’t need
to target specific platforms. On the other hand, browsers do not provide such capabil-
ities as native applications. Therefore - it is not possible to achieve such realism and
immersiveness using this approach.

However, the games are not only an entertainment product but also a complex techni-
cal systemwith the aim to give the end-user a satisfactory, often entertaining, experience,
game development is a complex task where system engineering and creative competen-
cies in art and design must be handled in the same project infrastructure [8–10]. Video
GameEngines are complex pieces of software capable of 3D rendering, high-end physics
processing, particle effects, entity management, artificial intelligence, UI, player control
and interaction, terrain transformations and internal game economies [8]. Choosing the
game engine depends on various criteria we discussed.When choosing one needs to take
into account:

1. development team competencies (are the team members able to use the specific
engine?) and learning curve;

2. supported platforms (can the game engine export game for the required platforms?);
3. required level of realism (can the game engine render immersive and realistic

environments?);
4. licensing costs.

There might be many more factors considered when there is more information
available about the game to be created. In this section, we will overview 3 popular
choices.

Unreal Engine. This is a popular game engine created by the Epic company. This
game engine is able to produce visuals and interactions required for AAA games. Such
a popular game as Fortnite was created using this engine. The Unreal Engine supports
many different platforms, but the support for browsers is discontinued; therefore, the
development team should not choose this engine if the target platform is a browser. The
licensing model is friendly – developers are free to use this engine until they earn a
specified amount of money. The learning curve is steep as it is necessary to learn the
internal structure of the game engine and the specific pipeline.

Unity Engine. This is also a popular game engine created by the Unity Technologies
company. This game engine is able to produce quite good visuals and interactions, but
there are limitations. The Unreal Engine is better in this regard. Such popular games
as Tarkov, Hearthstone, Gwent, Wasteland were created using this engine. The Unity
Engine supports many different platforms, as well as supports export for browsers. So,
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the development team could choose this engine if the target platform is a browser. The
licensing model is friendly as well, developers are free to use this engine until they earn
a specified amount of money. It is easier to learn this engine when compared to Unreal
Engine.

Godot. Godot is an alternative tomore sophisticated game engines such asUnreal and
Unity engines. You can not achieve such good visuals and interactions as one can using
mentioned engines, but it is easier to learn and to use, and it creates smaller execution
files. It also supports export for browsers. Godot is a good choice if the priority is to
create a simpler game dedicated to browser execution platforms.

4 Conclusions and Recommendations for Game Design

When choosing what kind of a game it is needed to create, it is necessary to consider
the following criteria:

1. The team competencies. Creating two-dimensional games is easier because the math
behind 3D games is far more complex. The programmers need to know effective 3D
data structures. The game engines that support 3D games are more sophisticated and
the learning curve is steep.

2. The game development pipelines. It’s about - how the game assets are being created
and integrated into the system. Three-dimensional games usually havemore complex
pipelines, and game engines require the use of specific pipelines.

3. The animation. Animation in two dimensions is just a compilation of flat graphics
frames.When creating a three-dimensional animation one needs to dealwith separate
animation assets, bones, skinning, etc. On the other hand, sometimes it is easier
to acquire required animations as the model contains all necessary information in
contrast to 2D pictures.

4. The volume of data. If the amount of data might be a problem (for example - games
for mobile), one needs to keep in mind that three-dimensional games usually contain
a lot more resources.

5. Technical limitations. One needs to keep in mind various restrictions imposed by
target devices, platforms, and game engines used.

6. The game performance. There are game performance requirements imposed by the
market, device makers of publishing stores. Specific platforms and devices might
severely limit the choice. If the game is dedicated to VR devices - strict performance
requirements are imposed by publishing platforms.

7. The game usability. When creating 3D (or even - 2.5D) games, the game creators
have to deal with camera tracking. It is a sophisticated task to implement intuitive
control of a character in a three-dimensional world. Some users that didn’t play 3D
games before might struggle to learn the navigation.

The given list of criteria indicates that it is harder to create a 3D game. On the
other hand, 3D games increase impressiveness, realism, versatility. Therefore the choice
should be based on both - the aim of the game and the existing possibilities. The chosen
devices, platforms, and execution environments impose specific technical requirements.
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10. Maskeliūnas, R.,Kulikajevas,A., Blažauskas, T.,Damaševičius, R., Swacha, J.:An interactive
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Abstract. We live in a fast-changing world, where we often have the feeling that
we must keep ourselves studying repeatedly. A helpful solution to this human
need can be the existence of MOOCs (Massive Open Online Courses), which
offer a large variety of courses that are designed to be accessible by anyone, from
any location. Such courses are offered through the Erasmus + Digital Culture
(DigiCulture) project, which aims to create a sustainable and efficient educational
program dedicated to adult learners with low digital skills and low-qualified adults
involved in the creative industries sector from Romania, Italy, Austria, Denmark,
Lithuania, UK, and Ireland. The multilingual online courses are hosted on the
UniCampus platform, which is the first MOOC platform in Romania open to all
universities. In this paper, we present the initial usability evaluation of theDigiCul-
ture courses, realized as a capstone project within the Multimedia Technologies
master’s degree programat the PolitehnicaUniversity of Timis,oara (Romania).We
report on its main findings and formulate some recommendations for improving
the usability of the platform.

Keywords: Human computer interaction · Usability evaluation · User
experience · User testing ·MOOC

1 Introduction

We live in a fast-changing world in which we need to keep ourselves updated in many
knowledge domains. One of the advantageous ways of expanding our knowledge is
through Massive Open Online Courses (MOOCs).

A MOOC is defined as being an online course, addressed to an unlimited number of
participants, sustaining an open education.

According to [1], an extended definition of a MOOC includes the following aspects:
an online course that doesn’t need physical presence; an available and accessible course
for everyone, from anywhere; the course is self-directed, self-paced or time limited,
having a start and an end date; it consists of video lectures and/or readings, examina-
tions in the form of assignments, exams, experiments; it supports interactivity between
the participants and the tutors through online forums or other social media platforms;
its content meets high academic standards; and it supports the creation of educational
communities.
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An important requirement when it comes to MOOCs is the level of usability offered
to the people attending the courses. A high level of usability can be accomplished after
several usability evaluations on the product, in this case, on the MOOC. According to
[2], the usability evaluation methods are procedures composed of well-defined series of
activities, meant to collect the information regarding the interaction between the final
user and the digital product, in order to identify if the final aim of the product is reached
by the end users.

The term usability is defined in the context of Human Computer Interaction as a
“quality attribute that assesses how easy user interfaces are to use” [3]. In the context of
MOOCs and LMSs (Learning Management Systems), usability defines the measure in
which students can do the proposed tasks with efficiency, effectiveness, and satisfaction
[4].

When it comes to usability evaluation methods, an important aspect is also the clas-
sification of them. One of the most accepted classification represents the classification
of Nielsen [5] and Holzinger [6]. This classification splits the evaluation methods in two
categories: usability inspection methods and usability testing methods. The main differ-
ence between these two consists of the fact that the usability inspection methods involve
expert’s opinion in the evaluation and the usability testing methods involve possible
users of the evaluated product.

According to [7], the most famous usability inspection methods are the heuristic
evaluation and the cognitive evaluation. On the other hand, usability testing methods
are the ones that involve future users and some of the most used methods are the focus
group and the survey.

In this paper, we will present the usability evaluation of the DigiCulture online
courses and describe the main findings of the research.

The Erasmus+ DigiCulture project aims to create a sustainable and efficient educa-
tional program dedicated to adult learners with low digital skills and low-qualified adults
involved in the creative industries sector fromRomania, Italy, Austria, Denmark, Lithua-
nia, UK, and Ireland. The project is developed by a partnership between Politehnica Uni-
versity of Timisoara, AalborgUniversity, GrazUniversity, Dublin CityUniversity, Roma
Tre University, Interart TRIADE Foundation, and National Association of Distance
Education [8].

The evaluated courses are hosted on theUniCampus platform, a project developed by
the e-Learning Center of the Politehnica University of Timis,oara. It is the first Romanian
MOOC, open, available, and accessible to anyone. UniCampus is also open for other
Romanian universities wishing to sustain an open online education [9].

Due to COVID-19 restrictions, the usability evaluation of the DigiCulture courses
was organized entirely remotely. Research shows no differences between (a) syn-
chronous remote testing and lab-based usability testing under favorable operational
conditions, which was the case for the UniCampus platform [10].

The usability evaluation methods, performed both on the website and the mobile
application of the UniCampus platform, consist of: the observation session method, the
focus group, the error testing, and the questionnaire method.
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2 Related Work

Despite MOOCs being in the mainstream for several years now – New York Times
declared 2012 “The Year of the MOOC” [11] – the depth of knowledge in the areas of
user experience and usability of MOOCs is still shallow.

In [1], the authors develop a list of usability guidelines in the form of an adaptable
usability checklist for evaluating the user interface of MOOCs. Their research showed
that such a checklist should be personalized for each context of use of a MOOC (of
which there are many).

In [12], the authors propose amethodology for assessing user satisfaction ofMOOCs
on the basis of questionnaires UMUXLite, SUS, Testbirds Company’s approach, and the
ISO standards. They test the methodology on two MOOC platforms, namely Coursera
and Open Education (Russia).

Another research with a focus on the comparative side of the usability evaluation
of MOOCs is described in [13]. The paper’s methodology combined user testing and
questionnaires and involved 31 participants who evaluated edX, Coursera and Udacity.

In [14], the authors of this paper have done a similar usability evaluation, this time
on the Open Virtual Mobility Learning Hub, an innovative multilingual ICT-based envi-
ronment with a focus on virtual mobility MOOCs. The usability evaluation was spread
over 8 months, involved 139 participants, and used a mix of 5 usability testing methods.

3 Evaluation of the Digiculture Courses

3.1 Methodology

For this paper, we identified 2 main research questions:

Q1. How is the integration of the DigiCulture courses on the UniCampus platform?
Q2. What is the students’ experience of the first implementation of the DigiCulture
MOOCs?

To be able to answer these questions, we performed a usability evaluation of the
DigiCulture MOOCs as part of the Interactivity and Usability class of the Multime-
dia Technologies master’s degree program at the Politehnica University of Timisoara
(Romania). 26 students of this class were involved in the evaluation, some as facilitators
and observers, others as participants, all under the supervision of their tutors (the authors
of this paper). The students, 23–25 years old, have good IT skills and use the Internet
and mobile applications in extensive ways.

The DigiCulture aims to create MOOCs on 13 domains relevant for IT skills in
creative industries, namely 1. The Internet, World Wide Web, and introduction to the
digital world, 2. Digital Content & Publishing, 3. Data Protection and Open Licenses, 4.
DigitalCuration -DigitalLibraries andMuseums5.Digital Safety, Security andEthics, 6.
Digital Storytelling, 7. Digital Audiences, Digital Analytics, 8. SocialMedia for Culture,
9. Augmented and Virtual Reality, 10. Mobile Apps and Mobile User Experience, 11.
Digital Management in Culture, 12. Digital Communication & Presentations and 13.
Online and Mobile Digital Media Tools.
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Only 8MOOCs out of these 13 have been evaluated, since the other 5 had insufficient
content at the time the research was conducted, to be a valid target for usability testing.

During a class at the end of May, the students were divided in 3 groups in Zoom
Breakout Rooms: the first group evaluated MOOC no 5 on the web platform using the
user observation method, the second group evaluated MOOC no 9 in the mobile app
also using the user observation method, while the third group evaluated MOOCs no 4,
6, 8, 10, 11 and 13 using the error testing method on both platforms (web and mobile).
After all the groups were finished, the whole class participated in a focus group session.
Some smaller usability tests were left for the following days.

In the following sections, we describe each of the usability testing methods, sepa-
rately for web and mobile, for the reader to understand the methodology more easily.
The outcomes, i.e., usability issues, are described in greater detail in Sect. 4.

3.2 Evaluation of the DigiCulture Courses on the Web Platform

The evaluation of the DigiCulture web courses was done on the UniCampus1 platform
(Fig. 1).

Fig. 1. Homepage of the Digiculture platform on Unicampus

The User Observation Session. For this evaluation method, a group of 7 students were
organized on different roles, 1 student being the moderator, 2 the observers and 4 the
actual participants in the study.

1 http://unicampus.ro/digiculture.

http://unicampus.ro/digiculture
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The user testing began with the briefing of the participants and with a prequestion-
naire, which included some context related questions about the users.

The tested MOOC was no 5, titled “Digital Safety, Security and Ethics”, and the
participants had to carry out 9 tasks. The participants were required to perform tasks
such as: creating a user account on the platform; finding some specific topic in the
course; identifying the learner’s progress; sending a question to the tutor of the course;
or answering a questionnaire in the course.

6 out of 9 tasks were successfully completed by all the participants. In general, they
encountered issues while trying to find out what the courses are about and what their
current progress was inside a course.

The Questionnaire Method. For this usability evaluation method, the students used a
standardized questionnaire, SUS (System Usability Scale), a well-known questionnaire
for its replicability and ease of use [15].Also, according to [16], the students opted for this
type of questionnaire for the fact that it’s a short questionnaire and it’s easier to be filled
by the participants, rather than a longer questionnaire which can be overwhelming for
them. Also, they chose SUS for its balance between the positive and negative questions,
which brings more objectiveness to the results.

The survey was filled online by 15 participants, after casually navigating on the
DigiCulture courses on theUniCampuswebsite.Using theSUSmethodology,wederived
the total score of the platform, which is 73. In adjective rating scale (Worst Imaginable
– Awful – Poor – OK – Good – Excellent – Best Imaginable), a SUS score of 73 equals
to Good [17].

In addition to SUS, the participants were able to leave written remarks, which were
mainly related to issues in website navigation and information finding.

Error Testing Method. For this usability evaluation method, several students received
the task to enroll in and finish a course in order to observe if there are any problems or
errors by the time of their progress. They wrote down all the issues that they encountered
in a structured manner, so we were able to properly analyze the results.

Two courses were evaluated in this manner: “digital Curation – Digital Library and
Museums” and “Digital Storytelling in Creative Industries”. This time, because of the
nature of this evaluation, the participants’ remarkswere related to issueswith the learning
content itself, such as missing links or faulty display of images and videos.

3.3 Evaluation of the DigiCulture Courses on the Mobile Application

For the mobile application testing, the authors used the following testing methods: User
Observation Session, Error testing method and Focus group. All the sessions were orga-
nized remotely using Zoom, on the Unicampus mobile platform (Fig. 2) that is available
both on Android2 and iOS3.

2 https://play.google.com/store/apps/details?id=ro.upt.unicampus.
3 https://apps.apple.com/us/app/unicampus/id1397170089.

https://play.google.com/store/apps/details?id=ro.upt.unicampus
https://apps.apple.com/us/app/unicampus/id1397170089
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Fig. 2. Homepage of the DigiCulture platform on the UniCampus Android app

User Observation Session. The user observationmethodwas organizedwith 3 student-
participants. They had to complete tasks such as creating an account within the mobile
application, logging in, accessing the files and the Digiculture courses in Romanian
language, opening the inbox and sending a message to a contact in the friends list. Also,
they had to change the language from the settings menu.

After the session ended, the students completed a post questionnaire evaluating the
whole experience they had while using the DigiCulture mobile application.

The most important remarks were related to difficulties in creating a new account on
the learning platform through the mobile app.

Error Testing Method. The methodology here was the same as for the web platform,
but the participants reviewed only the “digital management in culture” course in the
mobile app. The encountered issues were related to a faulty display of some learning
elements, such as quizzes and videos, in the mobile app.

Focus Group. For the focus group, 20 students were asked to walk through some of
the digiculture courses using the mobile application but also the website. We acted as
moderators of the discussion and asked questions to direct the conversation to specific
aspects of the platform and get out as many remarks as possible from the participants.

This method allowed us to gather more in-depth insights regarding what the par-
ticipants enjoyed and what they found problematic. Reported issues were diverse, both
related to the platform structure and navigation and to the learning content itself.

The issues reported during the focus group, but also through the other evaluation
methods, will be detailed in the following section.
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4 Results and Recommendations

Several usability problems were derived after applying all these usability evaluation
methods. Severity ratings were used to prioritize the issues that affect most the user
experience.

According to Jakob Nielsen [18], there are three factors that should be taken into
consideration when analyzing a usability problem: frequency (“is it common or rare?”),
impact (“will it be easy or difficult for the users to overcome?”) and persistence (“is
it a one-time problem that users can overcome once they know about it or will users
repeatedly be bothered by the problem?”).

Jakob Nielsen also proposed a four-step scale to rate the severity of usability
problems, as it follows [18]:

0 = The problem is not a usability issue.

1 = “Cosmetic problem only”: it does not have to be fixed unless extra time is
available on project.

2 = “Minor usability problem”: as the issue is not severe it should be solved only
after major problems are solved.

3 = “Major usability problem”: fixing this kind of issue should be a high priority
because it affects the user experience.

4= “Usability catastrophe”: the platform should not be released until this kind of
issue is resolved.

In Table 1, we present the severity rating for every major usability problem that was
encountered and some recommendations to overcome each problem.

Table 1. Discovered usability problems, assigned severity ratings, and issued recommendations.

Usability problem Severity rating Recommendation

The “enroll in this course” button is hard to
find. Test participants reported that it is way
too small and looks more like ordinary text

4 Enrolling in a course is a crucial action for
the success of the learning experience. The
button needs to stand out immediately,
through color and size

Some of the quizzes and videos are not
displayed properly. Test participants had
issues viewing or acting on them

4 The learning platform needs to be
thoroughly checked for this type of issues,
on all major web and mobile platforms, and
these issues need to be corrected
immediately

Marking an activity as checked is
confusing. Test participants reported that
this functionality sometimes worked and
sometimes not, so they were unable to
progress to 100% and complete the course

3 Along with checking for possible bugs,
visible instructions on how this feature
works needs to be displayed on the platform

(continued)
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Table 1. (continued)

Usability problem Severity rating Recommendation

Some course modules lack navigation
buttons. Test participants wondered why
they needed to go back to the homepage of
the course just to find the next module

3 All the modules in the courses need to be
checked for missing navigation items.
Proper navigation is very important for the
user to make sense of where he/she is at the
moment and where he/she could go next

The sidebar menu is too cluttered. Test
participants complained that there are too
many links and options in the sidebar menu,
that it is too narrow, and that text is hard to
read

3 The sidebar menu, which contains actions
that can be done inside a course, needs to
be decluttered by keeping only what is
essential for the students. This can be
determined by further usability studies and
usage analytics

The table of contents of some courses is
inconsistent with the actual content. Test
participants were surprised that the contents
did not match with what was advertised

2 For a proper user and learning experience,
all the table of contents need to be checked
and, if necessary, recreated, to eliminate
confusion

The design of the platform is inconsistent.
Test participants reported feeling confused
because identical functionalities have
slightly different designs throughout the
platform

2 The platform needs to implement a design
system in order to keep designs consistent
across devices, screens, and functionalities

Course content is too segmented. Test
participants remarked that some courses
have too many mini pages of information,
which leads to way too many navigation
actions that are needed from their part

2 Courses need to be checked to keep a
balance between information overload and
number of screens

The tutors are hard to identify. Test
participants reported that it is unclear who
is tutorizing the course and how to contact
them

2 Although contacting the tutor is less
common in a MOOC, the details of who
created the MOOC and his/her contact
information, or a general contact
information for the platform, need to be
visible on the course page

Some external links do not open in a new
browser tab. Test participants expected that
links to external platforms, of which there
are a lot in these courses, will open in a new
tab

2 All the external links need to be checked to
open in a new browser tab, so that students
can easily return to the actual course
content when finished

The progress bar is hard to notice. Test
participants reported that they had issues in
spotting the progress bar and that,
sometimes, it does not seem to reflect the
actual progress of the student inside a
course

2 Along with checking for possible bugs in
the functionality of the progress bar, this
module needs to be made more visible,
through location and design, in order to
give the students a proper sense of how
much work they still have to put in to finish
the course

(continued)
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Table 1. (continued)

Usability problem Severity rating Recommendation

Spelling mistakes within the courses. Test
participants were bothered that the course
content has not been thoroughly checked
for typos

1 All the course content needs to be
proofread again for spelling mistakes

Overall, despite the usability problems that the students reported, they appreciated
the platform and they said that they would use the website and application again to enroll
and learn.

5 Conclusions

This paper reported on a usability evaluation of the DigiCulture MOOCs, an
Erasmus + project that aims to create a sustainable and efficient educational program
dedicated to adult learners with low digital skills and low-qualified adults involved in
the creative industries sector.

The evaluation was done as part of the Interactivity and Usability class of the Multi-
media Technologies master’s degree program at the Politehnica University of Timisoara
(Romania), with 26 students with were involved as facilitators, observers and partic-
ipants, under the supervision of the authors of this paper. All the usability evaluation
methods were accomplished entirely remote, due to COVID-19 restrictions.

The evaluationwas performed both for thewebsite version of theDigiCulture courses
and for the mobile application. The methods used for the testing of the website were
the user observation session, the focus group, the questionnaire method, and the error
testing method. For the mobile application, the methods used were the focus group, the
error testing, and the user observation session.

This was the first usability evaluation for the DigiCulture courses, after the develop-
ment process. Some of the most important problems encountered during the evaluation
are: some important pieces of information, such as the enroll button, the tutor informa-
tion and the progress bar are hard to find at first glance; some aspects of the course are
defective, such as marking an activity as done or the display of some videos and quizzes;
the course menu is too cluttered and almost unusable; some course content needs to be
updated, such as the table of contents, and text needs to be proofread again; too much
navigation required due to excessive segmentation of the content, while sometimes the
navigation items are not implemented; and others.

Turning back to the research questions in the methodology, we found out that:

A1. The integration of the DigiCulture courses on the UniCampus platform is not final-
ized. Some modules, content, links, and navigation items are not properly working, and
this can lead to unsatisfied users which will leave the platform.
A2.The initial experience of the students regarding theDigiCultureMOOCs is a positive
one. They suggested several improvements, both in the interface of the platform and in
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the content of the courses, but they graded the web and mobile platforms with Good on
the SUS adjective rating scale and see themselves using the platform again in the future.
This evaluation can serve as a user experience guide both for those implementingMOOC
platforms and courses for the first time and for those wishing to run their own usability
evaluation on this kind of platforms.

As furtherwork,we intend to solve all the encountered usability problems and afterwards,
we plan to organize another usability evaluation for the DigiCulture courses.

Acknowledgments. The current study has been carried out in the framework of the Erasmus+
Project “Digital Culture – Improving the Digital Competences and Social Inclusion of Adults
in Creative Industries”, Strategic Partnerships for higher education, (partially) founded by the
European Union, Project Number 2018–1-RO01-KA204–049368.
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Abstract. Massive Open Online Courses (MOOCs) paved the way for new
instructional methods by and for academic early adopters, who shifted their tradi-
tional teaching in ways believed to improve the students experience and to provide
more interactive learning opportunities. To analyze this impact in the education
system, at different levels, we investigated the desired competencies of the aca-
demics who create, develop or integrate MOOCs in traditional higher education.
For this purpose, a self-assessment tool for educators was created and this paper
presents its pedagogical and technical design, its development and themain results
from the first pilot evaluation with teachers from universities in different European
countries.

Keywords: MOOC · eLearning · Curricula modernization · Teacher
competences · Self-assessment

1 Introduction

The last decade has seen several changes in the approach of education delivery, several
due to technologies, access to education and instructional design. Out of all the changes,
one which was predicted to “disrupt” education, even since 2014, are the Massive Open
Online Courses (MOOCs) [1], the non-formal, almost free and usually short, online
educational courses [2].

Since the first MOOC creation in 2008, two essential educational paradigms were
practiced for designing MOOCs. The cMOOCs were shaped by the theory of connec-
tivism endorsed byGeorge Siemens [3]. cMOOCs responded to the needs of the growing
networked community in a digital era, promoted collaborative, socially situated learning,
“…explored new pedagogies beyond traditional classroom settings and, as such, tended
to exist on the radical fringe of Higher Education” [4].
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The connectivism approach competed with the instructional model of the MOOC
design that followed behavioristic principles and came fromorganizations such asCours-
era, Udacity or EdX. These xMOOCs were realized through instructional methods and
supported with videos, quizzes and peer-graded assessment and were, in essence, “…
an extension of the pedagogical models practiced within the institutions themselves…”
[4].

Several studies indicate that MOOCs have created new instructional methods by
and for the academics early adopters, who have shifted their traditional teaching in
ways believed to improve the students experience and create more interactive learning
opportunities [5, 6]. The latest trends in formal education deal with the integration of
MOOCs into traditional curricula towards making them more flexible and engaging
for higher education institutions (HEI) students [7, 8]. MOOC-based pedagogies are
gradually becoming part of the formal curricula design [9]. Thus, HEI educators have
to master new skills related to innovating their teaching practices with MOOCs. In
this context, the needs of HEI teachers toward growing as MOOC designers should be
clearly detected, emphasized and addressed within the still unresolved academic debate
cMOOCs versus xMOOCs.

This attempt has been undertaken in the framework of the ongoing Erasmus+ project
Curricular modernization by implementing MOOCs model1. The project aims at incor-
porating MOOC-based pedagogical approaches into formal curricula and focuses, inter
alia, on the creation of supporting tools for HEI educators willing to introduce these
approaches into teaching, such as 1) online-self assessment tool for the real-time diagnos-
tics of the individual competence level in relation toMOOCs design; 2) open online train-
ing program for teachers on improving skills and competences needed for the MOOCs
design and delivery. The project is composed of 5 HEIs which are Fachhochschule
des Mittelstands (Germany), Kaunas University of Technology (Lithuania), Polytech-
nic Institute of Porto (Portugal), Polytechnic University of Timisoara (Romania), and
Anadolu University (Turkey).

The present paper aims at demonstrating results obtained from the pilot implementa-
tion of the self-assessment tool for educators. It provides an overview of the pedagogical
and technical design of the tool, portrays its innovative features, outlines the evalua-
tion methodology for the piloting of the tool, and presents the analysis of the relevant
evaluation insights followed by the final conclusions.

2 Development of the Self-assessment Tool

The intellectual output of the MODE IT project is the Open Online Teacher’s Training
Program for teaching staff at HEI with the aim to enable HEI teachers to develop and
deliver MOOCs as well as to integrate MOOCs into formal curricula in a didactically
sound manner. The training program is developed by applying the competence-based
approach and implemented as a course in the Moodle virtual learning environment.

TheMODE IT experts have identified 27 most relevant competences for the creation
and delivery of MOOCs. These 27 competences were organized into 5 areas and became

1 www.mode-it.eu.

http://www.mode-it.eu
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a key factor for structuring not only the training program but also the self-assessment
tool:

• Pedagogical competences for designing student-centred learning;
• MOOCs specific competences;
• Technology-related competences;
• Competences related to the theoretical foundations of MOOCs;
• Competences about MOOC integration into formal learning.

The self-assessment tool is developed as an integral part of the training program
(Moodle course), allowing teaching staff at higher education institutions to assess their
competence level in the design and development of MOOCs and to get immediate
feedback for possible improvements.

The conceptual model used for the development of the self-assessment tool is pre-
sented in Fig. 1 (UML class diagram notation is used). Following a competence-based
approach, our training program is composed of 5 learning modules:

• Foundation of online learning;
• MOOC course design;
• MOOC content production;
• MOOC delivery;
• MOOC in formal learning.

Eachmodule (topic) covers at least one competence area and aims at at least 1 learning
outcomes – competences of a particular level. For example, the module “Foundation of
online learning” covers the competence area “Pedagogical competences for designing
student-centred learning” in which competences are used to define learning outcomes
of the module.

The purpose of the self-assessment tool is to assess the level of competence that each
respondent has in each area and to provide an appropriate recommendation for further
development, for example, to take a particular learning module. Instead of creating a
single tool, encompassing all the areas of competences, a separate part of the tool for
each area of competence was created, as it is reasonable to derive the overall level
of competence based on the assessment of competences in that area. A generalized
assessment of all competence areas is not as reasonable. Therefore, our self-assessment
tool is modular and consists of 5 parts corresponding to the 5 identified competence
areas. Each part of the tool is implemented as a separate multi-choice survey, including
corresponding questions regarding the level of competences of that area. For example,
the area “Pedagogical competences for designing student-centred learning” includes 6
competences, therefore, a relevant part of the tool has 6 corresponding questions.

During the self-assessment, a respondent is invited to assess the level of proficiency
on each competence by indicating one of the statements that best characterizes the
respondent’s current competence level.Wehave usedBloom’s taxonomy to formulate the
statements of answer. Each set of possible answers consists of 7 statements. 6 statements
correspond to 6 levels of the cognitive domain from Bloom’s taxonomy. Statements of
the same level in each question are formulated applying the same patterns and receive the
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Fig. 1. A conceptual model used for development of the self-assessment tool.

same grade (Table 1). If the respondent does not have any experience with a particular
competence, there is a possibility to tick the option “No statement applies to me”. The
grade for this option is 0.

Table 1. Patterns for statements in accordance with Boom’s taxonomy.

Level of the cognitive domain Patterns for statements of answer Grade

1 (remember) I heard about … 10%

2 (understand) I can explain ideas and concepts related with … 20%

3 (apply) I can apply methods and use them in new situations … 40%

4 (analyse) I can analyse and organize testing on … 60%

5 (evaluate) I can justify a stand or design according … 80%

6 (create) I can design new original work on … 100%

For each selected statement, specific feedback is provided. A feedback of the same
level statement is written by applying the same wording and logic:

– If the respondent’s level of competence is 1 or 2 (according to Bloom), it indicates
familiarity or knowledge with this competence. However, the level 3 (apply) is nec-
essary if the respondent wants to be able to develop and deliver MOOCs, integrate
them into formal curricula. Therefore, we recommend choosing the MOOC module
that is assigned to the respective competence area and achieving the necessary level
of competence.
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– If the respondent’s level of competence is 3, it means that he or she has a moderate
understanding of this competence as well as skills that are required to apply it. In
this case, the teacher should decide deeper understanding is necessary. If so, we
recommend choosing the corresponding MOOC module.

– If the respondent’s level of competence is 4 or 5, it means that he or she has a good
or high understanding of this competence as well as skills required to apply this
competence in practice. We mention that additional training would help to reach a
higher competence level but do not recommend anyMOOCmodule because the higher
level is out of the scope of the MOOC.

– If the respondent’s level of competence is 6, it means that his or her knowledge level
on this competence is exceptional and there is no need for recommendations.

– For those who have no prior experience with this competence but are interested in
gaining it, we recommend choosing the corresponding MOOC module.

After the assessment, each part of the tool returns the final grade, which is an aver-
age of grades assigned to the level of competence indicated by the respondent. The
overall feedback of the assessment depends on the final grade obtained. Following the
same principle, we specified 6 ranges for the overall grade and specified corresponding
feedback. The meaning of each range feedback is close to the meaning of the level of
cognitive domain defined in Bloom’s taxonomy. It could be explained as follows:

– If the overall grade of self-assessment falls into the first range (0–5%) it means that
probably all ormost of the competences of the respondent are at the level 1 (remember)
or the respondent does not possess particular competences at all. Therefore, we rec-
ommend choosing the MOOC module that is assigned to the respective competence
area.

– If the overall grade falls into the second range (6–30%) it means that probably all or
most of the competencies of the respondent are at the level 2 (understand). Despite
that, some of them may be at a higher (3) level, so we also recommend choosing the
MOOC module that is assigned to the respective competence area and achieving the
necessary level of competences.

– If the overall grade falls into the third range (31–50%) it means that probably all
or most of the competencies of the respondent are at the level 3 (apply). In this
case, we highly suggest reviewing the specific feedback of each question, identifying
competences that require improvement, and enrolling in the associated module.

– If the overall grade falls into the fourth, fifth or sixth range (51–70%, 71–90%, and
91–100% accordingly) it means that probably all or most of the competencies of the
respondent are at the 4 (analyse), 5 (evaluate) or 6 (create) levels accordingly.However,
some of them may be at a lower level. Therefore, we highly suggest reviewing the
specific feedback of each question.

3 Self-assessment Tool Validation

This evaluation study proposed to explore the self-assessment tool participants’ percep-
tions and perspectives regarding the effectiveness, efficiency, appeal and sustainability of
the tool. More precisely, it intended to identify the participants’ perceptions concerning:
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• user friendliness of the tool,
• sufficiency of the User Guide,
• their satisfaction with the tool (user experience),
• effectiveness and usefulness of the tool,
• adequacy of the competences covered in the tool,
• appropriateness of the definitions of the competencies provided,
• adequacy of the use of Bloom’s revised taxonomy as competence levels,
• satisfaction with the feedback received at the end of each competence area.

3.1 Data Collection

The data was collected during March-April 2021 from 64 voluntary participants coming
from the 5 countries of the project partnership: Germany (15.6%), Lithuania (18.8%),
Portugal (20.3%), Romania (21.9%) and Turkey (21.9%). In relation to gender, 60.9%
of respondents were female, 34.4% were male and 4.7% preferred not to say. The age
distribution of the participants was as follows: 9.4% under 30 years old, 34.4% between
30–39 years old, 34.4% between 40–49 years old, 14.1% 50–59 years old, 6.3% over
60 years old and 1.6% preferred not to say.

54.7% of the participants were teaching both face-to-face and online in a higher
education institution, 28.1% were teaching mainly face-to-face in a higher education
institution, 6.3% were teaching mainly online in a higher education institution, 3.1%
were teaching mainly face-to-face in K12 school settings, 3.1% were teaching face-to-
face and online in K12 school settings, 1.6% were teaching mainly online in K12 school
settings and 1.6% were teaching face-to-face at a private institution.

Data was collected through an online evaluation form divided in four sections.
A consent page, covering descriptions, instructions and statements about voluntarily
participation, was also included.

In the first section of the form, the questions (Likert-type items) were related to
the user friendliness of the tool (access and use), sufficiency of the User Guide, the
participants’ overall satisfaction with the tool, and effectiveness of the tool for helping
to identify their strength and weaknesses regarding the competencies.

The second section consisted of 4 questions (Likert-type) about different aspects of
the tool, such as effectiveness and usefulness of the tool, adequacy of the competences
covered, appropriateness of the definitions of the competencies provided, and adequacy
of the use of Blooms revised taxonomy. A text field was also provided for each question
where the participants could indicate their insights about that aspect.

The third section covered the short version of the User Experience Questionnaire
(UEQ-S) developed bySchepp,Hinderks andThomaschewski [10]. TheUEQ-S includes
pairs of contrasting attributes that may apply to the self-assessment tool and participants
are asked to express their agreement with each attribute.

The final section of the evaluation form included two open ended questions that
asked participants to provide their thoughts, comments, and recommendations about the
strength of the tool, and the areas that need improvement. The close-ended questions
were related to the participants’ demographics and previous teaching experiences.

The consistency of the pragmatic quality and hedonic quality scales was found rea-
sonably high: Cronbach Alpha values were measured as 0.85 (pragmatic quality) and
0.81 (hedonic quality).
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3.2 Results and Discussion

The first category of questions was related to “Access and Use” using a five-level Likert
scale, with the options: Strongly disagree, Disagree, Neutral, Agree and Strongly Agree.
The statements we chose for evaluation are:

• The registration procedure and the access to the tool is easy and well-navigated.
• The tool is easy to use.
• The tool itself is well-designed and appealing.
• The User Guide is well designed and provides sufficient information about access and
use of the tool.

• The self-assessment results provide useful tips for improving my professional
development.

• I can recommend this tool to my colleagues or students to identify their needs.
• I can use this tool in my courses.
• The results of the self-assessment accurately reflect my competency levels.

Fig. 2. Participants’ agreement level related to statements about the access and use of the Self-
Assessment tool.

Figure 2 presents the results we obtained. In general, a majority of positive scores
(Agree and Strong agree) were chosen for all statements. However, we can draw some
conclusions based on the differences. For example, the highest level of agreement was
received by the development of the User Guide of the Self-Assessment tool, which
shows the way in which the partnership designed it was very explanatory and useful.
Another advantage of the tool is its easiness of use, as resulted from the answers offered
by participants to the tool piloting phase. Almost identical scores were obtained by the
statement related to the tips offered for improving professional development by the self-
assessment results.We can also expect this tool to be recommended to other colleagues or
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students of our piloting group. Participants seem quite satisfiedwith the way inwhich the
results reflect their competency levels. Even if the registration procedure and access to
the tool navigation and easiness were rated with general positive remarks, the difference
between this statement and the easiness of use, shows us that we can further improve
this first step of the process, in order not to lose potential participants. Another place
where some improvement could be in order is related to the design of the tool. The less
agreed with statement was the “I can use this tool in my courses”, which should further
encourage us to find out the reasons for this answer, in our future research.

The next questionnaire section was related to Aspects of the Tool, using the same
Likert scale presented earlier. The partnership decided to offer space for open remarks
from participants in relation to each aspect taken into consideration. The aspects that we
offered for evaluation are:

• The tool covers appropriate range of competencies regardingMOOCs, online learning
and teaching.

• Descriptions of the competencies are precise and meaningful.
• Competency levels (based on Bloom’s taxonomy) accurately represent users.
• Feedback provided at the end offers rich descriptions of the users’ levels and
prescriptive instructions about how to improve related competencies.

Fig. 3. Participants’ agreement level related to statements about the aspects of the tool.

Figure 3 presents the graphic representation of the resulted answers. The scores
received are positive in a large majority but there are again some slight differences.
The statement “The tool covers appropriate range of competencies regarding MOOCs,
online learning and teaching” is one which could be further improved, as some partici-
pants stated: “It should be more detailed in terms of technical competences and content
design and creation”, “Is missing netiquette or the Internet/on-line etiquette”, “I think
there should be a correlation between the salary of the teacher/assistant/professor, and
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the time needed to understand, implement and consolidate the most recent online teach-
ing strategies. Also, the number of students that attend seminaries, laboratories, etc.,
compared to the number of teachers, greatly influences the quality of the classes. More
students per teacher, means less time for each individual student, therefore downgrading
the quality of the educational process”, “Too many competences related to learning the-
ories and not so many related to practical competences”. Around 10% of participants did
not feel that their knowledge about MOOCs was enough for them to correctly answer
this question, choosing the Neutral option.

The aspect in which we should improve more according to our piloting participants
is “Descriptions of the competencies are precise and meaningful”. Here are some of the
answers we received: “Could be simplified”, “From Area 3 there are no more headings.
I found them very helpful in Area 1 and 2!”, “Some are not precise”, “Some descrip-
tions are not very clear”, “Some definitions are too long and not too precise”, “seem
a bit confusing”, “Descriptions are more technical… sometime is was difficult for me,
to understand what I know and what I am doing… to answer the questions. Probably
some examples will be nice”, “somehow confusing”, “some are too extensive”, “The
sentences are too long and complex. I had to read some of them three times before I
understood the entirety. Better to formulate it shorter and in several sentences”, “Design-
ing online materials or finding/modifying online learning materials and licensing them
appropriately is a pretty challenging task for many educators not only because of the task
itself but also because of their lack of awareness. I believe the assessment tool should
address this complexity”, “The definition/description is detailed, but quite abstract. It is
difficult for someone who has little knowledge/expression about/in the competencies to
grasp exactly or to imagine what exactly is meant by the competency. (e.g. What exactly
does it mean to be able to analyze or evaluate, to use MOOC content in a module or to
ensure through interactive offers that the participants have reflected on the content)”. All
these comments prove that we need to reformulate the descriptions of the competencies,
making them shorter and easier to understand.

The best results in this section were received by the statement “Competency levels
(based on Bloom’s taxonomy) accurately represent the users’ levels”. Here are some of
the comments received: “very nice and suggestive”, “Good idea to use Bloom’s taxon-
omy” (2 persons). There were some opinions on improvement as well: “It is sometimes
very difficult to differentiate between the answers because they are close together. In
addition, in my opinion, they often belong together. However, this is not clear from the
answers”, “Some of the levels (especially the upper ones) may not accurately represent
the users’ levels”.

Second in order of positive answers was the statement “Feedback provided at the
end offers rich descriptions of the users’ levels and prescriptive instructions about how
to improve related competencies”. Valuable comments were offered here for us as well:
“should be more precise” (2 persons), “If you receive a very good grade, but not 10,
the feedback says that you can take a course to perfect your skills, but it does not say
which course”, “I have not seen any feedback”, “Feedback at the end is not rich in
descriptions. It must explain more about the user’s level and competencies”, “It would
be nice if feedback was offered in my own language”, “I believe that in the absence of
specific tasks instead of general descriptions, may lead the participants to overrate their
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capabilities”, “There was feedback for each competence cluster. I found it nice to have a
general overview that not only reports of the total value (the point value made no sense
to me here) and the level in the five competence areas. In addition, there is feedback
after the individual questions about which courses would be suitable for me. At the end
of the self-assessment, it would be great to receive a list/overview of which courses are
now recommended to me. Otherwise, the information from the intermediate feedback
will be lost”.

The next section in our questionnaire referred to Attributes. We presented pairs of
contrasting attributes that may apply to the self-assessment tool participants completed.
They were asked to express their agreement with each line of attributes. A scale was
offered from 1 to 7, where 1 means full agreement with attribute 1 of the pair and 7
means full agreement with attribute 2 of the pair. We present the results of this section
in Table 2.

Table 2. Evaluation of attributes related to the self-assessment tool.

Attribute 1 2 3 4 5 6 7 Attribute

Obstructive 1.6% 1.6% 3.2% 6.3% 28.6% 28.6% 30.2% Supportive

Complicated 1.6% 9.5% 7.9% 12.7% 12.7% 30.2% 25.4% Easy

Inefficient 3.2% 0% 6.3% 7.9% 36.5% 25.4% 20.6% Efficient

Confusing 4.8% 4.8% 12.7% 6.3% 22.2% 25.4% 23.8% Clear

Boring 4.8% 3.2% 3.2% 28.6% 25.4% 14.3% 20.6% Exciting

Not interesting 1.6% 4.8% 3.2% 6.3% 23.8% 34.9% 25.4% Interesting

Conventional 4.8% 4.8% 7.9% 14.3% 20.6% 27% 20.6% Inventive

Usual 1.6% 3.2% 11.1% 15.9% 33.3% 17.5% 17.5% Leading edge

The last section of the questionnaire was related to overall evaluations and demo-
graphics. We first inquired about what the strength of this tool is and what the things
participants liked about it were. Most positive aspects indicated by pilot participants
for this tool are related to the clear formulations of statements (22% of participants),
the self-assessment (21%), the feedback offered (16%), the easiness of use (9%), the
concept or its relevance especially in these pandemic times (8%).

Here are some examples of the answers we received: “Very nice balance between
information and survey. The information in the evaluations is precisely formulated”,
“The questions and list of answers are very well formulated and very comprehensive,
making it very easy to self-assess the competencies”, “I liked that it is designed based on
Bloom’s taxonomy and provides overall feedback”, “thought of the unthinkable, moti-
vating, creative, gathering”, “The tool offers precise information regarding analyzed
competence in on-line educational systems and methods”, “The tool offers a real evalu-
ation of the personal teaching skills in regard to the modern teaching strategies”, “Being
able to detect your deficiencies in both theory and practice is the strength of this tool.
Explaining the theoretical terms in a very clear way is another strength of this tool”.
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We also asked participants to write if there any areas which need improvement, and
what are the things they disliked. The conclusion we can draw from this is that the
tool can be difficult to understand, especially for teachers who do not possess advanced
competences and knowledge on MOOCs (17% of participants). Also, the repetitiveness
in formulations and long phrasing is boring and annoying for some participants (17%).
Easiness of use (12.5%), design (9%) and language barriers (9%) were also highlighted
as points for improvement.

Here are some examples of statements received: “I think it would be interesting to
integrate some practical/applied questions. For example, to present a certain situation and
a list of possible answers on how to deal with the situation, each answer corresponding
to a certain level of a competency”, “I find it a little bit unappealing and hard to motivate
myself to keep on going (not in a way that it is difficult)”, “the tool could be standalone
to facilitate its access by teachers - I understand that when the MOOC is available
everything is connected but anyway…”, “Sometimes, the explanations were too long and
the separation of each answerwas not easy to decide on. Thementioning ofmany adverbs
was irritating”, “I think you should create a section at the start of the questionnaire,
which evaluates general information regarding the teachers that answer the questions.
You could ask questions like age, years in the educational system as a teacher, the types
of courses or seminaries that one teach, the number of students that you need to teach
and since when did the on-line teaching methods were implemented in the college”,
“The questions and answers are too long and complex so that the questionnaire takes
a long time. There is no final evaluation, only after each competence cluster. It would
also be helpful to be able to look at the recommendations in retrospect. If the test lasts
so long, I may not feel like looking at the relevant content immediately afterwards but
may have forgotten the recommendations until the next time. The registration process
(including the terms and conditions) is too lengthy. The language changes over and over
again. The video guide is difficult to understand due to the poor pronunciation”, “The
navigation is unfortunately poor, especially in registration and initiating the test. I prefer
more intuitive designs without the need for a long user’s guide. The scope of the tool
was good, but there might be a need for more depth for a more realistic representation of
competencies”, “There are two areas which I believe that would need improvement: 1)
Production of Didactic Material and 2) Accessibility. 1) I am aware of the complexities
of these issues, however I believe all Universities need to build a team to professionally
design and produce learning material. I’m talking about a staff of professional graphic
designers, studio professionals, instructional designers, etc. 2) I’ve beenwondering about
the accessibility for deaf students in this MOOC. It would be extremely difficult for deaf
students to attend this course and there’s still little bilingual courseware available for
this public”.

4 Conclusions

The adoption of MOOCs paved the way for teachers in Higher Education to create and
use different instructional methods namely by integrating them in their formal teaching
practices. For this to be possible, HEI teachers need to master new skills therefore
becoming MOOC designers and deliverers. In the scope of the MODE-IT project, we
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designed and implemented a self-assessment tool that allows teachers to identify gaps
in their competences and skills and we presented the results obtained from the pilot
implementation of the tool for educators.

In general, results were quite positive and show that the developed tool does provide a
precise profile of the teacher’s abilities to design anddeliver aMOOC.Nevertheless, there
are still improvements to be made, namely in the concise definition of the competences
and on the statements that identify the ability level of the teachers. An exploratory
sequential mixedmethod can provide a better insight about the participants’ perspectives
and perceptions.
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Abstract. This paper presents the design and development of a visual
pandemic simulator, which is still a work in progress. The goal is two-
fold: to make a simulator capable of demonstrating various pandemic and
social situations including the current COVID-19 outbreak; and to serve
as a platform for activities for graduate and undergraduate education.
The paper presents the main steps of building the simulator and the
corresponding educational opportunities.

Keywords: Visual simulator · Pandemic · Education · Graphics ·
STEM

1 Introduction

The creation of educational software has several missions – to provide founda-
tions for the acquisition of certain knowledge, skills and competencies in students.
On the other hand, this software must be attractive enough to hold students’
attention, as well as to provide an intriguing environment and challenges. Their
role is to motivate the learners to complete the training to the very end and not
get discouraged, bored or give up prematurely.

Instructional simulation provides both a Virtual Learning Environment
(VLE), interdisciplinary education on specific domain, tools and activities for
achieving the desired goal, and flexibility for exploration of different scenarios.
Lacka et al. [13] discuss the impact of the VLE in Higher Education on goals
achievement. Their findings show that there is some positive effect of VLE by
supporting cognitive outputs and enhancing learning and knowledge transfer.
However, there are also some negative implications like increased time, efforts
and resources needed in this learning journey.
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Several simulators are used successfully for different domains like Business
[8], STEM1 (Science, Technology, Engineering, Mathematics), Social Sciences2

for higher education and for long life learning; and serious games [20]. The most
effective are simulators for modeling dynamic environment and behavior that
can be not so easily illustrated in the traditional static classroom. Siddiqui et al.
[19] propose scenario-based educational tool for introductory technology course.

Currently the hot topic is the COVID-19 outbreak. COVID pandemic sparks
an acute famine for distance learning and educating the population about the
spread of infectious diseases. Exponentially increased is the number of e-Learning
tools developed for the last year. The largest share of these tools is for various
pandemic simulators. They provide diverse computer simulation models [10] for
the epidemic dynamics [11], COVID superspreading prediction [12], interventions
[3], population simulations3 and risk assessment [17] and calculation the risk of
infection [15]. Some simulators focus on medical students education [6], while
others are dedicated to predictive analytics for prevention and control of the
public health [9], and improve the response to COVID-19 crisis [7] rather than
being used for educational activities.

In our primary interest are simulators with educational purpose. The best
approach for modeling dynamic behavior is multi agent-based models (ABMs)
[2], taking into account different simulation scenarios – outdoor/indoor activities,
mobility restrictions [14], temporal models, demographic data, etc. Chertkov et
al. [5] propose a pipeline from data through ABMs to Graphic Models that
explore different graphical models for monitoring and control of pandemics.
Another major factor is the various mathematical models that play important
role in exploration of different scenarios in simulators [4,18], as well as the num-
ber of features (parameters) for the population used in such models.

This paper presents our efforts in building a visual mass simulator of pan-
demic and other social events. The focus of our work is to support sufficient flex-
ibility in the simulation model by providing a highly configurable environment.
The other major goal is to implement a diverse set of techniques and approaches
that can be used for educational activities. The target audience of this educa-
tional content are undergraduate and graduate students from Sofia University
studying Computer Sciences, Computer Graphics and High-performance Com-
puting. The simulator is a web-based application, written in JavaScript and
using Three.js4 for rendering 3D graphics in real-time.

Section 2 of the paper describes the methodology and the overall architec-
ture. Section 3 is about the construction of simulated environment and its edu-
cational potential. Section 4 presents how the virtual people and their behaviors
are defined, so that it is possible to simulate both pandemic outbreaks and social
events. Section 5 lists some preliminary results. The last Sect. 6 contains a sum-
mary of our efforts and plans for future development.

1 https://phet.colorado.edu/.
2 https://www.historysimulation.com/.
3 https://ictr.github.io/covid19-outbreak-simulator/.
4 https://threejs.org/.

https://phet.colorado.edu/
https://www.historysimulation.com/
https://ictr.github.io/covid19-outbreak-simulator/
https://threejs.org/
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Fig. 1. Project workflow

2 Methodology and Architecture

The design and development of educational and educational-friendly software
requires considering specific technological aspects and their impact on the edu-
cational goals. The goal of our project is two-fold: (1) to make a visual simu-
lation for pandemic scenarios; and (2) to cover educational aspects providing
sufficiently diverse learning opportunities for students.

The two-fold nature of the project makes significant change in the chosen
methodology and the project workflow – Fig. 1. The initial phase is for the overall
design of the software. The first and most important methodological decision in
this phase is what type of simulation to implement and how to implement it,
so that it provides multiple research and educational opportunities. A sufficient
diversity of simulations is expected along with some level of unpredictability. The
simulation should allow modeling a small neighborhood or a large metropolis.

From a visual point of view the simulation should generate rural and urban
areas where virtual people live. The graphics should provide sufficient level of
realism, but it is not expected to have photo realistic rendering.

The initial design phase is followed by successive implementations of specific
simulator features described in Sects. 3 and 4. The implementation of these fea-
tures generates research and educational topics to be used during the next phase
of the project. Currently these topics are just slots of preliminary designs and
some of them are also discussed in Sects. 3 and 4.

When the software implementation is complete the project splits into two
interconnected development paths, each starting with its own design phase,
that collects and aggregates the preliminary design slots. The result of these
two parallel activities are designs of various simulation scenarios and designs
of educational content. During the final phase the scenarios are used to obtain
experimental results, while the educational content is reshaped and taught as
university-level course. Several courses in the Faculty of Mathematics and Infor-
matics at Sofia University are dedicated to teaching students design and develop-
ment of software application and educational content. The simulator is expected
to cover and rationalize many topics from these courses.
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Fig. 2. Architecture of the simulator

The overall architecture of the simulator is presented in Fig. 2. Each block
indicates a collection of simulator features. The links indicate the major data
flow or data dependencies. Environment contains data structures supporting the
simulation world – blocks, buildings, streets, parks, etc. Navigation describes the
navigational network responsible for the motion of virtual people. Population
defines physical and social properties of the virtual population. Image manages
images of all objects in the simulated world, while Vavatar (virtual avatar) is
responsible for animating people. Two blocks contain functionality to control
the simulation – Behavior of virtual people and Infection model.

3 Simulated Environment

3.1 Ground Map and 2D Design

The topology of the simulation is based on a ground map constructed by recursive
splitting. The typical result is presented in the top-left snapshot in Fig. 3. For
a more realistic layout the algorithm is modified to support streets of various
widths and orientations as shown in the top-right snapshot.

Fig. 3. Ground maps: original (top-left), improved (top-right); urban to rural (bottom)
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The educational value of such map construction is to demonstrate recur-
sive splitting algorithms and handling special cases and exceptions like non-
orthogonal streets. The ground map algorithm introduces the need of config-
uration parameters. The list of parameters grows continuously and currently
the simulation is controlled by over 130 parameters. The bottom row of Fig. 3
presents several procedurally generated maps. The parameters conform the
ground map to any layout from megalopolis to a small village or even a sin-
gle block. The educational role of the parameters is to make the code self-
explanatory with names like GROUND SIZE, STREET WIDTH, TREE HEIGHT, etc.;
and to demonstrate techniques for supporting different setups within the same
code.

3.2 Buildings and 3D Design

The transition from 2D ground map to 3D skyline requires the introduction of
other techniques. One of the most often used algorithm for terrain construction
(besides fractals) is based on Perlin noise. However, the original noise leads
to smooth surfaces, see Fig. 4, left. To achieve a more realistic skyline students
should either modify the algorithm or implement a new one. The right snapshots
in Fig. 4 show the result of a modified algorithm that increases the sharpness
of the surface. The upper image is a rendering of a city, and the lower image
is the modified Perlin noise wrapping surface. This approach can be used for
a discussion with students about applicability of algorithms – sometimes the
original algorithms could and should be modified to suit specific needs.

Important assets in the simulated world are the buildings – houses, apartment
buildings and office buildings. Every day the virtual people go from their homes
to their offices and then return in the evening. Houses supports simulation of
low population densities, while apartment and office high-rise buildings are used
to simulate high densities.

Fig. 4. Smooth Perlin noise surface (left), realistic skyline (top-right) and its modified
noise wrapping surface (bottom-right)
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There are two approaches for making virtual buildings. The manual design
relies on 3D collections, usually built by a digital artist or 3D scanned. The proce-
dural approach uses software to generate the buildings. As all static assets in the
simulation are procedurally generated, the buildings also follow this approach.

The number of buildings may become a performance challenge. To address
this issue students can be introduced to several ways of managing large num-
ber of 3D objects. The most straightforward way is to define each building by
itself. This is the simplest approach, but it is also the least efficient in terms of
performance and allocated memory.

The second approach is to merge all buildings into a single 3D object, which
provides a noticeable improvement in performance, but the memory consumption
remains almost the same.

The most advanced approach is instancing – there is a definition of a single
template building and all other buildings are its clones. The simulation world
is a suitable playground for students to gain experience with instancing and its
disadvantage – cloning generates exact copies.

Online 3D graphical systems use WebGL technology to send programs to the
graphical processor. These programs are called shaders and are written in the
special programming language GLSL (Graphics Library Shading Language). The
making of variable clones will motivate the students to learn GLSL and shader
programming. Small pieces of GLSL code are injected in the available shaders
to transform the otherwise identical clones into individually shaped geometries.
Some results of modified house buildings are shown in Fig. 5, left.

Modeling in 3D opens many opportunities for educational exploration. For
example, the original shape of a tree in the simulated world is a cube, which is
later sculptured into a tree with GLSL injection – see the right snapshot in Fig. 5.
Graphical processors can execute hundreds of shader programs in parallel. This
explains why instancing is the most performant approach compared to individual
shapes or merged shapes.

Fig. 5. GLSL injection into shaders allows variation in 3D clones – all houses are
actually one house (left), all trees are a single tree (right)
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Fig. 6. Visual effects improve the natural appearance of the simulated world

3.3 Rendering

Some elements of the simulated environment have purely aesthetic value – trees,
sidewalks, soft shadows are such elements, see Fig. 6. Their educational purpose
is to demonstrate the main graphical effects techniques and to help students gain
experience in graphical optimization. Visual effects are expensive, they cost a lot
of processor time and resources. Finding the balance between visual appearance
and performance is an important competence of digital artists.

The simulation of nature encompasses elements like sun motion and changes
in sky color. The implementation of sunrises and sunsets is not trivial as the
gradient of environment ambient color does not change as a linear transition
between two colors. Modeling the environment provides possibility for future
study of temperature variation, fog predisposition, fine particle distribution and
other urban phenomena.

4 Virtual People

4.1 Navigational Meshes and Routing

The agents in the pandemic simulator are virtual people. Currently they are
the only moving entities, besides the sun. To support population activities the
simulator needs a navigation mesh (navmesh) – this is a special representation
of interconnections in an area that allows navigation.
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Fig. 7. A bird view and a close-up view of the navigation mesh

The simulator uses five types of navmeshes that define accessible areas inside
and around houses; rooms, hallways and elevators in large buildings; sidewalks
and pedestrian crossings. Figure 7 shows the global navmesh built by joining
individual navmeshes. Accessible zones are indicated in red. The construction of
a navmesh faces several challenges, like allocating pedestrian crossings, modeling
vertical structures and traversing the navmesh. Each of these challenges can be
turned into individual lesson as it may include discussions of possible solutions,
their advantages and disadvantages.

The navmesh is the core data provider for the route planner. This is a collec-
tion of functions that build a path from one location to another. The navmesh is
a graph and students know how to solve common graph problems, like travers-
ing or finding a route. However, these solutions are not suitable in the context
of the simulator. One particular example is the route planner – it finds a path
that is neither the shortest, nor the fastest. The reason to implement suboptimal
algorithm is to increase the level of natural behavior of virtual people (optimal
algorithms always generate the same paths). This is a nice opportunity to show
students some alternative approaches that generate less optimal, but more plau-
sible solutions. Figure 8 presents a heatmap of generated routes between two
fixed locations – the routes are random, but not too random.

Fig. 8. A heatmap of multiple traversals between two locations
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Fig. 9. Simulated (left) and real world (right) population distribution by age

4.2 Population Pyramid

The virtual people that walk in the simulation are generated at runtime. Each
person is characterized by age and height, immune system, home and office
locations, daily regime, etc. The behavior of a person is defined by ‘simple’
rules. This is another opportunity to show students how theoretical algorithms
are modified to meet practical requirements. One example of such rule is the age
distribution. Figure 9 presents three ways to simulate age distribution and the
actual population pyramid for 2021 (source: U.S. Census Bureau, International
Data Base, and The World Factbook 2021, [1]).

The simulator adopts the non-linear distribution. Its construction requires
the students to design a modeling function that generates a specific curve. There
are many possible solutions, like the average of three or more random samplings,
the Gauss’ normal distribution, and the cosine-based bell curve. Each of these
solutions has its own advantages and disadvantages. Their common advantage,
however, is that they could be profiled to model different population pyramids,
including aging societies.

4.3 Body Shape and Motion

Although the focus of the simulator is not on photo-realistic rendering, the visual
appearance of virtual people is essential to how users perceive the simulated
environment. Instead of building own 3D model of the human body, the simulator
uses predefined low-poly model.

There are many online repositories which provide 3D models of human bodies
of different file format and licenses – some of these models are rigged, i.e. they
have built-in skeletal system and can assume different poses or be animated;
other models are static collection of vertices in 3D space.

Similarly to buildings and trees, we do not want to have a single body shape
in the animation. When there is a crowd of people, they should have different
body shapes and proportions. It is not just a matter of age (i.e. virtual children
and adults), but people of the same age may have different heights, body-mass
indices, etc. This is solved by implementing a more complex shader injection,
which changes proportions of body parts.
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Fig. 10. Shader-rigged virtual people and simulator in Oculus Quest 2

Another challenge for the virtual people is their walking. Motion of body
parts is done in the shader by multiplying vertices by rotation and transla-
tion matrices. This approach fits well in the provisioned educational activities
by demonstrating how mathematical constructs are used to achieve biologically
plausible motion – Fig. 10.

Under development is a special VR simulation mode. The right snapshot in
Fig. 10 shows the simulation from the Oculus Quest 2 browser before entering
VR mode. The VR mode will be used for future gaming in the simulator – the
user will be one of the people in the city interacting with all other virtual people.

4.4 Infection Model

In Subsect. 4.2 we described how the population pyramid is defined by a custom
curve. We use a similar approach for the viral shedding. The serial interval of
COVID-19 infection is approximated in the simulator by a spline curve – see
Fig. 11, left. The use of a spline allows easy modification of the curve profile,
thus fine-tuning the simulation to different viral shedding patterns.

Fig. 11. Viral shedding curve – procedurally generated (left) and approximation of
observed data (right) as reported in [16]
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Fig. 12. Color-coding and overhead indicators of health condition (Color figure online)

The possibility to modify the shedding pattern can be ‘advertised’ to students
as a feature supporting debugging and development. For example, testing the
infection and healing process is faster if the timeline in Fig. 11 is shrunken from
28 days down to a few hours. This makes it possible to monitor the full cycle in
a short period of time. To facilitate easier observation of how the pandemic is
developing, the health status of virtual people could be color-coded and overhead
indications could be added. Both techniques are demonstrated in the snapshots
in Fig. 12. Bluish avatars represent healthy people, while reddish avatars are
highly infectious people.

5 Preliminary Findings

When a new feature is implemented in the simulator it is tested individually
and in combination with other features. A lot of interesting phenomena emerge
during these tests. Such findings contribute to the creation new design slots,
which will be used when the project splits into research and education paths.

One such phenomenon is the emerging self-organization when the number of
virtual people increases to thousands or tens of thousands. For example, commut-
ing people form human flow during morning rush hours. Figure 13 demonstrates
two naturally occurring flow patterns – people streams around buildings and
congestions at pedestrian crossings.

Fig. 13. Flow patterns around buildings (left) and at pedestrian crossings (right)
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Fig. 14. A bug in GLSL injection scales roofs of buildings (left) and maps the shadows
of trees over the building as if the ground is transparent (right)

An essential component of building a simulator as an educational activity is
the high probability of introducing software bugs. Although most graduate and
undergraduate computer science courses focus on how to avoid bugs, the building
of the simulator embraces the bugs as a valuable educational asset. Carefully
nurtured bugs may inspire students to pursuit other options and ideas.

Figure 14 shows two of the bugs. The left snapshot is caused by a bug in
the GLSL injection. The shader calculates wrong scaling factors for roofs, which
produces a medieval impression. The right snapshot presents a glitch in normal
vectors that renders the ground transparent – the shadows of all trees and houses
are projected onto the buildings, when the sun is below the horizon.

Of course, not every bug is worth showing. Most of them result in an empty
screen or a grotesque pile of geometrical primitives. In spite of this, bugs provide
excellent educational opportunities for students and teachers.

To debug navmeshes, routing and daily behavior of people, there is an
enforced mode of the simulator – we can order everyone to go to a specific place,
to stay at home, or to block elevators. Figure 15 shows a bird-view, a drone-view
and a close contact with a group of people ordered to gather together in the
park. This opens the software to simulating social events in the future.

Fig. 15. Gathering a large group of people in the park
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6 Conclusion

This paper presents a work in progress – the building of a visual simulator with
focus on simulating pandemics and providing educational activities in a broad
range of domains.

The simulator is highly configurable, flexible and applicable to different phe-
nomena. The current implementation supports simulations from a single house
to a large megalopolis, it can be fine-tuned to model infection spreading, but
could be used to model social behavior including spreading rumors, gathering
of large group of people, strikes, etc. The knowledge of designing configurability
cannot be taught, but could be mastered by experience.

It might be considered controversial, but the building of a simulated world
is an opportunity for the students to revisit and revise the algorithms they have
studied in other disciplines. These algorithms focus on being optimal in terms
of performance or allocated memory, while a simulated world needs suboptimal
algorithms, which simulate the non-deterministic nature of humans.

The current status of the software development is finalizing its features –
this is the software implementation phase in Fig. 1. The short-term plans for
future development include the addition of more assets, like traffic lights, public
and private transportation, new types of buildings (e.g. malls, schools, theaters,
sport centers), more diverse behavior of virtual people and better VR support.

Our mid-term plans include the last two phases of the project – the develop-
ment of a course for (under)graduate students, performing research experiments
and opening the simulator for the public. Although the source code of the project
is open5, the simulator has no user interface for general users.

The long-term plans are focused on three orthogonal dimensions that span
beyond the current project workflow from Fig. 1. The first dimension is up-
scaling the software by running the simulation engine on a supercomputer. This
is in line with the just opened call Training and Education on High Performance
Computing within the Horizon 2020 Framework Programme. The expectation is
that such version of the software could simulate much larger populations at the
scale of millions of virtual people. The second dimension is to develop deeper
models by simulating interiors of buildings and rooms. The goal of this dimen-
sion is to provide more accurate model, because significant factor of pandemic
development is the in-building infection. The third dimension is expanding the
range of simulated phenomena, like smog, fog and small particles; winds and air
circulation; temperature distribution and seasons.
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Abstract. In this work, we train the first monolingual Lithuanian trans-
former model on a relatively large corpus of Lithuanian news articles
and compare various output decoding algorithms for abstractive news
summarization. We achieve an average ROUGE-2 score 0.163, generated
summaries are coherent and look impressive at first glance. However,
some of them contain misleading information that is not so easy to spot.
We describe all the technical details and share our trained model and
accompanying code in an online open-source repository, as well as some
characteristic samples of the generated summaries.
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1 Introduction

Recent innovations in deep learning models gave rise to new capabilities for
natural language generation. Huge GPT-2 [21] and following GPT-3 [3] models
attracted attention of the public with convincing stories from “new species of
unicorns” to “colony of humans living in elevator shafts”.1 Even generation of
realistic images from a written text prompt is now possible.2

Lithuanian language can not enjoy the same attention and application of
innovations as English. There are only sparse records of text generation3,4 which
were more of creative projects with no scientific or technical details made public.

One practical application of text generation is summary writing. Now more
than ever, growing amounts of information require thorough digestion and sim-
plification. Currently, only extractive text summarization based on classical
semantic analysis framework [29] is available for Lithuanian texts.5

1 https://thenextweb.com/neural/2020/10/07/someone-let-a-gpt-3-bot-loose-on-red
dit-it-didnt-end-well/.

2 https://openai.com/blog/dall-e/.
3 https://www.15min.lt/mokslasit/straipsnis/technologijos/lietuviskas-d-i-ne-dirbtin

is-intelektas-o-dirbtinis-idiotas-646-748590 (in Lithuanian).
4 https://ktu.edu/news/ktu-profesorius-saulius-keturakis-nuo-siol-lietuviu-literatu

ra-kuria-ir-masinos/ (in Lithuanian).
5 https://semantika.lt/Analysis/Summary.
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In this work we: (1) train the first Lithuanian monolingual transformer mod-
els on news articles summarization task; (2) explore different decoding options
for the best summary generation; (3) share all the technical details and code for
reproduction. We hope that this work will give a boost to the Lithuanian lan-
guage generation as well as useful experience transferable to other mid-resource
languages.

2 Previous Related Work

2.1 From n-gram to Transformer Language Models

Before the success of neural language models, statistical ones were the most com-
mon. One example is the n-gram language model. For chosen n, it approximates
the conditional probability of the next word wi, given a word sequence of length
i − 1 behind, by

P (wi|w1:i−1) ≈ P (wi|wi−n:i−1). (1)

In practice, this means collecting n-gram counts from the corpus and normalizing
them to probabilities. The higher n-gram is used, the bigger improvements are
expected. However, increasing history size is difficult as it requires a very large
corpus to produce sufficient counts and suffers from sparsity. It also leads to
computational overhead, requires a lot of memory.

Neural language models offer several advantages over statistical ones. Instead
of using predictive distributions determined by counting, they use internal repre-
sentation to perform a high-dimensional interpolation between training examples
[7]. This way neural networks are better at generating real-valued data than exact
matches. Finally, these models do not suffer from the curse of dimensionality.

The first neural networks successfully adopted for language modeling were
Recurrent Neural Networks (RNNs) of Long Short-Term Memory (LSTM) type
[7,9,26]. They were also one of the first to be employed for abstractive text sum-
marization [24]. The recurrent nature of this architecture makes it very simple
to feed sequential text of varying length, while enhancements over simpler RNN
variants increase stability with the added memory. It was a huge improvement
over the n-gram language models but had its own drawbacks nonetheless.

Computations with recurrent neural networks do not scale well, because
inputs to the model must be passed sequentially. Each word in a sequence must
wait for the computation of the hidden state of the previous word to complete.
This limits the parallelization of the computations.

The other drawback is that information of all the previous inputs has to
fit into the last hidden state. As a result, only recent inputs are usually suffi-
ciently “remembered”, and the model is unable to model long-range dependencies
between inputs. This was only partially addressed by deeper processing of the
hidden states through specific units (LSTM), using Bi-directional models, and
employing attention mechanisms [2].

Almost all of the above issues of neural language models were solved by
the current state-of-the-art Transformer architecture [28]. The whole sequence
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now can be fed to a model at once, while added positional embeddings preserve
the order information. Large data and computation resources can now be fully
utilized. Additionally, due to the attention mechanism, each input word can
attend to any other in any layer, thus producing contextualized word vectors.

As of now, there exist multiple Transformer type models. Many implementa-
tions can be found in the Huggingface Transformers library [31]. Although there
are efforts [30] to use models trained on masked words predictions [4], usually
the ones trained on language modeling (predicting the next word) are best suited
for text generation. Specifically for the summarization task, the more notable
Transformer models are: T5 [23], BART [15], PEGASUS [33], and ProphetNet
[20].

2.2 Decoding Algorithms

Given a dataset D = {x1, . . . , x|D|}, current state-of-the-art text generation
models [22] train a neural network with parameters θ to minimize the negative
log-likelihood

L(D) = −
|D|∑

k=1

log
|xk|∏

i=1

pθ(xk
i |xk

<i), (2)

where xk
i is the i-th word of the k-th text in the dataset D.

After this kind of training, candidate word probabilities can be inferred for
all words in a vocabulary. The chosen word can later be appended to conditional
input to predict the next one. The process repeats for the desired output sequence
length or until the special token (i.e., <eos> for T5) is reached. Also, additional
words can be added to condition the model more specifically [11,23].

Below we will describe various decoding algorithms for choosing the next
word from given probabilities of all the words in a vocabulary.

Maximization-Based Decoding. These are greedy, deterministic decoding
methods. They assume that the model assigns higher probabilities for higher-
quality text.

The most simple decoding is called greedy search. It selects the next word
as the one with the highest probability. This simplicity makes it very fast, albeit
not optimal.

Another popular, heuristic expanding the one above, is beam search decod-
ing. Instead of choosing only one word with the highest probability at a time,
a defined number of word sequences with the highest overall probabilities are
kept. This way, a single low-probability word would not shadow a high-overall-
probability sequence.

A natural way to improve beam search is to use a higher beam size. An
obvious drawback is that the computation intensifies. A second disadvantage,
as noticed in [12,27] for translation tasks, is that increasing beam size reduces
BLEU score (mentioned in Sect. 2.4). This is explained by higher beam sizes
generating shorter sequences. This effect is especially strong when beam sizes
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are in the range of 100–1 000. According to [17], low beam sizes produce more
on-topic but nonsensical text, while the high ones converge to a correct and
generic, but less relevant response.

Sampling. As argued in [10], human language does not follow a distribution of
high probability next words, in contrast to what greedy decoding methods do.
This issue is alleviated by stochastic decoding methods.

In the most basic form, sampling is used to randomly select the next word
according to its conditional probability distribution. Instead of sampling from
the distribution of all vocabulary words, Top-K sampling was proposed in [6].
Here K most probable next words are selected and the probability mass is redis-
tributed among only those words.

Later Top-p (nucleus) sampling [10] was suggested to adapt to different
initial probability distributions. Here the most probable words are selected such,
that the sum of their probabilities is not greater than p. This way an adaptation
to sharp or flat probability distributions is implemented.

2.3 Additional Techniques

During language modeling, the last neural network layer produces output for
each word in vocabulary. These outputs are raw values called “logits”. To convert
them into probabilities, commonly a softmax function is used:

softmax(yi) =
exp(yi)∑
j exp(yj)

. (3)

One technique to rebalance the probabilities is a softmax temperature param-
eter τ . Then the probability of word i given all vocabulary logits y is

Pi = softmax(yi/τ) =
exp (yi/τ)∑
j exp (yj/τ)

. (4)

Then τ > 1, the probability distribution becomes more uniform, and more
diverse outputs are expected. Otherwise, the probability concentrates on a
smaller number of top words.

2.4 Evaluation Methods

It is very difficult to evaluate the quality of abstractive summarization. Even if
one has reference summaries, alternative correct summaries can be easily pro-
duced using different words, their order, sentence length, emphasis, etc. The most
accurate evaluation thus would be done by humans. Yet it is very expensive and
slow, conducting it effectively is difficult. Due to these reasons, automatic eval-
uation metrics are widely used.
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ROUGE. Introduced by [16] and abbreviated from Recall-Oriented Under-
study for Gisting Evaluation (ROUGE), they are word-overlap-based metrics.
The following ROUGE metrics are regularly used for summary evaluation.

ROUGE-n. Let p be “the number of common n-grams between the candidate
and the reference summaries”, and q be “the number of n-grams extracted from
the reference summary only” [1]. Then the recall score is computed as

ROUGE-n =
p

q
. (5)

The precision score is divided by “the number of n-grams extracted from the
generated summary only” instead, and F-score combines the precision and the
recall. We report F-scores in our results. Typically, n values of 1 and 2 are used.

ROUGE-L. This metric calculates the length of the longest common subsequence
between the candidate and the reference summaries.

For example, on English news dataset CNN/Daily Mail [8,18], the high-
est ROUGE scores using abstractive summarization currently are reported at
ROUGE-1 = 45.94, ROUGE-2 = 22.32, and ROUGE-L = 42.48 [5].

Other Evaluation Metrics. One of the attempts to capture the overlap
between meanings instead of exact words is to compare word vectors. BERTScore
[34] is a model-based metric that uses a pretrained BERT [4] model to produce
contextualized embeddings and matches words in the candidate and reference
sentences by cosine similarity. Compared to ROUGE, however, this evaluation
method is more compute-intensive and lacks the simple explainability.

In machine translation, BLEU [19] is considered the standard evaluation
metric. BLEU is based on precision, while ROUGE can be based more on recall
and thus is more suitable for the summarization task.

3 Data

We crawled news articles with summary and the main text (body) parts from
the most popular Lithuanian news websites. We filtered data so that summary >
10 and the main text > 100 characters in length. As the goal of summarization
is to produce a shorter text than the original, we used only the articles where
the main text length in characters was at least twice the summary length.

We want our models to learn abstractive summarization and avoid copying.
Due to this reason, for each summary and main text pair, we found the longest
matching string sequence and calculated the overlap as a ratio of this sequence
and the summary lengths. We left only pairs with this overlap ratio less than
0.2. This criterion is similar to summaries not having very high ROUGE-L scores
compared to the main texts.

The final filtered dataset consists of 2 031 514 news articles. Detailed statistics
are depicted in Table 1. We put random 4 096 articles from this set aside from
training for validation.
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Table 1. Our data corpus statistics

Website Article count Time period
From To

15min.lt 767 182 2007-07-09 2020-09-23
lrytas.lt 522 519 2017-03-30 2020-09-24
delfi.lt 436 487 2000-01-27 2020-09-25
lrt.lt 181 356 2012-05-25 2020-09-24
technologijos.lt 66 867 2007-02-22 2020-09-24
bernardinai.lt 25 250 2004-03-30 2020-04-29
kasvyksta.lt 18 781 2012-03-15 2020-09-25
panele.lt 11 587 2007-03-07 2020-09-24
kaunodiena.lt 1 485 2002-08-05 2014-06-25

4 Methods

We used SentencePiece [14] to encode text as unigram [13] subwords. A tokenizer
was trained on 106 samples of our text corpus and was set to have a vocabulary
size of 32 000 (the same size as the English tokenizer from [23]).

We used T5 base [23] transformer model implementation from [31]. This
library also contains methods we used in this work for text generation. The
model was trained for 350 000 steps with batches of 128 text-summary pairs
(achieved by 32 gradient accumulation steps), both truncated to 512 tokens.
Using mixed precision and GeForce RTX 2080 Ti GPU it took approximately
500 h and consisted of 22 passes through the dataset (epochs). We used Adafactor
[25] optimizer with 10 000 warm-up steps followed by inverse square root internal
learning rate schedule.

We initialized the weights with a pretrained English t5-base model, as it
showed a faster convergence compared to random weight initialization (see
Fig. 1). We do not use a pretrained multilingual mt5-base model [32] because:
(1) due to shorter tokens, tokenized sequences are on average 1.49 times longer
and (2) it has 580M parameters versus our used 220M mainly due to the bigger
multilingual vocabulary embedding matrix. These reasons made training multi-
lingual mt5-base 4 times slower than a monolingual model based on t5-base and
higher ROUGE scores were faster reached with the latter.

We decided that the generated sample is repetitive if any constituent word
count, except the stop word “ir” (“and” in Lithuanian), is greater than 7. We also
calculated a generated text length fraction as a ratio of the generated text to the
target summary character counts. ROUGE scores were calculated for stemmed
texts.
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5 Results

In this section, we first report results with a model trained for 65 000 steps and
then see the changes continuing the training further.

5.1 Repetition

We found out that the best way to avoid repetition is to obstruct the repeated
generation of 2-grams by setting no_repeat_ngram_size parameter value to 2.
This way 36 repetitive samples (out of 4 096) of greedy beam search with beam
size 10 were reduced to 0.

5.2 Reshaping Probability Distribution

To our surprise, greedy methods gave quite decent results. Any attempt to
reshape probability distribution favored tokens with the top probabilities. For
sampling, we tried temperatures τ values 0.8, 0.6, 0.4, 0.2, 0.1, and 0.05, with the
last one yielding the best scores, ROUGE-2 = 0.132. We also experimented with
Top-p sampling trying p values of 0.9, 0.8, 0.6, 0.4, 0.2, and 0.1, with the last one
also yielding the best scores, ROUGE-2 = 0.131. Both decoding methods had
all metrics approximately the same as greedy search. Top-k similarly resulted in
best k = 5 (tried 50, 40, 30, 20, 10, 5), ROUGE-2 = 0.109.

5.3 Best Decoding Methods

The best results were obtained with beam search decoding (see Table 2). There
was no significant difference between greedy and Top-k (k = 50) beam searches.
Though the latter is expected to be more diverse due to its stochastic nature.
Increasing beam size from 10 to 20 only increased the generation time to more
than 3 h and did not benefit ROUGE scores.

Training the model longer is beneficial. After 250 000 steps, mean ROUGE-
2 reached 0.148 for greedy, 0.163 for greedy beam search, and 0.161 for Top-50
beam search decoding (see Fig. 1). We use ROUGE-2 as the main metric here, as
it seems to be the hardest of the three to get high values. Training even further,
we observe overfitting: the validation loss begins to ascent, and ROUGE metrics
deteriorate (note, however, the log-scale of the x-axis).

We discuss the qualitative analysis of the generated summaries in the next
Sect. 6 and provide some illustrative generated summaries in Appendix A.



348 L. Stankevičius and M. Lukoševičius

Table 2. Text generation performance metrics on 4 096 validation articles of
model trained for 65 000 steps. For ROUGE F-scores are given. All methods use
no_repeat_ngram_size = 2, ten beams for beam searches.

Decoding method Performance metric: mean (standard deviation)
ROUGE-1 ROUGE-2 ROUGE-L Length fraction

Greedy search 0.298 (0.154) 0.132 (0.137) 0.233 (0.147) 0.79 (0.40)
Greedy beam search 0.303 (0.162) 0.140 (0.146) 0.238 (0.155) 0.82 (0.39)
Top-50 beam search 0.306 (0.156) 0.138 (0.143) 0.235 (0.152) 1.07 (0.67)

Fig. 1. ROUGE-2 mean F-score, learning rate, and validation loss dependency on
model training steps. Shadow areas correspond to confidence interval of 95%. ROUGE-
2 and learning rate are shown for model trained with t5-base initialization.

6 Conclusion and Discussion of Results

We trained the first reported monolingual Lithuanian transformer model and
compared various decoding algorithms for abstractive news summarization. We
used a moderately-sized modern universal transformer model T5, because of the
computational requirements as well as the availability of training texts. We still
observe that the model tends to overfit if trained for too long.

The best configuration we achieved is the model trained for 250 000 steps
and greedy beam decoding with 10 beams. It achieved ROUGE-2 = 0.163.

Mostly all the generated summaries were coherent and made the first impres-
sion of being professionally written. Some of them successfully collected impor-
tant information from various parts of the input text and summarized the main
idea of the text quite impressively.
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However, a closer examination of the generated samples reveals some chaotic
and misleading summaries. There were a lot of text samples with minor factual
mistakes, such as a mistaken number, abbreviation, name, day of the week, that
can often be identified only by reading the main body text carefully or compar-
ing with the target summary. Sometimes irrelevant information was added to
the generated summaries, likely the one too often seen during the training. An
example dynamic of summaries generated of a single text during the training is
depicted in Appendix A.2. While all the summaries above 0 steps sound con-
vincing, completely factually correct summaries are only at 175 000 and 300 000
steps, others have small errors.

A lot of high-ROUGE samples were finely combined multiple excerpts from
the main text and learned templates repeating in our target data. On the other
hand, there were also very good abstractive summaries with ROUGE scores just
above zero. This emphasizes both the need for thorough data preparation and
better evaluation of the summary quality. The latter could be covered with more
resource-intensive scores like BERTScore [34] or manual human evaluation.

Overall, our trained model is good for generating fiction but makes trusting
the generated news summaries problematic. Thus, for real-world applications, a
more substantial human intervention is needed for quality assessment/control.

We hope that this work will boost adopting transformers for the Lithuanian
language. We make our trained model and code available at https://github.
com/LukasStankevicius/Generating-abstractive-summaries-of-Lithuanian-
news-articles-using-a-transformer-model.

A Text Sample Generation Dynamics

A.1 Reference Summary

Kai Lietuva dar buvo okupuota ir mūsų šalies krepšininkai privalėjo žaisti TSRS
rinktinėje, keli jų buvo ryškūs lyderiai.6

A.2 Generated Summaries

0 steps, R-1 = 0.136, R-2 = 0, R-L = 0.091 Lietuvos krepšinio legenda pelnė
po 13,6 taško per 84 mačus. Dešimtuke taip pat yra, ir

25 000 steps, R-1 = 0.182, R-2 = 0, R-L = 0.136 Lietuvos krepšinio federacijos
(LKF) sudarytame geriausių visų laikų rezultatyviausių krepšininkų sąraše –
Arvydas Sabonis ir Modestas Paulauskas.

6 The original article and summary are available at https://www.15min.lt/24sek/
naujiena/lietuva/tarp-penkiu-rezultatyviausiu-tsrs-rinktines-visu-laiku-zaideju-
trys-lietuviai-875-1380030 (in Lithuanian).

https://github.com/LukasStankevicius/Generating-abstractive-summaries-of-Lithuanian-news-articles-using-a-transformer-model
https://github.com/LukasStankevicius/Generating-abstractive-summaries-of-Lithuanian-news-articles-using-a-transformer-model
https://github.com/LukasStankevicius/Generating-abstractive-summaries-of-Lithuanian-news-articles-using-a-transformer-model
https://www.15min.lt/24sek/naujiena/lietuva/tarp-penkiu-rezultatyviausiu-tsrs-rinktines-visu-laiku-zaideju-trys-lietuviai-875-1380030
https://www.15min.lt/24sek/naujiena/lietuva/tarp-penkiu-rezultatyviausiu-tsrs-rinktines-visu-laiku-zaideju-trys-lietuviai-875-1380030
https://www.15min.lt/24sek/naujiena/lietuva/tarp-penkiu-rezultatyviausiu-tsrs-rinktines-visu-laiku-zaideju-trys-lietuviai-875-1380030
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75 000 steps, R-1 = 0.130, R-2 = 0.022, R-L = 0.109 Legendinis Lietuvos
krepšininkas Arvydas Sabonis pirmadienį socialiniame tinkle pasidalijo statis-
tika, kuri viršūėje yra Arvydo Sabonio. 1982 metais debiutavęs 222 cm ūgio vidu-
rio puolėjas su raudona apranga sužaidė 52 rungtynes, per kurias rinko po 15,6
taško. Tai pats aukščiausias rezultatyvumo vidurkis tarp visų sovietų komandai
atstovavusių žaidėjų, skaičiuojant tuos, kurie sužaidė ne mažiau nei 50 rungtynių.

100 000 steps, R-1 = 0.169, R-2 = 0.049, R-L = 0.145 Lietuvos krepšinio leg-
enda Arvydas Sabonis pirmadienį socialiniame tinkle pasidalijo statistika, kurios
viršūnėje yra A.Sabonis. 1982 metais TSRS rinktinėje debiutavęs 222 cm ūgio
vidurio puolėjas su raudona apranga sužaidė 52 rungtynes, per kurias rinko
po 15,6 taško. Tai pats aukščiausias rezultatyvumo vidurkis tarp visų SSRS
komandai atstovavusių žaidėjų.

125 000 steps, R-1 = 0.360, R-2 = 0.083, R-L = 0.320 Lietuvos krepšinio
federacijos (LKF) prezidentas Arvydas Sabonis ir buvęs Kauno “Žalgirio”
krepšininkas Rimas Kurtinaitis tapo rezultatyviausiais visų laikų TSRS rink-
tinės žaidėjais.

150 000 steps, R-1 = 0.318, R-2 = 0.095, R-L = 0.227 Arvydui Saboniui ir
Šarūnui Marčiulioniui – rezultatyviausi visų laikų Tėvynės sąjungos (TSRS)
rinktinės krepšininkai.

175 000 steps, R-1 = 0.207, R-2 = 0.036, R-L = 0.172 Lietuvos krepšinio fed-
eracijos (LKF) prezidento Arvydo Sabonio rezultatyvumo vidurkis yra aukšči-
ausias tarp visų Sovietų Sąjungos rinktinėje atstovavusių žaidėjų, skaičiuojant
tuos, kurie sužaidė bent po 50 oficialių rungtynių.

200 000 steps, R-1 = 0.197, R-2 = 0, R-L = 0.131 Legendinis Arvydas Sabo-
nis yra vienas geriausių visų laikų Lietuvos rinktinės krepčininkų, sužaidęs bent
po 50 oficialių rungtynių nacionalinėje komandoje. Jis yra pirmas pagal rezul-
tatyvumo vidurkį tarp visų sovietų komandoje atstovavusių krepšininkų.

225 000 steps, R-1 = 0.296, R-2 = 0.077, R-L = 0.185 Legendinis Lietuvos
krepšininkas Arvydas Sabonis yra pirmas pagal rezultatyvumą tarp visų Sovietų
Sąjungos rinktinės žaidėjų, kurie sužaidė bent po 50 oficialių rungtynių Lietuvos
rinktinėje.

250 000 steps, R-1 = 0.136, R-2 = 0, R-L = 0.136 Lietuvos krepšinio federacijos
(LKF) generalinis sekretorius Mindaugas Špokas pirmadienį socialiniame tinkle
“Facebook” pasidalino statistika, kurios viršūėje yra Arvydas Sabonis. Tai pats
aukščiausias rezultatyvumo vidurkis tarp visų sovietų komandai atstovavusių
žaidėjų.

300 000 steps, R-1 = 0.175, R-2 = 0.036, R-L = 0.175 Lietuvos krepšinio leg-
enda Arvydas Sabonis yra geriausias visų laikų rezultatyviausias krepšininkas
tarp visų sovietų rinktinei atstovavusių žaidėjų, skaičiuojant tuos, kurie sužaidė
ne mažiau nei 50 oficialių rungtynių.
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350 000 steps, R-1 = 0.364, R-2 = 0.038, R-L = 0.255 Buvęs Lietuvos krepšinio
rinktinės vidurio puolėjas Valdis Valteris ir buvęs Kauno “Žalgirio” krepšininkas
Rimas Kurtinaitis yra tarp rezultatyviausių visų laikų Lietuvos rinktinės žaidėjų.
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Abstract. The quality of e-commerce search engines often suffers from data that
online retailers poorly maintain. This situation can be observed on consumer-to-
consumer marketplaces as well as on business-to-consumer platforms. One way to
improve search quality is to perform linguistic enhancement of the product data. In
this case,NamedEntityRecognition is primarily used to identify important content
and give it a higher weighting in the search. Our approach detects e-commerce
entity types, such as products, brands, and various product attributes. Because
of the low availability of existing resources and linguistic complexity identifying
these entity types is challenging. Therefore, we acquire data from two online e-
commerce marketplaces to build six German datasets based on product titles and
descriptions. For these datasets, we evaluate the NER performance of the state-
of-the-art models BERT, RoBERTa, and XLM-RoBERTa. The best performance
archived the XLM-RoBERTa model with an F1 score of 0.8611 averaged over all
datasets.

Keywords: Transformer · Named entity recognition · E-commerce

1 Introduction

Online marketplaces, such as Amazon or eBay, each offer millions of products on their
platform. The products, which different sellers usually offer, vary significantly in the
product description quality. While some sellers (e.g., professional retailers) provide
extensive and structured descriptions of the products supplied, most sellers offer only
unstructured descriptions [12]. For this reason, and due to the high number of products
on offer, marketplace vendors need to ensure that customers can quickly search for
the products on offer and obtain the best possible results. If the search results do not
provide the customer’s desired products, this can lead to the customer substituting the
marketplace with different alternatives. Therefore, optimizing the search engine and
ensuring a satisfactory user experience is essential for marketplace providers.

The Information Extraction (IE) [5] research area deals with identifying in-formation
from free texts and the intention to structure them. It includes e.g., unstructured product
information data. A subfield of IE is Named Entity Recognition (NER) [31], which
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deals with the extraction of entities from texts. The traditional approaches of NER deal
with the identification of people, location information, and organization [31]. This work
presents a NER approach for extracting entities from product titles and descriptions for
the German e-commerce domain. With such a system, it is possible to classify tokens
from search queries, product titles, and descriptions into predefined entities, e.g., brand
and product. Identifying these entities can help a search engine retrieve relevant products
and give the customer a pleasant shopping experience.

Our approach consists of two subtasks. For the first subtask, we acquire product
titles and descriptions from two German online marketplaces. We then apply several
preprocessing steps to the acquired HTML documents to improve the quality of the
documents. After that, we analyze the preprocessed data to ensure the data’s quality and
diversificationwithin the categories. Lastly, three sub-samples of 1,000 product titles and
descriptions are taken and annotated with the Prodi.gy1 framework. The second subtask
consists of evaluating the state-of-the-art transformer models BERT [9], RoBERTa [16],
and XLM- RoBERTa [7]. We use the created datasets for fine-tuning the models and
apply the Weights & Biases library for hyperparameter search.

The paper’s structure is as follows: In Sect. 2, we provide an overview of the related
work. Then, we give information about the acquired data, preprocessing it and the result-
ing datasets (Sect. 3). We present the models for performing NER on the created datasets
in Sect. 4. After that, we evaluate and discuss the models’ weaknesses and strengths to
determine the best model for our use case (Sect. 5). Finally, we summarize our results
in Sect. 6.

2 Related Work

In the following, we provide a brief overview of NER, the synergy effects of NER and
Information Retrieval (IR), and existing datasets.

NER and IR are two strongly related research areas. On the one hand, NER can
help improve IR’s resulting quality (e.g., through disambiguation). On the other hand,
IR methods can help to detect named entities. As early as 1997, it was demonstrated by
Thompson and Dozier (1997) that names appear conspicuously often in search results
and that a particular search function for this purpose turns out to be highly effective [30].
Li et al. (2011) have also developed an IR system that searches based only on recognized
entities. The system can compete with established methods in evaluation [15]. Research
in this area is also referred to as NERQ or Named Entity Recognition in Query.

Guo et al. (2009) were able to detect named entities in 70% of the search queries
examined in a commercial search engine. However, certain patterns and features are
missing in search queries, causing conventional NER techniques to produce poor results.
For example, they are often written in lower case and contain only the most necessary
terminology [4, 10]. In this regard, Guo et al. (2009) take query log data as training data
for a semi-supervised method that allows them to recognize and classify named entities.
For example, in “harry potter walkthrough”, “harry potter” is recognized as a named
entity and “Game” is recognized as the most likely entity class. “Movie” and “Book”

1 Available at https://prodi.gy/, last accessed 2020–03-11.

https://prodi.gy/


How to Improve E-commerce Search Engines? Evaluating Transformer 355

are less likely but possible,while “Music” is eliminated as a class. Finally, the term“walk-
trough” gives a decisive clue to the class “Game”. A similar approach is followed by
Pantel et al. (2012), who additionally consider the user intention behind a query. Caputo
et al. (2009) can also demonstrate the benefit of NER for IRwith their SENSE (SEmantic
N-levels Search Engine) system, in which they extend a keyword-based search with
semantic levels [4].

However, NER also benefits from this symbiosis. For example, Rued et al. (2011) use
search engines to search known entities with context words and use the resulting alterna-
tive search suggestions to extend, evaluate, and improve their system [28]. Furthermore,
query log files provide information about word constellations that are conducive to
recognition and disambiguation.

As for the NER model architectures, Collobert et al. (2011) presented the first unsu-
pervised learning approach based on neural networks [6]. Thereafter, the most pop-
ular techniques for NER models relied on Recurrent Neural Networks (RNN), and
Long Short-Term Memory (LSTM) networks [11, 14, 19]. Based on these architec-
tures, approaches like Flair [1], and ELMo [25] were released and archived outstanding
results in NLP-tasks. Recently, several language models have been published based on
the Transformer architecture, such as BERT, RoBERTa, and XLM-RoBERTa. These
models benefit from the pre-training and fine-tuning techniques and archive state-of-
the-art performance for a wide range of NLP-tasks. One close approach to our work
is to improve NER based on Distributed Word Representations [12]. They created an
e-commerce dataset consisting of titles from different product categories from eBay and
evaluated NER performance with a Conditional Random Field (CRF) model. In recent
years, various deep learning approaches have been evaluated for NER in the e-commerce
domain. Two papers use CRF models to perform NER for search queries and product
titles in the e-commerce domain [8, 23]. Two newer publications study the performance
of Bidirectional LSTM and LSTM-CRFmodels for the equivalent research area [20, 33].
Recently, Zhang et al. (2020) present a bootstrapped NER approach for the e-commerce
domain, which uses a combination of BERT and a Bi-LSTM [35]. As for evaluating
NER in the German language, we identified three publicly available datasets. The two
most popular datasets are CoNLL 2003 shared task [31] and GermEval 2014 shared
task [2]. The third dataset is based on articles from historic newspapers [24]. The NER
performance for these three datasets has been evaluated with two CRF-based models
and one BiLSTM model [27].

We dedicate ourselves to this topic because product information and titles are getting
worse as sellers offer more products than ever before and have less time to maintain the
unique content. Simultaneously, NER methods are becoming more powerful through
transformer-based methods and can be a solution to compensate for the deficiencies in
search.

3 Data Acquisition and Dataset

For the German language in the context of e-commerce, we did not find any datasets in
theNERdomain that are suitable for the research question of this paper. For example, our
research question differs from the usual requirement for training data. We are explicitly
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looking for dirty data that also occurs in reality but is often filtered in training data or
linguistic resources. For this reason, we have created our own datasets.

Amazon and a small German online marketplace (from now on referred to as Online-
Shop) were our sources for the necessary datasets to train and evaluate the models. We
first present the acquired data and the data preprocessing (Sect. 3.1). We then explain
the choice of tagging scheme as well as entities for our annotations, and then present the
annotated datasets (Sect. 3.2).

3.1 Data Cleansing and Preprocessing

For data acquisition,weusedScrapy2 to collect the data (s. Table 1).Weacquired a total of
1,871,200 product details for 74 different categories from Amazon and a total of 16,159
product details from the Online-Shop. Content at the Online-Shop is professionally
maintained, while at Amazon, sellers publish the content according to their quality
standards. We collected the data from Amazon between October and December 2019
and the Online-Shop data in April 2020.

Table 1. Corpus overview.

Amazon Online-Shop

No. of documents 1,871,200 16,159

No. of documents with a title 1,871,200 16,159

No. of documents with a short description 1,694,353 16,159

No. of documents with a long description 1,108,234 16,159

The most frequent categories are “Kitchen”, “Sports”, “Apparel”, and “Jewelry”.
Because online marketplaces organize their products into a category structure to create a
good user experience, the goal was to obtain data from asmany categories as possible. To
learn more about the acquired data, we took a closer look at the long descriptions, short
descriptions, and titles. However, preprocessingwas necessary for this and in preparation
for annotation. It became obvious thatAmazon products are subject to higher competitive
pressure and that retailers use search engine optimization techniques to appear at the top
of search engine results. The optimization technique leads to significantly longer titles,
often only a mere collection of search terms. Furthermore, there are many very similar
titles which we need to identify and ignore when selecting training data. Table 2 shows
the resulting descriptive statistics for the acquired data.

2 Available at https://scrapy.org/, last accessed 2020–03-11.

https://scrapy.org/
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Table 2. Descriptive statistics for the acquired data.

Amazon Online-Shop

No. of unique titles 1,681,848 12,796

No. of unique short descriptions 929,326 16,159

No. of unique long descriptions 601,939 16,159

Avg. No. of tokens for titles 15.20 7.37

Avg. No. of tokens for short descriptions 94.64 12.40

Avg. No. of tokens for long descriptions 81.32 46.34

Max. No. of tokens for titles 87 19

Max. No. of tokens for short descriptions 1,687 84

Max. No. of tokens for long descriptions 1,687 562

No. of unique tokens for titles 1,254,473 11,671

No. of unique tokens for short descriptions 2,252,716 8,687

No. of unique tokens for long descriptions 2,477,740 41,964

No. of bigrams for titles 26,610,616 106,241

No. of bigrams for short descriptions 104,788,269 155,714

No. of bigrams for long descriptions 60,309,593 540,247

No. of trigrams for titles 24,929,421 93,554

No. of trigrams for short descriptions 103,859,469 144,480

No. of trigrams for long descriptions 59,708,755 530,811

We used the following heuristics to preprocess the acquired data for the annotation
process with Prodi.gy:

• We extracted textual data from the HTML documents with BeatifulSoup3.
• We cleaned up the extracted text by removing all newline and tabstop characters and
unescaping all HTML-entities.

• We removed duplicate entries for product titles and descriptions.
• We discarded product descriptions with fewer than two sentences.
• We discarded product titles with less than one token.
• We used langdetect4 to filter out product descriptions and titles that were not classified
as German with a probability of higher than 0.999.

• We applied Cosine Similarity product titles and descriptions.
• We selected the most diverse German product titles and descriptions.

We use sklearn5 for calculating pairwise Cosine Similarity. This function compares
each document’s similarity with all the documents present in the corpus. The documents
are sorted in ascending order of similarity. We then randomly sample 1,000 documents
from the top 5,000 documents to create the datasets.

3 Available at https://pypi.org/project/beautifulsoup4/, last accessed 2020–03-11.
4 Available at https://pypi.org/project/langdetect/, last accessed 2020–03-11.
5 Available at https://scikit-learn.org/, last accessed 2020–03-11.

https://pypi.org/project/beautifulsoup4/
https://pypi.org/project/langdetect/
https://scikit-learn.org/
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3.2 Annotated Datasets

The two most common tagging schemes are BIO, and BILOU [26]. The BIO tagging
scheme assigns the labels Beginning, Inside, and Outside to text segments. The BILOU
scheme expands the BIO scheme with the labels Last and Unit. A tagging scheme’s
choice plays a significant role in a model’s results, and it has been shown that the
BILOU scheme produces better results than the BIO scheme [26]. Therefore, we choose
the BILOU tagging in our work.

During the annotation phase, we focused on the two diverse categories computer
and automotive and choose the following e-commerce entities: “Brand”, “Product”,
“Model”, “ItemNo”, “Quantity”, “Color”, “Size” and “Attribute”. In Table 3, examples
referring to each entity for the computer dataset are shown.

Table 3. Examples of entities for the computer dataset.

Entity Example

Brand Amer Networks, Canon, Kyocera

Product Keyboard, Flash-/Programmiermodul (Flash/programming module),
RP-SMA-Stecker (RP-SMA connector)

Model MX 440, GXT5, FX3

ItemNo 253-375BK, 7660–0318-01-P, SS310GRFAN

Quantity 2PCS, 2X, 2 Stück (2 piece)

Color Grün transparent (Green transparent), Schwarz (Black), grau/anthrazit
(grey/anthracite)

Size 250 GB, 3,7 m × 3,7 m, A4

Attribute multifunktional (multifunctional), gebraucht (used),
halogenfrei (halogen-free)

We have annotated several product attributes, which do not belong to the chosen
categories. The idea is that the datasets can be expanded with more entities, e.g., new
entity “State” for “gebraucht” (used). The tag distribution across the eight entities for
every product title and description dataset is shown in Figs. 1 and 2.

Figures 1 and 2 indicate that the distribution of entities is uneven. The title datasets
contain more entities than the description datasets. For the titles and description datasets,
the most frequent entity is “Attribute”. Besides that, “Size”, “Product”, and “Model”
appear quite frequent. In contrast, the entities “Quantity”, “Color”, and “ItemNo” occur
less frequently.
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Fig. 1. A figure caption is always placed below the illustration. Short captions are centered, while
long ones are justified. The macro button chooses the correct format automatically.

Fig. 2. A figure caption is always placed below the illustration. Short captions are centered, while
long ones are justified. The macro button chooses the correct format automatically.

4 Transformer-Based NER

Pre-training a language model needs immense computing power and a sizable amount
of data [9]. The training will typically take several days to weeks due to the model’s
complexity and numerous trainable parameters. Lately, many different pre-trained mod-
els based on the transformer architecture have been released. These models have proven
to archive state-of-the-art results in down- stream NLP-tasks, such as NER [17]. In this
work, we used a CRF model [13] as our baseline approach and compared it with BERT,
RoBERTa, and XLM- RoBERTa on the previously created datasets (Sect. 3).
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CRF Baseline. Conditional Random Fields (CRF) is a discriminative probabilistic
model for segmentation and labeling sequence data [13]. CRF has some advantages
compared to Hidden Markov Models (HMMs) [21] and Maximum Entropy Markov
Models (MEMMs) [22]. While HMMsmake strict independence assumptions, CRF can
accommodate any context information. MEMMs are suffering from the label bias prob-
lem. CRF solves this problem by computing the conditional probability of global optimal
output nodes [13]. CRF model still performs well in Sequence-to-Sequence tasks [29,
34].

BERT. BERT has been trained on the BooksCorpus [36] and English Wikipedia, with
a total amount of 3.3 billion words [9]. The architecture of BERT consists of 12 bidi-
rectional transformer encoder blocks, 768 hidden layers, 110 million parameters [9],
and uses the Attention mechanism [18]. The BERT model was pre-trained based on two
pre-training tasks. The first task is the “Masked Language Modeling (MLM)”, and the
second task is the “Next Sentence Prediction (NSP)” [9]. Within the MLM task, the
model predicts 15% of random masked words from a sentence. In the second task, the
model gets pairs of sentences as input and predicts if the second sentence in the pair is
the original document’s subsequent sentence.

RoBERTa. The Robustly Optimized BERT Pretraining Approach (RoBERTa) model is
based on BERT’s architecture with an improved pre-training technique [16]. Liu. et al.
(2019) discovered that the BERT model had been significantly undertrained [16]. They
trained RoBERTa on 160 GB of text, utilizing nearly ten times the amount of data used
for pre-training BERT. They improve the pre-training by removing the “Next Sentence
Prediction (NSP)” task from BERT’s pre-training and introducing dynamic masking.
The masked token continuity changes for every training epoch.

XLM-RoBERTa. XLM-RoBERTa is a multilingual language model. The model was
trained with anMLM objective like BERT on monolingual data from 100 languages [7].
XLM-RoBERTa improves cross-lingual language understanding (XLU) and achieves
state-of-the-art performance for various languages in different tasks. The model out-
performs multilingual BERT (mBERT) for the NER-task with an average F1 score of
2.4%.

We utilized the CRFsuite implementation for the CRF model6. The CRF model
makes use of the following features: word identity, word suffix, word shape, word POS
tag and information from nearby words. We applied the following hyperparameters for
training the CRF model: gradient descent with the L-BFGS method and a maximum of
100 iterations. The coefficients for L1 and L2 regularization are fixed to c1= 0.4 and c2
= 0.0. We did not specifically optimize the hyper- parameters for the CRF model [13],
as this model served as a baseline for all further experiments.

For fine-tuning the transformer models, we worked with the Python Simpletrans-
formers library7. It is based on the Transformers library by Hugging Face [32]. It has

6 Available at https://pypi.org/project/sklearn-crfsuite/, last accessed 2020–03-11.
7 Available at https://github.com/ThilinaRajapakse/simpletransformers, last accessed 2020–03-
11.

https://pypi.org/project/sklearn-crfsuite/
https://github.com/ThilinaRajapakse/simpletransformers


How to Improve E-commerce Search Engines? Evaluating Transformer 361

been observed that for Transformer models, large data sets (e.g., more than 100.000
labeled training examples) are far less sensitive to hyperparameter choice than small
data sets [9]. Since our datasets are small, finding the best performing hyperparame-
ters is essential. For hyperparameter search and the experiment tracking, we applied
the Weights & Biases Framework [3]. It supports running Sweeps for the model opti-
mization.We conducted Bayes searches to determine optimized hyperparameters for the
BERT, RoBERTa, and tXLM-RoBERTamodels.We also experimented with the uncased
version of the two BERTmodels, but these performed a lot worse than the cased version.
We used the following values for each model to determine the optimal hyperparameters
(Table 4).

Table 4. Values used for the hyperparameter optimization with weights & biases.

Model Epochs Learning rate Learning rate

mBERT
(bert-base-multilingual)

2, 3, 4, 5 5e−5, 3e−5, 2e−5 8, 16, 32

GermanBERT
(bert-base-german-dbmdz-cased)

2, 3, 4, 5 5e−5, 3e−5, 2e−5 8, 16, 32

RoBERTa
(roberta-large)

2, 4, 6, 8, 10 5e−5, 3e−5, 2e−5 8, 16, 32

XLM-RoBERTa
(xlm-roberta-large)

2, 4, 6, 8, 10 5e−5, 3e−5, 2e−5 8, 16, 32

After running the hyperparameter optimization on our datasets, we discovered that
a batch size of 8, a learning rate of 5e−5, and 4 training epochs produced the highest F1
scores for the mBERT and GermanBERT model. For RoBERTa and XLM-RoBERTa,
the highest F1 score was achieved with the same batch size and learning rate but 10
training epochs.

5 Results and Discussion

We conducted an 80/20 split for the training and evaluation datasets. For measuring the
performance, we utilized the precision, recall, and F1 scores. We use a micro-averaged
calculation to account for the imbalanced distribution of the entity types since it depends
on each entity type’s frequency. In Table 5, the results for the five models and all datasets
are shown.

As seen in Table 5, the four transformer-based models outperform the CRF model.
For every dataset, the transformer-based models archive higher precision, recall, and F1
scores than the CRF model. Specifically, the results display that the XLM-RoBERTa
model yields the highest F1 scores for every dataset. Furthermore, the mBERT, Ger-
manBERT, and RoBERTa models produce similar results. GermanBERT is slightly
outperforming mBERT and RoBERTa.
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Table 5. Micro-averagedprecision, recall, andF1 score results of individualmodel for all datasets.
Bold text indicates the highest F1 score for the dataset. OS, A, and C designate Online-Shop,
Automotive, and Computer dataset. T and D indicate the title or description dataset, respectively.

OS-T A-T C-T OS-D A-D C-D Avg.

CRF

Precision
Recall
F1-Score

0.8320
0.8354
0.8337

0.7082
0.7394
0.7182

0.7387
0.7394
0.7390

0.7572
0.7621
0.7596

0.7471
0.7050
0.7255

0.6901
0.6758
0.6828

0.7456
0.7360
0.7431

mBERT

Precision
Recall
F1-Score

0.9106
0.9195
0.9150

0.8396
0.8625
0.8509

0.7682
0.8019
0.7847

0.8396
0.8697
0.8544

0.7923
0.8617
0.8544

0.7476
0.7635
0.7555

0.8164
0.8465
0.8310

GermanBERT

Precision
Recall
F1-Score

0.9333
0.9390
0.9362

0.8282
0.8700
0.8486

0.7757
0.8111
0.7930

0.8227
0.8615
0.8416

0.7821
0.8686
0.8231

0.7463
0.7984
0.7715

0.8147
0.8581
0.8357

RoBERTa

Precision
Recall
F1-Score

0.9150
0.9317
0.9233

0.8211
0.8435
0.8321

0.7879
0.8127
0.8001

0.8267
0.8550
0.8406

0.8065
0.8548
0.8299

0.7429
0.7674
0.7550

0.8167
0.8442
0.8302

XLM-RoBERTa

Precision
Recall
F1-Score

0.9468
0.9549
0.9508

0.8542
0.8733
0.8637

0.8340
0.8574
0.8455

0.8481
0.8729
0.8603

0.8201
0.8824
0.8501

0.7817
0.8120
0.7965

0.8475
0.8755
0.8611

The conducted experiments have shown that the Online-Shop datasets achieve better
results than the Amazon datasets. These results conclude that the quality of the data
heavily influences the performance of the individual models. The Amazon data contains
mostly unstructured and inaccurate titles and descriptions, while the Online-Shop data
has a specific structure because the content is professionally maintained. Moreover, the
Amazon product titles and descriptions contain several errors. The most critical ones are
spelling and grammatical errors. Furthermore, there are products in the wrong category
with incorrect information. Besides that, text formatting errors like missing spaces are
present.

Aswe analyzed the different entities’ performance, it was evident that the distribution
of the entities within the dataset should be as balanced as possible for better results.
The entity types with a small number of entities primarily performed poorly. Hence,
optimization towards more annotations for entity types with few examples is essential.

Also, we trained all models with a smaller amount of data of one dataset. Therefore,
we used theOnline-Shop (T) dataset with 25%, 50%, and 75%data. The primary purpose
was to determine if we have annotated enough data and if larger datasets would perform
more effectively (Fig. 3).
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Fig. 3. Micro-averaged F1 scores of individual models for Online-Shop title dataset.

With only 25% (250 examples) of the Online-Shop title dataset, the CRF model
achieves an F1 score of 0.7452, and the transformer-based models an F1 score between
0.7759 and 0.8376. It can be observed thatXLM-RoBERTa reaches an F1 score of 0.9219
with a portion of 50% (500 examples) from the datasets. Furthermore, using more than
50% of the datasets only results in a slight increase of the F1 score.

6 Conclusions

For cases where online marketplaces’ search function does not find the desired products
for the customer or does not find any products, we investigated the possibility of optimiz-
ing the search function applying NER. In this work, we created six German e-commerce
NER datasets from product titles and descriptions. We then used these datasets to eval-
uate a CRF model and four state-of-the-art transformer-based models. Our experiments
indicate that entity distribution and data quality is the essential point for model results.

For the best possible optimization of product search, entities’ distribution should be
as even as possible. Therefore, the most rarely occurring entities must be complemented
with further annotations. For our datasets, it is also possible to get additional entities from
the “Property” entity. It would lead to a more balanced distribution of the entity types.
Furthermore, the created datasets expose that online marketplaces have different quality
standards for publishing product titles and descriptions. Therefore, the application of
data preprocessing should improve the quality of data.

Overall, our experiments demonstrate that with the support of NER, entity identi-
fication and classification are reliable for German product titles and descriptions. The
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transformer-based models achieve excellent NER performance for the German language
with a small amount of data. XLM-RoBERTa yields the best performance for all datasets
with an average F1 score of 0.8611. Consequently, XLM-RoBERTa can be applied to
optimize product search engines.
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Abstract. A Chatbot refers to software that can perform services based on com-
mands or answers given by a user during an online conversation. The Chatbots are
applied in different areas ranging from pure entertainment solutions to learning
support systems. In this article, we investigate Chatbot systems as a way to support
learners during educational video sessions. We propose a rule-based Chatbot sys-
tem that uses speech recognition and synthesized answers for increased immer-
siveness and for supporting the learners with different sensual perceptions. We
introduce the design methodology we followed while creating a Chatbot system,
explain the Chatbot behavior from learner and teacher perspectives and describe
the system structure. The system was validated using the System Usability Scales
(SUS) methodology. It shows that the current implementation has an average
usability score; therefore, it needs improvement. On the other hand, the survey
shows a positive learners attitude towards the proposed system.

Keywords: Virtual assistants · Chatbots · Learning systems · SUS · SCORM

1 Introduction

The virtual assistant, intelligent virtual assistant and a chatbot refer to software that can
perform services based on commands or answers given by a user during a conversation.
The term “chatbot” usually refers to online virtual assistants because they enrich online
chat applications. The application area of the chatbots is large - from pure entertainment
applications, home automation systems, online shopping assistants to the applications
supporting learning. Virtual assistants are known since the last century, but nowadays,
they can play a bigger role as speech recognition technologies become mature. Also,
there is a need for such emerging technologies as virtual reality. In this case, users can
not use the usual user interfaces, and virtual assistants’ usage seems like a natural choice.

Chatbots can be categorized by the underlying development techniques [1]:

1. The rule-based conversation is a simple Chatbot development method, which relies
on defying a set of rules that the bot follows depending on the user’s answers.
While the rule set can be quite extensive, the main drawback of this technique is
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that Chatbots cannot work outside the defined scenarios, thus limiting the ability to
respond accurately.

2. The deep learning approach uses Machine Learning algorithms to understand the
context and generate answers to questions in a more human-like response form. The
main advantages of artificial intelligence-based Chatbots are continuous improve-
ment, based on gathered data, and better decision making when it comes to more
complex queries. Nevertheless, their success heavily depends on their training, so
it is crucial to provide large amounts of meaningful data to implement Chatbot’s
starting version properly.

3. Ensemble methods are a combination of previously mentioned techniques, which
inherit the best qualities of each method to provide even more naturally sounding
answers to a very wide array of user queries.

4. Domain-specific Chatbots is an approach where Chatbots are created for a particular
domain, such as Education, Sales, Healthcare & others. While previously mentioned
techniques are employed in order to create a specialized Chatbot, this allows it to
cover the particular field more extensively, thus providing increased effectiveness
and better-perceived usability for the end-user [2].

5. Chatbot builder is an approach, which relies on Chatbot development tools that offer
the creation of Chatbots with little or even without actual coding. Modern Chat-
bot builders (such as MobileMonkey, DialogFlow, BotCore.ai, etc.) provide exten-
sive configuration options, rule-basedmachine learning, neural-language processing
capabilities, and integration into well-known chat platforms [3, 4].

Chatbot technology applications in education vary from simple, supportive questions
regarding learning material to support complex individualized feedback. In most cases,
the actual usefulness of a Chatbot and practical application in an educational context
heavily relies on the answering success rate.

In one case, M. Verleger & J. Pembridge from Embry-Riddle Aeronautical Uni-
versity present their created application of AI-based Chatbot “EduBot” as an aid for
introductory programming course [5]. The most notable takeaway from the experiment
was that students were quickly dissatisfied with the tool if their questions were answered
inaccurately or no answer was found—this lead to using existing information sources,
such as Google or integrated help directory.

Another study by Y. Lin & T. Tsai presents an application of a Chatbot based on IBM
Watson Assistant and Facebook Messenger [6]. The experiment hints that students are
more likely to use the conversational assistant software in larger class. In those cases,
the teachers have rather limited time for one-to-one interactions.

Gaglo et al. stress the importance of Chatbots during the Covid pandemic. It pro-
vides the means for teachers to detect early knowledge deficiencies in students and the
opportunities for students to catch up without the fear of being judged or mocked [7].

It is worth noting that the use of Chatbots can be extended to common such admin-
istrative situations/questions as class scheduling, scholarships, student welfare, thus
improving overall Chatbot application in the whole educational process, especially
higher education [8].

For our approach, we use a rule-based Chatbot because it allows an easy authoring
of the chatbot conversations. Also, it is sufficient for the task of supporting learners in
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watching educational videos. The proposed chatbot uses speech recognition and synthe-
sized answers for increased immersiveness and for supporting the learners with different
sensual perceptions.

2 Chatbot Design Methodology

During the “Softaware” project [9], we have created tens of videos as learning resources.
The duration of the video range from 5 to 15 min. Despite the videos being short,
students expressed the opinion that many videos are still too long, boring, and too many
concepts are being presented. Therefore we decided to introduce the chatbot to support
the presentation of video material. Initially, we designed the guidelines in the form of
requirements that governed the creation of the chatbot:

• the chatbot shall be unobtrusive, and the learner should be able to disable the chatbot
at any moment;

• the learner shall be able to invoke the chatbot at any given moment;
• the chatbot shall present the table of contents to guide the learner when watching
video;

• the chatbot shall have a help system and introduce the ways it can be used;
• the chatbot shall implement the self-assessment system and provide feedback;
• the chatbot shall interact with the learner using visual, audio, and text conversation
forms to support learners with different learning styles;

• the chatbot shall indicate different states, such as talking/writing, waiting for a
response, being idle.

As one can see from the requirement, different system parts need to be designed
before starting the implementation. The methodology which we follow while designing
a chatbot is depicted in Fig. 1.

Fig. 1. The design methodology of the chatbot

First, we design the help system because the help system needs to be consistent with
other parts of the system, and it should be available at any given moment. Normally - it
is a one-time job because the help system can be reused in other chatbots. Sometimes the
chatbot help systems will differ a bit if different interactions are planned for chatbots.
The help system also includes the table of content.

Next, we design a learning path. It is a pedagogical activity. A video has a sequential
nature as the presenter introduces concepts progressively. Therefore, in most cases,
the introduction of the concepts will be sequential. However, we need to establish the
video’s concepts, the interactions related to the concepts, and the related interruption
events at this stage. We designed two types of interactions: informational conversation
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and quiz-type conversation. The informational conversation aims to stimulate the learner,
motivate him or just provide a piece of information. The quiz is related to a conversation
when a chatbot has the purpose of asking self-assessment questions. Finally, designing
the interruption events means designing a sequence of timeline events that tell when
specific conversations need to happen during video playback.

Having a learning path in place, we can design the conversations or dialogs. It means
we need to create the sentences the chatbot needs to speak (and write) and the responses
to learner answers. In our case, we use a rule-based chatbot. Therefore it is necessary to
define the rules for sentence selection.

After designing the conversations, the evaluation system should be designed. We
may evaluate different aspects of the learning activity: answers to the chatbot questions
and the viewed video parts. All the assessed activities will be available for the teacher
to review in a learning management system.

Finally, we find it necessary to include gamification and create gamification rules
to increase the motivation to do the learning activities using a chatbot. The creation of
the gamification rules happens inside a learning management system using a chosen
gamification plugin.

3 Chatbot Implementation

One of the important aspects of the chatbot system was the seamless integration require-
ment with major learning management systems so that the learners and teachers could
use their ordinary tools along with a chatbot. Figure 2 depicts learner use cases.

Fig. 2. Learner use cases
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It is important that the learner can view additional learning material before or after
using a chatbot. The learner can use the chatbot to watch a video and to communicate
with a chatbot. A chatbot may ask questions to assess the learner. The learner can later
review assessment information and related gamification information such as received
badges, ladders, and similar.

Fig. 3. Teacher use cases

The teacher can do all the things a learner can do (see Fig. 3). Additionally, he has
the tools to manage the learning material and track the learner’s progress. He can view
the detailed activity and assessment information as well as the gamification information.
All the necessary tools reside inside a learning management system.

Figure 4 depicts systemdeployment. The chatbot is provided as a SCORMpackage in
the form of a zip file. In our case, we used theMoodle learningmanagement system, but it
canbe any learningmanagement system that supports theSCORMstandard.The learning
management system also should support gamification itself, or some gamification plugin
needs to be used. In our case, we use the “LevelUP” plugin. The chatbot system uses
youtube services to reduce the chatbot package’s size and reduce the LMS server’s
possible load. Therefore the video should be deployed on youtube first.
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Fig. 4. Chatbot deployment diagram

The chatbot system was implemented from scratch using javascript language for
implementing the system and implementing chatbot story scripts. The implemented
system consists of four main parts (see Fig. 5).

Fig. 5. Chatbot system package diagram

The SCORM Manager implements the necessary functionality to interact with the
learning management system, providing a self-assessment evaluation. The video man-
ager implements the Youtube video’s playback and provides a video observer object for
realizing interruption events such as pausing a video to start the conversation. The Cha-
tUI package is responsible for providing a user interface and interactions with a learner.
The package provides graphical and audio interfaces. The conversation is depicted using
avatars and texts (see Fig. 6). The texts are spoken by the chatbot character (an owl).
The input is implemented using spoken language processing and providing the answer
options in the form of buttons.
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Fig. 6. Chatbot user interface

4 Experiment

The video “Introduction to software engineering” [10] from “SoftAware” project videos
was chosen to demonstrate the chatbot capabilities. The video was split into four parts:
introduction, main concepts, key challenges, and summary. You can see the correspond-
ing topics provided by the chatbot in Fig. 6. The learning path we implemented was
straightforward: learners have to watch the separate sections of the video and after each
section answer one question related to the content provided in that section. Figure 7
depicts this scenario:

Fig. 7. Chatbot scenario used for the experiment

The implemented chatbot was used in the course “Software Engineering”. This
course is dedicated to second-year undergraduate students at Kaunas University of
Technology at the Faculty of Informatics.

The aim of the experiment was to assess the usability of the chatbot and to explore
the possibilities to use it in the learning process.

The System Usability Scale (SUS) methodology was used to achieve the goal. This
methodology is widely used to determine the usability of software for its simplicity,
shortness, and reliability, even with a small sample size [11]. A closed questionnaire is
provided to system users. It is based on the original SUS questionnaire and consists of
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10 statements [12]. Statements are rated on a 5-point (Likert type) scale from “Strongly
Disagree” (1 point) to “Strongly Agree” (5 points). Odd statements describe a positive
attitude towards the system; even statements describe a negative one (Fig. 8).

Fig. 8. SUS questionnaire

Overall SUS score. Overall SUS score is calculated using the formula provided in the
methodology [13]. A result is a number between 0 and 100, but it is not a percentage.
There are three SUS score ranges: 0–64 (the system is not acceptable), 65–84 (the system
is acceptable), 85–100 (the system is excellent). The average SUS score is 68.

Twenty-four students in the “Software Engineering” course responded to the online
questionnaire. The collected data and the calculated SUS scores are presented in the
table (Fig. 9). A heat-map with a positive and a negative reaction is obtained in the table
by combining different reaction colors. The calculated score for each student is given in
the right-hand column of the table. The score for each question is given in the bottom
row of the table. The overall SUS score of the Chatbot implementation is 69,8 out of
100. This means that the system is acceptable but could be improved.

The result is easier to interpret when SUS scores are converted to percentiles ranks
and grades (A-F). The grading scale on a curve obtained by Lewis and Sauro was used.

The result in this study corresponds approximately to the 56th percentile and the
letter grade C (see Fig. 10). The calculated SUS score (69,8) is a higher score than 56%
of all applications tested.

Learnability and Usability. The learnability sub-scale is based on items 4 and 10, the
usability sub-scale - on the other eight items. Sub-scales obtained in this study are
presented in Fig. 11.
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Fig. 9. SUS heat-map

The respondent’s learnability score is higher than the usability score in most cases
(see Fig. 11). The average learnability score (77,6) is also higher than the average usabil-
ity score (67,8). Sauro [14] notes that the structure of learnability and usability depends
on certain circumstances. Several students reported technical glitches in communicating
with Chatbot. Problems may have been due to insufficient technical capacity: “…some-
thing feels off. But I like that it is engaging”, “…it frozewhen I answeredYes”, “…it asks
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Fig. 10. SUS score [14]

Fig. 11. Learnability (LS) and Usability (US) Sub-scales

a question and you have no way of answering it”. Respondents confirmed a positive atti-
tude towards the system by answering the additional question, “Would you recommend
this system to a colleague or other stakeholders?”. 17 respondents out of 24 answered
this question in the affirmative.

5 Conclusions

Chatbots nowadays are applied in many areas ranging from pure entertainment solutions
to learning support systems. We proposed a rule-based Chatbot system that uses speech
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recognition and synthesized answers for increased immersiveness and for supporting the
learners with different sensual perceptions. The aim of this system is to support learners
during educational video sessions.

The system was validated using the System Usability Scales (SUS) methodology. It
showed that the current implementation has an average usability score, which hints at the
need for improvement. The survey also showed a positive learners attitude towards the
proposed system. Therefore we see the importance of enhancing the Chatbot usability
and availability. This is vital for emerging learning technologies, such as virtual reality
environments, which do not have usual support systems.
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arnas@aai-labs.com

2 Institute of Informatics, Vilnius University, Naugarduko 24,
03225 Vilnius, Lithuania

{aistis.raudys,pijus.kasparaitis}@mif.vu.lt

Abstract. Introducing neural networks into the field has improved the
performance of speech synthesis systems significantly. Most research
was done on the English language which has substantial speech data
resources, however, a low degree of grapheme-phoneme correspondence.
Other, low resource languages pose different challenges that may be over-
come using different approaches to text embeddings. In the present paper
we present the results of using stressed text labels in speech datasets to
train a speech synthesis model for a low speech data resource language
- Lithuanian. Nvidia’s implementation of the Tacotron 2 system and the
Lithuanian language speech dataset (corpus) with stressed text labels
were used to train speech synthesis models. By introducing accentuation
into sample labels, we show a significant improvement in speech natural-
ness as measured by MOS.

Keywords: Speech synthesis · Neural networks · Datasets ·
WaveGlow · Tacotron 2 · Phonemic orthography

1 Introduction

A phonemic orthography is an orthography in which the graphemes (written sym-
bols) correspond to the phonemes (spoken sounds) [1]. Some languages have a
higher degree of grapheme-phoneme correspondence. This means that words are
pronounced very similarly to the way they are spelled. Finnish, Albanian, Geor-
gian, and other languages are good examples of that. Other phonemic orthogra-
phies can be defective (e.g., English), or slightly defective (e.g., Lithuanian, which
will be used as an example throughout this paper). This information is important
to the implementation of a speech synthesis system. A lot of research was carried
out to convert graphemes to phonemes in highly non-phonemic languages, such
as English [2–4]. The converted graphemes are then used to train a deep neural
network to synthesize speech. Without this conversion, some neural networks
struggle to ensure correct pronunciation of synthesized speech [5].
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However, the opposite may be the case for languages with higher grapheme-
phoneme correspondence. In such languages, most of the letters are pronounced
the way they are spelled. For example, the majority of letters in the Lithuanian
language correspond to the same phoneme regardless of the context of a sentence.
Still, it is not a complete phonemic orthography, since the vowels are not fully
distinguished [6]. Nevertheless, the phonemic complexity is lower as compared
to that in the English language; this facilitates the task of preparing the text for
neural network training.

In the Lithuanian language, the same word often has more than one pronun-
ciation. It depends on the accentuated (stressed) letter, e.g., the word “pastato”
is pronounced differently in the following two sentences: “ẽikite tiẽsiai iki pãs-
tato gãlo”, “Jìs pastãto dáiktą añt stãlo.”. The morphological analysis can help
to determine the stress position in the word of the sentence [7]. Another app-
roach is to use stressed text data to train a neural network that can put accents
on appropriate words in a sentence. The latter is more preferable for a neural
network TTS system application.

Since the main problem that sets the Lithuanian language apart from a phone-
mic orthography is that some of its vowels are not fully distinguished (the same
letter can be used for the short and long vowels, e.g., “a”, “e”), using a stressed-
label speech dataset may be sufficient to train a neural network to synthesize
speech. This eliminates (or replaces) the need for pronunciation dictionaries [8]
which are not publicly available for many languages and are hard to compile. This
is especially important to the languages that have low speech data resources.

To leverage all that, we will use Nvidia’s implementation of Tacotron 2 as an
acoustic model and a WaveGlow vocoder. It is possible to use raw text as dataset
sample labels to train the Tacotron 2 model, however, our experiments show that
this has a negative impact on the performance of a speech synthesis model. The
results also show the advantages of using the stressed text as sample labels.
Further work may include modifying TTS systems where input text embeddings
originally are phonemes. An example of such a system is Microsoft’s FastSpeech
2 [9], in which the vocabulary of phonemes is used to train the model. We could
experiment to discover whether the stressed text would work equally well for the
languages with a higher degree of a phonemic orthography.

2 Background

In the present section, we are going to review briefly the background of this work,
including the Tacotron 2 and WaveGlow neural networks, Lithuanian speech
corpus stressing, the TTS system evaluation by MOS, and, finally, a brief history
of other Lithuanian text-to-speech synthesizers.

2.1 Tactoron 2 and Nvidia

Tacotron 2 is a neural network architecture for speech synthesis directly from
the text [10]. Like most TTS (text-to-speech) systems, the TTS synthesis pro-
cess takes place in two steps [11–13]. First, the input character embeddings are
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converted to a mel-scale spectrogram using a recurrent sequence-to-sequence fea-
ture prediction network that is based on encoder-decoder architecture with an
autoregressive decoder. Such a system is typically called an acoustic model. The
outputs of the acoustic model are then fed into the WaveNet [12] model (that
was modified to accept mel-spectrograms as inputs) which uses the spectrogram
to synthesize a time-domain waveform. WaveNet is called a vocoder model since
it can synthesize audio from a given sequence of features. It generates audio
by sampling one frame at a time and is conditioned on the previously generated
frames. To summarize, the original Tacotron 2 system uses two main components
- a Tacotron acoustic model and a WaveNet vocoder - to synthesize speech. The
present authors claim that the quality of speech synthesis done by the model
rivals that of a real human speaker. The main disadvantage of the system, how-
ever, is that the inference time is much slower than real-time because WaveNet
generates each audio frame sequentially; consequently, it cannot be deployed in
a real-world application.

In this paper, Nvidia’s implementation of Tacotron 2 [14] is used to train
a Lithuanian speech synthesis model. Nvidia’s Tacotron 2 differs from the sys-
tem described in the original paper in that it uses WaveGlow [13,15] instead
of WaveNet [12] as a vocoder. This greatly speeds up inference time. WaveG-
low is a generative model that generates audio by sampling from the distribu-
tion of audio samples conditioned on a mel-spectrogram [13]. With the help of
Tacotron, a trained WaveGlow model can sample a good quality waveform from
a mel-spectrogram much faster than in real-time. The MOS score provided by
the authors of the WaveGlow paper shows that the vocoder synthesizes audio
quality similar to that generated by WaveNet.

2.2 Text Stressing

Instead of using raw text embeddings to train the Tacotron 2 model as it
was done in the original paper and Nvidia’s implementation when training the
English language speech synthesis model, we will use a Lithuanian language
speech dataset where each sample label (sentence) is stressed. The program
that uses the algorithm based on the morphological analysis [7] was used to
semi-automatically stress the speech corpus sample labels. The program runs
through dataset sample labels, stresses each word and marks the words that can
be stressed in multiple ways or the words that were not stressed. Then the user
of the program can choose appropriate stressing of the words from the proposed
options or put the accents manually.

This program was used to stress 91-h Lithuanian speech corpus sample labels.
Each accent (stress mark) is actually a UTF-8 combining character [16] that is
combined with a previous letter in a character sentence, e.g., two UTF-8 sym-
bols ‘a’ and \u0300 are combined into ‘à’. We used three combining characters
(accents) as character embeddings when training a TTS model: \u0300 (grave),
\u0301 (acute), and \u0303 (tilde). Using these character embeddings, a neural
network can learn which letter in a word should be accented, thus improving nat-
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uralness of synthesized speech. See Sect. 3.1 for more details on the Lithuanian
speech corpus stressing.

2.3 Mean Opinion Score

The mean opinion score (MOS) [17] is a subjective evaluation metric of text-to-
speech systems. It is calculated by collecting the results of a subjective listening
test. Subjective listening tests are generally regarded as the most reliable and
definitive way of assessing speech quality and naturalness [18]. In general, sub-
jective quality measures require that:

– there are enough listening subjects of sufficient diversity to produce statisti-
cally significant results;

– experiments are conducted in the controlled environment with specific acous-
tic characteristics and equipment;

– every subject receives the same instructions and stimuli.

In the MOS test, the listeners evaluate randomly selected samples from a
pool of speech samples (either signals or utterances). In the case of TTS MOS,
the pool of speech samples usually contains audio samples generated by multiple
TTS systems and ground truth (real human speech samples). The MOS score is
calculated for each of the sources. Also, the limitation is that the same listening
test should never contain two samples created from the same utterance.

At the beginning of the test, listeners are asked to use headphones to achieve
better results because by using loudspeakers people have a smaller discrimination
capacity. They are also provided with the MOS score table, like that in Table 1.

Table 1. Mean opinion score table [18]

Rating Quality Distortion

5 Excellent Imperceptible
4 Good Just perceptible, but not annoying
3 Fair Perceptible and slightly annoying
2 Poor Annoying, but not objectionable
1 Bad Very annoying and objectionable

2.4 Other Lithuanian Text-to-Speech Synthesizers

The synthesis of the Lithuanian speech has a history of about 30 years. A compre-
hensive review was published 5 years ago [19]. The first Lithuanian commercial
format speech synthesizer Apollo was developed by Dolphin systems Inc. in 1994.
Later, concatenative synthesizers, mainly based on diphones, were developed
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and refined for a long time. In 2013–2016, a significant breakthrough in terms of
voice quality was achieved with the development of unit selection synthesizers.
In recent years, statistical-parametric synthesis using the Merlin neural network
package has been mastered and this method has been shown to outperform unit
selection synthesis [20].

3 Experimental Setup

3.1 Dataset

To train a neural network, a 91-h one-speaker Lithuanian speech dataset was
created. The first stage in creating the dataset was to collect multiple audiobooks
narrated by Vytautas Radzevičius and their e-book counterparts. Then the text
and audio speech were aligned using Aeneas, an open-source tool [21]. This
process is called forced alignment [22] and it results in a sync-map that contains
the start and end timestamp of each sentence in the audio. Then, using this sync-
map, the audio was cut into samples of the length ranging from 2 to 14 s. Finally,
the data was structured as a set of audio sample and label (transcription) pairs.

Nevertheless, the quality of the dataset is relatively poor. That is because
the Aeneas aligning tool is not perfect and makes mistakes even after trying out
multiple configurations. Another drawback is that the speaker does not always
narrate the same words as in the corresponding e-book due to a human factor.
Some manual work was done to correct the dataset as well as possible, but the
audio-text pairs are still not completely accurate (correct). This affected the
quality of the model, which is reflected in MOS (see later Sections).

After building the audio and text pair dataset, each sample label (text sen-
tence) was automatically stressed using the program described in Sect. 2.2. The
stressed text labels were manually reviewed and fixed by a professional philol-
ogist to ensure correctness. The stressed-text speech corpus was later used in
model training.

3.2 Model Configuration

To train both Tacotron 2 and WaveGlow, the same hyperparameters as in corre-
sponding papers were used. Only the batch sizes were reduced (from 64 to 16 for
Tacotron 2 and from 24 to 12 for WaveGlow) because of a lack of computational
resources. The hyperparameters for Tacotron 2 and WaveGlow are summarized
in Tables 2 and 3, respectively. Other details can be found online.

3.3 Training Setup

We carried out the experiments on Google Virtual Machine with an 8-core CPU,
1 x Nvidia Tesla T4 GPU and 30 GB of RAM. We used publicly available pre-
trained models published by Nvidia for both Tacotron 2 and WaveGlow. We
used them to fine-tune the models on our data to save computational resources.



Speech Synthesis Using Stressed Sample Labels 383

Table 2. Tacotron 2 hyperparameters [14].

Hyperparameter Value

Character embedding dimension 512
Encoder kernel size 5
Encoder number of convolutions 3
Encoder embedding dimension 512
Decoder number of frames per step 1
Decoder RNN dimension 1024
Decoder pre-network dimension 256
Max decoder steps 1000
Decoder gate threshold 0.5
Pre-attention dropout 0.1
Pre-decoder dropout 0.1
Attention RNN dimension 1024
Attention dimension 128
Attention location number of filters 32
Attention location kernel size 31
Mel-post processing network embedding dimension 512
Mel-post processing network kernel size 5
Mel-post processing network number of convolutions 5

Table 3. WaveGlow hyperparameters [15].

Hyperparameter Value

Mel-spectrogram channels 80

Coupling layers 12

Invertible 1× 1 convolutions 12

Coupling layer dilated convolutions 8

Residual connections 512

Skip connections 256

Early channel output after every N layers 4

Number of early channer outputs 2

Batch size 12
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The fine-tuning of the vocoder is of especial importance as the authors of the
paper state that they used 8 Nvidia GV100 GPU’s to train for 580000 iterations
with a batch size of 24, and such resources are expensive.

4 Results

The WaveGlow vocoder was fine-tuned on our speech corpus first. It took 111 h
to train the model for 84000 iterations (42 epochs). Then the Tacotron 2 model
was trained for 18 h to reach 24000 iterations (24 epochs). We conducted a MOS
survey to evaluate the following four acoustic model - vocoder model combina-
tions:

– A Tacotron model trained on a dataset without stressed text labels and a
pre-trained WaveGlow model. (NP)

– A Tacotron model trained on a dataset without stressed text labels and a
finetuned WaveGlow model. (NF)

– A Tacotron model trained on a dataset with stressed text labels and a pre-
trained WaveGlow model. (SP)

– A Tacotron model trained on a dataset with stressed text labels and a fine-
tuned WaveGlow model. (SF)

The survey also contained ground-truth (GT) samples. There were 6 survey
participants. The participants were familiarised with the purpose of the survey,
given instructions on how to complete the survey, and were asked to use head-
phones throughout the whole survey process to achieve more reliable results [18].
Each participant had to rate 75 audio samples generated by 5 sources (NP, NF,
SP, SF, and GT) on a scale from 1 to 5. To avoid response bias, the partici-
pants were not informed on which sample was generated by which source. The
rated utterances (samples) contained no numbers or abbreviations, but they did
have punctuation. The shortest utterance duration was 1.5 s (2 words), while
the duration of the longest sample was 9 s (18 words). The participants were
provided with the MOS table (like that in Table 1) for reference. The MOS eval-
uations were calculated with 95% confidence intervals (CI) computed from the
t-distribution.

The MOS results are provided in Table 4. As we can see, the system that has a
Tacotron model trained on the stressed text and a fine-tuned WaveGlow vocoder
perform significantly better than the systems that have either a Tacotron model
that is not trained on the stressed text or that uses a pre-trained WaveGlow
model. On the other hand, there is a fairly big gap between the best-performing
speech synthesis system and the ground truth. This may be due to several reasons.
The first reason, as mentioned in Sect. 3.1, is a poor audio-text correspondence
between the dataset samples, which has a negative impact on the performance of
the synthesizer. Another reason may be that the MOS survey was not conducted
completely correctly, as it contained multiple signals (utterances) generated by
each of the 5 sources (models, ground-truth). This practice is not recommended
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Table 4. The MOS evaluation with 95% confidence intervals (CI) computed from the
t-distribution comparison between the ground-truth (GT), the model that was trained
on non-stressed text labels (NF) and the model that was trained on stressed text labels
(SF).

Model MOS ± CI

NP 2.267 ± 0.638
NF 2.612 ± 0.442
SP 2.619 ± 0.870
SF 3.525 ± 0.573
GT 4.786 ± 0.336

[18]. Another reason may be that there were not enough survey respondents -
confidence intervals are quite big for each source.

Nevertheless, the trained speech synthesis model (SF) shows fairly good
results in terms of speech naturalness and pronunciation. The model responds to
the punctuation and can synthesize various (difficult) sentences. The observed
disadvantages were that the synthesis might fail in very short or very long sen-
tences. It also breaks when attempts are made to synthesize two sentences sep-
arated by a dot. This might be again the fault of the poor-quality dataset, as
this behavior usually is not observed in Tacotron models.

5 Future Work

5.1 Speech Corpus

The next natural step in limproving the quality of synthesized speech is to fix
the errors in the Lithuanian speech corpus. This has the potential of solving the
above-described multiple currently encountered synthesis problems.

5.2 Automatic Stressing Model

The stressed dataset sample labels were generated by using a semi-automatic
tool (program) that still requires human expert intervention. Currently we are
working on a completely automated text-stressing neural network model. This
may provide high stressing accuracy results and thus remove the need for human
expert work. It would be extremely useful in creating new stressed datasets and
training of new models with different voices. Also, it would ease the inference
process, since now the user himself needs to put accents on the words in the
sentence he wants to synthesize. A high accuracy stressing neural network model
may work as a pre-processor for speech synthesis model input.

Currently, we are creating multiple high quality speech datasets narrated by
different speakers. Quality checks are done by human listeners to ensure the
correctness of the audio-text correspondence between the dataset samples. Since
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the quality of these datasets will be better than that used for the experiments
in this paper, a speech synthesis model of better performance is expected to
be trained by applying transfer learning to the model described therein. These
multiple speaker datasets may also stimulate further research into multi-speaker
speech synthesis for languages with higher orthographic degree.

6 Conclusions

In the present paper we proposed to use the stressed text for speech dataset
sample labels for languages with a higher degree of a phonemic orthography.
The main problem we tried to solve was an incorrect pronunciation of syn-
thesized speech. We used the UTF-8 combining characters \u0300, \u0301,
\u0303 (accordingly, grave, acute and tilde) as character embeddings to allow
the Tacotron model to learn to pronounce words when explicitly specified by
accents. Our experimental results show that the use of stressed dataset sample
labels significantly outperforms the TTS models trained on a dataset with raw
(not stressed) sample labels. Hence, by using stressed text sample labels for lan-
guages with a higher degree of a phonemic orthography, it is possible to replace
the hard to create phoneme vocabulary necessary in some speech synthesis neural
networks to achieve high quality speech.

Although the proposed approach is a relatively small modification to the
usual speech synthesis model training workflow, this study may be useful to
the developers whose aim is to train a text-to-speech model for a low resource
language that has a higher orthographic degree.
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