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Abstract. The subject of the study was the recognition of sounds of critical situa-
tions in the audio signal. The term “critical situation” is understood as an event, the
characteristic sound signs of which can speak about acoustic artifacts as a shot, a
scream, a glass crash, an explosion, a siren, etc.. The paper considers the scope of
audio analytics, its advantages, the history of spectral analysis, as well as analyzes
and selects tools for further development of system components. In the paper, we
propose our dataset that consists of 14 classes that contains 1000 sounds of each,
and a model to detect emergency situations using audio processing and analytics.

Keywords: Acoustic signals · Event detection · Audioanalysis · Audio
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1 Introduction

In recent years,wehave increasingly encountered various audio content that is distributed
for both commercial and non-commercial purposes. Due to the growing availability
of audio materials and the growth of computing power, automated signal-based audio
processing is currently at the center of various studies [1].

Depending on the storage format, user requirements, data volume, and many other
parameters, a variety of applications and trends have emerged to solve various audio anal-
ysis tasks. The following popular tasks of audio analysis can be distinguished [2]: speech
recognition, speaker identification, music information search (MIR), event detection,
emotion recognition, and film content analysis.

Audio information can be presented in different ways and in different formats. For
example, a composer can record a work in the form of a musical score (sheet music). A
note has several properties, including pitch, timbre, volume, and duration [3].
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MusicXML has become a universal format for storing music files for use in various
music notation applications. This is a music file format, the main task of which is to
correctly display the graphics, that is, to demonstrate how a piece of music will look. For
electronic instruments and computers,music can be transmitted using standard protocols,
such as the widely used Digital Musical Instrument Interface (MIDI) protocol, where
event messages determine pitch, speed, and other parameters to generate the intended
sounds [4]. Unlike symbolic representations, audio representations, such as WAV or
MP3 files, do not explicitly define musical events [5]. These files encode the acoustic
waves that are generated when a source (such as an instrument) makes a sound.

Another commonly used form of representation of an audio signal is the representa-
tion of a signal in the time domain. The change in the characteristics of the audio signal
over time is represented as a graph. Computers can receive audio signal characteristics
at specific points in time. The speed at which the computer analyzes the audio data is
called the sampling rate [6].

2 Related Works

Recently, automatic systems that control a person’s daily activities are becoming more
common. Their main purpose is to ensure public safety, which is achieved through
surveillance in public places and the recognition of potentially dangerous situations.
Research in the field of automatic surveillance systems is mainly focused on the detec-
tion of events using video analytics. In turn, acoustic monitoring can be used as an
additional source of information, and, being integrated with video surveillance systems,
can increase the efficiency of event detection. This makes it necessary to study the prob-
lem of automated recognition of sounds of critical situations in order to further develop
a system that searches for them in the audio signal in real time [7, 8].

Progress in the study of acoustic characteristics of sounds is associatedwith the name
of the German scientist Hermann von Helmholtz. He developed the theory of resonance,
on the basis of which, in the middle of the XIX century, a resonator was invented,
called the Helmholtz resonator. The resonator repeatedly amplifies the amplitude of the
spectral components of periodic and aperiodic signals, the frequency of which is close
to its natural frequency. With a set of resonators with different natural frequencies, the
researcher can perform spectral analysis of audio signals. Initially, this was done as
follows: in a resonator on the opposite side of the neck, a process was created, which the
researcher inserted into the ear; by listening to the sound under study using a set of such
resonators, the scientist could determine which tones and with what volume are present
in this sound [9–11].

The next step in the development of the technique of spectral analysis was made
a few years later by Rudolf Koenig. Using a set of tunable Helmholtz resonators, he
was able to provide visualization of spectral analysis using the manometric capsule he
invented in 1862. The principle of operation of the capsule was as follows: in one half of
the capsule, separated by an elastic membrane, the lamp gas was supplied, in the other
half sound was supplied, and, thus, fluctuations in sound pressure modulated the height
of the flame in the capsule: the greater the amplitude of the vibration, the higher the
flame [12].
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A milestone invention in the field of spectral analysis and visualization of sounds
was made by American scientists. They created a new type of spectrograph called a
sonograph. It made it possible to visualize a dynamic spectrogram obtained by burning
an electrosensitive paper with a pen. In fact, the sonograph has completed a century of
analog spectral analysis techniques [13].

The acoustic monitoring system allows you to solve the following tasks in automatic
mode and in real time [14–16]:

1. selection of acoustic artifacts in the sound stream (characteristic sound signs of a
particular event);

2. perform classification of acoustic artifacts (shot, scream, glass fight, explosion, siren,
etc.).);

3. selection of speech and its emotional component in the audio stream (for the Russian
language) with automatic recognition of keywords and phrases (“police!”, “call an
ambulance!”, etc.);

4. determination of the approximate direction to the source of the acoustic artifact
relative to the terminal device (if the terminal device is equipped with a stereo
microphone);

5. determination of the coordinates of the alarm event (if the terminal device is equipped
with a GPS/GLONASS signal receiver);

6. transmitting information about the recorded alarm event to the processing center
with the indication of the event attributes (device ID, event time, event class, audio
recording of the event, relative direction to the sound source, etc.);

7. saving information about disturbing events in the archive;
8. notification of external video surveillance systems about the registration of an alarm

event.

A well-known acoustic monitoring system is the Shot Spotter system, which has
been used in the United States since 2006, and although it is limited to only one class of
disturbing events – shots, it is not able to recognize speech, it has proven its effectiveness.
Over the years, the system has localized 39,000 firearm shots, and police have been able
to respond quickly on a case-by-case basis.

3 Materials and Methods

3.1 Extracting Features from an Audio Signal

Feature extraction is an important step in both audio analysis and image recognition
and machine learning in general. The goal is to extract a set of characteristics that
informatively reflect the properties of the source data from the data set of interest. This
allows you to reduce the dimension of the data [17].

To achieve this goal, it is important to have a good understanding of the subject area
in order to decide which of the features are important and which are not. After extracting
the necessary signal features for their further use, the features are normalized. In this
case, well-known and theoretically studied methods of reducing the dimension of the
feature vector (LDA, PCA, etc.) are used [18].
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3.2 Short-Term Audio Signal Analysis

In most applications, the audio signal is analyzed using the so-called short-term (or
short-term) processing technology, according to which the audio signal is divided into
windows (frames) and the analysis is performed based on these frames [19] (Fig. 1).

Fig. 1. Example of short-term processing using a window

During short-term processing, we focus each time on a small part (frame) of the
signal, i.e., at each stage of processing, we multiply the audio signal by the shifted
window function of the finite duration w (n) [20]. The resulting signal x i () at the ith
stage of processing is given by the formula 1.

xi(n) = x(n) ∗ w(n − mi), i = 0, . . . ,K − 1 (1)

where K – number of frames,mi – shift delay (the number of samples by which the
window is shifted to get the i-th frame).

Formula 1 implies that (n) is zero everywhere except in the region of samples with
indexes mi,…,mi + WL − 1, whereWL - length of the moving window. The value of m
i depends on the step W S of the window. Usually WL varies from 10 ms to 50 ms. On
the other hand, the window pitch (S) controls the degree of overlap between consecutive
frames. If, for example, 75% overlap is required and the window length is 40 ms, then
the window pitch should be 10 ms. Hence, the total number of short-term windows K
can be obtained using the formula 2.

K =
⎧
⎨

⎩

N − WL

WS
+ 1

0, else
(2)

As for the window types, you can use a rectangular window, in which the signal is
simply truncated outside the window and remains unchanged inside the window. This
logic can be described by formula 3.

w(n) =
{
1, 0 ≤ n ≤ WL − 1

0, else
(3)

In addition to rectangular windows, you can use such windows as the Hamming
window, the Bartlett window, and others.
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3.3 System Architecture

The microphone’s audio is constantly recorded by the device. A time limit has been
set for the recording. When the user subsystem hits this time limit, it saves the freshly
documented file for review, deletes the previously stored file, and starts writing the next
file.

Figure 2 illustrates the proposed device architecture. Preprocessor, first stage frame
classifier, and second stage frame classifier are among the components of the device.

From the initial audio signal, the preprocessor produces a series of overlapped audio
frames and removes a collection of features from each frame. Each function vector is
given a collection of labels by the first stage frame classifiers (frame). It’s worth remem-
bering that each frame may have several labels allocated to it. It finally group frames
into intervals. Second Stage Interval Classifier conducts an interval-level classification,
assigning a final prediction to each interval based on aWeightedMajorityVoting (WMV)
strategy within the frames that make up the interval.

The process of identifying different troubling audio incidents is broken down into
two parts [21]:

• the identification (selection) of sharp pulse signals in the audio data stream from
background noise;

• the assignment (recognition) of the identified signal as one of the categories of audio
events.

Fig. 2. System architecture
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Figure 3 depicts an acoustic measurement device that detects pulsed noises and
activities automatically and in real time. The machine receives a signal as well as the
sound event’s characteristics. Machine learning is used to classify audio patterns and
identify pulsed tones. “Police,” “Ambulance,” and “Blast” are described as keywords in
the incident. Identifying the site of possibly hazardous incidents. The next move is to
submit reports regarding the warning case to the relevant authority, archive the event,
and apply the evidence to the database.

Fig. 3. Audio event detection and classification flowchart



Audio Surveillance: Detection of Audio-Based Emergency Situations 419

3.4 Data Collection

The proposed system’s output was assessed for an automatic monitoring program
that needed to detect the following incidents (considered “abnormal” in the observed
environment): shots, cries, and broken windows.

We created a data collection for this reason by combining multiple audio samples
collected in different railway station scenarios.

Background noise signals such as select, shot, and broken glass make up the data col-
lection. To accommodate for the characteristics of different device scenarios, background
noise was recorded both indoors and outdoors.

The signals were divided into one-second intervals (the average time period of each
occurrence of interest) for our studies, and then each interval was divided into frames of
200 MS, overlapping by 50%: each interval consists of nine frames.

Table 1 summarizes the data set’s signal, frame, and interval structure in terms of
signals, frames, and intervals.

4 Evaluation and Experiment Results

We selected test F as a measure of reliability for each Classifier because it is a reasonable
balance between precision and recall:

precision = tp

tp + fp
(4)

True positive classified samples are referred to as tp, and false negative classified
samples are referred to as fp.

Recall = tp

tp + fn
(5)

Fmeasure = 2 ∗ Precision ∗ Recall

Precision + Recall
(6)

Table 2 illustrates experiment results of audioevent classification.

5 Discussion

One of the most critical factors for the proper running of every community is the war
against violence. While video surveillance is important in this field, it only provides a
visual aspect. Environmental noises that may raise situational sensitivity should be used
in a more comprehensive approach.
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Table 1. Samples of different impulsive sounds

Table Column Head
Types of impulsive sounds Time (sec) Image

Automobile glass shattering 3.84

Dog barking 22.15

Police siren 24.19

Ambulance siren 15.41

Constant Wail from Police Siren 56.87

Single gun shot 3.84

Explosion 7.78

Artillery shell explosion 4 

Baby crying 6.66

(continued)
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Table 1. (continued)

Table Column Head
Types of impulsive sounds Time (sec) Image

Burglar alarm 11.13

Fire alarm beeping 1.41

Fire alarm bell 1.59

Smoke alarm 0.99

Fire alarm yelp 2.3

Table 2. Results of impulsive audio event type detection

Event type Accuracy Precision Recall F1 score

Gunshot 0.9178 0.9245 0.9427 0.8945

Broken glass 0.9372 0.9765 0.9215 0.9154

Fire 0.9435 0.9346 0.9215 0.9345

Siren 0.9537 0.9462 0.9876 0.9642

Explosion 0.8132 0.8254 0.8352 0.8124

Cry 0.8635 0.8524 0.8864 0.8754

Dog barking 0.8456 0.8325 0.8571 0.8254

Fire alarm bell 0.8654 0.8452 0.8576 0.8457



422 Z. Dosbayev et al.

Both stored archives andweb streamsmaybe processed using audio analytics.Micro-
phones are often cheaper than cameras and do not need specific requirements for posi-
tioning and repair, so they are often used as an alternative to video monitoring [21]. The
system detects noises in total darkness, andmicrophones are much cheaper than cameras
and do not need special criteria for placement and maintenance. Sound recognition sys-
tems can be used to recognize specific noises in an audio stream (screams, explosions,
footsteps, sounds of breaking glass, crying), simple audio recordings of noise, identify
individuals by their gestures, enhance the accuracy of the speaker’s speech, and identify
flaws in the function of structures [22].

To combat violence, several communities depend on video surveillance services.
However, according to the article, video monitoring alone is not an adequate solution
for identifying and stopping crimes [23].

“Today, the most critical components of urban defense applications are hazard iden-
tification and data processing tools, such as motion sensors, thermal imaging devices,
and license plate recognition apps. Theymust, though, concentrate solely on visual influ-
ences. Sound sensor technology should be used in a fully robust urban defense approach,
according to experts [24].

Operators may hear whether an individual is in danger, send them orders, or scare
suspects away by alerting them over a loudspeaker using a surveillance solution of audio
transmission.

“According to current studies, physical violence is accompanied by verbal aggression
in 90% of situations [24]. The violence sound detection device is useful because it helps
security staff to sense agitation in voices and other noises consistent with rage, anxiety,
and verbal aggression “According to the paper. Safety and law enforcement officers
would be able to use audio monitoring to decide which noises are of concern and which
are not. The program that senses violence uses sophisticated algorithms to interpret the
sounds and adapt them to trends. If the sound is marked as noteworthy, the app sends a
warning to the monitoring team right away.

The sounds of violence (for example, physical abuse) and weapons are the two types
of sounds that need to be studied the most in order to maintain city protection. Law
enforcement authorities may be able to properly cope with violence by utilizing devices
that identify violent noises and the use of weapons.

6 Conclusion and Future Work

The study proved the feasibility and potential of a method for automatically detecting
impulsive sounds in audio files that combines the usage of amplitude-time and spectral
signal parameters. Additional experiments would focus on a more detailed collection
and mathematical study of low-level signal characteristics, as well as exploring the
possibility of utilizing deep machine learning models to identify impulsive sounds.
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