
Security Analysis of Even-Mansour Structure
Hash Functions

Shiwei Chen(B), Ting Cui, and Chenhui Jin

The PLA SSF Information Engineering University, Zhengzhou, China

Abstract. In this paper, we mainly focus on the security of Even-Mansour struc-
ture hash functions, including preimage attack resistance andmulti-block collision
attack resistance.

Firstly, we focus on the Even-Mansour structure hash function with two itera-
tions. Basing on the permutation used in the Even-Mansour structure hash function
we construct two new functions f1 and f2, and find the partial invariables of input-
output in one function f1. Then using the partial invariables of input-output and
the meet-in-the-middle techniques, we present a preimage attack on the Even-
Mansour structure hash function with two iterations, with the time complexity of
2a(2

a−1)+2a +2n−2a functional operations of f1 or f2 and the memory is 2a a-bit
values, where a2a ≤ n and n is the size of hash value.

Secondly, we extend the Even-Mansour structure hash function to the one
with arbitrary iterations. Utilizing the property that the beginning and the ending
of every iteration in theEven-Mansour structure both needXOR themessage or the
transform result of the message, we construct many chaining values with relations
in each iteration, which makes that the number of the final chaining values is
equal to the product of the number of output chaining values in each iteration, and
thereby propose our multi-block collision attack on the Even-Mansour structure
hash functions with the time complexity of t2

s
2t queries of F permutation and

memory complexity ofO(2s/2), where t is the block number of collision message
and s is the size of truncated hash value.

Keywords: Hash function · Even-Mansour structure hash function · Preimage
attack · Multi-block collision attack · Partial invariables of input-output ·
Meet-in-the-middle technique

1 Introduction

Hash functions are an important class of primitive in modern cryptography, mainly
used in many cryptographic protocols, message authentication, etc. A hash function H
transfers a message M with arbitrary length into a fixed-length message digest h called
hash value. If the length of the hash value is n bits, we call the hash function a n-bit
hash function. To guarantee the security of the applications, a hash function H needs
to satisfy the following three basic security principles, that is, preimage resistance,
second preimage resistance and collision resistance. For a n-bit hash function, if the
computational complexity of finding a second preimage or a preimage is less than 2n,
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then the hash function is considered not to be second preimage resistance or preimage
resistance, and if the computational complexity of finding a collision is less than 2n/2,
then the hash function is considered not to be collision resistance.

In one hash function, the inputs include one message and one fixed initial chaining
value, and the output is the fixed-length hash value. Correspondingly, in one block
cipher, its inputs are one plaintext and one key, and output is the ciphertext. Since these
two structures are similar, cryptographers usually regard the key in the block cipher as
the message in the hash function, and thereby construct hash functions based on block
ciphers. Preneel [1] proposed 11 kinds of methods of constructing hash functions based
on block cipher, which include Davies-Meyer (DM) construction used in the MD family
hash functions.

Furthermore, there is one important construction in block cipher, that is, Even-
Mansour (EM for short) structure. The EM structure was proposed by Even andMansour
[2] in 1997, which allows to construct block cipher from a permutation F. In this con-
struction, the plaintext firstly XORs the key K1, then bypass F, and finally XORs the
key K2, i.e., the ciphertext is computed by c = F(p ⊕ K1) ⊕ K2. In 2012, Dunkelaman
and Shamir [3] proved that the EM construction remains the same security level even if
K1 = K2. Meanwhile, Bogdanov et al. [4] generalized the EM structure into ones with
more than one rounds, where different permutations are utilized in separated round, and
they pointed out the security bound of the distinguishing attack. In 2017, Isobe [5] used
the meet-in-the-middle technique to present the key recovery attack on the two variants,
one of which is E(2)

K (x), that is,

E(2)
K (x) = P2(P1(x ⊕ K) ⊕ π(K)) ⊕ K

where P1,P2,P are n-bit permutation, K is n-bit key and π is an simple key schedule.
In 2019, Leurent and Sibleyras [6] presented Low-Memory attacks against two-round
Even-Mansour using the 3-XOR problem.

Though the Even-Mansour block cipher and hash function have the similar structure,
the messages in Even-Mansour structure hash function could be chosen and different
message blocks are used in different iterations. In 2013, Yiyuan Luo and Xuejia Lai [7]
proposed the EM structure hash functions, and proposed one two-block collision attack
with the time complexity of 2s/4+1(s is the size of hash value). In 2015, the Kupyna
hash function was approved as the new Ukrainian standard DSTU 7564:2014 [12],
which uses theDavies-Meyer compression function based on theEven-Mansour scheme.
Furthermore, in the design of some new hash functions, the compression functions are
based on permutations, such as SHA-3 [8], light-weight hash function PHOTON [9],
JH hash function [10], etc. In this paper, we will research on the security of the EM
hash function, including preimage attack resistance and multi-block collision attack
resistance.

Our Contributions. For the Even-Mansour structure hash functionwith two iterations,
we firstly construct two new functions f1 and f2 based on the permutation F, and then
find the partial invariables of input-output in one function f1. Then, using the partial
invariables of input-output and themeet-in-the-middle techniques,wepresent a preimage
attack on Even-Mansour structure hash functions with two iterations, and analyse the
computational complexity of our preimage attack.



Security Analysis of Even-Mansour Structure Hash Functions 165

Then, for theEMstructure hash functionswithmore iterations,weutilize the property
that the beginning and the end of every iteration in Even-Mansour structure both need
XOR the message or the transform result of message, to construct many chaining values
with relations in each iteration, which makes that the number of the final chaining values
is equal to the product of the number of output chaining values in each iteration, and
thereby proposes our multi-block collision attack on the Even-Mansour structure hash
functions and analyse the computational complexity of our multi-block collision attack.

Outline. The remainder of this paper is organized as follows. In Sect. 2, we describe
the EM structure hash functions and some notations. In Sect. 3, we present our preimage
attack on Even-Mansour structure hash functions with two iterations and analyse the
computational complexity. And then we propose our Multi-block collision attack on
Even-Mansour structure hash function with arbitrary iterations and analyse the compu-
tational complexity in Sect. 4. In Sect. 5, we conclude our work and propose the future
work.

2 Preliminaries

2.1 Description of the Even-Mansour Structure Hash Functions

Even-Mansour structure was proposed by Even and Mansour [2] in 1997 to construct a
scheme for a block cipher, which uses a fixed n-bit permutation. The n-bit plaintext is
firstly XORed with n-bit K1, and the result is the input of the permutation. The output
of the permutation is XORed with n-bit K2, and the result is the ciphertext. In [3],
Dunkelman and Shamir showed that the original two-key Even-Mansour structure is not
minimal since it can be simplified into a single key structure with K1 = K2 = K.

Since the structure of a hash function is quite similar to that of a block cipher, we
can learn the designing of hash functions from mature designed block ciphers. In 2017,
Isobe et al. [5] presented one variants of the two-round Even-Mansour structure block
cipher, that is,

E(2)
K (x) = P2(P1(x ⊕ K) ⊕ K) ⊕ K

If the K and x are replaced by message and chaining value respectively, then we
obtain the EM structure hash function with two iterations.

Let F be a n-bit random permutation, m1,m2 be two n-bit input messages, and
hi(1 ≤ i ≤ 2) be the output chaining value after the ith iteration, h0 = IV be a fixed
constant, n be the size of the hash value. Then the Even-Mansour structure hash function
with two iterations EM (2)

n (IV ,m1,m2) is described as follows:
Step1. Set h0 = IV . For i from 1 to 2, compute

hi = F(hi−1 ⊕ mi) ⊕ mi

Step2. Output the h2 as the hash value.
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Fig. 1. The workflow of Even-Mansour structure hash function with two iterations

2.2 Notations

In this paper, we mainly focus on the security of the Even-Mansour structure hash
function with s-bit hash value, t block n-bit input message m1,m2, · · · ,mt and initial
chaining value IV, which is noted as EM (t)

s (IV ,m1,m2, · · · ,mt). If not specified, the
notations used in this paper is described as follows:

F: the n-bit permutation used in EM structure hash function;
mi: the n-bit message used in the ith iteration;
Tura(x): the most a bits of the variable x;
x||y: the concatenation of x and y, that is, for x ∈ {0, 1}a, y ∈ {0, 1}n−a, x||y =

2n−ax ⊕ y;
xa, xn−a: the most a bits and the least (n-a) bits of variable x respectively, that is

x = xa||xn−a;
ui, vi: the input and output respectively of the permutation F in the i-th iteration;

3 Our Preimage Attack on Even-Mansour Structure Hash
Functions

In [5], Isobe et al. proposed the key recovery attack on the E(2)
K (x), in which the single

key is used, so they need to guarantee the consistency of the two rounds. However, in the
EM structure hash functions, different message blocks are used in different rounds and
themessage block could be chosen, which increases the degree of freedom for searching.
In this section, utilizing the permutation F, we construct two new functions f1 and f2,
and then outline the method to find the partial invariables of input-output in the f1 and f2
functions. Using the partial invariables of input-output in f1 and the meet-in-the-middle
techniques, we present a new preimage attack on the EM structure hash functions with
two iterations.

3.1 Construction of the Partial Invariables of Input-Output in the Functions

Let f : {0, 1}m × {0, 1}n → {0, 1}n be a function from M × X to Y . Then the partial
invariables and target partial invariables of inputs and outputs in f are defined as follows.

Definition 1 [11] . Let x ∈ X , y ∈ Y . If for any m ∈ M , there is f (m, x) = y. Then
(x, y) is called the invariable pair of input-output. If there exists one y′ ∈ {0,1} a(a < n)
such that for any m ∈ M , we have Tura(f (m, x)) = y′, then (x, y′) is called the partial
invariable pair of a-bit input-output. If the y′ of (x, y′) is fixed, then (x, y′) is called
target invariable pair of a-bit input-output.
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Let f : {0, 1}a × {0, 1}n → {0, 1}n from M ′ × X to Y . Then finding one partial
invariable pair of a-bit input-output according to the following procedure:

Step1. Randomly choose one x ∈ {0, 1}n;
Step2. Choose one ma ∈ {0, 1}a, compute y1 = f (ma, x), and store y′ = Tura(y1);
Step3. Choose another new m′

a ∈ {0, 1}a, such that m′
a �= ma, and compute

y2 = f (m′
a, x);

Step4. Check whether y′ = Tura(y2) or not. If yes, then return to Step 3. If all m′
a in

{0, 1}a are passed, then output (x, y′); or else, return to step1.
Then we analyse the time complexity of finding one partial invariable pair of a-bit

input-output (x, y′)。
In Step 4, the probability of y′ = Tra(y2) is 2−a, so the probability of 2a − 1 m′

a
all passing is (2−a)2

a−1. Therefore the time complexity of finding one partial invariable
pair of a-bit input-output (x, y′) is 2a(2a−1) functional operations of f .

3.2 Our Preimage Attack on Even-Mansour Structure Hash Functions

In every compression function of EM structure hash function, the message block is
different. Each message block is firstly XORed to the chaining variable, and then is
XORed to the result of the random n-bit permutation F. The output is the input chaining
variable of the next compression function. So, to obtain the preimage of EM structure
hash function with two iterations, the key point is finding one two-block message, which
could keep consistency in the two-round compression function.

3.2.1 Our PreimageAttack onEven-Mansour StructureHashFunctionswithTwo
Iterations

Let m1a and m1(n−a) be respectively the most a bits and the least n − a bits of m1, and
m1 ⊕ IV be the XOR of the first message block m1 and the initial chaining variable IV.
Then we have

m1 ⊕ IV = (m1a ⊕ IVa)||(m1(n−a) ⊕ IVn−a)

Fig. 2. The workflow of our preimage attack

The function f1 is constructed as described in Fig. 2.
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Let B1 = B1a||B1(n−a) = IVa||(IVn−a ⊕ m1(n−a)) be the input chaining variable of
f1. Then we have

f1(m1a,B1) = F(B1 ⊕ (m1a||0n−a)) ⊕ (m1a||0n−a)
�=X0||X1

where X0 ∈ {0, 1}a,X1 ∈ {0, 1}n−a. From the above expression, we know that it only
depends on the message m1a, which is helpful to find the partial invariable pair of
input-output in the function f1.

Let V = V0||V1 be the input chaining variable of the function f2 as described in
Fig. 3. Then we have.

V0 = X0, f2(m2a,V ) = F(V ⊕ (m2a||0n−a)) ⊕ (m2a||0n−a)
�=Z0||Z1.

Next we firstly seek for the partial input-output fixed-point of the function f1, and
use the different values of the remaining output of f1 to obtain more values to be chosen.
Then compute backward from the given hash value and utilizing the meet-in-the-middle
technique and the property of the EM structure hash function, we obtain one preimage
M of the given hash value h for EM (2)

n (IV ,m1,m2). The whole process is divided into
two phases, that is, online phase and offline phase.

Offline Phase:

Step1 Utilizing the algorithm described in Sect. 3.1, we could obtain one pair of partial
invariable pair input-output fixed-point (B1,X0) of the function f1, that is, for any
m1a ∈ {0, 1}a, the pair (B1,X0) satisfies:

Tura(f1(m1a,B1)) = X0;
Step2 For all the m1a ∈ {0, 1}a, compute the remaining bits of the function f1, that is,

f1(m
(i)
1a,B1) = X0||X (i)

1 , i = 0, 1, · · · , 2a − 1

Computem1(n−a) = IVn−a⊕B1(n−a) and thenm1(n−a)⊕X (i)
1 . Store (m(i)

1a,m1(n−a) ⊕
X (i)
1 ), i = 0, 1, · · · , 2a − 1 in table T1.

Online Phase:

Step1. Randomly choose one V1 ∈ {0, 1}n−a, and search for one m2a ∈ {0, 1}a, such
that

Tra(f2(m2a,V0||V1)) = ha = Z0

where V0 = X0;
Step2. For them2a obtained in Step1, compute the remaining bits of the function f2, that
is, f2(m2a,V0||V1) = ha||Z1;
Step3. Compute m2(n−a) = Z1 ⊕ hn−a, and judge whether m2(n−a) ⊕ V1 is equal to one

element m1(n−a) ⊕ X (i)
1 in table T1 or not. If yes, output m2a,m2(n−a),m1(n−a) and m

(i)
1a

corresponding to m1(n−a) ⊕ X (i)
1 in table T1; Or else, return to Step1.
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3.2.2 The Complexity of Our Preimage Attack

In this section, we analyze the time complexity and memory of our preimage attack
proposed in Sect. 3.2.1.

The Complexity of the Offline Phase. In Step1, according to the algorithm described
in Sect. 3.1, we know that the time complexity of finding one pair of partial a-bit input-
output fixed-point (B1,X0) of the function f1 is 2a(2

a−1) functional operations of f1. Since
B1a = IVa is fixed, there are only 2n−a values of B1 to choose. Hence, the condition
2a(2

a−1) ≤ 2n−a needs to be satisfied, that is a2a ≤ n; In Step2, the time complexity
of computing the values of f1 for all the m1a ∈ {0, 1}a is 2a functional operations of f1.
Hence, the time complexity of the offline phase is 2a(2

a−1)+2a functional operations of
f1 and the memory is 2aa-bit values.

The Complexity of the Online Phase. In Step1, the time complexity of searching for
m2a ∈ {0, 1}a such that Tra(f2(m2a,V0||V1)) = ha = Z0 is 2a functional operations of
f2; In Step2, we need to compute the remaining bits of the function f2 for one m2a, so
the time complexity is one functional operations of f2, which can be ignored; In Step3,
since there are 2a different values of m1(n−a) ⊕ X (i)

1 in table T1, the probability that

m2(n−a) ⊕ V1 is equal to one element m1(n−a) ⊕ X (i)
1 in table T1 is 2−(n−2a), and, so

we need to process the Step1–3 2n−2a times to obtain one pair of (V1,X
(i)
1 ) satisfying

m2(n−a) ⊕ V1 = m1(n−a) ⊕ X (i)
1 . Hence, the time complexity is about 2n−2a functional

operations of f2.
In a word, the time complexity of our preimage attack is 2a(2

a−1)+2a + 2n−2a

functional operations of f1 or f2 and the memory is 2aa-bit values, where a2a ≤ n.

4 Multi-block Collision Attack on Even-Mansour Structure Hash
Function

In this section, we extend the EM structure hash function with two iterations to the one
with arbitrary iterations, that is EM (t)

s (IV ,m1,m2, · · · ,mt)(t ≥ 2).
LetF be a n-bit randompermutation,m1,m2, · · · ,mt(t ≥ 2) be n-bit inputmessages,

and hi(1 ≤ i ≤ t) be the output chaining value after the ith iteration, h0 = IV be a fixed
constant, L1 and L2 be two transformations from {0, 1}n to {0, 1}n, s(s ≤ n) be the
size of the hash value. Then the Even-Mansour structure hash function EM (t)

s (IV ,M )

is described as follows (See Fig. 3):
Step1. Set h0 = IV . For i from 1 to t, compute

hi = F(hi−1 ⊕ mi) ⊕ L1(mi) ⊕ L2(hi−1)

Step2. Output the most s bits of ht as the hash value.
In 2013, Yiyuan Luo and Xuejia Lai [7] proposed two-block collision attack on the

Even-Mausour structure hash functions, with the time complexity of 2s/4+1of F, and they
did not analyse the memory. Next we present one multi-block collision attack on the
Even-Mausour structure hash function, and analyse the time complexity and memory.
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Fig. 3. The workflow of EM structure hash function with t-iteration

In every iteration of the Even-Mausour structure hash function, the input of the
permutation F is related to the message, and the output of the permutation F is Xored
into the message, which is the input of the second iteration. Hence, we could firstly
have access to the permutation F, and use the result to compute the messages and the
output chaining values. For each chaining value, use the same way to compute the
message and the output chaining values in the next iteration. In this section, we present
our multi-block collision attack on EM (t)

s (IV ,M ), which is an Even-Mansour structure
hash function with s-bit hash value. We are to find two different t-block (t ≥ 2)message
M = m1||m2|| · · · ||mt and M ′ = m′

1||m′
2|| · · · ||m′

t , such that

EM (t)
s (IV ,M ) = EM (t)

s (IV ,M ′)

Fig. 4. The workflow of our multi-block collision attack

4.1 Our Multi-block Collision Attack on the Even-Mansour Structure Hash
Function

Let F be one random permutation, (m1,m2, · · · ,mt)(t ≥ 2) be t-block input message,
hi be n-bit chaining variable, and h0 = IV , (ui, vi)(1 ≤ i ≤ t) be the pair of input-output
of the F in the i-th iteration. Then our multi-block collision attack on the Even-Mansour
structure hash function is described as follows:
Step1. In the first iteration, randomly choose r1 different values u(1)

1 , u(2)
1 , · · · , u(r1)

1 ,
and respectively visit the permutation F, and thereby obtain r1 pairs of input-output
(u(1)

1 , v(1)
1 ), (u(2)

1 , v(2)
1 ), · · · , (u(r1)

1 , v(r1)
1 )。Since h1 = v1 ⊕ L1(m1) ⊕ L2(IV ), we could

obtain r1 random values of h1。Store the r1 quads (�, u(j)
1 , v(j)

1 , h(j)
1 )(1 ≤ j ≤ r1);

Step2. In the second iteration, randomly choose r2 different values u
(1)
2 , u(2)

2 , · · · , u(r2)
2 ,

and respectively visit the permutation F, and thereby obtain r2 pairs of input-output
(u(1)

2 , v(1)
2 ), (u(2)

2 , v(2)
2 ), · · · , (u(r2)

2 , v(r2)
2 );
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Step3. For every (u(j)
2 , v(j)

2 )(1 ≤ j ≤ r2), compute m2 = u(j)
2 ⊕ h1 and h2 = v(j)

2 ⊕
L1(m2) ⊕ L2(h1).

Since we obtain r1 random values of h1 in Step1, for each (u(j)
2 , v(j)

2 )(1 ≤ j ≤ r2),

we could obtain r1 random (m2, h2)。And since we have r2 (u(j)
2 , v(j)

2 ) in Step2, we could
obtain r1r2 random (m2, h2)。Store r1r2 quads

(h(k)
1 , u(j)

2 , v(j)
2 , h(j)

2 )(1 ≤ k ≤ r1, 1 ≤ j ≤ r2);

Step4. In the i-th iteration, randomly choose ri different values u
(1)
i , u(2)

i , · · · , u(ri)
i and

respectively visit the random permutation, and thereby obtain ri pairs of input-output
(u(1)

i , v(1)
i ), (u(2)

i , v(2)
i ), · · · , (u(r2)

i , v(r2)
i )。For every (u(j)

i , v(j)
i )(1 ≤ j ≤ ri), compute

mi = u(j)
i ⊕ hi−1 and hi = v(j)

i ⊕ L1(mi) ⊕ L2(hi−1).

Since in the (i−1)-st iteration,we obtain r1r2 · · · ri−1 randomvalues of hi−1, for every
(u(j)

i , v(j)
i )(1 ≤ j ≤ ri), we obtain r1r2 · · · ri−1 random (m2, h2)。Store r1r2 · · · ri−1ri

quads (h(k)
i−1, u

(j)
i , v(j)

i , h(j)
i )(1 ≤ k ≤ r1 · · · ri−1, 1 ≤ j ≤ ri);

Step5. Do as above up to the t-th iteration, and we could obtain r1r2 · · · rt−1rt random
(mt, ht)。Store r1r2 · · · rt quads (h(k)

t−1, u
(j)
t , v(j)

t , h(j)
t )(1 ≤ k ≤ r1 · · · rt−1, 1 ≤ j ≤ rt);

Step6. If the size of the hash value is s, then according to the birthday attack, we have
that if r1r2 · · · rt−1rt = 2s/2, then the pair h(p)

t and h(q)
t satisfying h(p)

t = h(q)
t could be

found with the probability of 0.39. Then searching for the table of the t-th iteration, we
could obtain the quads corresponding to the h(p)

t and h(q)
t , that is,(h(k1)

t−1, u
(p)
t , v(p)

t , h(p)
t )

and (h(k2)
t−1, u

(q)
t , v(q)

t , h(q)
t )。Then compute

m(p)
t = h(k1)

t−1 ⊕ u(p)
t and m(q)

t = h(k2)
t−1 ⊕ u(q)

t .

Continue to search for the table of the (t-1)-st iteration to obtain the quads corre-
sponding to h(k1)

t−1 and h(k2)
t−1, and then compute the pair of message used in the (t-1)-st

iteration. Look forward for the two t-block collision messages.

4.2 Analysis of the Computational Complexity

The computational complexity of our algorithm includes time complexity and memory.
Firstly, we analyze the time complexity of our multi-block collision attack.

In Step1 and Step2, we need to visit the permutation F r1 times and r2 times respec-
tively; In Step3, the computation of (m2, h2) could be ignored, and we need to visit the
permutation F ri times. Hence, the time complexity of our multi-block collision attack

is
t∑

i=1
ri times of visiting permutation F, where r1r2 · · · rt−1rt = 2s/2.

Due to the Geometric inequality

1

t

t∑

i=1

ri ≥ t
√
r1r2 · · · rt
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if and only if r1 = r2 = · · · = rt , the equality is guaranteed. Therefore, when
r1 = r2 = · · · = rt = 2

s
2t , the time complexity reaches the minimal, that is, t2

s
2t .

Next we analyze the memory of our algorithm.
Since we need to look forward to obtain the two t-block collision messages, the

results in Step1–5 need to be stored. In Step1, we need store the r1 pairs of input-output
(u(1)

1 , v(1)
1 ), (u(2)

1 , v(2)
1 ), · · · , (u(r1)

1 , v(r1)
1 ) and the corresponding h(1)

1 , h(2)
1 , · · · , h(r1)

1 ,

that is, r1 triples (u(j)
1 , v(j)

1 , h(j)
1 )(1 ≤ j ≤ r1); In Step2–3, for every h(j)

1 (1 ≤ j ≤ r1),

we need store r2 triples (u(j)
2 , v(j)

2 , h(j)
2 )(1 ≤ j ≤ r2), hence we need store r1r2 triples

(u(j)
2 , v(j)

2 , h(j)
2 )(1 ≤ j ≤ r2); In Step4, for every h(j)

i−1(1 ≤ j ≤ r1r2 · · · ri−1), we need

store ri triples (u(j)
i , v(j)

i , h(j)
i )(1 ≤ j ≤ ri). Hence, the memory complexity of our multi-

block collision attack is r1 + r1r2 + r1r2r3 +· · ·+ r1r2 · · · rt . When the time complexity
reaches the minimal, that is,r1 = r2 = · · · = rt = 2

s
2t , the memory complexity is

r1 + r1r2 + r1r2r3 + · · · + r1r2 · · · rt = (2
s
2t )t+1 − 1 = O(2s/2)

In a word, the time complexity of our t-block collision attack is t2
s
2t times of visiting

the permutation F, and the memory complexity is about O(2s/2).

5 Conclusion

In this paper, we analyse the security of the Even-Mansour structure hash function,
mainly using the property that the message both needs to be XORed to the beginning
and the end of every iteration. Firstly, utilizing the partial invariables of input-output of
one function f1 based on the permutation F and the meet-in-the-middle techniques, we
firstly present a preimage attack on Even-Mansour structure hash functions with two
iterations, of which the time complexity is 2a(2

a−1)+2a +2n−2a functional operations of
f1 or f2 and the memory is 2aa-bit values, where n is the size of hash value and a2a ≤ n.
Secondly, utilizing the property that the beginning and the end of every iteration in Even-
Mansour structure both need XOR the message or the transform result of message, we
propose our multi-block collision attack on Even-Mansour structure hash functions with
the time complexity of t2

s
2t queries of F permutation andmemory complexity ofO(2s/2),

where t is the block number of collision message and s is the size of hash value. In the
future work, we would like to apply our attack on the hash functions with EM structure.
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