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Abstract. Image captioning has attracted extensive research interests
in recent years, which aims to generate a natural language description
of an image. However, many approaches focus only on individual target
object information without exploring the relationship between objects
and the surrounding. It will greatly affect the performance of caption-
ing models. In order to solve the above issue, we propose a relation
model to incorporate relational information between objects from dif-
ferent levels into the captioning model, including low-level box propos-
als and high-level region features. Moreover, Transformer-based architec-
tures have shown great success in image captioning, where image regions
are encoded and then attended into attention vectors to guide the cap-
tion generation. However, the attention vectors only contain image-level
information without considering the textual information, which fails to
expand the capability of captioning in both visual and textual domains.
In this paper, we introduce a Textual Enhanced Transformer (TET)
to enable addition of textual information into Transformer. There are
two modules in TET: text-guided Transformer and self-attention Trans-
former. The two modules perform semantic and visual attention to guide
the decoder to generate high-quality captions. We extensively evaluate
model on MS COCO dataset and it achieves 128.7 CIDEr-D score on
Karpathy split and 126.3 CIDEr-D (c40) score on official online evalua-
tion server.
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1 Introduction

Image captioning [1–3] aims to automatically describe an image with natural
language. It is a task at the intersection connecting computer vision and nature
language processing. It is particularly challenging because it requires to simul-
taneously capture information of target objects as well as their relationships.
Inspired by the development of neural machine translation [4], existing research
on image captioning usually employs a encoder-decoder architecture with a Con-
volutional Neural Network (CNN) used for image feature extraction and a Recur-
rent Neural Network (RNN) for caption generation. The attention mechanism
[5–7] also plays a crucial role in image captioning task, instead of transferring
an entire image to a single representation, visual attention allows to focus on
features relevant for captions.

Fig. 1. The overall architecture of RA-TET. Our model consists of three modules. (1)
In relation module, object proposals and region features are detected, then explores
relational matrix Ro and Rr based on low-level and high-level information. (2) In atten-
tion module, V-attention is designed to obtain attended visual features v̂t based on
image features V. (3) In LSTM decoder, decoding word by word yt based on attended
visual features and attended relational features so as to generate the final caption.

Despite impressive successes, there are still limitations in the current cap-
tioning frameworks. In fact, understanding inter relationships between objects
facilitate a major component in visual understanding. Current methods focus
on obtaining information of each object individually, but overlook existing rela-
tionships with other objects or the environment. Although some methods [8,9]
based on exploring the connections between objects have been proposed, but
these methods only employ Graph Convolutional Networks (GCN) [10] to inte-
grate object relationships into image encoder, completely replace the previous
image input, and the performance of the result is limited. Considering that the
structure of CNN is hierarchical and features are propagated through the net-
work layer by layer, more efficient relational features can be derived from the
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hierarchical information of the network. As shown in Fig. 1, a relational atten-
tion network is proposed in our paper, aiming at extracting relevant relations
from two levels of information (low-level object proposals, high-level region fea-
tures). For object proposals, location and size information of each object proposal
(generated by a Region Proposal Network, RPN) are extracted to generate low-
level features. For region features, the TET encourages our model to explore
the relations between image regions and detected texts to generate high-level
features. Afterwards, low-level and high-level features processed by a relational
attention network to obtain attended relational features. Finally, the attended
relational features combined with attended visual features which is obtained by
visual attention(V-Attention) model to decoder model to guide the final caption
generation.

In summary, our contributions are as follows:

– To address the issue of relation information missing, a novel relation model
is proposed to explore relations from two levels of image information, i.e.
low-level object proposals and high-level image region features.

– To expand the capability of complex multi-modal reasoning in image cap-
tioning, TET is designed to model interactions between image regions and
detected texts.

– Experiments show that the proposed method can achieve competitive perfor-
mance in MS COCO dataset compared with other state-of-the-art models,
e.g. 128.7 CIDEr-D score on Karpathy split and 126.3 CIDEr-D (c40) score
on official online evaluation server.

2 Related Work

2.1 Relationship Exploration

Recently, a few works have attempted to utilize relations between objects from
images to improve the performance of image captioning. For example, Kim
et al. [8] introduced a relational captioning, which aims to generate multiple
captions about relational information between objects. To explore the relation-
ship between objects and semantic attributes, Yao et al. [11] applied two kinds
of graph convolution neural networks in the encoding stage. Moreover, Yang et
al. [9] leveraged an image scene graph and a semantic scene graph which incor-
porate the language inductive bias into the image captioning framework. Wang
et al. [28] proposed a hierarchical attention network that enables attention to
be calculated on pyramidal hierarchy of features. Our method explores relations
based on low-level and high-level image information, adding more relationship
information to improve the performance of the model.

2.2 Transformer Architecture

The Transformer architecture is introduced in [12], which is based solely on
attention mechanisms, dispensing with recurrence and convolutions entirely. It
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has advantages of low computational complexity, parallel computing and bet-
ter learning about long-range distance dependence. For example, Li et al. [13]
developed EnTangled Attention (ETA) that enables the transformer to exploit
semantic and visual information simultaneously. In addition, Simao et al. [14]
proposed a Object Relation Transformer, which incorporates information about
the spatial relationship between detected objects through geometric attention.
Our ETE seeks to model textual and visual information based on the input
of detected texts and image features, which could be more comprehensive for
caption generation.

3 The Proposed Approach

As illustrated in Fig. 1, our model consists of three modules: a Relation Module,
an Attention Module, and a Decoder Module. In relation module, Faster R-CNN
[15] with ResNet-101 [16] is used for object detection and feature extraction. Spe-
cially, RPN is leveraged to generates m object bounding boxes (non-maximum
suppression with an intersection-over-union threshold is used to select the top
box proposals), the location and size information of each object proposal can be
obtained. Then, we take outputs of the pool5 layer from ResNet-101 as image
region features V = {vi}m

i=1, where vi ∈ R
dv denotes the dv-dimensional fea-

ture vector. Moreover, two relation modules are designed to extract relational
information based on the above two sources of information. Finally, additional
relational attention networks are proposed to extract attended relational fea-
tures. In attention module, V-Attention is proposed to predict attended visual
features based on image region features. In decoder module, two-layer LSTMs
decoder is designed to generate the caption, which is based on attended relational
features and attended visual features.

3.1 Relation Module

Object Proposals Relation. Each box proposal predicted by RPN is
described by its location and size information: the center coordinates of bound-
ing box ci = (xi, yi), width wi and height hi, with i = 1, 2, ...,m. For two object
proposals i and j, the relational vector oij can be defined as:

oij = [
|xi − xj |

H
,
|yi − yj |

W
,
hi

hj
,
wi

wj
], (1)

where W and H are the width and height of the image. By stacking these
vectors together, a low-level feature relational matrix Ro ∈ R

m(m−1)×4 of object
proposals can be created.

Region Features Relation. To process high-level region features, we employ
TET to convert fixed number of image features into the unified relational fea-
ture representation. The Transformer module includes self-attention and multi-
head attention. For self-attention, inputs consist of queries Q = (q1, ...,qm),
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Fig. 2. The structure of TET. Two basic units with different types of inputs. Firstly,
the TG unit takes the input of image features V and text features T, and outputs the
features Z. Then, the SA unit takes the input of attended features Z and outputs the
attended features Ẑ.

keys K = (k1, ...,km) and values V = (v1,v2...,vm),qi,ki,vi ∈ R
dv . The dot

products of the query is computed with all keys, divided each by
√

dv. Finally,
a softmax function is applied to obtain the weights, the process can be seen as
follows:

Attention(Q,K,V) = Softmax(
QKT

√
d

)V. (2)

To extend the capacity of exploring subspaces, the multi-head attention
which consists of h parallel scaled dot-product attentions is adopted. The inputs
include queries, keys, and values which are projected into h subspaces, and the
attention is performed in the subspaces separately. Then, h heads are concate-
nated and linearly projected to the feature set:

MultiHead(Q,K,V) = Concat(H1, ...,Hh)WO, (3)

Hi = Attention(QWQ
i ,KWK

i ,VWV
i ), (4)

where WO ∈ R
dv×dv denotes the linear transformation. WQ

i ,WK
i ,WV

i ∈
R

dv
h ×dv are independent head projection matrices, i = 1, 2, ..., h. In addition to

attention sub-layers, each of attention layer contains a point-wise feed-forward
network (FFN ), which consists of two linear transformations with a ReLU acti-
vation.

FFN (x) = max(0,xW1 + b1)W2 + b2, (5)
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where W1 ∈ R
dv×m, W2 ∈ R

m×dv , b1 and b2 are weights and biases of two
fully connected layers.

Different from the original Transformer model, the ETE model is guided
by detected texts, in order to associate text features with image features. As
illustrated in Fig. 2, there are two units in our ETE: text-guided Transformer
(TG) and self-attention Transformer (SA). In the TG unit, the input of image
features V = (v1,v2...,vm) is transformed into queries matrix Qv, and text fea-
tures T = {t1, t2, ..., tn} which are detected by the method [17], is transformed
into keys matrix Kt and values matrix Vt. The calculation is as follows:

Qv,Kt,Vt = Linear(V,T,T). (6)

Then, with focusing on relevant image regions through detected texts, multi-
head attention is applied. And the output is computed by residual connection,
which is followed by layer normalization:

Ft→v = LN (V + MultiHead(Qv,Kt,Vt)), (7)

where Ft→v is the output features of images guided by text features, LN repre-
sents layer normalization. Then, LN layer and residual connection are used to
obtain the attended image features ˜V:

F
′
t→v = FFN (Ft→v), (8)

˜V = LN (Ft→v + F
′
t→v). (9)

In the SA unit, given the attended image features ˜V guided by text features,
then transformed into queries matrix Qṽ, keys matrix Kṽ and values matrix Vṽ

through linear layers:

Qṽ,Kṽ,Vṽ = Linear(˜V, ˜V, ˜V). (10)

Specially, residual connection followed by layer normalization is applied to
the multi-head attention as follows:

Fṽ→ṽ = LN (˜V + MultiHead(Qṽ,Kṽ,Vṽ)). (11)

Then, with the optimization mentioned above, the relational matrix Rr of
image regions are obtained as follows:

F
′
ṽ→ṽ = FFN (Fṽ→ṽ), (12)

Rr = LN (Fṽ→ṽ + F
′
ṽ→ṽ), (13)

the final output is Rr ∈ R
m×dv .
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Based on two kinds of relational features, we adopt relational attention net-
works Attobj and Attreg to transform relational feature matrix outputs into two
attended relational feature vectors:

r̂ot = Attobj(Ro,h1
t ), (14)

r̂rt = Attreg(Rr,h1
t ), (15)

where h1
t represents the hidden state of attention LSTM, the calculation of Attobj

and Attreg is consistent with the following calculation process of V-Attention,
which is shown as the Eqs. (17) and (18).

After obtaining two attended relational feature vectors, the final attended
relational feature vector can be concatenated as:

rt = Concat(r̂ot, r̂rt), (16)

the final output rt will be sent to language LSTM as input.

3.2 Attention Module

The V-Attention, which is widely used in other attention methods, could focus
on the image features that are most relevant to words at the current time step.
Specially, given the image region features vi and hidden state h1

t of attention
LSTM, a single-layer neural network followed by a softmax layer is applied as
V-Attention to obtain attention weights αt:

ait = ωT
h tanh (Wυvi + Whh1

t ), (17)
αt = softmax(at), (18)

where Wv ∈ R
H×dv , Wh ∈ R

H×dh , and ωh ∈ R
H are parameters to be learned.

Based on the weight distribution, attended image region feature v̂t can be cal-
culated by weighted summing at the current time step t:

v̂t =
m

∑

i=1

αitvi. (19)

3.3 Decoder Module

Based on the final attended relational feature vector rt and attended image fea-
ture vector v̂t, decoder module uses a two-layer LSTM decoder, namely atten-
tion LSTM and language LSTM, to guide the process of generating captions
sequentially. The input vector of attention LSTM at each time step x1

t consists
of mean-pooled image feature v = 1

m

∑m
i=1 vi, the encoding of the previously

generated word yt−1, and the previous output h2
t−1 of language LSTM:

x1
t = [v,We1yt−1,h2

t−1], (20)
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h1
t = LSTMatt[x1

t ,h
1
t−1], (21)

where We1 is a word embedding matrix for a vocabulary Σ.
Then, the output h1

t of attention LSTM, attended relational features rt and
attended image features v̂ct are used as input to the language LSTM, given by:

x2
t = [v̂t,h1

t , rt], (22)

h2
t = LSTMlan[x2

t ,h
2
t−1]. (23)

We model hidden state h2
t of language LSTM to compute the conditional

probabilities on the vocabulary:

p(yt) = softmax(Whh2
t + bh), (24)

where Wh ∈ R
dv×dh is the weight parameters to be learnt and bh is bias. dv is

the size of whole vocabulary.

3.4 Training and Objectives

We first train our hierarchical relation attention captioning model by optimizing
the Cross Entropy Loss:

LXE(θ) = −
T

∑

t=1

log(pθ(y∗
t |y∗

1:t−1)), (25)

where y∗
1:T denotes the ground truth word sequence.

Then we directly optimize the non-differentiable metrics with self-critical
sequence training [18]:

LRL(θ) = −Ey1:T ∼pθ
[r(y1:T )], (26)

where the reward r represents the score of CIDEr-D [19]. The gradients can be
approximated:

∇θLRL(θ) ≈ −(r(ys
1:T ) − r(ŷ1:T ))∇θlogpθ(ys

1:T ), (27)

where ys
1:T means its a result sampled from probability distribution, while ŷ1:T

indicates a result of greedy decoding.

4 Experiments

4.1 Datasets and Evaluation Metrics

MS COCO. We evaluate our proposed method on the popular MS COCO
dataset [20]. MS COCO dataset contains 123,287 images, including 82,783 for
training and 40,504 for validation. Each image has five human-annotated cap-
tions. For offline evalution, we use the Karpathy split [21] for the performance
comparison, where 5,000 images are used for validation, 5,000 images for testing,
and the rest for training. We convert all sentences to lower case, drop the words
that occur less than 5 times, and trim each caption to a maximum of 16 words,
which results in a vocabulary of 10,369 words.
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Evaluation Metrics. To evaluate caption quality, we use the standard auto-
matic evaluation metrics, namely BLEU [22], METEOR [23], ROUGE-L, CIDEr-
D [19], and SPICE [24], which are denoted as B@n(n=1,2,3,4), MT, R-L, C-D
and SP for short respectively.

4.2 Implementation Details

The size of input images is 224×224. The dimension of the region vector dv and
the word embedding are respectively 2048 and 1024, the hidden size dh of both
two LSTM layers is set to 2048, and the dimension of attention layers H is set
to 512. For each image, we set the IoU thresholds for box proposal suppression
to 0.7. For the training process, we train our model under cross-entropy loss
for 20 epochs, ADAM optimizer is used with mini-batch size of 64, the learning
rate starts from 0.01 and after 10 epochs decays by the factor of 0.8 at every
five epoch. Then we use self-critical sequence training (SCST) [18] to optimize
the CIDEr-D score with Reinforcement Learning for another 20 epochs with an
initial learning rate of 1e−5, and annealed by 0.5 when the CIDEr-D score on
the validation split has not improved.

4.3 Ablation Study

To show the effectiveness of different levels of relational strategies used in our
framework, we conduct experiments to compare the models leveraging different
image relational information, including low-level object proposals and high-level
region features. The results are shown in Table 1. In the first row, we remove the
attention operation and instead use two fully connected layers to get relational
embedding vector. We notice that the use of region features get better perfor-
mance with respect to object proposals with an improvement of 2.7% in terms
of the C-D metric. The combination of the two relational information further
improves the score by 2.4% compared with region features, hence demonstrating
the effectiveness of using levels of relation information in our model.

To illustrate the effect of our relational attention strategy, we further carry
out another ablation study and the results are exhibited in the lower column of
Table 1. Compared with the previous methods that don’t use relational attention,
our relational attention networks all achieve an improvement in terms of the
C-D metric. This is due to the ability of the relation attention mechanism to
further extract object-related information on the basis of the original relational
information.

We also compare the Textual Enhanced Transformer with the Original Trans-
former which includes no text information in Table 2. We observe a significant
increase in performance when using TET, which leads to 128.7 on C-D. This is
due to the semantic information added to the Transformer, and improves the
language generalization ability of the model.
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Table 1. The performance of ablation experiments on relational information with
relational attention or not. The sign − means that we remove relational information
from the model.

Attention Relation B@4 MT R-L C-D SP

- – 34.3 22.9 53.1 122.1 18.8

Object Proposals 35.2 23.1 53.8 122.8 19.2

Region Features 37.3 27.4 56.3 125.5 21.1

Combination 38.0 27.7 57.8 127.9 21.8

Relational Attention Object Proposals 35.9 24.0 54.2 123.9 20.1

Region Features 37.9 27.5 57.3 126.7 21.5

Combination 38.4 28.3 58.6 128.1 22.2

Table 2. The performance of ablation experiments on Original Transformer and Tex-
tual Enhanced Transformer

Transformer B@4 MT R-L C-D SP

Original transformer 38.4 28.3 58.6 128.1 22.2

Textual enhanced transformer 38.6 28.9 58.6 128.7 22.2

Specifically, we compared our methods with other state-of-the-art
approaches, including SCST [18], Up-down [3], GCN-LSTM [11], SGAE [9],
CNM [27] and ETA [13]. The experiment results on MS COCO dataset are
shown in Table 3.

From the experiment results, we can observer that our RA-TET model per-
formed significantly better than most captioning models. For instance, compared
with GCN-LSTM [11] which is also the relation caption model similar to our
model, our model improves the scores by a wide margin on all evaluation met-
rics, due to the use of relation information. Moreover, compared with CNM [27]
which uses the Original Transformer, our method also has experimental result
improvement due to the use of ETE.

We also submitted our RA-TET optimized with C-D score to online COCO
testing server and evaluated the performance on official testing set. Table 4 shows
the performance on official testing image set with 5 and 40 reference captions.
Compared to other performing methods, our proposed model achieves superior
performances across all the evaluation metrics on both c5 and c40 testing sets.

Figure 3 provides examples on generated captions. Compared with GCN[11],
we can find that our model can have more accurate description.
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4.4 Comparison with State-of-the-Art

Table 3. Performance of our model and other state-of-the-art methods on MS-COCO
Karpathy test split.

Method Cross-Entropy Loss Self-Critical Loss

B@4 MT R-L C-D SP B@4 MT R-L C-D SP

Adaptive [27] 33.2 26.6 – 108.5 – – – – – –

SCST [18] 30.0 25.9 53.4 99.4 – 34.2 26.7 55.7 114.0 –

Up-Down [3] 36.2 27.0 56.4 113.5 20.3 36.3 27.7 56.9 120.1 21.4

GCN-LSTM [11] 36.8 27.9 57.0 116.3 20.9 38.2 28.5 58.3 127.6 22.0

CNM [28] 37.1 27.9 57.3 116.6 20.8 – – – – –

ETA [13] 37.8 28.4 57.4 119.3 21.6 39.9 28.9 59.0 127.6 22.6

Our Method 37.0 28.0 57.2 117.3 21.1 38.6 28.9 58.6 128.7 22.2

Table 4. Comparision of various methods on the online MS-COCO test server.

Method B@1 B@2 B@4 MT R-L C-D

c5 c40 c5 c40 c5 c40 c5 c40 c5 c40 c5 c40

Adaptive [27] 74.8 92.0 58.4 84.5 33.6 63.7 26.4 35.9 55.0 70.5 104.2 105.9

SCST [18] 78.1 93.7 61.9 86.0 35.2 64.5 27.0 35.5 56.3 70.7 114.7 116.0

Up-down [3] 80.2 95.2 64.0 88.8 36.9 68.5 27.6 36.7 57.1 72.4 117.9 120.5

GCN-LSTM [11] – – 65.5 89.3 38.7 69.7 28.5 37.6 58.5 73.4 125.3 126.5

CNM [28] – – – – 37.9 68.4 28.1 36.9 58.3 72.9 123.0 125.3

ETA [13] 81.2 95.0 65.5 89.0 38.9 70.2 28.6 38.0 58.6 73.9 122.1 124.4

Our Method 80.7 94.8 65.4 89.0 38.8 69.7 28.6 37.5 58.6 73.5 125.5 126.3

Fig. 3. The example of generated captions of RA-TET.
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5 Conclusion

In this paper, we introduce a novel captioning model, namely Relational Atten-
tion with Textual Enhanced Transformer. Our model accounts for the relation-
ship between objects within an image. There are two relation modules that could
learn dependencies from two levels of image information, including low-level
object proposals and high-level region features. Moreover, a Textual Enhance
Transformer is designed to infer attended information in both textual and visual
domains to guide the caption generation. Extensive experiments conducted on
the MS COCO dataset demonstrate the effectiveness of our framework compared
to state-of-the-art approaches.
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