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Abstract. More and more multi-criteria problems are being analysed
in an uncertain environment where the decision-making attributes’ exact
values are not known. For this reason, new methods are also being devel-
oped that can assess alternatives in conditions of uncertainty. However,
many methods evaluate alternatives not as an exact value but as a prefer-
ence interval value. It raises the problem of how to rank the alternatives
assessed as interval values finally.

In this paper, we propose a simple approach to ranking, where a
matrix of the possibility degree values is created based on which the final
ranking is obtained. Afterwards, we compare the rankings identified by
using the proposed method with naive approaches. For this purpose, a
short numerical example is presented, where seven different formulas of
the possibility degree are involved. In this example, the interval assess-
ment is obtained by using the COMET method and the obtained results
are ranked and compared with naive approaches and reference ranking.
The proposed approach is useful and straightforward for ranking alter-
natives under uncertain conditions.
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1 Introduction

Multi-criteria Decision-Analysis (MCDA) methods belong to the rapidly growing
branch of operational research. They are widely used and developed by many
scientists around the world. Their popularity is associated with the need to
solve increasingly complex decision-making problems. One of the sources of this
complexity is that MCDA methods increasingly have to use uncertain data.
Sometimes it is also associated with problems in which partly incomplete data
occur [10,15].

The most straightforward approach to dealing with uncertain data is to use
interval values instead of exact values. However, the solution to such a problem
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usually remains the numerical interval. To obtain a ranking from these values,
one has to wonder what the preference interval represents. This is because it
defines the smallest and largest possible assessment that an alternative can
receive. Therefore, comparing the two alternatives, we can only periodically
determine the exact ranking if they are separable intervals. Many methods also
use other forms of expression of uncertain values such as fuzzy numbers [18],
hesitant fuzzy numbers [2], interval valued fuzzy numbers [3], q-rung orthopair
fuzzy set [11] or intuitionistic 2-tuple linguistic sets [4]. However, this work is
limited to the ranking of the interval values.

This paper’s main contribution is a new approach to ranking a set of alter-
natives, where alternatives have been assessed in an interval form. The proposed
method is based on the possibility degree of two intervals. In order to rank the
alternatives, a matrix should be defined that contains all the possibility degrees.
Our work compares seven different definitions of the possibility degree. The
numerical example is presented to show the efficiency of the proposed method
and comparing with naive approaches. For this purpose, we considered assessing
ten electric vans, where the part of the data was presented as interval numbers.
The Characteristic Object METhod (COMET) was used to obtain preference
intervals. This method was used because it does not require the weight of criteria.
Obtained results have been compared by using similarity coefficients.

The rest of the paper is organised as follows. The priority degree definitions
are given in Sect. 2. The COMET method and similarity coefficients are pre-
sented in Sect. 3. In Sect. 4, we propose a new approach to rank alternatives
in the decision-making domain. The numerical example is given in Sect. 5. In
Sect. 6, we conclude the paper.

2 Preliminries

Let suppose that we have two intervals A = [aL, aR] and B = [bL, bR], where
aL < aR and bL < bR. Then according to [16], the possibility degree A ≥ B is
defined as P (A ≥ B). In the literature, various mathematical definitions can be
found (1–7) [1,6–8]. For example, Wang et al. [17] presented a simple equation
(1) which provides the degree of possibility that one interval is greater than
another. Currently, this approach seems to be most popular in the literature.

P1(A ≥ B) =
max

(
0, aR − bL

) − max
(
aL − bR, 0

)

aR + bR − bL − aL
(1)

Equations (2–4) give the same results as method presented by Wang et al.
[17], what was proved by Gao in [5]. The methods are presented on account of
the different approach adopted in determining the formulas:

P2(A ≥ B) =
max

{
0, aR − aL + bR − bL − max

(
bR − aL, 0

)}

aR + bR − bL − aL
(2)
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P3(A ≥ B) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1, bR < aL

aR − bL

aR − aL + bR − bL
, bL < aR, aL < bR

0, bL > aR

(3)

P4(A ≥ B) = max
{
1 − max

(
bR − aL

aR − aL + bR − bL
, 0

)
, 0

}
(4)

Other methods, although less frequently used, are also an important element
of our study and are presented as follow (5)–(7):

P5(A ≥ B) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1, bR < aL

(
aR − bL

)2

(aR − bL)2 + (bR − aL)2
, bL < aR, aL < bR

0, bL ≥ aR

(5)

P6(A ≥ B) =
1
2

(

1 +

(
aR − bR

)
+

(
aL − bL

)

|aR − bR| + |aL − bL| + lAB

)

, (6)

where lAB means the length of the overlap part of two intervals and can be
calculated as (8);

P7(A ≥ B) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1, bR < aL

1 −
(
bL − aR

)2

2lAlB
, bL < aL < bR < aR

aL + aR − 2bL

2lB
, bL < aL < aR < bR

2aR − bL − bR

2lB
, aL < bL < bR < aR

(
aR − bL

)2

2lAlB
, aL < bL < aR < bR

0, aR < bL

(7)

where lA and lB are the lengths of interval A and B respectively.

lAB =
{

0, bL > aR ∨ aL > bR

min
(
aR, bR

) − max
(
aL, bL

)
, otherwise (8)

3 Methods

3.1 The COMET Method

The COMET is a newly developed method for identifying a multi-criteria expert
decision-making model to solve complex problems. This method is used in the
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numerical example to obtained interval preferences. The whole algorithm can be
presented as five following steps and has been provided following [12].

Step 1. Define the space of the problem—an expert determines dimensionality
of the problem by selecting number r of criteria, C1, C2, ..., Cr. Subsequently, the
set of fuzzy numbers for each criterion Ci is selected, i.e., C̃i1, C̃i2, ..., C̃ici . Each
fuzzy number determines the value of the membership for a particular linguistic
concept for specific crisp values. Therefore it is also useful for variables that are
not continuous. In this way, the following result is obtained (9).

C1 = {C̃11, C̃12, ..., C̃1c1}
C2 = {C̃21, C̃22, ..., C̃2c1}
.................................

Cr = {C̃r1, C̃r2, ..., C̃rcr}
(9)

where c1, c2, ..., cr are numbers of the fuzzy numbers for all criteria.

Step 2. Generate the characteristic objects—characteristic objects are objects
that define reference points in n-dimensional space. They can be either real or
idealized objects that cannot exist. The characteristic objects (CO) are obtained
by using the Cartesian product of fuzzy numbers cores for each criteria as follows
(10):

CO = {{C(C̃11), C(C̃12), ..., C(C̃1c1)} × ... × {C(C̃r1), C(C̃r2), ..., C(C̃rcr )}}
(10)

As the result, the ordered set of all CO is obtained (11):

CO1 = {C(C̃11), C(C̃21), ..., C(C̃r1)}
CO2 = {C(C̃11), C(C̃21), ..., C(C̃r2)}
...................................................

COt = {C(C̃1c1), C(C̃2c2), ..., C(C̃rcr )}
(11)

where t is a number of CO (12):

t =
r∏

i=1

ci (12)

Step 3. Rank the characteristic objects—the expert determines the Matrix of
Expert Judgement (MEJ). It is a result of pairwise comparison of the char-
acteristic objects by the expert knowledge. The MEJ structure is as follows
(13):

MEJ =

⎛

⎜
⎜
⎝

α11 α12 ... α1t

α21 α22 ... α2t

... ... ... ...
αt1 αt2 ... αtt

⎞

⎟
⎟
⎠ (13)

where αij is a result of comparing COi and COj by the expert. The more
preferred characteristic object gets one point and the second object get zero
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points. If the preferences are balanced, the both objects get half point. It depends
solely on the knowledge of the expert and can be presented as (14):

αij =

⎧
⎨

⎩

0.0, fexp(COi) < fexp(COj)
0.5, fexp(COi) = fexp(COj)
1.0, fexp(COi) > fexp(COj)

(14)

where fexp is an expert mental judgement function. Afterwards, the vertical
vector of the Summed Judgements (SJ) is obtained as follows (15):

SJi =
t∑

j=1

αij (15)

The number of query is equal p = t(t−1)
2 because for each element αij we can

observe that αji = 1−αij . The last step assigns to each characteristic object an
approximate value of preference Pi by using the following Matlab pseudo-code:

1: k = length(unique(SJ));
2: P = zeros(t, 1);
3: for i = 1:k
4: ind = find(SJ == max(SJ));
5: p(ind) = (k - i)/(k - 1);
6: SJ(ind) = 0;
7: end

In the result, the vector P is obtained, where i-th row contains the approximate
value of preference for COi.

Step 4. The rule base—each characteristic object is converted into a fuzzy rule,
where the degree of belonging to particular criteria is a premise for activating
conclusions in the form of Pi. Each characteristic object and value of preference is
converted to a fuzzy rule as follows detailed form (16). In this way, the complete
fuzzy rule base is obtained, that approximates the expert mental judgement
function fexp(COi).

IF C1 ˜ C̃1i AND C2 ˜ C̃2i AND ... THEN Pi (16)

Step 5. Inference and final ranking—The each one alternative Ai is a set of
crisp numbers ari corresponding to criteria C1, C2, ..., Cr. It can be presented as
follows (17):

Ai = {a1i, a2i, ..., ari} (17)

Each alternative activates the specified number of fuzzy rules, where for each
one is determined the fulfilment degree of the complex conjunctive premise.
Fulfilment degrees of all activated rules are summed to one. The preference of
alternative is computed as the sum of the product of all activated rules, as
their fulfilment degrees, and their values of the preference. The final ranking of
alternatives is obtained by sorting the preference of alternatives, where one is
the best result, and zero is the worst. More details can be found in [9].
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3.2 Similarity Coefficients

For a samples of size N , the rank values xi and yi is defined as (18) for WS
coefficient [13] and as (19) for weighted Spearman’s rank correlation coefficient.
For the WS coefficient, the given comparison value is determined by the relevance
of the position relative to the first ranking. This ranking is referential, and the
coefficient itself determines the similarity of the second-ranking to referential.
Therefore, it is an asymmetric measure.

WS = 1 −
N∑

i=1

2−xi
|xi − yi|

max(|xi − 1|, |xi − N |) (18)

In the second approach, the positions at the top of both rankings are more
important than the rest positions. The weight of significance is calculated for
each comparison. It is the element that determines the main difference to the
Spearman’s rank correlation coefficient, which examines whether the differences
appeared and not where they appeared [14].

rw = 1 − 6
∑N

i=1(xi − yi)2((N − xi + 1) + (N − yi + 1))
N4 + N3 − N2 − N

(19)

4 The Proposed Approach

Let us assume that we have N alternatives that have been assessed using the
appropriate MCDA method. A suitable MCDA method must be applicable, cor-
rectly selected according to [19] and returns the preference results in the form of
intervals. In the following, the universal COMET method described in Sect. 3.1
will be used.

As a result of the evaluation, we obtained preference intervals for all alter-
natives, which can be written as Ai = [AL

i , AR
i ], where i = 1...N . Then, the

Possibility Degree (PD) matrix with all values of the possibility degree should
be determined as follow (20):

PD = [P (Ai ≥ Aj)]N×N (20)

where i = 1...N , j = 1...N , and P is used one of the equation (1)–(7). Then we
count the cumulative probability vector PR in according to (21):

PRi =
N∑

j=1

PDij (21)

Finally, the alternatives are ranked from the highest to the smallest value of PRi,
where the highest value means the maximum cumulative probability degree. This
approach will be compared in the next section with three naive approaches, i.e.,
ranking made up of AL

i pessimistic version, AR
i optimistic version and AL

i +AR
i

2
average version.
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5 Comparative Study Case

This study case is based on data and initial results published in [20]. The decision
problem is about obtaining a ranking of electronic vans according to selected nine
criteria. We randomly selected ten electric vans, which we use to demonstrate
the effectiveness of our approach. The description of all criteria is presented in
Table 1.

Table 1. Description of the criteria.

Ci Criterion name Units Direction

C1 Carrying capacity [kg] max
C2 Max velocity [km/h] max
C3 Travel range [km] max
C4 Engine power [kW] max
C5 Engine torque [Nm] max
C6 Battery charging time 100% [h] min
C7 Battery charging time 80% [min] min
C8 Battery capacity [kWh] max
C9 Price [thous. USD] min

Table 2 shows all the vans selected at random and their performance concern-
ing the analysed criteria. Some attributes are given as exact numerical values
and some as intervals. This is due to the partial lack of data on engine torque,
battery charging time 80%, battery capacity, and price.

Table 2. The performance table of the alternatives A1−A10 in respect to nine criteria.

Ai C1 C2 C3 C4 C5 C6 C7 C8 C9

A1 520 110 100 45 [80.0, 900.0] 8 [10.0, 180.0] 30.0 [12.9, 150.0]

A2 1000 60 100 70 280 8 45 28.0 [12.9, 150.0]

A3 1830 90 140 80 320 9 60 50.0 [12.9, 150.0]

A4 750 110 400 [9.0, 200.0] [80.0, 900.0] 8 [10.0, 180.0] [2.7, 120.0] [12.9, 150.0]

A5 2000 80 160 70 300 8 [10.0, 180.0] [2.7, 120.0] 32.3

A6 600 60 150 [9.0, 200.0] [80.0, 900.0] 6 [10.0, 180.0] [2.7, 120.0] 14.1

A7 695 110 170 49 200 7.5 30 22.5 [12.9, 150.0]

A8 660 105 155 60 [80.0, 900.0] 8.5 [10.0, 180.0] 43.0 75.0

A9 830 40 118 14 98 8 120 2.7 [12.9, 150.0]

A10 650 130 170 44 226 8 [10.0, 180.0] 22.0 22.0
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In order to present our ranking approach, a first assessment should be made
using the COMET method. Table 3 gives each criterion’s characteristic values
that will be used to calculate the intervals of preference for each alternative.

Table 3. Characteristic values for each criterion.

Ci Min Mean Max

C1 340.00 1770.00 3200.00
C2 40.00 95.00 150.00
C3 100.00 250.00 400.00
C4 9.00 104.50 200.00
C5 80.00 490.00 900.00
C6 2.00 7.00 12.00
C7 10.00 95.00 180.00
C8 2.70 61.35 120.00
C9 12.90 81.45 150.00

The detailed results of the COMET interval assessments and the reference
ranking derived from [20] are presented in Table 4. It should be borne in mind
that this task is solved under uncertain conditions, which means that an exact
solution cannot be expected in the sense of specific data. Some discrepancies are
observed due to the burden of uncertain data.

Table 4. Interval preferences P and reference ranking.

Ai ref P

A1 9 [0.0825, 0.5073]
A2 10 [0.1770, 0.3368]
A3 5 [0.2734, 0.4535]
A4 1 [0.1754, 0.8711]
A5 4 [0.2609, 0.5779]
A6 2 [0.1616, 0.7127]
A7 8 [0.2476, 0.4099]
A8 3 [0.1627, 0.4908]
A9 6 [0.0500, 0.1546]
A10 7 [0.2836, 0.4399]

Based on the results obtained in column P of Table 4, the approach pro-
posed in Sect. 4 is applied to calculate vector PR, which contain the cumulative
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possibility degree for each alternative. Table 5 presents detailed results for the
different methods of determining the probability degree, according to (1)–(7) and
naive approaches. As formulas (1)–(4) give the same results, only formula (1) is
included in the table. In each analysed case, higher values mean a higher position
in the ranking. The complete ranking for each approach is presented in Table 6.
Most of the methods correctly indicated the first position of the ranking. How-
ever, none of the approaches accurately represent the reference ranking, what
was easy to predict. All approaches have indicated A9 as the worst alternative,
ranked sixth in the reference ranking.

Table 5. The cumulative possibility degree and results by using naive approaches.

Ai ref P1–P4 P5 P6 P7 AL
i AR

i
AL

i +AR
i

2

A1 9 4.5835 4.0524 4.2711 4.2623 0.0825 0.5073 0.2949
A2 10 3.5182 2.5075 2.9900 2.3248 0.1770 0.3368 0.2569
A3 5 5.7100 5.7826 5.7972 3.7674 0.2734 0.4535 0.3635
A4 1 6.9773 7.9946 7.4617 15.8800 0.1754 0.8711 0.5232
A5 4 6.4525 7.0695 6.8308 4.0052 0.2609 0.5779 0.4194
A6 2 6.3358 6.9898 6.6316 13.0322 0.1616 0.7127 0.4372
A7 8 5.0119 4.6151 4.8031 3.4127 0.2476 0.4099 0.3287
A8 3 5.0756 4.7209 4.8620 6.3406 0.1627 0.4908 0.3267
A9 6 0.6362 0.5243 0.5788 0.0585 0.0500 0.1546 0.1023
A10 7 5.6991 5.7432 5.7736 3.5912 0.2836 0.4399 0.3617

Table 6. Rankings based on the cumulative possibility degree and naive approaches.

Ai ref P1–P4 P5 P6 P7 AL
i AR

i
AL

i +AR
i

2

A1 9 8 8 8 4 9 4 8
A2 10 9 9 9 9 5 9 9
A3 5 4 4 4 6 2 6 4
A4 1 1 1 1 1 6 1 1
A5 4 2 2 2 5 3 3 3
A6 2 3 3 3 2 8 2 2
A7 8 7 7 7 8 4 8 6
A8 3 6 6 6 3 7 5 7
A9 6 10 10 10 10 10 10 10
A10 7 5 5 5 7 1 7 5

Comparing individual places in the received rankings makes it quite challeng-
ing to indicate which ranking fits the reference better. Of course, only the ranking
based on the formula 7 correctly indicated the second position in the ranking.
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Fig. 1. Thermal maps of rw and WS correlations

However, to comprehensively compare the obtained rankings, similarity coeffi-
cients of rankings rw and WS described in Sect. 3.2 were calculated. Figure 1
shows thermal maps of both indicators calculated for all rankings. Analysing
Fig. 1 we will focus on the first line. For the rw coefficient, it is clear that the
worst match is achieved by choosing a pessimistic solution (min column). Only
for this ranking, a negative correlation was obtained. The other rankings are
quite similar to the reference ranking, and the value of the index oscillates around
0.80. The best match has been suggested using the possibility degree according
to the formula (7).

The situation is similar when we take the WS coefficient into account. How-
ever, we see a much better fit for the proposed approach using the formula 7.
The resulting value of 0.97 indicates a very high similarity of this ranking to
the reference ranking. These coefficients are mainly focused on the top of the
ranking and not on its final part. As shown in the example shown, the proposed
approach can effectively rank a set of alternatives assessed using interval values.

6 Conclusions

This paper proposes a new approach to the ranking of alternatives assessed by
interval values. The proposed approach is based on the possibility degree. In this
work, we have prepared seven possible formulas that can be used to calculate
the cumulative possibility degree matrix. The numerical example demonstrated
that, for the designated rankings, the proposed approach had returned rankings
largely in line with the reference ranking. The proposed approach gave a better
result on average than the three presented naive methods. More extensive tests
should be carried out in future research directions to improve setting rankings
based on interval values, and the proposed approach should be extended to
include fuzzy numbers.
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