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Preface

The 6th International Conference on Interactive Collaborative Robotics (ICR 2021)
was organized as a satellite event of the 23rd International Conference on Speech and
Computer (SPECOM 2021) by the St. Petersburg Federal Research Center of the
Russian Academy of Sciences (SPC RAS, St. Petersburg, Russia) in cooperation with
the Technical University of Munich (TUM, Munich, Germany).

ICR 2021 was held during September 27–30, 2021, and focused on challenges of
human–robot interaction, robot control and behavior in social robotics and collabora-
tive robotics, as well as applied robotic and cyber–physical systems.

During the conference an invited talk “Enabling Robots to Cooperate and Compete:
Distributed Optimization and Game Theoretic Methods for Multiple Interacting
Robots” was given by Mac Schwager (Stanford University, Stanford, USA).

Due to the ongoing COVID-19 pandemic, for the second time, SPECOM 2021
including ICR was organized as a fully virtual conference. The virtual conference, in
the online format via Zoom, had a number of advantages including an increased
number of participants because listeners could take part without any fees, essentially
reduced registration fees for authors of the presented papers, no costs for travel and
accommodation, a paperless green conference with only electronic proceedings, free
access to video presentations in YouTube after the conference, comfortable home
conditions for presenters, etc.

This volume contains a collection of 19 papers presented at ICR 2021, which were
thoroughly reviewed by members of the Program Committee consisting of more than
20 top specialists in the conference topic areas. Theoretical and more general contri-
butions were presented in oral sessions. Problem oriented sessions as well as discus-
sions then brought together specialists in niche problem areas with the aim of
exchanging knowledge and skills resulting from research projects of all kinds.

Last but not least, we would like to express our gratitude to the authors for providing
their papers on time, to the members of the conference reviewing team and Program
Committee for their careful reviews and paper selection, and to the editors and cor-
rectors for their hard work preparing this volume. Special thanks are due to the
members of the Organizing Committee for their tireless effort and enthusiasm during
the conference organization. We hope that you benefitted from both the SPECOM and
ICR 2021 events.

September 2021 Andrey Ronzhin
Gerhard Rigoll

Roman Meshcheryakov
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Prioritized SIPP for Multi-agent Path
Finding with Kinematic Constraints

Zain Alabedeen Ali1(B) and Konstantin Yakovlev1,2

1 Moscow Institute of Physics and Technology, Moscow Oblast, Russia
ali.za@phystech.edu

2 Federal Research Center “Computer Science and Control” RAS, Moscow, Russia
yakovlev@isa.ru

Abstract. Multi-Agent Path Finding (MAPF) is a long-standing prob-
lem in Robotics and Artificial Intelligence in which one needs to find a set
of collision-free paths for a group of mobile agents (robots) operating in
the shared workspace. Due to its importance, the problem is well-studied
and multiple optimal and approximate algorithms are known. However,
many of them abstract away from the kinematic constraints and assume
that the agents can accelerate/decelerate instantaneously (Fig. 1). This
complicates the application of the algorithms on the real robots. In this
paper, we present a method that mitigates this issue to a certain extent.
The suggested solver is essentially, a prioritized planner based on the
well-known Safe Interval Path Planning (SIPP) algorithm. Within SIPP
we explicitly reason about the speed and the acceleration thus the con-
structed plans directly take kinematic constraints of agents into account.
We suggest a range of heuristic functions for that setting and conduct a
thorough empirical evaluation of the suggested algorithm.

Keywords: Multi-agent path finding · Robotics · Artificial
intelligence · Heuristic search · Safe interval path planning

1 Introduction

Recently, robots became highly engaged in e-commerce warehouses to accelerate
the process of collecting the orders especially in peak times [18]. Furthermore,
groups of robots are used to tow the parked planes in airports to decrease the cost
and pollution. In these two practical examples and many others, groups of robots
are moving to do specific tasks, and in order to complete them, the robots need
to organize their movements to avoid the collisions and minimize the trip costs.
This problem is known as the Multi-Agent Path Finding (MAPF). Many variants
of MAPF exist [15]. They differ in the assumptions on how the agents can move,
how the conflicts are defined etc. The most studied version of MAPF is the so-
called classical MAPF. In this setting the time is discretized and both move and
wait actions have the uniform duration of one time step. Numerous algorithms
can solve classical MAPF. Some of them are tailored to find optimal solutions
c© Springer Nature Switzerland AG 2021
A. Ronzhin et al. (Eds.): ICR 2021, LNAI 12998, pp. 1–13, 2021.
https://doi.org/10.1007/978-3-030-87725-5_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-87725-5_1&domain=pdf
https://doi.org/10.1007/978-3-030-87725-5_1
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Fig. 1. A scenario of MAPF with kinematic constraints in a warehouse environment.
There are six robots that must reach their goals. The path of each robot is highlighted
in yellow. The blue lines depict the velocity profiles and one can note the gradual
increase and decrease of the speed while the robot is moving. (Color figure online)

(see [11,12,14]), which might be time-consuming in practice (as it is known that
solving MAPF optimally is NP-hard [22]). Others target approximate solutions
([13,17]) that can be obtained much faster. In any case, applying the acquired
solutions to the real-world robotic settings is problematic as kinematic constraints
of the robots are not taken into account in classical MAPF. One way to mitigate
this issue is to post-process the agents plans so the constraints associated with the
movements of the robots (e.g. speed and acceleration limits) are met [7]. Another
way is to modify the problem statement to include these constraints and to develop
more advanced algorithms that are capable of solving such modified MAPF prob-
lem statements [1,2,8,16,21]. In this work we follow the second approach. More-
over, unlike many other works we reason not only about the speed of the robots
but about the acceleration limits as well, i.e. we do not assume that robots accel-
erate/decelerate instantaneously (see Fig. 1). We build our solver from the well-
known in the community building blocks: prioritized planning [3] and SIPP algo-
rithm [10,20]. We elaborate on how we develop the variant of SIPP that takes
the considered constraints into account. Moreover, we suggest a range of admis-
sible heuristic functions that are specially designed for planning with speed and
acceleration. We evaluate the suggested MAPF solver empirically showing that
it is capable of solving large MAPF problems from the logistics domain (i.e. the
automated warehouse setting) in reasonable time.

2 Multi Agent Path Finding with Kinematic Constraints
(MAPFKC)

MAPF problem is commonly defined by a graph G = (V, E) and a set of start
and goal configurations for k agents that are confined to this graph. The con-
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figuration is defined by the graph node and, possibly, some other parameters
(e.g. orientation, speed, etc.) depending on the variant of the problem. Anyway,
each agent has to reach its goal configuration from the start one by moving from
one vertex to the other and waiting at the vertices. A solution of the problem
is a set of conflict-free paths for all agents. What makes the paths conflict-free,
again, depends on the variant of MAPF. Next we overview the most common
MAPF variant called classical MAPF and then define the MAPF problem we
are interested in.

2.1 Classical MAPF

In classical MAPF no assumption about the underlying graph is explicitly
stated, however other assumptions (discretized timeline, uniform duration of
move actions etc.) make the 4-connected grid a natural choice for this problem
setting. Therefore, the node u in V can be represented by the coordinates of
the center of the corresponding cell: u = (x, y). Each cell can be either free
or an obstacle. In case the cell is an obstacle, no agent can get to this cell
at any time. The speed of agents is fixed and it is equal to one cell per time
step. There are two kinds of collisions, node-collision and edge-collision. Node
collision occurs when two agents get to the same node at the same time step.
Edge-collision occurs when two agents cross the same edge in opposite directions
at the same time. A solution of this version is a set of trajectories of all agents
Π = {πag : ag ∈ A} where πag is the trajectory of the agent ag and it consists
of time-increasing array of states [ag.st1 , ag.st2 , ...] : t1 = 0 and ti+1 = ti +1 and
ag.st = [ag.cfg, t]. State consists of the time t and the configuration (which is
equal to the position cfg = p = (x, y)) which the agent ag must have at the time
t. The transition between two consecutive states in the trajectory sti , sti+1 must
be achievable (e.g. by controller) in the corresponding system (whether it is e.g.
virtual system (video game) or real life system) with respect to all system con-
straints. In classical MAPF the transition can be either discrete wait action or
discrete move action (i.e. si = [(x, y), t] → si+1 ∈ {[(x, y), t+1], [(x+1, y), t+1],
[(x−1, y), t+1], [(x, y+1), t+1], [(x, y−1), t+1]}). We define the cost of a state
s as the time to get to this state (i.e. s.t) and the cost of a trajectory by the
first time to get and stay at the goal state. We define the cost of a solution by
the sum-of-costs of trajectories of all agents. Intuitively, the optimal solution is
the solution with minimal cost i.e. with minimal sum of costs of its trajectories.

2.2 MAPFKC

We define MAPFKC by adding the following ingredients to classical MAPF:
agents’ shapes, headings, acceleration limits. Reasoning about agents’ shapes
requires more involved techniques to detect inter-agents collisions. In this work
we assume that given an agent’s plan one can identify all the grid cells that
are swept by the agent and for each cell a sweeping interval can be computed.
Overlapping sweeping intervals now define a collision between the agents. In
other words, no agent is allowed to enter any cell at time t if at this time the
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cell is being swept by another agent. The described approach allows planning for
agents of different shapes and sizes. In our experiments we consider the agents
to be disk-shaped.

Besides the geometry we wish to take into account the kinematics of the
agents as well. We assume that each agent may move with a speed from the inter-
val [0, vmax], where vmax is the given maximum speed. Moreover, the speed can
not be changed instantaneously but rather acceleration/deceleration is needed.
The latter is limited by the given thresholds: a+

max (maximum acceleration) and
a−

max (maximum deceleration).
Additionally, in this work we assume that the placement of agents in G is

well-formed [4] i.e. for every agent there is a path in G which connects its initial
position with its goal position without passing from any other initial positions
or goal positions.

3 Prioritized SIPP for MAPF

In prioritized planning [5], all agents are assigned unique priorities and paths
are planned one by one in accordance with the imposed ordering using some
(preferably complete) algorithm. When planning for the agent with the priority
i the trajectories for the higher-priority agents 1, ..., i−1 are assumed to be fixed
and the current agent has to avoid collisions with them. Moreover, when planning
in well-formed infrastructures the individual planner is suggested to avoid start
and goal locations of all robots at all times to guarantee completeness [4].

In this work we suggest using SIPP [10] as the individual planner. SIPP is the
heuristic search algorithm, which is a variant of the renowned A* [6] algorithm.
In the considered setting A* should operate with the search nodes that are
defined by the tuples (configuration, time step) to take the time dimension into
account (as the same configuration might be blocked/available at different time
steps due to the dynamic obstacles). SIPP algorithm can be thought as the
pruning technique that reduces the number of the considered A* search nodes.
To prune the nodes SIPP introduces the notion of the safe interval. The latter
is a time range for a configuration, during which it is safe to occupy it (i.e. no
collision with the dynamic obstacles happen). Safe intervals are considered to be
maximal in a sense that extending the interval is impossible as it will lead to a
collision. Overall, SIPP prohibits to generate multiple search nodes of the form
(cfg, t), for which t belongs to the same safe interval. In other words, per each
safe interval only one node is generated and maintained (the one with the lowest
time step). Please note, that in original SIPP notation [10], the search node is
identified by the safe interval and the configuration of the agent. However, in
our work, we will keep the terminology of spatial-time A* (i.e. s = [cfg, t]) and
implicitly use the safe intervals when checking for states duplicates.

SIPP heuristically searches the state-space using A* strategy, e.g. it iterates
through the set of candidates states (called OPEN) choosing the one with the
minimal f -value, and expanding it (i.e. generating the successors and adding
them to the search tree if needed). f -value of the state s is calculated as the
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Algorithm 1. SIPP-MAPFKC
Function Plan(grid, agents)

rsrvTable ← φ

preComputeSpeedTransitions() *

for every ag in A do

P = SIPP(grid, rsrvTable, ag.cfginit, ag.cfggoal)

Update rsrvTable with P

end for

Function preComputeSpeedTransitions() *

for every veli in V do *

for every velj in V do *

if velj is achievable from veli w.r.t amax passing distance equal to d then *

acheivableSpeeds[veli].insert(velj) *

moveCost[veli][velj ] = minimal time to make the transition from veli to

velj using fixed acceleration −a−
max ≤ a ≤ a+

max *

end if *

end for *

end for *

Function SIPP(grid, rsrvTable, cfginit, cfggoal)

OPEN = φ, CLOSED = φ

insert [cfginit, 0] → OPEN

while OPEN �= φ do

s ← state from OPEN with minimal f-value,

remove s from OPEN, insert s → CLOSED

if s.cfg = cfggoal then

return p the path from cfginit to cfggoal

end if

for every x in getSuccessors(s, grid, rsrvTable) do

if x /∈ CLOSED then

if x ∈ OPEN then

if cost(x) from OPEN > x.t then

update x in OPEN by x.t

end if

else

insert x → OPEN

end if

end if

end for

end while

return φ

Function getSuccessors(s, grid, rsrvTable)

if s.speed = 0 then *

return states in all neighboring cells with all V in all safe intervals with corre-

sponding costs.

end if *

res ← φ *

nxtCell is the next cell w.r.t s.θ *

for every v in V do *

t = s.t + moveCost[s.v][v] *

if {t, nxtCell} is in a safe interval in rsrvTable then *

Add [nxtCell, s.θ, v, t] → res *

end if *

end for *

return res *
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sum of the cost of the state, g(s) = t, plus the heuristic value, h(s), which is
the optimistic estimate of the cost of the path from s.cfg to goal configuration
cfggoal. At the beginning, we initialize OPEN by adding the state [cfginit, 0].
Every time a state is chosen from OPEN to be expanded, we check if its con-
figuration matches the goal configuration. If it matches, then we terminate the
search and return the path from the initial state to the this state. Otherwise
we expand it by trying adding its successors to OPEN. Successors’ generation
involves iterating through the configurations reachable from the current one,
calculating their safe intervals and estimating the earliest arrival time for each
interval. The latter is used to update the time in the state. In case time does not
fit inside the safe interval the successor is pruned. A successor state x is added
to OPEN iff x was not expanded before, and either it does not exist in OPEN or
its newly discovered cost is lower than the previously known one. In the latter
case, the old node is replaced by the new one. Search continues until the goal
state is chosen to be expanded or the set of the candidate nodes becomes empty
which is the case when we fail to get a solution (path).

The pseudo-code of the algorithm is presented in Algorithm 1 with the addi-
tions for MAPFKC are marked with * sign for whole-lines additions and are
underlined for partial additions. We first review the general pseudocode of the
original planner and then describe the modifications.

Function Plan(grid, agents). Function plan is the main function of the
algorithm. It starts with initializing the reservation table rsrvTable by reserving
the positions of start and goal locations of all agents for all times. rsrvTable is
a data structure that stores for each position in the environment the intervals of
times when this position is not available (i.e. reserved for some other agent). The
function continues as follows. Sequentially (according to the defined priority) for
each agent a single-agent planner function SIPP is called that returns a path
P . After that, rsrvTable is updated, i.e. for each cell that is in collision with
P in the predefined time range the corresponding record is added to rsrvTable.
Thus, next agents must avoid these reservations and, therefore, collision with
the higher priority agents.

Function SIPP(grid, rsrvTable, cfginit, cfggoal). SIPP finds the path for
a specific agent avoiding both static and dynamic obstacles. As mentioned before,
SIPP algorithm follows A* algorithm with the difference on how to account for
the time dimension. Specifically, whenever we check for a state s = [cfg, t] if it
is in CLOSED or not, in A* we check if a state with the same configuration cfg
and the same t in CLOSED, but in SIPP we check for a state with the same
configuration cfg and the safe interval [t1, t2] where t is contained, instead of t.
The same thing is applied when we check for the cost cost(x) of a state x i.e.
we search for the cost of a state with the same configuration and the same safe
interval. Therefore, SIPP prunes many states from A* search space which makes
it much faster. SIPP preserves the optimality and completeness properties of A*
when the time is discretized and no kinematic constraints are applied [10], and
when time is not discretized and the agents move with maximum real speed (but
unlimited acceleration) [19].
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Function getSuccessors(s, grid, rsrvTable). This function returns all
available states which can be achieved from state s. In classical MAPF where
the agent has fixed speed and infinite acceleration, getSuccessors returns the
states with the following parameters: its position p is one of the 4-neighbor cells
of the position in s, and its time t is the minimum time which can be achieved (if
possible) in each safe interval of the safe intervals of p. Details on this function
for MAPFKC will be discussed further on.

4 Prioritized SIPP for MAPFKC

To account for limited maximum acceleration, we add the speed (in discrete way)
of the robot to the robot state. In this way, we change the transitions between
the states not only according to the position of the robot, but also its speed w.r.t
the maximal acceleration and the orientation of the robot. Intuitively, storing
the real speed of the robot in the search state in SIPP would produce infinite
states because from one speed (e.g. starting from the beginning with zero speed)
the robot can arrive at the next cell with an infinite number of different real
speeds. Therefore, we choose to discretize the maximum speed into a set V of
finite number of speeds by fixing a speed-step discretization stp. In this case we
will have V = {0, stp, 2 ∗ stp, ..., � vmax

stp � ∗ stp}. Next we explain how different
speeds and acceleration limits are handled in algorithm.

First of all, we call the function preComputeSpeedTransitions before we
start planning paths for the agents. This function iterates over all pairs of speed
values from V and for each pair (veli, velj) checks whether velj is reachable
from veli w.r.t. distance travelled and given acceleration limits. If it is we add
the corresponding speed change to the hash-table along with the associated cost,
i.e. time needed to perform the move.

Specifically, let d be the distance between centers of two cells, and veli ∈ V ,
velj ∈ V be two speeds which we want to check. We denote by tveli,velj the
time to traverse d by starting with veli and ending with velj using one fixed
acceleration/deceleration. By definition this acceleration must satisfy Eq. 1. At
the same time tveli,velj can be written as Eq. 2. Thus, we get the condition 3. If
this condition is satisfied then velj is achievable from veli.

− a−
max ≤ velj − veli

tveli,velj

≤ a+
max, (1)

tveli,velj =
2d

veli + velj
, (2)

− a−
max ≤ (velj − veli)(veli + velj)

2d
≤ a+

max. (3)

There is one exclusion to the transitions described above, when veli = 0 and
velj = 0, where we can not use one fixed acceleration. Instead, in this case the



8 Z. A. Ali and K. Yakovlev

transition is always available by using the maximum acceleration and decelera-
tion for suitable periods of times and the move time can be calculated by the

formula t0,0 = ( 1
a+
max

+ 1
a−
max

)
√

2a+
maxa−

maxl

a−
max+a+

max
.

In Function getSuccessors(), we have now two cases. The first case when
v = 0 in state s. In this case, the robot can wait and rotate, therefore the
robot can go to the four neighbor cells and try to arrive in all safe inter-
vals but the only constraint is the speed of the agent, i.e. it can arrive only
with achievableSpeeds[0]. In the other case, when v �= 0, the robot cannot
change its orientation or wait in place. Therefore, the agent can go only to the
next cell nxtCell according to its orientation. The agent will try to arrive at
the next cell by all achievableSpeeds[v] as follows. For every speed v′ from
achievableSpeeds[v] we calculate the time t′ when the agent will arrive to
nxtCell with v′, then if t′ is in an safe interval in nxtCell, then we add this
state to the returned result.

Statement 1. The proposed algorithm is complete in well-formed infrastruc-
tures.

Proof. It is assumed that the initial speed of the agent is always zero and the
initial cell is reserved for the agent for whole time. According to the mentioned
transitions, from a speed equals zero in an unlimited-free cell (from the upper
bound), we can always go to the latest safe interval in next cells (i.e. when the
cell is unlimited-free) with a speed also equals zero by waiting some time then
moving. In well-formed environments, we can apply this transition, beginning
from the start cell till the goal cell, as there exists a path which its cells are not
endpoints of other agents and therefore they will be unlimited-free after some
time. In result, the algorithm always finds a path to goal and hence is complete.

4.1 Heuristic Functions

The heuristic value in SIPP-MAPFKC is the estimation of the cost of moving
between two configurations i.e. from cfg1 = (p1 = (x1, y1), θ1, v1) to the con-
figuration cfg2 = (p2 = (x2, y2), θ2, v2). In this work we assume that the final
orientation is not important and it could be any orientation, and the final speed
should zero. We propose the following heuristic functions for this case.

First, we propose a heuristic function H1 which estimates the time needed
to pass the Manhattan distance taking into account the kinematic constraints.
Specifically, H1 is the theoretical minimum time needed to pass each straight
segment in the Manhattan path respecting the maximum acceleration, maximum
deceleration and maximum speed constraints. If the Manhattan path consists of
more than one segment, a rotation time is added to H1. We also propose another
similar function H2 where we consider the speed discretization when accelerating
and decelerating at each cell the speed must be one of the discretized speeds.
We calculated H2 using dynamic programming. In tests, we also compare the
results using the heuristic function H3 from literature called reversible search. In
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H3, we explore the whole map and calculate the minimum distance (e.g. using
Dijkstra algorithm) from the goal state to all states in the map. In H3, we just
consider the static obstacles of the map and we assume infinite acceleration (i.e.
no speed in robot state) to not add any overwork to the original search.

5 Empirical Evaluation

5.1 Setup

We conducted tests on three different maps with different parameters for robots.
The maps are warehouse-like environments of different sizes and have different
numbers of obstacles. Figure 2 shows an example of one such map, Map3, which
is of size 66 × 352 cells and has 15 × 15 symmetrically distributed obstacles of
size 2 × 20 cells. The other maps are Map1 with size of 24 × 46 cells with 5 × 5
blocks of obstacles of size 2 × 5 cells and Map2 with size of 46 × 142 cells with
10 × 10 blocks of obstacles of size 2 × 10 cells.

Assuming that each cell on a map is 1 m in width/height, we chose two
different thresholds for maximum speed of the robots: vmax1 = 2m/s, vmax2 =
3m/s with maximum acceleration and deceleration a+

max1
= a−

max1
= 1m/s2,

a+
max2

= a−
max2

= 1.5m/s2. The robots themselves are modelled as disks with
diameter equal to 1 m.

For each map, we randomly generated a set of start and goal points for
agents, where for each agent either its start point or its goal point must be near
the obstacle (simulating the case where the robot hold/release a warehouse-
pod) or at one station (in the first vertical column of the map). The initial
orientations were also generated randomly. For the instances where maximum
speed vmax = 3m/s, we ran the algorithm with speed-steps of {0.1, 0.25, 0.5, 0.6,
1, 1.5} m/s. When the maximum speed was vmax = 2m/s the speed-steps were
{0.1, 0.25, 0.4 0.5, 0.66, 1} m/s. We regenerated the input set for the first map
50 times and for second and third maps, 25 times, and calculated the average
value of each metric. We run the instances using our proposed algorithm with
H1, H2 and H3. We also run the tests using the algorithm in [9] using fixed
speeds equal {1, 1.5, 2, 3} m/s with infinite acceleration (the robot can stop and
move instantly) to compare the results.

5.2 Results and Discussion

The first set of results are conducted with vmax = 2m/s and a+
max = a−

max =
1m/s for all three maps. The results for the Map3 are shown on Fig. 3 (we
got analogous results for Map1 and Map2 so we omit their graphs for space
reasons). Considering running time, when using small speed-step, it is obvious
and as expected that the branching factor in SIPP will be larger and therefore
the running time of the algorithm is larger. From step = 0.66m/s, we notice
increasing in the running time with increasing the step in H2 and H3 graphs and
this is from the fact that from this speed and above the robot cannot get to the
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Fig. 2. The figure shows Map3 with one sample of the locations of start and goal
points. Black segments denote to the obstacles, green circles are the start points and
the magnet points are the goal points. (Color figure online)

maximum speed e.g. the robot cannot go from one cell with v = 1.32m/s to next
cell with v = 2m/s, and therefore these heuristic function do not give accurate
estimations. On the other hand, considering the cost of the solutions, the cost
increases with increasing the step. It is easy to notice that with increasing the
discretization step, the decreasing slope of the running time for first small steps is
very sharp in the opposite of the increasing slope of the cost for them. Therefore,
searching for a medium step with balanced results is shown to be suitable and
achievable (e.g. in our specific tests, step = 0.5m/s is the most balanced).

Observing the second set of results vmax = 3m/s and a+
max = a−

max =
1.5m/s), we see that all previous notes are applicable. Comparing with the
infinite acceleration, we can see that using an average fixed speed equals to the
half of maximum speed or equals to maximum speed run the fastest. Considering
the cost, the average fixed speed which is equal to the half of maximum speed
gives more cost than most of the cases when we discretize the speed, but using
maximum speed is also the ultimate winner here. However, as mentioned earlier,
in this case additional post-processing to the solution is needed in real robotic
setups to compensate for the infinite acceleration assumption and this actually
will add cost.

Our final conclusion is that, given a MAPFKC problem, it is worth to test
planning with our algorithm and choose the best step to discretize the maximum
speed. Comparing between heuristic functions, we can notice that H2 gives the
best results considering the running time, especially for bigger steps. While H3
accounts for all static obstacles, it less efficiently estimates the cost when the
robot needs to stop or change its speed. It is also worth mentioning that in H3
we have preprocessing part (Reversible Dijkstra) which adds running time.
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Fig. 3. The results of tests in Map3. The first row from the top shows the results
when vmax = 2 m/s, a+

max = a−
max = 1m/s. The second row shows the results when

vmax = 3 m/s, a+
max = a−

max = 1.5 m/s. The left figures shows the average running time
and the right figures shows the average cost of the solutions, against the speed-step.
In all figures, the Blue, orange and green lines are the outputs when using speed-
discretization while planning with heuristics functions H1, H2 and H2 respectively.
Red line is the output of using fixed speed equal to 1 m/s and infinite acceleration,
and purple one when using fixed speed = 2 m/s and infinite acceleration. (Color figure
online)

6 Conclusion

In this work we presented a method to solve the multi-agent path finding problem
(with the focus on warehouse environment) taking into account the kinematic
constraints of each agent i.e. the maximum speed and maximum acceleration.
This method can be used to avoid post-processing of the paths produced by
the conventional MAPF solvers (that do not take kinematic constraints into
account). Empirical results show that the method works in acceptable time with
acceptable cost if the parameters are chosen reasonably. Next, we are interested
in applying the method on real robots.
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Abstract. This paper deals with the description of a drone manage-
ment system for long-term missions called DronePort. First, the issue
of long-term missions and possible approaches are outlined. Further, the
individual components of proposed system, both hardware, and software
are introduced. The DronePort system relies on battery swapping. By
storing the battery in a battery compartment, the system is not strictly
designed for one type of drone, but with simple modification, it is capable
of maintaining a flight of various Vertical Take-Off and Landing (VTOL)
drones. Afterward, more attention is paid to the simulation environment,
which will greatly facilitate the development of the entire system. The
simulation includes both drones equipped with a down-facing camera and
a DronePort landing platform, which is fitted with an ArUco marker for
precise landing. Next, the DronePort Traffic Control system is presented,
which is tasked with communicating with the drones, scheduling bat-
tery swapping, and planning trajectories for the flight to and from the
DronePort landing platform. The system uses the standard MAVLink
protocol for communication, enabling use with a variety of MAVLink
compatible drones. Finally, an example of collision-free trajectory plan-
ning considering battery capacity is presented. Trajectory was found in
terms of Chebyshev pseudospectral optimal control.

Keywords: Aerial robotics · Drones · Battery management · Traffic
control · Robot simulation

1 Introduction

Nowadays, one of the biggest challenges in the drone field is the long-term mis-
sions with multiple drones, which brings new demands for autonomy [9,17]. The
vast majority of drones use Lithium-Polymer (LiPo) batteries, and usually, they
last for only several tens of minutes in the air. In most applications, a hard-
wired drone is out of the question because of the limited operating area and the
increase in weight of the entire system due to cables.

There are applications with wireless charging such as [9], nevertheless, this
solution is more time demanding than the standard battery swapping method
c© Springer Nature Switzerland AG 2021
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and requires staying on the ground. The standard method is to allocate the
person who will operate the charging station. However, the employment of drones
is usually considered to minimize the involvement of human operators to increase
workplace safety and minimize personnel costs.

The state-of-the-art research shows that the most efficient method, which
solves the power supply and charging issues, is autonomous battery swapping.
Several experimental solutions are tightly adapted to specific drone models and
batteries [11,22]. DronePort (DP) system proposed in this paper can operate
various drones with Vertical Take-Off and Landing (VTOL) ability. It is capable
of swapping batteries of various sizes and shapes.

The article is structured as follows. The subsequent section outlines the
entire DP system with a description of its parts. Next, the simulation environ-
ment is described to streamline the development of the whole system. Then the
DronePort Traffic Control system is introduced, and an example of trajectory
planning is presented.

2 DronePort System

The DP system is an early-stage project with the goal of automating long-
term drone missions. The development of the system involves the University of
West Bohemia and SmartMotion, where SmartMotion is mainly responsible for
the creation of the entire DP landing platform and battery storage. The system
consists of two main parts. The first part is hardware, which consists of a landing
platform and a battery compartment placed on the drone.

The landing platform is equipped with an ArUco code that allows safe and
precise on-spot landing. It also includes battery storage and a smart multi-slot
battery-charging station. The size and weight of the DP landing platform allow it
to be moved by two people. A robotic manipulator is used to remove the battery
from the drone, plug it into the charging station, and plug the charged battery
into the drone. The battery compartment allows easy handling by a robotic
manipulator and can be supplemented in the future with an NFC tag for easy
identification of the battery by the system.

The DP system will also be equipped with a computer capable of connecting
with the drones, downloading the necessary information, scheduling, and sending
commands with battery swapping missions. In order to achieve wide usability of
the system, it will use the standard MAVLink protocol [8] for communication. We
intend to use drones equipped with Pixhawk PX4 autopilot for testing, but it is
possible to interact with all drones communicating via MAVLink. So far, the PX4
software-in-the-loop (SITL) simulated drone in Gazebo has been successfully
withdrawn from the mission to the desired coordinates, and the mission has
been backed up in case of problems. Afterward, the simulated drone took off
and successfully resumed its mission. The drone communication application was
implemented in Python and was based on the pymavlink1 library.

1 https://github.com/ArduPilot/pymavlink.

https://github.com/ArduPilot/pymavlink
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Next, the software part of the project will be briefly described. Drone state
estimation is not performed by the DP system. This fact makes the system very
versatile and does not require a specific set of sensors. The only requirement is
a down-facing camera due to the detection of the ArUco code on the landing
platform. The system will estimate the battery’s state, which will also be affected
by the long-term behavior of the battery. This state will also be predicted based
on drone and smart charger data for optimal scheduling of battery replacement.

Another software component is the landing controller, where the orienta-
tion and position data of the ArUco code is used. The next component is the
DronePort Traffic Control system (DPTC), which, based on information received
from the drones and the DP landing platform, decides on the scheduling of bat-
tery swapping and plans trajectories for an approach to the DP landing platform
and subsequent return to the mission. DPTC will be discussed in more detail in
Sect. 4. Another essential component is the simulation of the whole system, which
serves as a tool for testing all parts of the DP system in a virtual environment
and will be described in more detail in the following section.

3 Simulation

In order to reduce the cost and effort of the task, the simulation environment
is used. In this section, we describe and discuss the design of the DronePort
simulation. A brief overview of available simulators capable of simulating one
or multiple drones will be presented in the first part. As will be mentioned,
the Gazebo simulator, together with the PX4 controller, was chosen for our
experiments. In the next part, DronePort simulation in Gazebo simulator [7]
will be described. The third part of this section focuses on the unique DronePort
model generation developed to reduce modeling effort.

3.1 Available Open-Source Simulation Software

Based on our research and several survey papers on this topic, such as [2,3,13,20],
we put together the following list of simulators capable of simulating missions
of one or multiple drones. The well-known simulator is Gazebo which is based
on Ogre 3D graphic engine. It can be easily extended using plugins written in
the C++ programming language. Moreover, it can be connected to the PX4
controller using PX4-SITL gazebo2 plugin suite.

Several simulators are built on the top of the Gazebo simulator, such as
RotorS [4] or BebopS [18]. It is a set of models, sensors, and controllers that can
communicate with the Gazebo simulator.

There also exist simulators that are not built on the top of the Gazebo. The
following projects can be mentioned. The first one is open source AirSim [16]
simulator developed by Microsoft. Its interesting feature is the photorealistic
graphics which enables to solve machine vision problems inside the simulation.

2 https://github.com/PX4/PX4-SITL gazebo.

https://github.com/PX4/PX4-SITL_gazebo
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Another interesting fact is that the AirSim can be run using Unreal Engine or
Unity as its 3D graphics engine. Similar photorealistic graphics based on the
Unity engine is available inside FlightMare [19] simulator developed by Robotics
and Perception Group at ETH Zurich. Another option with photorealistic graph-
ics is NVIDIA ISAAC [12] which is primarily intended to use NVIDIA Hardware.

Finally, more general simulators such as V-Rep [14] or Webots [10] can be
mentioned. We chose the combination of the Gazebo simulator and PX4 con-
troller for our experiments because it offers a well-known extensible environment
with sufficiently simplified graphics to perform traffic control experiments with
a DronePort model.

3.2 DronePort Simulation

DronePort model for simulation is simplified. The model’s geometry is created
using SDF3 specification used by Gazebo simulator and consists of a blue block
of model body and of the thin block textured using ArUco code. The model is
shown in Fig. 1.

Fig. 1. Example of DronePort object and Iris drone in Gazebo simulator.

The software for the DronePort model is shown in Fig. 2. It consists of several
parts that will be described in the following text. The main part is a DronePort
Control Software that can be implemented in an arbitrary programming lan-
guage. It handles the state of the DronePort device – either simulated or real.
The control software is connected to the rest of the system and with a simulator
using MAVLink protocol – see MAVLink Router block in the scheme. As visible
from the scheme, MAVLink Router is connected with both the PX4 controller

3 http://sdformat.org/spec.

http://sdformat.org/spec
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for communication with drones and Gazebo Plugins to communicate with the
simulated world in Gazebo. The last part of the scheme is a camera plugin con-
nected to a simulated drone. It provides source image data for the ArUco code
detector, which is used during the landing maneuver of the drone.

DronePort Control Software

MAVLink RouterPX4 Gazebo Plugins

GazeboCamera PluginAruCo code...

Fig. 2. DronePort simulation scheme.

The DronePort model in the Gazebo is equipped with a Gazebo plugin that
broadcast its GPS coordinates using MAVLink message. This plugin is based
on the gazebo mavlink interface plugin from the mentioned PX4-SITL gazebo
plugin suite.

3.3 Generation of a Unique DronePort Model

During the development of the DronePort model, the first intention was to create
a unique DronePort during the initialization of the simulation. Unfortunately,
it was discovered that it is no simple task to set texture with ArUco code on
the fly. Thus, the generator of unique models from the template was developed
in Python. Its purpose is to generate a model with particular properties such
as ArUco code, size, color, and MAVLink protocol settings. Moreover, it can
be connected to the simulation using software like Tmux and Tmuxinator, and
thus, it can be launched before the simulation starts.

In practice, the simulation is based on the clear Gazebo without Robot Oper-
ating System (ROS). On the other hand, the support for ROS can be easily added
to the model using a particular plugin. With a model generator, it is possible to
run either simple or complex scenarios with one or multiple drones and one or
multiple DronePort devices. Thus, a simulation of traffic control with DronePort
can be performed. More about traffic control will be described in the following
parts of the paper.
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4 DronePort Traffic Control

This section describes the DronePort Traffic Control (DPTC) system, which is
complemented by an example of collision-free drone trajectory planning concern-
ing battery capacity is presented. The main task of the DPTC is to schedule the
replacement and subsequent recharging of drone batteries at the DP platform.
It will do so by monitoring and predicting the state of drone batteries and regis-
tering the number and state of batteries available on the DP platforms. Opposed
to [22], the DPTC will optimally schedule the interruption and resumption of
the current drone missions, considering the DP landing platforms availability,
availability of charged batteries at the DP platforms, and minimizing mission
interruption time. The DPTC will take care of the trajectory re-planning to the
DP platform according to the current mission progress and the resumption of
the original mission after battery replacement.

The functionality of the entire system can be inferred from the data flow for
the DPTC API shown in Fig. 3. From DPTC’s perspective, the whole system
is divided into four parts. The first part is Ground Control (GC), which is not
manipulated by DPTC and is only used to operate the drone. The second part is
the drone itself which contains a battery compartment. The drone communicates
with the GC and sends information to the DP platform. DPTC will be able to
operate several drones at the same time. The drone contains low-level control
and mission control, which executes commands from the GC and DPTC. The
third part is the battery compartment, which contains an NFC tag to identify
the battery. For each battery, the system makes a prediction of the state based
on the measurement. The last part is the DronePort platform, which includes
smart battery chargers that perform charging and measure battery status. The
computer in the DP platform runs the DPTC, which schedules drone withdrawals
from missions and handles communication with the drones. The activity of the
DPTC from the drone’s perspective is illustrated in Fig. 4.

The design of the data structure used to store the information used in the
DPTC is shown in Fig. 5. The data should contain information about all the
essential parts of the DP, i.e., drones, landing platforms, and charging stations.
About the batteries, the current parameters and their history could be stored.
In the case of drones, their battery ID, position, status, or mission plan could
be stored. Data about a DP platform could include its location, geofence, and a
list of components (batteries, chargers, assigned drones). For the time being, the
system is considered fully centralized due to the fact that only one DP landing
platform is considered. However, in the future, more platforms could be involved
in the system, even with several DPTCs, where drones would be serviced, for
example, based on airspace zoning and the occupancy of individual platforms.

Further, an example of collision-free drone trajectory planning will be demon-
strated. The trajectory will be planned considering the State of Charge (SoC) of
the battery [24]. The trajectory planning problem will be described as an optimal
control problem (OCP) [6]. First, the Chebyshev pseudospectral method (PSM)
will be introduced and employed to acquire the solution to the OCP. Subse-
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Fig. 3. Data flow of DronePort traffic control system API.

Fig. 4. Drone behavior.
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Fig. 5. Proposed data structure.

quently, the parameters of the problem will be described. Finally, the solution
will be presented.

4.1 Chebyshev Pseudospectral Optimal Control

In this part, the Chebyshev pseudospectral method (PSM) [1,15,21] will be
presented in the context of its utilization in solving the OCP. The PSM gives
an exact solution to the problem at “grid” or so-called “collocation” points. It
approximates the function outside these points by a basis set of functions usually
composed of trigonometric functions or polynomials. Approximation of function
and its error is clearly shown in Fig. 6. Each basis set has its unique set of optimal
collocation points. The points are usually the roots of function, which can be
augmented by boundary points. The presence of boundary points is essential for
boundary value problems such as OCP.

The standard Chebyshev polynomial of the first kind [1] with a grid contain-
ing the boundary points is chosen. The integral objective is approximated with
Clenshaw–Curtis quadrature, and the derivative which is needed for approximat-
ing dynamics is calculated using differential matrix. The Chebyshev approxima-
tion can be used on the interval [−1, 1]. Therefore, it is necessary to transform
the problem coordinates according to the end-points of the time vector when
solving the OCP.

PSM generally achieves higher accuracy at lower complexity than Finite Ele-
ment Method or Finite Difference Method and better solution convergence than
shooting methods [1]. Therefore, it is advantageous to use it for drone trajectories
as it allows fast computation when re-planning is required and low complexity
to be used even on a drone up-board computer.
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Fig. 6. Approximation of function with Chebyshev pseudospectral method.

4.2 Trajectory Planning

This part will describe the parameters of the trajectory planning problem and
also provide implementation details. The state of the system consists of the
position and speed of the drone and the State of Charge (SoC). The control
vector is composed of the acceleration in the x, y, and z axis. The dynamics of
the drone are described by a simple model. The x-axis motion is described as

ṙx = vx, v̇x = ax, (1)

where rx, vx, and ax are position, velocity, and acceleration in x-axis, respec-
tively. Movement in the other axes is described in the same way. State of battery
is described in a standard manner using SoC which is given as 0.0 and 1.0 for
empty and full battery, respectively. The dynamics of SoC is described as

ḃ = Bb

(
v2x + v2y + v2z

)
+ Db, (2)

where b is the battery SoC, the linear discharge versus time is represented by the
parameter Db and Bb is the coefficient of dependence on the square of the drone
velocity. Each state is bounded by a box constraint. The problem contains fixed
boundary points except for SoC b and end time tf , which have a free end-points.
Objective function includes SoC maximization.

The problem is further supplemented with constraints for obstacles in the
form

− |r − ci|2 + R2 ≤ 0, (3)

where r is position of drone, ci is center of i-th obstacle and R is a radius of
obstacle. Obstacles are sampled randomly through the whole space with uniform
distribution.
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4.3 Results

The trajectory planning problem was implemented in Python using the Pyomo
optimization toolbox [5]. The apparatus for the Chebyshev polynomial approxi-
mation was rewritten based on the MATLAB implementation in [21]. The solu-
tion was sought on a standard desktop PC with Intel Core i9-9900 and Ubuntu
20.04 using well-known open-source NLP solver IPOPT [23]. The initial solution
was obtained in 74 iterations, where IPOPT ran for 46 s. The subsequent solu-
tion was acquired in 16 iterations and took 8.2 s. The drone successfully avoided
all obstacles and flew from the initial to the target point. The path of the drone
is shown in Fig. 7, where the blue spheres are obstacles, the green point is the
start, and red is the position of the goal. The SoC and other trajectory states,
together with the control trajectory, are shown in Fig. 8.

Fig. 7. Drone passage through an environment with obstacles.

The results show that the optimal trajectory that considers battery discharge
has been successfully found. The problem could be extended in the future, for
example, to reflect the temperature during battery discharge, scheduling battery
replacement at service stations or the interaction of several drones simultane-
ously. Furthermore, the PSM could be extended by adaptive mesh refinement,
segmentation, or more accurate initialization.
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5 Conclusion

The paper presented the DronePort system for smart drone management during
long-term missions. First, the purpose of the system was outlined, and its most
important parts were introduced. Afterward, the simulation environment was
described, which will significantly help to make the whole development more
efficient and at the same time reduce costs. Finally, the DronePort Traffic Con-
trol system for controlling and scheduling the swapping of drone batteries was
introduced. An example of collision-free trajectory planning considering battery
capacity using a Chebyshev pseudospectral optimal control was presented within
the Traffic Control.
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Abstract. In this paper, it is discussed the problem of long-term visual
localization with a using of the Aachen Day-Night dataset. Our experi-
ments confirmed that carefully fine-tuning parameters of the Hierarchical
Localization method can lead to enhance the visual localization accuracy.
Next, our experiments show that it is possible to find an image’s area
that does not add any valuable information in long-term visual localiza-
tion and can be removed without losing the localization accuracy. The
approach of using the method of semantic segmentation for preprocess-
ing helped to achieve comparable state-of-the-art results in the Aachen
Day-Night dataset.

Keywords: Long-term visual localization · Semantic segmentation ·
SuperPoint · SuperGlue · HRNet-OCR

1 Introduction

The ability to effectively represent local visual information is the key to a vast
range of computer vision applications. The range of these applications may con-
tain image alignment, which requires local image descriptors to be accurately
matched between different views of the same scene, image classification, and
image retrieval where massive descriptor collections are frequently scanned to
locate the ones most relevant to those of a query image. The recent summary
can be found in [20].

At the core of the problem, there is a challenge of extracting local representa-
tions at locations of keypoints. The keypoints are typically distributed sparsely
in the image in a discriminative and invariant manner to various image transfor-
mations. Additional requirements, often critical, are connected with an efficiency
of a representation in terms of the computational costs required to produce it,
the space required to store it, and the time required to search for matching
descriptors in large descriptor repositories.

The problem of the long-term visual localization can be described as follows:
estimating the 6 DoF camera pose from which a given image was taken relative
to a reference scene representation. Visual localization is a key technology for
augmented, mixed, and virtual reality, robotics, and self-driving cars.
c© Springer Nature Switzerland AG 2021
A. Ronzhin et al. (Eds.): ICR 2021, LNAI 12998, pp. 27–39, 2021.
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28 L. Bureš and L. Müller

To evaluate visual localization over time, a benchmark dataset is needed. It
aims for evaluating 6 DoF pose estimation accuracy over large appearance varia-
tions caused by changes in seasonal and during different illumination conditions.

Long-term visual localization has multiple subtasks in the pipeline where the
improvements to state-of-the-art can be made. A few open areas where is always
space for improvement can be mentioned.

The first step in the pipeline it is usually the detecting of keypoints. End-to-
end trained neural networks replaced the traditional approaches in which corners
and similar points were considered to be keypoints. During the training process,
there are multiple ways where the neural network can be improved, e.g., training
data, the structure of the neural network, training procedure itself, optimizing
function.

The next part is a keypoint descriptors which is used later for matching
purposes. In traditional methods, the keypoint descriptor was represented by
a feature vector describing a local window around the detected keypoint. The
current describing approaches can be replaced by a neural network trained in
an end-to-end manner. There are similar options, like in the case of keypoint
detector, how to improve descriptor. However, the ultimate goal here is to get
the most general descriptor unbiased to the given image.

The third area of improvement can be made in a keypoint matcher. Origi-
nally keypoint matchers like brute force or nearest neighbor were used. In the
current state-of-the-art methods, the used matchers are based on neural net-
works which mostly outperform traditional matchers with a significant margin.
The matcher has to be robust and match the right keypoints even if there are
multiple instances of the same objects, e.g., tiles, windows, and fence.

Before the matching phase even starts, coarse matching is mostly used for
speeding the process. The coarse matching helps to find the N most visually sim-
ilar images and order them by a similarity value. It helps tremendously because
the matching stage is not needed to match every possible query-dataset image
combination exhaustively. Improving the global descriptor to find the most sim-
ilar image to a given query image can help improve long-term visual localization
overall.

Structure from motion (SfM) is also a part of the pipeline. It can be improved
in a way, e.g., improve the number of keypoint co-occurrences, improve the
robustness of co-occurrences or use a different type of data.

A carefully fine-tuning of a parameter of a method can improve the results
of a given method. The importance is to do so without overlearning the training
set and the test set.

Before the pipeline even starts to detect keypoints and process dataset, a
preprocessing can be applied for enhancing input images. A similar approach
can be applied to postprocessing images or keypoint descriptors before the data
goes to the next stage of the pipeline.

This paper focuses on the last two points fine-tuning parameters of a method
and preprocessing data.
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2 Dataset

For the experiments, the Aachen Day-Night dataset was used [12]. It is a subset
of the original Aachen dataset [13] which contains 1.5M 3D points and 369 query
images. This Aachen Day-Night dataset consists of 4328 reference images and
922 query images. In sum, there are 824 images captured in the daytime and 98
ones taken in the nighttime.

The entire dataset was captured in the old inner city of Aachen, Germany,
by hand-held cameras and mobile phones over about two years. All of the query
images were captured during the nighttime and daytime and only using mobile
phone cameras. Therefore, this dataset is suitable for solving localization prob-
lems using mobile devices, e.g., Augmented or Mixed Reality. The 98 nighttime
query images were taken by using software HDR to obtain high-quality and
well-illuminated images.

The collection of images was publicly released, and it is not intended for
commercial use and should be applied primarily for research purposes.

The Aachen Day-Night dataset (see example in Fig. 1) was used to prove that
the proposed Structure from motion using dense convolutional neural network
features with the keypoint relocalization outperforms a state-of-the-art Structure
from motion (COLMAP1 [14,16], and [15] using RootSIFT) by a large margin
[8].

Fig. 1. The Aachen Day-Night dataset contains images taken by hand-held cameras in
the old city of Aachen, Germany. These two images were captured during the daytime.
The left images demonstrate the same scene in the summer and the right one represents
the same square during the winter season. Both images were taken during the daytime.

This dataset was also used to learn keypoint detection and description
together with a predictor of the local descriptor discriminativeness. The
detection-and-description approach simultaneously outputs sparse, repeatable,
and reliable keypoints that outperform state-of-the-art detectors and descriptors
on the HPatches dataset and the Aachen Day-Night localization benchmark [9].
1 https://colmap.github.io/.

https://colmap.github.io/
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2.1 Benchmark for Dataset

For evaluation results, a benchmark is needed. A benchmark can play a role of
validity and honesty of results and prevent not so scientifically correct results are
considered a new state-of-the-art. On the other hand, methods specializing in the
benchmark may be losing generalization power on other benchmarks/datasets.

Because the ECCV conference is one of the significant conferences in the
computer vision community, then it is possible to assume the benchmark used
during ECCV 2020 Workshop2 with focus at the Long-Term Visual Localization
under Changing Conditions Workshop fulfill the needs for benchmark objectivity
and validity.

The submission page3 for the benchmark allows to submit results to vari-
ous benchmarking datasets that are commonly used in top-tier computer vision
conferences for the problem of long-term visual localization. The benchmark-
ing datasets, that can be evaluated there, include these: Aachen Day-Night
and Aachen Day-Night v1.1 datasets, CMU Seasons dataset Localization and
Extended CMU Seasons datasets, RobotCar Seasons and RobotCar Seasons v2
datasets, Symphony Seasons dataset, InLoc dataset, and SILDa Weather and
Time of Day dataset.

Among many rules and recommendations for benchmark and challenge sub-
mission, there are a few which is worth mentioning here:

– Submissions show that existing methods can outperform methods with results
published on the benchmarks, e.g., carefully tuning parameters or using a
different training dataset.

– Combining
existing methods with preprocessing or postprocessing approaches, e.g.,
using histogram equalization on the input images, building better 3D mod-
els (for example, through model compression or the use of dense 3D mod-
els), or integrating an existing localization algorithm into a (visual) Odome-
try/SLAM system.

The recommendations of carefully tuning parameters and preprocessing
approaches are used and further expanded in this paper.

3 Used Methods in the Pipeline

In this section, there are briefly mentioned methods that were used in the exper-
iments.

3.1 SuperPoint

The SuperPoint is a self-supervised framework for training interest point detec-
tors and descriptors suitable for many multiple-view geometry problems in com-
puter vision [5]. It is based on a fully convolutional model that operates on
2 https://sites.google.com/view/ltvl2020/challenges.
3 https://www.visuallocalization.net.

https://sites.google.com/view/ltvl2020/challenges
https://www.visuallocalization.net
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full-sized images and jointly computes pixel-level interest point locations and
associated descriptors in one forward pass. It introduced Homographic Adapta-
tion for boosting interest point detection repeatability. The SuperPoint keypoints
and descriptors show excellent performance on the HPatches dataset.

The architecture of SuperPoint is designed as a fully-convolutional neural
network architecture that operates on a full-sized image and produces interest
point detections accompanied by fixed-length descriptors in a single forward
pass.

The architecture is split into two “heads” after the encoder part. Each “head”
learns task-specific weights – one for interest point detection and the other one
for interest point description.

Most of the network’s parameters are shared between these two tasks. That
is the difference from traditional systems. The detection and description tasks
are handled separately, and the description task needs keypoints locations for
its calculation.

The Homographic Adaptation technique was used at training time to improve
the base MagicPoint architecture generalization ability on real images. The pro-
cess can be repeated iteratively to continually self-supervise and improve the
interest point detector.

3.2 SuperGlue

SuperGlue [11] is a neural network that matches two sets of local features by
jointly finding correspondences and rejecting non-matchable points. Assignments
are estimated by solving a differentiable optimal transport problem, whose costs
are predicted by a graph neural network.

It introduces a flexible context aggregation mechanism based on attention,
enabling SuperGlue to reason about the underlying 3D scene and feature assign-
ments jointly. SuperGlue performs matching in real-time on a modern GPU and
can be integrated into modern SfM or SLAM systems.

SuperGlue presents a new way of thinking about the feature matching prob-
lem. Instead of trying to learn better features followed by simple heuristic match-
ing (e.g., brute force matching), it learns matching from existing local features
using a neural network architecture.

In the context of SLAM, which typically [1] decomposes the problem into the
visual feature extraction front-end and the bundle adjustment or pose estimation
back-end, the SuperGlue network lies in the middle.

3.3 Hierarchical Multi-scale Attention for Semantic Segmentation

The following semantic segmentation method is described in [18]. Whenever it
is referred to the HRNet-OCR in this paper, this modified method is intended,
and not the original one from [22].

The main goal of semantic segmentation is to label all pixels within an image
as belonging to one of N classes. There are some specific types of predictions
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since some are best handled at a lower resolution, and other ones are better
handled at a higher resolution.

The multi-scale inference is a commonly used practice for addressing this
trade-off. The predictions (at a range of scales) are combined with averaging
or max pooling. The results can be improved by using averaging to combine
multiple scales. The drawback is the obvious problem of combining the best
predictions with poorer ones.

For example, the best prediction for a given pixel comes from the 2× scale,
and a much worse prediction comes from the 0.5× scale. Then averaging will
combine these predictions, resulting in sub-par output. On the other hand, max-
pooling selects only one of N scales to use for a given pixel, while the optimal
answer may be a weighted combination across the different scales of predictions.

In multi-scale inference method, there are both the relation and multi-scale
context methods [2–4,22] and use multi-scale evaluation to obtain the best
results. There are two common approaches used for combining network pre-
dictions at multiple scales: average and max pooling. Average pooling involves
equally weighting output from different scales which may be sub-optimal. The
methods mentioned above share the trait that the network and attention “heads”
are trained with a fixed set of scales. Only those scales may be used at run-time,
else the network must be retrained.

The recent semantic segmentation work for the Cityscapes dataset has uti-
lized the 20000 coarsely labeled images as-is for training state-of-the-art models
[23]. However, a significant amount of each coarse image is unlabelled due to the
coarseness of the labels. For achieving state-of-the-art results on the Cityscapes
dataset, the method adopts an auto-labeling strategy motivated by [21]. The
dense labels are generated for the coarse images in Cityscapes. Most image clas-
sification auto-labeling work uses continuous or soft labels but this method gen-
erates hard thresholded labels (for storage efficiency and training speed). With
soft labels, a teacher network provides a continuous probability for each of N
classes for each pixel of an image, whereas for hard labels, a threshold is used
to pick a single top-class per pixel. Similar to [6,7] it generates hard and dense
labels for the coarse Cityscapes images.

The used auto-labeling method is inspired by recent work on auto-labeling
for classification tasks [19,21]. It uses auto-labeling for the Cityscape dataset to
improve labeling quality. The Cityscape dataset contains 20000 coarsely labeled
images and 3500 finely labeled images. The label quality of the coarse images is
very modest and contains a large number of unlabelled pixels. The auto-labeling
approach improves label quality.

The soft auto-labeling technique is commonly used. However, it would need
to store many labeling data (3.2 TB for the Cityscape dataset). This amount of
stored labels would slow the training process considerably.

The method uses the hard labeling strategy. The top class prediction of the
teacher network is selected for a given pixel. The labels are based on teacher
network output probability and are thresholded. Predictions that exceed the
threshold are considered to be correct labels. The threshold is set to 0.9.
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4 Evaluation and Ranking

4.1 Evaluation

The pose accuracy is evaluated for each submitted method in each dataset and
challenge. The evaluation service follows [12] evaluation approach. It defines a
set of thresholds on the position and orientation errors of the estimated pose.
For each (X meters, Y degrees) threshold, it reports the percentage of query
images localized within X meters and Y degrees of the ground truth pose.

More specifically for the selected Aachen Day-Night dataset, the camera pose
estimations thresholds are defined for all conditions (day/night) as follows: the
most precise threshold is set to 0.25 m and 2◦, the follows threshold is set to
0.50 m and 5◦, and the least precise threshold is set to 5.00 m and 10◦. These
thresholds define how precise the camera pose estimation is, e.g., if a pose esti-
mation fits into the most precise threshold, it is also included in the other two,
but when a pose estimation fits only under the least precise threshold, it is not
included in the most precise threshold nor middle one.

4.2 Ranking Method

For ranking the methods, it is used the exact same method that was used for the
Robust Vision Challenge CVPR 20184, Robust Vision Challenge CVPR 20205,
and in ECCV 2020 Workshop6.

For the dataset, the submitted results are ranked based on the percentages.
The rankings are computed by using the Schulze Proportional Ranking method
[17].

The Schulze Proportional Ranking method is based on a pairwise comparison
of results. If the results of a method are not available for a dataset, the compar-
ison will assume that it performs worse than a method for which the results are
available.

5 Experiments

In this section, there are two main contributions to the state-of-the-art presented.
The first contribution outperforms current methods in the selected dataset and
the second one confirms that the images can contain information which is not
needed for the task of long-term visual localization and can be removed by using
semantic segmentation.

Based on selected benchmark in Sect. 2.1 and dataset in Sect. 2 a picking
one of the top state-of-the-art performing approaches as a baseline seems to
be obvious. One of the top-performing methods on the Aachen benchmarking
dataset is the Hierarchical Localization (HLoc) pipeline [10] with Github source

4 http://www.robustvision.net/rvc2018.php.
5 http://www.robustvision.net.
6 https://www.visuallocalization.net/workshop/eccv/2020/.

http://www.robustvision.net/rvc2018.php
http://www.robustvision.net
https://www.visuallocalization.net/workshop/eccv/2020/
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code7. It uses NetVLAD, SuperPoint, SuperGlue, and COLMAP8. The used
pipeline is described in the paper [10] along with achieved results. The specific
parameter settings are mentioned further in this section.

5.1 Parameter Tuning of Hierarchical Localization

If not stated otherwise the parameter was left unchanged and has its value equal
to the Original HLoc from the paper [10].

The Aachen Day Images: for experiments with Aachen Day dataset the
parameters were set to: NetVLAD: uses 50 most similar images. Image pre-
processing: grayscale True, resize to 1600 pixels. SuperPoint: 2048 maximum
keypoints, keypoint threshold 0.01, NMS radius 3 pixels. SuperGlue: outdoor
weights, 100 Sinkhorn iterations. All other parameters were left unchanged and
equal to the Original HLoc settings.

The obtained results can be seen in Table 1 in the Day column. The selected
parameters helped to outperform previous state-of-the-art methods in the two
most precise camera localization thresholds. In the most precise threshold, it
was by 0.1% and the next by 0,4%. For the last, the least precise localization
threshold, the fine-tuned parameters perform 0.1% worse.

Based on the results, it can be presumed (because ground truth camera
poses estimations are unknown, and the evaluation service provides no more
information about camera localization) that camera pose estimations for some
images were refined (meets sticker thresholds). However, no more new images
were localized successfully to pass the least sticker threshold.

The Aachen Night Images: for experiments with the Aachen Night dataset,
the HLoc parameters were set to: NetVLAD: uses 50 most similar images. Image
preprocessing: grayscale True, without any resizing. SuperPoint: 2048 maximum
keypoints, keypoint threshold 0.01, NMS radius 3 pixels. SuperGlue: outdoor
weights, 100 Sinkhorn iterations. The main difference between the Day and Night
setting is that no resize was performed for Night images. All other parameters
were left unchanged and equal to the Original HLoc settings.

The obtained results can be seen in Table 1 in the Night column. Results
show that the new state-of-the-art results were achieved on the Aachen Night
dataset. The improvement was made in the most precise two thresholds (the last
one was already at 100% and can not be improved). The previous state-of-the-art
results were surpassed by 1.0% in the first threshold and by 1.1% in the second
one. Achieved results show that no resizing Aachen Night images can improve
localization accuracy.

The Aachen Day-Night Images: the results from Day and Night experiments
were combined and named Combined tuned HLoc. The results can be seen in
Table 1.

7 https://github.com/cvg/Hierarchical-Localization.
8 https://colmap.github.io/.

https://github.com/cvg/Hierarchical-Localization
https://colmap.github.io/
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Table 1. Comparsion of the Original HLoc results in the long-term visual localization
benchmark on the Day-Night Aachen dataset compared with Combined tuned HLoc
results.

Method Day [%] Night [%]

Combined tuned HLoc 89.7/95.8/98.7 87.8/94.9/100.0

Original HLoc [10] 89.6/95.4/98.8 86.7/93.9/100.0

5.2 Preprocessing for Semantic Segmentation

The main hypothesis that experiments should prove is that an image from the
selected the Aachen dataset contains an area of the image that does not help in
the task of long-term visual localization. The area can have associated semantic
information from semantic segmentation.

In the case that the area would be removed (masked out and replaced by
black color), the selected HLoc pipeline should perform at least as well as Orig-
inal HLoc or better. If this area is found, it can be stated that the area does
not improve the overall results. The moving and dynamic objects in the image
could be selected as the area. The area of dynamic objects could be obtained by
a semantic segmentation method. The dynamic object could have a high-level
interpretation9 from semantic segmentation classes. Then, groups of classes could
be introduced to an aggregate number of classes into a lower number. Further-
more, groups of classes should be used for proving the primary hypothesis.

For long-term visual localization was used HLoc pipeline with the Aachen
dataset. For semantic segmentation was used HRNet-OCR method. The perfor-
mance of HRNet-OCR gives top results10 in the Cityscape dataset11 which is
similar to the selected Aachen dataset. The implementation of HRNet-OCR was
taken from the official Nvidia GitHub12.

In the task of semantic segmentation multiple different classes can be seg-
mented, e.g. human, bicycle, train, etc. The Cityscape dataset uses the following
classes that were grouped into 4 groups. The Nature group consist of vegetation
and terrain classes. Next, the sky group is represented only by sky class. The
Human group is represented by person and rider classes. And finally, the vehi-
cle group aggregates car, truck, bus, caravan, trailer, train, motorcycle, bicycle,
and license plate classes. The Cityscape dataset has a few more classes that were
omitted because they are rigid or void classes.

9 For example, car, bus, and truck classes have vehicles (the group of classes) as high-
level interpretations.

10 https://paperswithcode.com/sota/semantic-segmentation-on-cityscapes.
11 https://www.cityscapes-dataset.com.
12 https://github.com/NVIDIA/semantic-segmentation.

https://paperswithcode.com/sota/semantic-segmentation-on-cityscapes
https://www.cityscapes-dataset.com
https://github.com/NVIDIA/semantic-segmentation
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Several experiments were performed with the Aachen Night dataset, but
the current state-of-the-art semantic segmentation methods can not handle the
night scenery well. Due to semantic segmentation methods’ bad performance
during night times, only the Aachen Day images were considered in the next
experiments.

At first the semantic segmentations for all Aachen Day images were obtained
for example see Fig. 2. From the image that contains all semantic segmentation
classes were extracted 4 mentioned groups of classes. The segmented classes in
every group were unified and one binary mask was created. The mask was used
for masking the original image.

Fig. 2. Left: an original Aachen Day image. Right: semantic segmentation in the color
palette of the Cityscape dataset.

All combinations of groups of classes was created, and specific experiments
were done. The results can be seen in Table 2. Every experiment was rerun five
times and averaged to eliminate randomness. From the table, the top performed
result is with the human group of classes and the second best with the vehicle
group of classes. Thus, the hypothesis was valid and confirmed.

On the other hand, the experiments that contain the nature group of classes
performed poorly and are mostly at the bottom of Table 2. It may be caused
because the segmented trees look different in every year season. During Fall,
Winter, and Spring seasons, it is possible to see through the deciduous trees
(where can buildings be located) and use the visual information that is impossible
to see during the Summer season. But semantic segmentation labels not only
branches of deciduous trees but also the buildings behind them as a tree class.
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Table 2. The combinations of used groups of classes for masking input images of
Aachen Day dataset and the precision of localizations.

Semantic Segmentation Groups of Classes Day [%]

Human 89.6/95.5/98.8

Vehicle 89.4/95.4/98.8

Human, sky, vehicle 89.3/95.8/98.8

Human, sky 89.3/95.4/98.8

Nature, sky 89.2/94.7/98.5

Human, vehicle 89.1/95.4/98.8

Sky 89.0/95.4/98.8

Sky, vehicle 89.0/95.4/98.8

Human, nature, sky 88.6/94.5/98.5

Nature 88.5/94.9/98.5

Human, nature, vehicle 88.5/94.7/98.5

Human, nature, sky, vehicle 88.5/94.7/98.5

Human, nature 88.5/94.4/98.5

Nature, vehicle 88.3/94.8/98.5

Nature, sky, vehicle 88.3/94.5/98.5

6 Conclusion

The final comparison of obtained results is in Table 3 and can be checked on
the official benchmark webpage13. From the results it can be stated that the
experiment with semantic segmentation where a group of classes human was used
(named: Masked human HLoc) performs similar to the current state-of-the-art
base method Original HLoc. It outperforms Original HLoc by 0.1% in the second-
best localization threshold on the Aachen Day dataset and matches results in
other localization thresholds. The Combined tuned HLoc method outperforms
both Masked human HLoc and Original HLoc methods on the Aachen Day
dataset.

Table 3. The comparison of Combined tuned HLoc, Masked human HLoc, and Original
HLoc precision.

Method Day [%] Night [%]

Combined tuned HLoc 89.7/95.8/98.7 87.8/94.9/100.0

Masked human HLoc 89.6/95.5/98.8 -/-/-

Original HLoc [10] 89.6/95.4/98.8 86.7/93.9/100.0

13 https://www.visuallocalization.net/benchmark/.

https://www.visuallocalization.net/benchmark/
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In the future work we will perform experiments with semantic segmentation
on other datasets and we will examine more semantic segmentation approaches
that can lead us to more precise segmentation and thus enhance long-term visual
localization precision.

Acknowledgements. This publication was supported by the project LO1506 of the
Czech Ministry of Education, Youth and Sports.

References

1. Cadena, C., et al.: Past, present, and future of simultaneous localization and
mapping: towards the robust-perception age. IEEE Trans. Rob. 32(6), 1309–1332
(2016)

2. Chen, L., Papandreou, G., Schroff, F., Adam, H.: Rethinking atrous convolution
for semantic image segmentation. CoRR abs/1706.05587 (2017)

3. Chen, L.C., Zhu, Y., Papandreou, G., Schroff, F., Adam, H.: Encoder-decoder with
atrous separable convolution for semantic image segmentation. In: Proceedings of
the European Conference on Computer Vision, February 2018

4. Cheng, B., et al.: Panoptic-deeplab: a simple, strong, and fast baseline for bottom-
up panoptic segmentation. In: 2020 IEEE/CVF Conference on Computer Vision
and Pattern Recognition, CVPR 2020, Seattle, WA, USA, 13–19 June 2020, pp.
12472–12482. IEEE (2020). https://doi.org/10.1109/CVPR42600.2020.01249

5. DeTone, D., Malisiewicz, T., Rabinovich, A.: Superpoint: self-supervised interest
point detection and description. In: The IEEE Conference on Computer Vision
and Pattern Recognition (CVPR) Workshops, June 2018

6. Lee, D.: Pseudo-label: the simple and efficient semi-supervised learning method for
deep neural networks (2013)

7. Liu, L., Li, Y., Tan, R.T.: Decoupled certainty-driven consistency loss for semi-
supervised learning (2020)

8. Widya, A.R., Torii, A., Okutomi, M.: Structure from motion using dense CNN
features with keypoint relocalization. IPSJ Trans. Comput. Vis. Appl. 10(1), 1–7
(2018). https://doi.org/10.1186/s41074-018-0042-y

9. Revaud, J., et al.: R2D2: repeatable and reliable detector and descriptor. CoRR
abs/1906.06195 (2019)

10. Sarlin, P., Cadena, C., Siegwart, R., Dymczyk, M.: From coarse to fine: robust
hierarchical localization at large scale. In: Conference on Computer Vision and
Pattern Recognition (CVPR), pp. 12708–12717 (2019). https://doi.org/10.1109/
CVPR.2019.01300

11. Sarlin, P.E., DeTone, D., Malisiewicz, T., Rabinovich, A.: Superglue: learning fea-
ture matching with graph neural networks. In: IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition (CVPR), June 2020

12. Sattler, T., et al.: Benchmarking 6DOF outdoor visual localization in changing
conditions. In: Conference on Computer Vision and Pattern Recognition, pp. 8601–
8610 (2018)

13. Sattler, T., Weyand, T., Leibe, B., Kobbelt, L.: Image retrieval for image-based
localization revisited. In: British Machine Vision Conference, September 2012

14. Schönberger, J.L., Frahm, J.M.: Structure-from-motion revisited. In: Conference
on Computer Vision and Pattern Recognition (CVPR) (2016)

https://doi.org/10.1109/CVPR42600.2020.01249
https://doi.org/10.1186/s41074-018-0042-y
https://doi.org/10.1109/CVPR.2019.01300
https://doi.org/10.1109/CVPR.2019.01300


Semantic Segmentation in the Task of Long-Term Visual Localization 39

15. Schönberger, J.L., Price, T., Sattler, T., Frahm, J.M., Pollefeys, M.: A vote-and-
verify strategy for fast spatial verification in image retrieval. In: Asian Conference
on Computer Vision (ACCV) (2016)

16. Schönberger, J.L., Zheng, E., Frahm, J.-M., Pollefeys, M.: Pixelwise view selection
for unstructured multi-view stereo. In: Leibe, B., Matas, J., Sebe, N., Welling, M.
(eds.) ECCV 2016. LNCS, vol. 9907, pp. 501–518. Springer, Cham (2016). https://
doi.org/10.1007/978-3-319-46487-9 31

17. Schulze, M.: A new monotonic, clone-independent, reversal symmetric, and
condorcet-consistent single-winner election method. Soc. Choice Welfare 36, 267–
303 (2011). https://doi.org/10.1007/s00355-010-0475-4

18. Tao, A., Sapra, K., Catanzaro, B.: Hierarchical multi-scale attention for semantic
segmentation (2020)

19. Tarvainen, A., Valpola, H.: Mean teachers are better role models: Weight-averaged
consistency targets improve semi-supervised deep learning results. In: Proceedings
of the 31st International Conference on Neural Information Processing Systems,
NIPS 2017, pp. 1195–1204 (2017)

20. Toft, C., et al.: Long-term visual localization revisited. IEEE Trans. Pattern Anal.
Mach. Intell. 14 (2020)

21. Xie, Q., Luong, M.T., Hovy, E., Le, Q.V.: Self-training with noisy student improves
ImageNet classification. In: Proceedings of the IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition (CVPR), June 2020

22. Yuan, Y., Chen, X., Wang, J.: Object-contextual representations for semantic seg-
mentation. In: Vedaldi, A., Bischof, H., Brox, T., Frahm, J.-M. (eds.) ECCV 2020.
LNCS, vol. 12351, pp. 173–190. Springer, Cham (2020). https://doi.org/10.1007/
978-3-030-58539-6 11

23. Yuan, Y., Wang, J.: OCNet: object context network for scene parsing. CoRR
abs/1809.00916 (2018)

https://doi.org/10.1007/978-3-319-46487-9_31
https://doi.org/10.1007/978-3-319-46487-9_31
https://doi.org/10.1007/s00355-010-0475-4
https://doi.org/10.1007/978-3-030-58539-6_11
https://doi.org/10.1007/978-3-030-58539-6_11


Algorithm for Radio Survey
of the Cyber-Physical Systems Operating Areas

Using Unmanned Aerial Vehicles

Alexander Denisov and Dmitriy Levonevskiy(B)

St. Petersburg Federal Research Center of the Russian Academy of Sciences (SPC RAS), St.
Petersburg Institute for Informatics and Automation of the Russian Academy of Sciences, 39,

14th Line, 199178 St. Petersburg, Russia

Abstract. When configuring a cyber-physical system (CPS) for operating in large
open areas and connecting distributed autonomous devices to it via wireless com-
munication channels, it is necessary to take into account the threats that can dis-
rupt the functioning of the CPS. This paper provides a classification of threats
that directly affect the CPS operation. It was revealed that the most dangerous
threats are associated with the influence of the environment. The paper proposes
a solution to minimize the impact of the environment on the operation of the CPS.
The growth in the number of heterogeneous devices with different properties and
actual purposes, interacting over a wireless network, leads to the emergence of the
problem of providing a speed-satisfactory method for configuring a wireless com-
munication network between heterogeneous devices in a distributed CPS. To solve
this problem, algorithm for the radio survey of the CPS territory using unmanned
aerial vehicles (UAV) was developed.

Keywords: Cyber-physical systems · Robotics · Infrastructure management ·
Dynamic environment · UAV · Repeaters ·Wireless communication

1 Introduction

A number of increased requirements are imposed on the infrastructure of cyber-physical
systems (CPS) operating in open areas. This is due to the possibility of both accidental
and deliberate destructive influences from the environment. Open areas have their own
specifics: they are vast, have a complex structure and are subject to dynamic changes.
Functioning in a dynamic environment is associated with increased risks of failure of
individual components and the absence of stable communication channels between the
elements of the system. For the trouble-free functioning of the CPS, it is necessary for
them to be capable of reorganization. Standard centralized approaches to constructing
CPSs with relative simplicity and ease of management have a number of disadvantages -
in particular, limited scalability, the presence of bottlenecks and critical components, the
failure of which can significantly disrupt the CPS connectivity, as well as problems with
availability over large spaces [1]. Thus, there is a need to create stable, coherent, decen-
tralized CPSs with the ability to dynamically connect and disconnect their components.
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At the same time, one should take into account the limited computing power of CPS
nodes, the need for effective energy management, the integration of the communication
capabilities of the nodes, and the information security requirements [2].

Let us consider the problem of constructing and choosing strategies for the behavior
of the CPS in the event of loss of system connectivity, as well as the problem of self-
organization of the CPS in the event of failure of its individual components or component
parts. To do this, we will construct a classification of situations (incidents) that can lead
to failures in the CPS, investigate the known approaches to building a CPS resistant to
such incidents, and analyze the compliance of the known solutions with the established
requirements.

2 Related Work

The range of incidents is quite extensive, due to the distribution of CPS, heterogeneity
andwide autonomy of their components, their large number and vulnerability separately,
the use of wireless technologies, active interaction with the changing environment [3,
4].

Incidents that cause loss of connectivity in the CPS can be classified according to
different criteria:

• by occurrence: accidental (malfunction of the CPS component; wrong strategy of the
CPS behavior); related to the influence of the environment; intentional (attack by an
intruder) [5];

• by level: physical, channel, network, transport, session, presentation level, appli-
cation level (in this case, the ISO/OSI standard model [6] is used; in practical
implementations, individual levels can be combined);

• by criticality for a specific task of the CPS: not affecting the performance of the task;
reducing the efficiency of the task; excluding the execution of the task;

• by criticality for the functioning of the CPS as a whole: not affecting; reducing the
effectiveness; making impossible the further functioning of the CPS;

• by information security aspect: integrity, availability, confidentiality, accountability,
etc.

In the context of the problem under consideration, the most relevant threats are
associatedwith the influence of the environment. The deployment ofCPSover large areas
can lead to the fact that individual components of the CPS will encounter difficulties
in navigation, fail under the influence of the environment, leave the coverage area of
wireless networks or the reachability of repeaters, which will lead to loss of connectivity.

To classify existing approaches, it is convenient to group them according to the levels
of the ISO/OSI model. Solutions that are limited to the methods of data transmission
over communication channels or the organization of these channels refer to the physical
and data link layers. The network, transport, session layer includes solutions based on
data routing and the creation of overlay networks and virtual communication channels.
Solutions that take into account the applied tasks of the CPS and the roles of their nodes
are assigned to the application and presentation levels.
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On physical and link layers, a number of solutions are knownbased on theLoRaWAN
protocol and its analogs, which improve the reliability, range and efficiency of commu-
nication between CPS nodes. So, in [7, 8], an assessment of the effectiveness of LoRa
wireless networks is presented. The analyzed parameters are ToA (Time on Air), bit rate
and spread factor (SF) affect the performance level. From the results obtained, it can be
seen thatwith an increase in the SF parameter, the time duringwhich aLoRa communica-
tion packet is transmitted over the air increases. If the bandwidth of the communication
channel is increased, the ToA parameter will decrease significantly. The main LoRa
modulation parameter is the multiplication factor (SF), which can range from 7 to 12.
The maximum LoRaWAN payload depends on the SF factor selected at the application
level, the maximum size is 256 bytes. The Gateway module serves multiple devices
using a network topology. Thus, messages are re-transmitted from the LoRa module to
the network server through the gateway module.

When designing CPSs operating in open areas, it is also necessary to take into
account that the environment can have a significant impact on the propagation of a radio
signal and thus hinder the communication of the CPS components. So, in [9, 10] it is
indicated that the influence of the external environment on the radio signal is manifested
both through changes in the transit time of radio signals from the transmitter to the
receiver, and through the occurrence ofmultipath, caused by reflections of thementioned
radio signals from certain reflective surfaces located in the immediate vicinity from the
receiver. The propagation of radio waves in the atmosphere is accompanied by their
refraction, absorption, reflection and scattering. The intensity of these phenomena is
determined by the properties of the spatial distribution of the refractive index of air,
which is a function of pressure, temperature and humidity, as well as the presence and
properties of hydrometeors (products ofmoisture condensation in the atmosphere - drops
of rain, fog, clouds) and various impurities.

On network, transport, session layers, there are known solutions to improve the
connectivity of the CPS by distributing the functions of data transmission between nodes
and providing data routing. Such solutions allow self-organizing of CPS at the network,
transport, session level and are usually based on the WSN (wireless sensor network)
approach, the use of mesh networks and the establishment of multi-hop connections.
Thus, in [11, 12], a data transmission system for constantly moving military mobile
groups is considered.Amobile andwireless network platform capable of communicating
with remote areas of military operations is being developed. A prototype of a military
device based on the WSN approach has been successfully developed with the ability to
use the device for search and rescue of victims. The prototype is capable of reading and
sending status data to the base station, including death, user, location, and movement.
The paper describes the use of a mesh network from the developed prototypes. Such a
network allows nodes to act independently of each other to receive and transmit data.

The articles [13, 14] describe an approach to organizing communication, in which
each agent in the system can leave the network or accept new connections by sending
its information based on the transmission history of all nodes in the network. To this
end, each agent must support 4 protocols to participate in the system, as well as an
additional protocol for transmitting data to nearby nodes, which is based on a received
signal strength indicator (RSSI) and data history.
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Since the proposed system is heterogeneous, two types of agents are possible, based
on the principle of WSN nodes. The first type of node is a robot-agent, which can be
a UAV or an RM. The second type of agent is monitoring units and wireless sensors,
which are static agents characterized by the presence of a wireless communication unit
that accepts a special infrastructure mode to establish communication with the system,
a processing unit for managing the received data, and either a sensor or a graphical user
interface (GUI) to interact with the environment or the user, depending on whether it is
a WSN or a monitoring agent.

At the application level, the roles and applied tasks of the CPS are taken into account,
and the existing approaches allow the redistribution and management of these roles and
tasks. So, in the article [15], the main methods of controlling groups of robots are
considered, such as one-man, hierarchical, collective, herd, swarm, and the tasks that
arise when organizing information exchange in groups of small-sized robots at different
levels are described:

• information flow control and packet routing in the network;
• definition of a multipurpose tracking mode;
• creation of algorithms responsible for adaptive analog-discrete filtering;
• creation of an algorithm for optimized estimation of incoming information;
• creation of a secure channel (stable, hidden) information exchange between the
operator and the group;

• creation of an algorithm that allows agents to learn;
• creation of an algorithm for optimal estimation, invariant to the time of arrival of
measurements.

Each participant requires constant awareness of both their “neighbors” and the goals
set - to solve this problem, a multipurpose escort mode (MDM) is used. The problem
lies in a sufficiently long time interval between incoming measurement signals from
one target, while control signals must be generated continuously. It should be noted
that the method of processing incoming signals using standard algorithms for optimal
estimation with simultaneous processing is unprofitable, since the processing time of
signals by each sensor is different, and in addition, the location of the participants in
space affects the time of signal arrival. Therefore, the capabilities of such a network are
determined by the capabilities of the equipment used. Wireless technologies should be
used to expand the scope of the algorithm.

It should be borne in mind that when using a wireless communication line, there are
risks of secret receipt of information, unauthorized access and information compromise.
For protection, it is proposed to use not hardware, but software encryption, which will
reduce the weight and price of a small robot. The main problem of the proposed method
is a large time interval between incoming signals from one target, while control signals
must be generated continuously, which can lead to the failure of not only one device,
but the entire network. This method is designed for a small number of devices on the
network.
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There are works that consider the issues of coordination of autonomous robots when
performing various applied tasks. Thus, the contribution of work [16] consists in the
analysis of communication protocols applied to the problem of UAV fleet management
to fight against attacks of parasites on crops. Moreover, the study of different approaches
aims to measure their performance and costs. In particular, different approaches to the
problems of exploring the territory in the shortest possible time, in order to avoid studying
the sameareawith the help of a large number of drones, detectingparasites andpreventing
their spread by spraying the required amount of pesticides. Drones equippedwith limited
amounts of fuel and pesticides may seek help from other drones to complete the pest
control.

Networking small and mini UAVs has the potential to improve the performance
and coverage of UAVs. Before the widespread introduction of heterogeneous flying
special networks (FANETs) based on several UAVs, many new problems have to be
solved, including the creationof a stable network structure.Anefficient gateway selection
algorithm and control mechanism are also required. However, monitoring the stability of
the hierarchical UAV network ensures efficient interaction between drones. The article
[17, 18] provides an overview of the FANET structure and architecture of its protocol.
It then discusses various distributed gateway selection algorithms and cloud resiliency
mechanisms, complemented by a number of open problems.

3 Materials and Methods

In this work, in order to reduce threats associated with the influence of the environment,
it is proposed to use a radio survey of the territory of the CPS operation and algorithms
for the optimal placement of radio elements of the system. To conduct a radio survey
of the territory, it is proposed to use a UAV with a radio transceiver (radio module), a
video camera, and a depth sensor installed on it. The radio transceiver is responsible for
setting the signal level from the gateway throughout the CPS, determining the signal
level from extraneous sources of radio wave propagation (calculating the level of radio
noise). Also, the radio module allows you to determine the influence of obstacles in the
territory of the CPS on the propagation of the radio signal. Attenuation of radio waves
when passing through obstacles leads to the need for a closer location of repeaters to
ensure data transmission at the required speed [19]. The total attenuation (dB) of radio
waves in areas with green spaces was determined by the expression [20]:

Wn = V∂ +M1 +M2, (1)

where Vd is the diffraction component of the attenuation, M1,2 are the interference
factors of attenuation on the sections of the emitter-obstacle path, the obstacle-receiver.

M1,2 =
√
1+ Φ2

1,2 − 2Φ1,2 cos δ1,2, (2)

where δ1,2= 2kh1,2sinΨ 1,2, k = 2π /λ, λ is the length of the radio wave, h1,2 are
the heights of the transmitter and receiver antennas, Ψ 1,2 are the grazing angles in the
sections of the diffraction paths, F1,2 are the reflection coefficients. According to [20],
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in a mixed forest with an average density of trees, the average seasonal linear attenuation
of the radio signal is 0.1 dB/m for frequencies of 330 MHz.

In this work, to calculate the attenuation of propagation of radio waves in open areas
and the effect of the surface features on the propagation of radio waves, we use the
classical calculation formulas [21]. According to the Rayleigh criterion, we can get the
acceptable height of the irregularities, i.e. the height of the irregularities at which the
reflection can be considered mirror-like:

h <
λ

8 cos θ
(3)

where h is the permissible irregularity height, λ is the wavelength, θ is the angle of
incidence of the wave.

Attenuation coefficient is calculated as follows:

|W | = 1

2p1(r1 + r2)

√
1+ 4

π
p1(r1 + r2)

r2
r1

p = πr

λ

√
ε22 + (60γ2λ)2

(4)

r1, r2 are the path lengths, ε22 is the dielectric constant, γ 2 is determined by the
averaged electrical parameters of the soil on the path and the terrain.

Soil moisture also affects the propagation of the radio signal.With the help of a depth
sensor on the UAV, a three-dimensional map of the area (depth map) can be built. Based
on these data, it is possible to calculate soil moisture [22] and construct a table of soil
moisture coefficients, which will allow calculating the transmission loss (attenuation)
of the radio signal [23]:

L = h(λ + 5 lg(f ) + 5 lg(r)) (5)

where h is the value from the coefficient table, λ is the wavelength, f is the frequency,
r is the distance from the transmitter to the receiver.

To ensure the possibility of using inexpensive UAVs to survey the territory, it is
required to take into account their low carrying capacity and low volume of batteries. To
solve this problem, an algorithm is proposed for the optimal movement of the UAV over
the territory of the CPS, namely, the search for the shortest and fastest way to survey the
entire territory (Fig. 1) [24].

The result of the UAV movement route calculation method to scan the territory is
shown in Fig. 2.
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Calculation of the maximum distance and scan area per unit of 
time

Calculation of the coordinates of the subsequent location of the 

UAV in the first row relative to the previous location

Calculation of the coordinates of the location of the UAV by the 
next row "spiral" of the relative positions calculated in the 

previous step along the boundaries obtained in step 3

Dividing the CPS territory (RT) into vertical and horizontal 

segments connecting the edges of the RT

Are there any
unscanned areas?

Yes

No

End

Begin

Search for the largest segments dividing RT into parts that do not 

exceed the width of the scanned area.

Calculation of the coordinates of the location of the UAV relative 
to the segments obtained in the previous step, and the initial 

position of the UAV

Return to the base

Fig. 1. Algorithm for constructing the UAV movement route.
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Fig. 2. The result of the algorithm for constructing the UAV movement route for scanning the
territory.

4 Modeling

An area of $ 27× 27 was chosen for modeling with randomly located obstacles such as
trees, small buildings and uneven terrain. According to the algorithm for constructing
the route of movement of the UAV, the optimal trajectory of the movement of the UAV
through the territory of the CPS was built. Analysis of the data from additional sensors
on the UAV made it possible to construct a map of changes in the radio signal level in
the surveyed area (Fig. 3), which will allow the most effective positioning of repeaters
to cover the entire area with a signal.

Fig. 3. The map of radio signal level changes in the surveyed area.

For clarity, radio modules (numbered 0–7 in the figure) were installed along the
perimeter, being in line of sight and providing constant radio communication with each
other. The figure shows the loss of data transmission in the territory of the CPS operation.
As can be seen from the figure, along the edges of the territory under consideration,where
the radio modules are located, the loss of the radio signal is minimal, since there are no
obstacles. But in the center of the study area there are noticeable signal losses due to the
presence of various obstacles (buildings, trees, water bodies).

Based on the modeling data, it is possible to determine the places with the greatest
radio signal losses in the territory of the CPS operation, and use this data to improve
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and stabilize the quality of radio communication, for example, by adding repeaters, or
removing obstacles (demolition of buildings, leveling the landscape, cutting trees etc.).

5 Conclusion

This paper represents a classification of incidents that may arise during the configuration
and operation of the CPS. Possible solutions for the problem of configuring a wireless
communication network between CPS devices, distributed over vast territories, are rep-
resented. An algorithm is proposed to solve one of the important threats in the formation
and operation of the CPS - the threat associated with the influence of the environment,
namely the influence of the environment on the propagation of the radio signal. It is
proposed to use a radio survey of the territory of the CPS operation and algorithms for
the optimal placement of radio elements of the system. To ensure the possibility of using
inexpensive UAVs to survey the territory, it is required to take into account their low
carrying capacity and low volume of batteries. To solve this problem, the paper proposes
an algorithm for the optimal movement of the UAV over the territory of the CPS, namely,
the search for the shortest and fastest way to survey the entire territory.

Further research will be aimed at improving the proposed algorithm for automating
workflows and data exchange between CPS devices. Additional noise immunity of radio
modules is also among the key objectives of the study, as well as work on eliminating
collisions when relaying data packages.
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Step Path Simulation for Quadruped Walking
Robot

Dmitry Dobrynin1(B) and Yulia Zhiteneva2
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Abstract. This article discusses a model of a quadruped walking robot with 12
degrees of freedom. The trajectory of the robot’s leg movement under the uniform
rectilinearmotion of the robot is synthesized. The trajectory consists of a reference
phase and a transfer phase. In the transfer phase, elliptical foot trajectories are
used. A mathematical model of the dependence of the drive parameters on time
and geometric parameters of the trajectory is constructed. Numerical simulation of
the obtained models is carried out. The dependences of accelerations, velocities,
torques, and drive power on time and trajectory parameters are obtained. The
article analyzes these dependencies. The possibility of optimizing the trajectory
parameters for the specified drive parameters to obtain the maximum speed is
shown. The dependence of the drive parameters on the geometric dimensions of
the robot leg is analyzed. It is shown that themaximum speed is achieved at certain
ratios of the geometric parameters of the leg. In conclusion, practical conclusions
are given on optimizing the trajectory parameters in order to obtain the maximum
speed.

Keywords: Walking robot · Simulation · Fast moving

1 Introduction

Currently, there is an increasing interest in developments in the field of walking robots
all over the world. Commercial developments of Boston Dynamics and their analogues
have shown the promise of using walking robots in various fields.

One of the main reasons for the development of a four-legged walking robot is to
overcome the lack of mobility of wheeled vehicles on uneven terrain. Runningmammals
are able to cross uneven or changing terrain at high speeds, turn sharply, start moving
suddenly, or stop.

The main problem in the field of creating walking robots is the need to get fast and
smooth movement. Initially, a high speed of movement was hoped to be obtained with
the help of mechanical step formation systems [1–3]. However, on an uneven surface,
mechanical systems that form the same steps do not allow you to fully adapt to the
surface. As a result, such systems can only reach high speeds on a flat surface.

Obtaining a high speed of the robot’s movement on an uneven surface requires the
use of active leg drives that can change the step parameters for each support point [4].
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Some researchers try to obtain the step parameters using various types of training [5,
6]. In this case, it is possible to get a smooth movement. Some approaches to achieving
high robot movement speed are given in [7, 8]. A good overview of crab-like robots and
their gaits is given in [9].

This article deals with the simulation of the step of a quadruped robot by synthesizing
the trajectory of the foot and optimizing its parameters.

2 Problem Statement

The robot has four legs, each of which has three degrees of freedom (Fig. 1a). The
analytical model of the robot leg for the case of translational motion is shown in Fig. 1b.
The drive 1 with torque M1 moves the robot’s leg to the side. The drive 2 with torque
M2 moves the entire robot leg back and forth. The drive 3 with torque M3 moves the
lower part of the robot’s leg back and forth. The rotation angles of the drives θ2 and θ3,
the lengths of leg parts L2 and L3 and the distances L4, X, Y, Ls and h are shown in the
Fig. 1b. Note that the drive 1 is not used for the forward movement of the robot. So, the
model can be simplified and the parameters for this drive are not considered.

a) b)
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Fig. 1. Geometrical model of: a) robot; b) robot leg.

From the geometric dependencies (Fig. 1b), equations are obtained from which the
angles θ2 and θ3 can be calculated depending on the coordinates of the point of contact
of the foot (X, Y).

θ2(X ,Y ) = arccos
L22 + L24 − L23

2L2L4
− arcsin

X

L4
,

θ3(X ,Y ) = arccos
L22 + L23 − L24

2L2L3
,

L4 =
√
X 2 + Y 2. (1)
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Let the robot move at a constant speed V1. The trajectory of the robot’s leg is a
closed curve (Fig. 2). Section 1-2 corresponds to the reference phase, section 2-3-4-5-1
corresponds to the transfer phase. For various robot’s gaits, the leg transfer time must be
less than or equal to the duration of the reference phase. Since the length of the transfer
trajectory 2-3-4-5-1 is greater than the length of the trajectory of the reference phase 1-2,
the speeds and accelerations of the drives in the leg transfer phase reach their maximum
values.

Therefore, the maximum speed of movement of the entire robot is determined by
the restrictions on the maximum speeds and accelerations of the drives in the transfer
phase.

LS

h

1 2

b
a

345

x,y

x0,y0

V1 V
1

V
1 V

1
V

2

Fig. 2. Foot-end trajectory.

The trajectory of the robot’s leg (Fig. 2) must meet several requirements:

1) the reference section 1-2 is a straight line on which the leg moves relative to the
robot body at a constant speed V1;

2) at point 2, the leg is detached from the surface. In section 2-3, the leg changes its
horizontal speed and moves to a height h above the surface;

3) in section 3-4, acceleration is performed to the speed V2 (V2 > V1) with constant
acceleration;

4) in section 4-5, braking is performed to the speed V1 with constant acceleration;
5) in section 5-1, the leg changes its horizontal speed and descends to the surface.

At point 1, the surface is touched. The smoothness of the robot’s gait depends on
the speed at which the robot’s leg will come to point 1. The presence of a vertical
component of the speed will lead to dynamic disturbances.

The most critical areas on the trajectory of the robot’s leg are sections 2-3 and 5-1,
since these areas require maximum acceleration (deceleration) of all parts of the robot’s
leg. At point 4, a maximum speed of V2 is required, which also needs to be taken into
account.

Let’s choose an elliptical trajectory for sections 2-3 and 5-1. The ellipse has the
properties we need: at points 1 and 2, the vertical component of the velocity is zero.
For an ellipse, there is a second derivative, hence the acceleration has no discontinuities,
which is necessary for smooth movement. The maximum acceleration can be changed in
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a simple way by changing the eccentricity parameter of the ellipse a (Fig. 2). Note that
this is one of the possible trajectories, and you can use other trajectories: pure ellipse,
parabola, pendulum (modified pendulum), cardioid, and combined line segments [8].
Consideration of other types of trajectory is beyond the scope of this article.

To find the coordinates of a point on an ellipse, use the parametric definition of the
ellipse:

x = x0 + a · cos(w t),

y = y0 + b · sin(w t),

b = h

2
. (2)

Here (x0, y0) is the center of the ellipse, a and b are the semi-axes of the ellipse, w
is the angular velocity, and t is the time parameter.

To find the angular velocity w, we use the conditions at point 2:

dx
dt = V1, w t = −π

2 ,
dx
dt = a · w · (− sin

(−π
2

))
,

V1 = a · w, w = V1
a .

(3)

By reducing Eqs. (2) to the robot coordinate system from Fig. 1, using (1) and (3),
we obtain the equations for the angles θ2 and θ3 as a function of time t:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

θ2(X ,Y ) = arccos
L22+L24−L23

2L2L4
− arcsin X

L4
;

θ3(X ,Y ) = arccos
L22+L23−L24

2L2L3
;

L4 = √
X 2 + Y 2;

X = LS
2 + a · cos

(
V1
a t

)
;

Y = H0 − h
2 · sin

(
V1
a t

)
− h

2 .

(4)

HereH0 is the average height of the drive center 2 above the surface, h is the height of
the step above the surface, Ls is the length of the step, a = var is the trajectory parameter
to be optimized.

The equations for the moments of the drives in a simplified form (without taking
into account the mutual influence of the drives) have the form:

M2 = J2 · θ′′
2,

M3 = J3 · θ′′
3,

J2 = m2 ·
(
L2
2

)2 + m3 ·
(
L22 +

(
L3
2

)2 − 2 · L2 · L3
2 · cos(θ3)

)
,

J3 = m3 ·
(
L3
2

)2
,

(5)

where m2 is the mass of link 2, m3 is the mass of link 3.
To determine the instantaneous power of the drives, you can use the formula for

calculating the power for rotational motion:

P2 = M2 · θ′
2,

P3 = M3 · θ′
3.

(6)
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To determine the rate of change of angles and accelerations, it is necessary to find the
first and second derivatives of the angles θ2 and θ3 from Eqs. (4). The formulas for the
first and second derivatives of the angles of Eqs. (4) can be obtained analytically, but they
have an unnecessarily cumbersome form. The search for the maxima and minima of the
nonlinear dependences of the derivatives θ2 and θ3 can only be carried out numerically.
As a result, further analysis will be carried out using numerical simulations - numerical
differentiation and search for extremes.

3 Analysis of the Impact of Trajectory Parameters on the Drive
Characteristics
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Fig. 3. Dependence of acceleration: a) θ′′
2 (wt) from various a/h, b) θ′′

3(wt) from various a/h.

The following parameters were used for numerical simulation of the robot’s 2–3 step
phase (Fig. 1b, Fig. 2):

L2 = 0.3 m, L3 = 0.3 m, Ls = 0.2 m
m2 = 0.2 kg, m3 = 0.1 kg
H0 = 0.5 m, h = 0.05 m
V1 = 1.0 m/s

Figure 3 shows the dependence of the accelerations of the second derivatives of the
angles θ′′

2(t) and θ′′
3(t) at different values of a/h. The dependences were calculated from

Eqs. (4) using numerical differentiation.
From Fig. 3 it is clearly seen that as the parameter of the ellipse a decreases, the

absolute values of θ ′′
2 (t) and θ′′

3(t) grow non-linearly. The dependencies have maxima
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that shift to the right as a/h increases. The absolute maximum for link 3, corresponding
to θ′′

3(t), is about 2.3 times greater than for link 2 - θ′′
2(t).

Figure 4 shows the dependence of the velocities - the first derivatives of the angles
θ′
2(t) and θ′

3(t) at different values of a/h. It is clearly seen that the velocities have pro-
nounced maxima. Figure 4 shows that the maximum speed for drive 3 is about twice
as high as the maximum speed for drive 2 for small a/h. As the a/h value increases, the
velocity ratio becomes smaller, approaching unity. Graph analysis of Fig. 4 shows that
the maximum speed for drive 3 is always greater than for drive 2.
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Fig. 4. Dependence of velocity: a) θ′
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The torque graph can be obtained using formulas (4) and (5). Figure 5 shows the
torquesM2(t) andM3(t) as a function of different a/h. Figure shows that as a/h decreases,
the absolute torques grow non-linearly. The nature of the torque graphs Fig. 5 generally
corresponds to the behavior of the second derivative angles, which is consistent with the
formulas (5).

The dependence of the moments on the masses of the links is linear for M3 and M2,
which follows from formulas (5). To reduce the moments according to formulas (5), it
is necessary to reduce the mass of the links.
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Fig. 5. Dependence of torque: a) M2(wt) from various a/h, b) M3(wt) from various a/h.

The graph of the instantaneous power of the drives in Fig. 6 is obtained using the for-
mulas (4), (5) and (6). The positive instantaneous power corresponds to the acceleration
of the drive, the negative power corresponds to the deceleration.
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Fig. 6. Dependence of power: a) P2(wt) from various a/h, b) P3(wt) from various a/h.

The graphs show that the power of the drives increases sharply with a decrease in
a/h. For small a/h the power ratio of P3/P2 is above 2.6. With an increase in a/h, the
power ratio P3/P2 becomes smaller.
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4 Optimization of Trajectory Parameters

To select the a/h ellipse parameter, it is convenient to find the dependences of the max-
imum accelerations, velocities, torques, and power on this parameter. Figure 7 shows
the dependences of the maxima of accelerations and velocities on the ratio a/h. Figure 8
shows the dependences of the maxima of torques and instantaneous powers on the ratio
a/h.
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The selection of the minimum allowable a/h value must be carried out according to
several criteria:

– for maximum acceleration-according to Fig. 7a,
– for maximum speed-according to Fig. 7b,
– for maximum torque-according to Fig. 8a,
– for maximum power - according to Fig. 8b.
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Consider a small example.
Let there be a drive GIM8008, which is used in MIT the Four Legged Robot dog

[10]. It has parameters:

maximum output power – 250 W,
maximum torque – 17 Nm,
continuous torque – 6.9 Nm,
maximum output speed 40 rad/s.
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We estimate the a/h parameter for drive 3:

– at a maximum speed of 40 rad/s (Fig. 7b) a/h ≥ 0.1;
– for a continuous moment of 6.9 Nm (Fig. 8a) a/h ≥ 0.3;
– by power 250 watts (Fig. 8b) a/h ≥ 0.15

From the estimates, it follows that the minimum value of a/h = 0.3, which is
determined by the torque. To reduce this ratio, that is, to increase the speed, it is possible
only by reducing the mass of links 2 and 3.
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5 Analysis of the Influence of the Robot Leg Size on the Drive
Characteristics

Let’s analyze the influence of geometric parameters on the maximum torque.

Table 1. Parameter L2 and L3 for Fig. 9.

№ L2, m L3, m

1 0,1 0,5

2 0,2 0,4

3 0,3 0,3

4 0,4 0,2

5 0,5 0,1

Figure 9a shows the dependence of themaximum torquemax |M2| on a/h for different
link lengthsL2 andL3,which are presented inTable 1.The sumof the link lengths remains
constant, the ratio L2/L3 changes.
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Fig. 9. Dependence of maximum: a) torque max|M2| from a/h for various L2 and L3 (Table 1),
b) torque max|M3| from a/h for various L2 and L3 (Table 1).

From the graph of Fig. 9a it is clearly seen that the moment M2 changes slightly
with a decrease in the length of L2. Lines 2 and 3 (4 and 5) in Fig. 9a are practically
merged. As the length of the link decreases, the range of angles that should work out in
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the same time increases, so the acceleration should increase. However, the moment arm
also decreases, so their product (5) changes slightly.

This leads to the practical conclusion that the length of the link 2 weakly affects the
torque M2.

Figure 9b shows the dependence of themaximum torquemax|M3| on a/h for different
lengths of links L2 and L3, which are presented in Table 1. As the length of the L3 link
decreases, the moment decreases greatly. For a/h= 0.1, when L3 decreases from 0.5m to
0.1m, the torqueM2 decreases from 71 Nm to 40 Nm, and the torqueM3 decreases from
248Nm to 10 Nm. According to the formula (5), the moment M3 decreases according
to the quadratic law.

An important practical conclusion that follows from this is that to reduce themoment
M3, it is necessary to make the link 3 as short as possible. Since drive 3 requires higher
power values than drive 2, this rule is more important for increasing the maximum speed
than for link 2.

6 Conclusion

The constructedmodel of the robot legmovement allows evaluating the drive parameters
to obtain the maximum speed of the robot movement. The movement of the robot’s leg
is smooth, there are no acceleration gaps.

Important practical conclusions that follow from analysis of the model:

– the maximum speed increases with a decrease in the mass of the robot’s links (which
is quite obvious);

– for a given trajectory with an elliptical curve, the parameters of the drive 3 are critical,
since it requires greater powers and speeds than for the drive 2;

– the robot leg movement model allows you to find the optimal movement parameters
for the specified drive characteristics, which allows you to achieve the maximum
speed of the robot leg transfer;

– the length of the link 2 has little effect on the drive 2 torque;
– the length of the link 3 has strong effect on the drive 3 torque.

The robot leg movement model can also be used to estimate the leg transfer time,
optimize the step length, estimate the maximum speed, etc.
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Abstract. In connection with the rapid development of robotics, the problems of
interaction between humans and robots, considered as social interaction problems,
are becoming more and more urgent. The problems of interaction of robots with
people at the social level require versatile interdisciplinary research to identify and
exclude their possible negative consequences. Practical information about such
consequences in different areas of robot use may be considered insufficient. In this
paper, it is proposed to use an approach to research based on simulation modeling
to obtain additional information about the object, which is defined as the “Social
Robotic System” (SRS). It is proposed to apply the methodology of cognitive
simulation of complex systems as a methodology that uses the capabilities of
cognitive processes in subjects in their interaction with objects. The toolkit for
cognitivemodeling of complex systems is also proposed to use for the development
and substantiation of management decisions in the field of interaction between
robots and humans. Two formulations of the problem for social robotic systems
are considered. The models of these systems are in the form of cognitive maps.
The results of the study of the SRS structural properties and stability properties
on its cognitive maps are presented. The final stage of cognitive modeling is
the development of scenarios for the possible development of situations in the
system with internal and external environmental changes. All this research makes
it possible to conclude the consistency of the models with possible real situations
of human-robot interaction and to justify the necessary management decisions.

Keywords: Digital humanities · Complex system · Social robotics · Interaction ·
Imitation · Cognitive modeling

1 Introduction

The emergence of a new type of robots which are capable to communicate with people
interactively at a social level, theoretical searches and practical implementation of the
ideas of social robotics have become one of the promising directions in the development
of digital humanities.With the proliferation of robotic systems, the level of their intellec-
tualization (in the context of information technologies development) began to increase.
A further stage in the development of robotic systems is that robots become subjects
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of social life, which is facilitated by the growth of technologies for intelligent control
and information processing in various areas of human activity. The social aspects and
problems of the development of intelligent robotics, involving the interaction of peo-
ple and robots, are increasingly manifested. This is associated with the emergence of a
whole series of problems of the humanitarian, legal, technical and other order. They are
especially acute in the field of cyber-physical systems at the level of smart enterprises,
houses, cities, territories [1]. Therefore, the interaction of people and robots in order to
prevent possible negative consequences gives rise to the need to study it, create and study
cultural interfaces of social robots. Practical information on the negative consequences
of using robots in various fields of activity is rather limited, most often in the field of
assumptions and concerns. As you know, in conditions of information uncertainty, it is
possible to obtain the necessary information about the system using the idea of simula-
tion modeling, using the appropriate models and methods of simulation. This work uses
just such an approach to the study of a complex system of interaction between humans
and robots, and as one of the possible methodological foundations of digital humanities,
it is proposed to apply the methodology of cognitive simulation of complex systems
[2–15]. With the help of cognitive modeling tools, it is possible to model and study
artificial cognitive systems that have a cognitive function (including the construction of
an interactive space-time model of events).

In the process of cognitive research of complex systems [8–14, 16, 17], a number of
problems of interaction of different objects have already been considered, for example,
interregional economic interaction, counteraction of conflicting parties, etc. [10, 11].

The purpose of this work is to show the possibility and necessity of applying the
apparatus of cognitive modeling to the study of a complex system of interaction between
humans and robots and designated in this case as the “Social Robotic System” (SRS),
as well as to consider possible formulations of tasks in the study of SRS and present the
results of their cognitive modeling.

On cognitive modeling of complex systems. The direction of cognitive modeling
of economic, social, political systems in Russia began to develop in the 90s of the
last century, initially in Moscow by the works of the staff of the Institute of Control
Sciences of the Russian Academy of Sciences (“Cognitive modeling and situation man-
agement”) and then in the formof “Cognitivemodeling of complex systems” in Taganrog
employees of the SFedU [8–14, 16, 17]. Unlike many cognitive studies and methods of
cognitive modeling “Cognitive modeling of complex systems” as a direction of artificial
intelligence in the field of cognitive sciences, the object of research is complex social,
economic, ecological, socio-technical, political systems, and other systems, and does
not include in the research methodology only the development of cognitive maps (and
more mathematically complex cognitive models) of the system, but also methods of
formal analysis of the properties of the system on its model, and the study of the pos-
sible future development of processes in the system. Cognitive modeling is supported
by the author’s software system CMCS (Cognitive Modeling Complex Systems) [16].
Cognitive models of a complex system display diverse causal chains of connections
between the vertices of the graph - objects (“concepts”, “entities”, “subjects”, “factors”)
of the system, describe the structure of the system as it is understood, set or designed
by the researcher. A significant advantage of such models is that they contain not only
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quantitative, but also qualitative, verbally defined factors (causes, effects) and relation-
ships between them, which is necessary for a more complete, close to reality, display
of a complex system. A convenient moment in cognitive modeling is the possibility and
necessity of a visual representation of the structure of the system in the form of a graph,
which serves as an essential tool in the process of understanding the object of research.
Cognitive models can determine the structure of the knowledge base of an intelligent
decision support system (IDSS).

Without repeating previously published material, let us refer, for example, to works
[2, 8–14], which present various forms of cognitive models.

Cognitivemodeling of complex systems occurs in stages, this process can be cyclical.
Themain stages include: the first stage - the development of a cognitive model (cognitive
map - sign digraph,weighted sign digraph, functional vector graph, etc.); the second stage
is the analysis of the properties of the cognitive model (stability, complexity, coherence,
controllability, sensitivity, etc.) and returning, if necessary, to the first stage; the third
stage is scenario analysis (impulse modeling for solving forecasting problems, scientific
foresight) and returning, if necessary, to the first and second stages. The scheme of all
stages of cognitive modeling is presented in works [11, 12] and can vary when adapting
it to the peculiarities of the studied subject area.

To carry out cognitive modeling of interaction in social robotic systems, we will
consider several possible formulations of taskswhen developing an appropriate cognitive
model.

2 Statement of the Problem of Cognitive Modeling of Interaction
in Social Robotic Systems

In the process of cognitive research of complex systems, a number of interaction prob-
lems have already been considered, for example, interregional economic interaction,
counteraction of conflicting parties, etc. To carry out cognitive modeling of interaction
in social robotic systems, we will consider several possible formulations of tasks when
developing a cognitive model.

Let us represent an element (Fig. 1) as a single elementary structure of a cognitive
map, which we denote

g0 = 〈V ,E〉, (1)

where V = {v1, v2} is a set of two vertices “robot” and “human”, E = {e12, e21} is a set
of two edges denoting the fact of relations between v1 and v2.

Fig. 1. Unit elementary structures g0.
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Figure 1 is made in the CMCS software system [16]. The edges between the vertices
can display both a positive “+1” (solid line in Fig. 2) and a negative “−1” (dashed line in
Fig. 1) relationship between them. A positive relationship “ +1” means that amplifica-
tion/attenuation of the signal at the vertex of v1 leads to an increase/decrease in the signal
at the vertex of v2. A negative relationship “−1” means that amplification/attenuation
of the signal at the vertex of v1 leads to an attenuation/amplification of the signal at the
vertex of v2. Figures 1(a) and (d) show the elementary contours of positive feedback,
Fig. 2(b) and (c) - negative (stabilizing).

Figure 2 shows examples of simple positive (all edges in the cycle are positive or
there is an even number of negative edges) and negative cycles (there is an odd number
of negative edges in the cycle) connections of three vertices.

Fig. 2. Simple g1 loops of positive and negative feedback.

In real social robotic systems, there are both individual single elements (for example,
at the level of a person and his smart home), and a large number of elements and sub-
systems interacting with each other under conditions of, say, cooperation, or opposition
to each other (if we consider competing, conflicting systems). In this case, the model in
the form of a cognitive map is mathematically represented by a sign-oriented graph:

G = 〈V ,E〉, (2)

where V = {vi} is the set of vertices, i = 1, 2, … k, E = {eij} is the set of edges. The
digraph G can contain both elementary elements g0 and cycles g1, and more complex
causal chains of relations between vertices.

Task 1. Consider a variant of the formal formulation of the problem of interaction of
partially interconnected robots with a person. Figure 3 shows an illustrative example of
a system consisting of 8 vertices: a human and 7 robots. The type G1 cognitive map
is developed at the first stage of cognitive modeling. Moreover, all the vertices and the
relationship between them, naturally, should have a meaningful meaning.



66 G. Gorelova et al.

Fig. 3. Cognitive map G1, Example 1.

The study of the properties of the cognitive model is carried out using various
operations on the matrix of relations of the graph AG. Figure 4 shows such a matrix
corresponding to the cognitive map G1.

Fig. 4. G1 cognitive map relationship matrix.

At the second stage of cognitive modeling, the properties of the developed model are
analyzed. Let’s look at some of them using this example. So, Fig. 5 shows the results of
determining the degree of cognitive map vertices. Figure 6 shows two of the 27 cycles
of the cognitive map, one negative g1 and one more complex positive one. A negative
feedback loop (stabilizing) is a loop with an odd number of negative arcs. A positive
(amplifying) feedback loop is a loop that does not contain or contains an even number
of negative edges. Based on the results of the analysis of the properties of the cognitive
map G1, one can come to the following conclusions.

1. Analysis of the degrees of vertices: the vertex V1. Human with the highest degree (p
= 8), in this model, can be considered as the most significant, most of all influencing
the other vertices. The next most important are the vertices with degree p= 5, and so
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on. The least significant peak is V7 ; in this case, the V3.2 Robot vertex can have the
least effect on the other vertices, its positive half-degree p+ = 4 (incoming edges) is
greater than in other vertices, except forV1. The vertices with p− = 4 and p− = 3 are
least susceptible to external influence. Such information can be used, among other
things, when choosing the vertices, which will be changed during the simulation of
impulse processes.

Fig. 5. Analysis of the vertices of the cognitive map G1.

Fig. 6. G1 cognitive map cycles.

2. Analysis of the cycles of a cognitive map allows judging the structural stability of the
system by the ratio of its negative and positive cycles. In this case, the model under
consideration is structurally stable, according to the condition [15]: for structural
stability, it is necessary that the system has an odd number of negative cycles. In our
case, out of 27 cycles, there are 15 negative cycles. This means that “small” changes
in the structure of the model should not affect the tendencies of the processes taking
place in it.

3. ModelG1 can be used as an element of amore complex systemof interaction between
humans and robots.
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Task 2. Interaction of two robotic systems. Figure 7 shows a cognitive map G2 showing
the relationship between two human-controlled systems.

Fig. 7. Cognitive map G2 of SRS interaction.

Cognitive map path analysis G2. Using the CMCS software system [16], it is easy
to analyze all possible paths from any vertices of the graph. Figure 8 shows one of the
variants of paths from the top V1. Human-1 to the top V9. Human-9, i.e. the paths of
V1 influence on V9 are analyzed. There are 11 such paths, only one of the negative
paths is marked in the figure (negative path “is a path in which there is an odd number
of negative arcs”). It can be interpreted as follows. If Human-1 begins to “positively”
act, then this action “positively” initiates 3 Robots, which further “positively” affects
6 Robots, whose actions “reduce the effectiveness” of 4 Robots, and so on. along the

Fig. 8. Illustration of the results of determining paths from vertex V1 to V9.
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entire chain of causation. As a result, the considered path is a negative path, weakening
the efforts of Human-9. Similarly, it is possible to analyze all the paths of interest to the
researcher on the nature of their causal effects, as well as on the consistency of their
theoretical and practical considerations.

Analysis of the cycles of the cognitive map G2. Figures 9 and 10 show the results
of determining the cognitive map G2 by the cycle and highlight one of its positive and
negative cycles. In total, there are 67 cycles in this model, of which 37 are negative and
30 are positive.

Fig. 9. Isolation of one of the positive cycles of the G2 model.

Analysis of the stability of the model to disturbances. The analysis of resistance to
disturbances and by the initial value is carried out according to the result of calculating the
roots of the characteristic equation of the matrix of relations of the cognitive map [6, 12,
15]. For stability, it is necessary that the largest in modulus number of the characteristic
equation of the matrix of relations be less than one (Fig. 11).

Modeling of scenarios of possible development of situations is carried out by means
of impulse modeling (a model of an impulse process on cognitive maps was originally
given in [5, 15]). TheCMCSsoftware systemallows for impulsemodeling by introducing
perturbations into one, twoormore vertices of themodel; the impulse value can be greater
or less than 1 (at the beginning of the study it is recommended to set the impulse q = +
1 or q = −1) and be applied at the initial or any other simulation cycle. Before starting
this stage of simulation, it is recommended to think over an experiment plan, the design
of which is also influenced by the results of previous cognitive modeling. In this case,
we present the results of impulse modeling for two “simple” scenarios.
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Fig. 10. Isolation of one of the negative cycles of the G2 model.

Fig. 11. Calculation of the roots of the characteristic equation of the matrix AG2.

Scenario №. 1. Suppose that active actions begin at the vertex V1, which is modeled
in this case by introducing a disturbing action into it - impulse +1. The rest of the
vertices are in the initial zero state. The results of the computational experiment are
presented in Fig. 12, according to which some of the graphs of impulse processes in
Fig. 13 are constructed. In Fig. 13, in order to facilitate a visual analysis of the trends in
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the development of processes in the system, only a part of the graphs is shown, which
are built according to the results of the computational experiment in Fig. 12 for 7 cycles
of modeling. In this case, the vertices are selected, including the results of the analysis
of their degrees and half-degrees (as the largest for V1.Human-1: p = 10, p+ = 5, p−
= 5; for V9.Human-2: p = 8, p+ = 3, p− = 5; for p+ = 5, p− = 5; for V7 .6 Robot: p
= 7, p+ = 3, p− = 4; for V14. Robot 5: p = 7, p+ = 2, p− = 5). As can be seen from
Fig. 13, initiation of actions at the vertex V1 leads to the initiation of the vertex V9 at the
second step of the simulation, at the 3rd and 4th steps V7 and V14 come into play. At the
same time, the tendencies in the system develop in an increasing oscillatory mode, i.e.
the system is not stable to disturbances, which is consistent with the previous analysis
of the roots of the characteristic equation (Fig. 11). This is one of the possible, but not
the only, scenario for the development of events in the analyzed system.

Fig. 12. Calculation of impulse values corresponding to Scenario No. 1.

Scenario №. 2. Suppose that two vertices V1 and V9 are initiated by introducing per-
turbing unit positive impulses into them. q1 + 1 and q9 + 1. The results of impulse
modeling are shown in Figs. 14, 15 and 16.

Figure 15 shows graphs of impulse processes corresponding to scenario No. 2, dis-
playing a “conflict” at the level of vertices V1 and V9. As can be seen from Fig. 15, the
tendencies of an increase in oscillatory processes in the system exist as in the case of
scenario No. 1, but their intensity is weaker. This can also be seen, for example, from
the histograms in Fig. 16 at the 7th step of the simulation.
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Fig. 13. Impulse processes at the vertices V1, V9, V6 , V14, Scenario No. 1.

Fig. 14. Calculation of impulse values corresponding to scenario no. 2.

Based on the results of the analysis of the properties of the cognitive map G2,
including those illustrated in Figs. 8, 9, 10, 11, 12, 13, 14, 15 and 16, one can come to
the following conclusions.

1. Analysis of stability to disturbances showed it to be unstable both in initial value
and in disturbance: the largest modulus number of the characteristic equation of the
matrix of relations is greater than one (Fig. 11). This fact is confirmed by the results
of the third stage of cognitive modeling - scenario modeling, which can be seen from
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Fig. 15. Impulse processes, scenario no. 2.

Figs. 12 and 14, as well as from Figs. 13 and 15, which show the results of impulse
modeling for Scenarios 1 and 2.

2. As can be seen from the results of impulse modeling, the processes in the considered
model system have a tendency to increasing fluctuations. If such a result can be
considered unsatisfactory (but for this it is first necessary to enter acceptance criteria
- deviations of possible scenarios for the development of situations on the model), it
is possible to refine, rebuild the structure of the model, introduce weight coefficients
on the corresponding arcs, carry out scenario modeling by introducing perturbations
in one, two in any combination of cognitive map vertices.
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Fig. 16. Histograms of impulse values at the 7th step of modeling according to scenarios No. 1
and No. 2.

3 Conclusion

Themethodology of cognitivemodeling of complex systems and the corresponding tools
proposed for research in the subject area of social robotics can contribute to a deeper
understanding and disclosure of problems in this area. Imitation cognitive modeling
helps to justify various management decisions, anticipating the possible development of
processes in complex systems and preventing undesirable consequences - scenarios.

The two simple tasks considered in the work and the corresponding cognitive model-
ing of the “Social Robotic System” represent the main idea and possibilities of studying
such systems. The transition from model to real problems may require a significant
increase in the number of system elements and relationships between them, as well as
the use of not only cognitive maps for simulation modeling, but also more complex
models such as functional graphs.

Acknowledgement. This study is supported by the by the RFBR project 18-29-22086 and the
GZ SSC RAS N GR project AAAA-A19-119011190173-6.
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Adaptive Event Triggered Control
of Nonholonomic Mobile Robots
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Abstract. In this paper, the design of adaptive regulation control of mobile robots
in the presence of uncertain robot dynamics and with event-based feedback is pre-
sented. Two-layer neural networks (NN) are utilized to represent the uncertain
nonlinear dynamics of the mobile robots, which is subsequently employed to gen-
erate the control torque with event-sampled measurement update. Relaxing the
perfect velocity tracking assumption, control torque is designed to minimize the
velocity tracking error, by explicitly taking into account the dynamics of the robot.
The Lyapunov’s stability method is utilized to develop an event-sampling condi-
tion and to demonstrate the regulation performance of the mobile robot. Finally,
simulation results are presented to verify theoretical claims and to demonstrate
the reduction in the computations with event-sampled control execution.

Keywords: Event-triggered control · Adaptive control · Mobile robot · Robot
dynamics

1 Introduction

Initially, the event-triggered techniques from the literature [1, 4, 5] were designed for
ensuring stable operation of the closed-loop system by assuming that a stabilizing con-
troller exists for the system under consideration. Developing an event-triggering condi-
tion and establishing the existence of positive inter-event time with the proposed event-
sampling condition was the main focus in these works [1, 4, 5]. The traditional opti-
mal control problem under the event-sampled framework is studied in [6] while in [2],
the event-sampled adaptive controller design was presented for physical systems with
uncertain dynamics.

Event-sampled adaptive dynamical regulation controls are proposed for mobile
robots. The velocity tracking errors which are due to robot dynamics are considered
as well. Using the NN-based representation of the mobile robot dynamics, the control
inputs are obtained tominimize this velocity tracking errorwith event-sampled feedback.
It is worth mentioning that the velocity tracking errors of the robot acts as a virtual con-
troller for the regulation error system. Thus, using the back-stepping controller design, if
the velocity tracking errors reduced, the robot reaches the desired set point. It should to
noted that, in contrast to the existing event-triggered controller of mobile robots and [7,
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8] the dynamics of the mobile robot is explicitly taken into account, relaxing the perfect
velocity tracking assumption.

For the non-holonomic robot, an adaptive event-sampling condition is required to
determine the sampling instants to generate the feedback information in order to update
the controllers. Since unknown parameters are tuned at the event sampled instants, the
computations are reduced when compared to traditional adaptive control schemes, but
it introduces aperiodic parameter updates. Therefore, an event-sampling condition is
derived using the stability conditions directly to ensure that the performance of the adap-
tive controller is not deteriorated due to the intermittent feedback. Finally, the extension
of the Lyapunov’s direct method is used to prove the local uniform ultimate bounded-
ness (UUB) of the tracking errors and the parameter estimation error with event-sampled
feedback. In our previous work, [13], stability proof of the controllers was omitted.Main
contribution of the work is proving stability of the event-triggered adaptive regulation
controller of mobile robot through Lyapunov stability analysis.

2 Controller with Periodic Update

Let ρ be the distance of the point (x, y) of the robot to the goal point (xd , yd ). Let α be
the angle of the pointing vector to the goal with respect to the robot’s main axis, and
define β to be the angle of the same pointing vector with respect to the orientation error
[10]. That is,

ρ = √
�x2 + �y2,

α = −θ + atan2(�y,�x) + π,

β = α + θ − θd ,

(1)

where �x = xd − x and �y = yd − y.
Then, the polar coordinate kinematics of a mobile robot can be given as discussed

in [10], and expressed as

⎡

⎣
ρ̇

α̇

β̇

⎤

⎦ =
⎡

⎣
− cos(α) 0
sin(α)/ρ −1
sin(α)/ρ 0

⎤

⎦
[
v
ω

]
. (2)

From (2), it is observed that the input vector field associated with v is singular for ρ = 0,
thus satisfying Brockett’s Theorem. To drive mobile robots from any initial position to
a goal position, a nonlinear control law is given as [10]:

vd = kρρ cosα,

ωd = kαα + kρ

( sin α cosα
α

)(
α + kββ

)
,

(3)

where kα and kβ are positive design constants. As shown in [10], the controller (3)
provides asymptotic converge to the constant desired posture.

However, the results are obtained by assuming the perfect velocity tracking (assum-
ing that vd= v andωd = ω) which does not hold in practice. To relax the perfect velocity
tracking assumption, the backstepping technique was employed in [11].
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Define the velocity tracking error as

eRv =
[
eRv1
eRv2

]
= vd − v, (4)

where vd = [vdωd ]T . Rearranging (4) gives v = vd−eRv , and substituting this expression
into the open loop system (2) while using (7) reveals

⎡

⎣
ρ̇

α̇

β̇

⎤

⎦ =
⎡

⎢
⎣

−kρρ cos2 α + eRv1 cosα

−kαα − kρ

( sin α cosα
α

)
kββ + eRv2 − sin α

ρ
eRv1

kρ sin α cos α − sin α
ρ

eRv1

⎤

⎥
⎦. (5)

The closed loop kinematic system (5) explicitly considers the velocity tracking error
(4). Therefore, the backstepping technique ensures the robot tracks the design velocities
(3). Consider the mobile robot dynamics

M v̇ + Vm(q, q̇)v + F(v) + τ d = τ , (6)

whereM ∈ �ρxρ is a constant positive definite inertia matrix,Vm ∈ �ρxρ is the bounded
centripetal and Coriolis matrix, F ∈ �ρ is the friction vector, τ d ∈ �ρ represents
unknown bounded disturbances such that ‖τ d‖ ≤ dM for a known constant, dM , B ∈
�ρxρ is a constant, nonsingular input transformation matrix, τ = Bτ ∈ �ρ is the input
vector, and τ ∈ �ρ is the control torque vector. For complete details on (6) and the
parameters, refer to [9].

Differentiating (3) and using (6), the mobile robot velocity tracking error system as

M ėRv = −Vm(q, q̇)eRv − τ + f (z) + τ d , (7)

where f (z) = M v̇d +Vm(q, q̇)vd +F(v) and contains the mobile robot parameters such
as masses, moments of inertia, friction coefficients, and so on. When the robot dynamics
are known, the control torque applied to the robot system (6), which ensures the desired
velocity (3), is achieved and is written as

τ = Kve
R
v + f (z) + λ(ρ, α, β), (8)

where λ(ρ, α, β) =
[
cosα

(
ρ + 0.5

(
a2 + kββ2)

) − sin αi(α + kββ
)

ρα

]
is a function of

the polar coordinate error system (1) and is required for stability. Substituting (8) into
(7) reveals the closed loop velocity tracking error dynamics:

M ėRv = −Kve
R
v − Vm(q, q̇)eRv + τ d − λ(ρ, α, β). (9)

Lemma 1: Given the mobile robot system described by (6) and (8), let the velocity
tracking error and its dynamics for driving the nonholonomic system to the goal con-
figuration, qd , be given by (4) and (7), respectively, and let the control torque vector be
defined by (8). Then, in the absence of disturbances τ d = 0, the velocity tracking error
system (7) and kinematic system (2) converge to the origin asymptotically, and the robot
reaches its desired velocity and converges to its desired posture. That is, eRv (t, t0) → 0
and q → qd .
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Proof: See [11] for the proof.

Next, event sampled regulation controller is developed.

3 Event Sampled Controller Design

In this section, the NN controller design with event-sampled feedback, for the nonholo-
nomic mobile robots will be presented and the aperiodic NN weight adaptation law
will be derived from the Lyapunov stability analysis. The event-sampling mechanism is
designed using stability analysis such that the event-sampling error

eET (t) = x(t) − �
x(t), tk < t ≤ tk+1, ∀k = 0, 1, · · · , n, (10)

satisfies a state-dependent threshold for every inter-event period for each robot, which
is of the form

∥∥EET
∥∥ ≤ σμk

∥∥∥∥
�

E

∥∥∥∥, tk ≤ t < tk+1, k = 1, 2, 3 . . . (11)

with 0 < σ < 1, and μk is a positive design parameter and EET ,
�

E are functions
of event-sampling error and the formation, and velocity tracking errors respectively. By
using the event-sampled feedback, the objective is to reduce the computations from peri-
odic parameter adaptation without compromising the stability while ensuring acceptable
velocity tracking performance.

Definition 1: Define first, ∀i = 1, 2, . . . ,N , tk ≤ t < tk+1

�
ρ(t) = ρ(tk),

�
α(t) = α(tk),

�

β(t) = β(tk) , ερ = ρ(t) − ρ(tk),

εα = α(t) − α(tk) , εβ = β(t) − β(tk).
(12)

Now, to define the regulation error dynamics with event-sampled measurement error,
consider (3), during the kth inter-event period, the desired virtual control equations are
obtained as

�

vd =
[

�
vd
�
ωd

]

=
⎡

⎣
kρ

�
ρ cos

�
α

kα
�
α + kρ

(
sin�

α cos�
α

�
α

)(
�
α + kβ

�

β

)
⎤

⎦, tk ≤ t < tk+1 (13)

After defining the event-sampled signals, (13) can be rewritten with the measurement
errors as

cos
sin  cos (14)
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where εv, εω are given by εv = kρ
�
ρ cos

�
α − kρ

(
�
ρ + ερ

)
cos

(
�
α + εα

)
and

εω = kα
�
α + kρ

(
sin �

α cos �
α

�
α

)(
�
α + kβ

�

β

)
− kαα

+ kρ

⎛

⎝
sin

(
�
α + εα

)
cos

(
�
α + εα

)

�
α

⎞

⎠

⎛

⎜
⎝

(
�
α + εα

)

+kβ

(
�

β + εβ

)

⎞

⎟
⎠.

Remark 1: Realize that the event triggering errors εv, εω are the functions of the event
triggering errors of the each state ερ, εα, ερ as well as the last measured state values
�
ρ,

�
α,

�

β which is available for the controller in the interval tk < t ≤ tk+1.

To get the closed-loop formation error dynamics in the presence of measurement
error, use (14) in (2), which reveals the event-sampled regulation error dynamics as

⎡

⎣
ρ̇

α̇

β̇

⎤

⎦ =

⎡

⎢⎢
⎣

(−kρρ cos2 α + eRv1 cosα − cosαεv
)

(
−kαα − kρ

( sin α cosα
α

)
kββ + eRv2 − sin α

ρ
eRv1 + sin αεv

ρ
− εω

)

(
kρ sin α cos α − sin α

ρ
eRv1 + sin αεv

ρ

)

⎤

⎥⎥
⎦. (15)

The closed loop regulation error dynamics in the presence of event trigger errors are
obtained in (15). Similar to that, the velocity tracking errors in the event sampled
framework will be derived next.

The unknown NN weights can be estimated as �̂, and an estimate of the unknown
dynamics with event sampled feedback can be obtained as

f̂ (z) = �̂Tψ
(

�
z
)
, tk ≤ t < tk+1, (16)

with
�
z = z+ εz , being the event-sampled signals of the mobile robot. The unknown NN

weight estimation error is defined as �̃ = �− �̂ and the estimation error dynamics can

be given as ˙̃
� = − ˙̂

�. The event-sampled control torque, using (16), is obtained as

τ̄ = −Kv
�
ev + f̂

(
�
z
)

− �
γ

(
�
ρ,

�
α,

�

β

)
, tk ≤ t < tk+1, (17)

With

�
ev = ev + eET , (18)

where the event triggered velocity tracking error
�
ev(t) = ev(tk) is defined similar to the

event triggered formation errors and
�
γ is the stabilizing term with measurement error

due to event-sampled mechanism.
Substituting (17) into (7) reveals the closed-loop velocity tracking error dynamics

M ėv = −Kvev + τ d − �
γ

(
�
ρ,

�
α,

�

β

)
+ f̃

(
�
z
)

− KveET
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+ [f (zi) − f
(

�
z i
)
] − Vmi(qi, q̇i)e

F
iv, tk ≤ t < tk+1, (19)

where f̃
(

�
z
)

= �̃ψ
(

�
z
)

+ χ . With the regulation error dynamics (15) and the velocity

tracking error dynamics (19) driven by the event-sampling errors, the stability results
for mobile robots are presented in the theorem statements.

Next the definition for UUB is introduced.

Definition 2: An equilibrium point xe is said to be uniformly ultimately bounded (UUB)
if there exists a compact set S ⊂ �n so that for all x0 ∈ S there exists a bound B and a
time T (B, x0) such that ‖x(t) − xe‖ ≤ B for all t ≥ t0 + T .

Theorem 1 (Input-to-state stability): Given the regulation error dynamics (15) and the
velocity tracking error dynamics (19) of the robot, let the regulation controller (17) be
applied to the robot. Define the control torque by (17) with

�
γ

(
�
ρ,

�
α,

�

β

)
=

⎡

⎣ cos �
α

(
�
ρ + 0.5

(
�
α
2 + kβ

�

β
2
)

)
− sin �

αi(
�
α + kβ

�

β

)

�
ρ

�
α

⎤

⎦. (20)

Further, tune the unknown NN weights using the adaptation rule

˙̂
� = �1ψ(z)eTv − �1κ�̂, (21)

where �1> 0,κ > 0 are small positive design parameters and with the measurement
error satisfying the inequality ‖EET‖ ≤ BETM , with BETM being a positive constant.
Consider Assumptions 1, 2 and 3 hold. The velocity tracking (19) and regulation errors
(15) are UUB and a) the robot reach any desired posture in the presence of bounded
measurement error and b) the closed-loop system is input-to-state stable (ISS), with the
input being a function of the measurement error eET .

Proof: See Appendix.

In the following theorem, the event-sampling mechanism is designed, and stability
of the robot formation is analyzed by using the Lyapunov stability theory in the presence
of disturbance torque input and NN reconstruction error.

Theorem 2: Given the regulation error dynamics (19) for the robot with the disturbance
torque and the NN approximation error τ d 
= 0, χi 
= 0, respectively. Consider the
Assumptions 1 holds. Let the regulation control input, (17) with (20), be applied to
the mobile robot at the event-based sampling instants and the event-sampling condition
be defined by (11). Further, consider the unknown NN weights are tuned at the event
sampling instants using the aperiodic tuning rule (21). Then the velocity tracking error
(19) and regulation error systems (15) are UUB and a) the mobile robot reaches any
desired posture.

Proof: See Appendix.
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4 Simulation Results

The desired and initial positions, initial bearing angles and the initial velocities of the
non-holonomic mobile robot are given by

x(t0) = 157 xd = 192 y(t0) = −126 yd = −108 θ(t0) = π, θd = π/6.

The controller gains are selected as Kv = 80kρ = 2, kα = 1, kβ = 0.5. The
parameters for the robot dynamics are selected asm = 5 kg, I = 3 kg2,R = 0.15m, r =
0.08m, d = 0.4m and the mass matrix is calculated as M =

[
810 0
0 133.02

]
, and

∥∥∥M
−1

∥∥∥ = 0.0075. Figure 1 depicts the motion of the non-holonomic mobile robot.

Fig. 1. Mobile robot moving to its desired location.

The initial movements of the robots are oscillatory (till the 400th second) because
of the unknown dynamics. With the parameter adaptation using � = 0.2, κ = 0.01 the
controllers of the robot learn the unknown parameters. Once the uncertain parameters
are tuned, the robot starts moving toward its desired location on x, y.

The difference between the desired linear and angular velocities and the actual linear
and angular velocities, which is the velocity tracking error, is plotted in Fig. 2 (Fig. 3).
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Fig. 2. Velocity tracking errors.

Fig. 3. NN weight trajectories.

5 Conclusions

In this paper, the event-based control implementations for the robotic system were pre-
sented. The adaptive event-sampled regulation torque control for the nonholonomic
mobile robot was able to drive the robot to its desired location with bounded error due
to event sampled measurement errors. The bounds are also found to be a function of
the disturbance bounds. The event-sampling mechanism was able to generate additional
events so that the velocity tracking error remains bounded in the presence of disturbance.

The uncertain friction and Coriolis terms were adaptively tuned by the controller
at event-sampled instants. Using the dynamics as well as the kinematics of the mobile
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robot, the regulation errors and the velocity tracking errors were controlled. The event-
sampling condition and theNNweight adaptation rules were derived using the Lyapunov
stability analysis. The analytical results were verified using the simulation examples and
the efficiency of the event-sampled controller execution was demonstrated.

Appendix

Proof of Theorem 1: Consider the Lyapunov candidate

L = 1

2

(
ρ2 + ρ

(
α2 + kββ

2
))

+ 1

2
eTv M eTv + 0.5tr{�̃T��̃}. (A1)

Then, the derivative of (A1) is calculated to be

L̇ = ρρ̇ + ρ̇
(
α2 + kββ

2
) + ρ

(
2αα̇ + 2kβββ̇

)+
−eTv

(
Kvev − �

γ(e) + 0.5 eTv ( ˙̄M − 2V̄m)ev + τ̄d

+f̃
(

�
z
)

+ KveET

)

+ [f (z) − f
(

�
z
)
]) + tr{�̃T�

˙̃
�}.
(A2)

Next, applying the definitions of λ(ρi, αi, βi) and γ(ei1, ei2, ei3)γ(ei1, ei2, ei3) defined
in (13) and (22) as well as (kinematics), respectively, gives

L̇ =
(
ρ + α2 + kββ

2
)(

−kρρ cos2 α + eRv1 cosα − cosαεv

)

+ ρ

⎛

⎜⎜
⎝

2α

(
−kαα − kρ

(
sin α cosα

α

)
kββ + eRv2 − sin α

ρ
eRv1 + sin αεv

ρ
− εω

)

+2kββ

(
kρ sin α cos α − sin α

ρ
eRv1 + sin αεv

ρ

)

⎞

⎟⎟
⎠

− eTv

⎛

⎝
Kvev − �

γ + 0.5 eTv (Ṁ − 2Vm)ev + τ d

+f̃
(

�
z
)

+ KveET

⎞

⎠

+ [f (z) − f
(

�
z
)
]) + tr{�̃T�

˙̃
�}. (A3)

After using the skew symmetry property, L̇ becomes

L̇ =
(
ρ + α2 + kββ

2
)(

−kρρ cos2 α + eRv1 cosα − cosαεv

)

+ ρ

⎛

⎜⎜
⎝

2α

(
−kαα − kρ

(
sin α cosα

α

)
kββ + eRv2 − sin α

ρ
eRv1 + sin αεv

ρ
− εω

)

+2kββ

(
kρ sin α cos α − sin α

ρ
eRv1 + sin αεv

ρ

)

⎞

⎟⎟
⎠

− eTv
(
Kvev − �

γ + τ d + f̃
(

�
z
)

+ KveET ) + [f (z) − f
(

�
z
)
]
)

+ tr{�̃T�
˙̃
�}. (A4)
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By following the similar steps done in 11 without the blending functions yields (A4)

L̇ = −ρ2 cos2 α − ρα2 − ρ cos2 α
(
α2 + kββ

2
)/

2 − cosα
(
ρ + α2 + kββ

2
)
εv

+2α sin αεv − 2αρεω + sin αεv − eTv (Kvev − �
γ + τ d + f̃
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z
)

+ KveET )
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Using defining of the bound ‖ψ(z)‖ ≤ ψM , we obtain

L̇ ≤ −ρ2 cos2 α − ρα2 − ρ cos2 α
(
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2
)/
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}
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Utilizing the parameter adaptation rule defined in (21) and the definition of the NN
weights estimation error, we have

L̇i ≤ −ρ2 cos2 α − ρα2 − ρ cos2 α
(
α2 + kββ

2
)/
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Combining the similar terms and using the Young’s inequality once again yields

L̇ ≤ −KE + KETEET + B (A7)

whereB = 2ψ2
M ‖�‖2 withψM > ψ(t) is the upper bound for the activation function,

�i = [ρ2 α2 ‖ev‖2
∥∥∥�̃

∥∥∥
2], Ki = [

k1 k2 k3 κ
]
with k1 = cos2 α k2 = ρk3 = Kv.

KET =
[

− cosα
(
ρ + α2 + kββ

2
)

+2α sin α + sin α
−2αρ

]

,EET =
[

εv

εω

]
. Using the assumption that

the measurement errors are bounded, ‖EET‖ ≤ BETM we can claim that the regulation
and velocity tracking errors and NN weight estimation errors are bounded.
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Proof of Theorem 2: Consider the Lyapunov candidate in (A1) follow the similar steps
done in the proof of the first theorem and obtain

L̇ ≤ −KE + KETEET + B, (A8)

where B = 2ψ2
M ‖�‖2 with ψM > ψ(t) is the upper bound for the activation

function, �i = [ρ2 α2 ‖ev‖2
∥∥∥�̃

∥∥∥
2], Ki = [

k1 k2 k3 κ
]
with k1 = cos2 α, k2 = ρ,

k3 = Kv:

KET =
[

− cosα
(
ρ + α2 + kββ

2
)

+2α sin α + sin α
−2αρ

]

,EET =
[

εv

εω

]
.

Using the event-sampling condition (11) in (A7), we get L̇ ≤ −KE + KETμE + B
Choosing μ = 1

/
KET , the Lyapunov derivative is further simplified such that L̇ ≤

−(K − 1)E + B. It can be seen that the regulation and velocity tracking errors and NN
weight estimation errors are bounded during the inter-event period since the unknown
NN weights are not updated, they remain constant during the inter-event period.
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Abstract. Loneliness is a significant and prevalent public health issue.
To combat this, many social intervention agents have been developed the
majority of these systems limit themselves to one emotional categoriza-
tion system and as a result, lack a complex emotional understanding of
the user. This paper has created a novel system for use in companion
robots. By using sensor fusion of touch-sensitive fur and computer vision
technology it determines the emotional state of the user. Combining these
sensor inputs help deepen the estimate of the emotional state of the user
and allows for the system to predict more complex emotions. This paper
is aimed to help create a companion robot that responds to the user in
a sympathetic way that will best create a positive response in the user.
As an additional result, the achieved touch classification accuracy was
found high enough to show promise for this innovative approach to touch
sensing in the future.

Keywords: Social robotics · Sensor fusion · Emotion recognition · Fur
sensor · Empathetic response

1 Introduction

Loneliness has become a major public health issue. Demographic trends show
that the number of people aged 50 and over who are experiencing loneliness is
increasing. The number is predicted to reach 2.03 million in 2025/26 compared
to the 1.36 million measured in 2016/17, showing a 49% increase in the UK, over
the last 10 years [22]. While it is not a direct cause, loneliness has been shown
to have a correlation with malnutrition [9], sleep problems and depression [20].
Loneliness in older adults has been an important issue long before this year but
with the lockdowns and social isolation measures, the scientific community is
expecting an increase in the number of people experiencing loneliness [7]. Many
kinds of social support intervention methods have been developed but these

c© Springer Nature Switzerland AG 2021
A. Ronzhin et al. (Eds.): ICR 2021, LNAI 12998, pp. 88–99, 2021.
https://doi.org/10.1007/978-3-030-87725-5_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-87725-5_8&domain=pdf
https://doi.org/10.1007/978-3-030-87725-5_8


Multi-sensor Emotional Response System (MERS) 89

may not always be available or desirable. One method that has been suggested
is Animal Assisted therapy (AAT) and Pet Ownership (PO). Studies showed
that petting animals can reduce anxiety and spending regular time with pets
has long-term mental health benefits [21]. This method, however, raises multiple
patient safety issues [16]. Infections, phobias, allergies, or other animal-caused
injuries are the four main issues surrounding pet therapy [5,6]. Care homes
that have allergic patients might have to op-out of this method completely to
guarantee no allergic reactions due to cross-contamination. Artificial agents can
present an innovative alternative to these issues in social care.

Studies showed that social intervention or companion robots can help reduce
the feeling of loneliness either through direct interactions or by initiating con-
versations between the users themselves [19]. It is important that a robot like
this is able to recognize the user’s emotional state and respond accordingly. By
doing this, the robot can avoid making the user feel uncomfortable, help avoid
conflicts and work towards creating meaningful connections with the user. Many
companion robots exist currently on the market. One notable example is ParoTM

[2], a companion intended for a medical environment in the form of a baby seal.
The unfamiliarity of a seal’s appearance offers enough of a barrier to prevent the
robot from entering the uncanny valley but does not offer any expressive features
due to its realism. The robot is equipped with tactile and posture sensors that
allow its behaviour to change based on user input and handling, but the software
is focused on mimicking basic animalistic behaviour rather than predicting the
user’s emotional state and responding to it. This is an issue many other social
robots have on the market today. Most of them only rely on tactile/touch sensors
[1] and while the most commonly used types of touch sensors, Force Sensitive
Resistors, are great for detecting the presence of the user’s touch, it in itself is
unable to categorize different types of gestures. While some applications utilise
different methods like facial emotion detection [8] or sound analysis [14] and
combine the inputs, these systems tend to limit themselves to a handful of basic
emotions such as positive or negative user state [14].

With these limitations in place, the robots are unable to predict the user’s
emotions and provide an accurate socio-emotional response the user would
expect. This work presented seeks to offer a subsystem as a solution to these
issues. The contribution of this paper could be concluded as follows:

1. The Multi-sensor Emotional Response System (MERS) offers a modular solu-
tion to allow artificial social agents to combine incoming user data from mul-
tiple sensors and thus recognize complex user emotions.

2. This also allows future robots to provide more empathetic responses to the
users and help create connections with them.

3. The integration of different techniques, e.g. deep learning, computer vision,
sensing processes, touch feedback and object detection, should never be under-
estimated.
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2 Methodologies

The proposed system is built upon 3 subsystems: a facial emotion detection
system, a touch recognition system, and a sensor fusion system that outputs
appropriate responses. This system combines information gained from a vision-
based emotion recognition system and a fur fabric that recognises when and how
it’s being touched. Combining this information, the robot will be able to decide
on an empathetic response and express that to the user. The sensor systems will
be discussed to demonstrate how they work, how the systems were validated,
and the considerations made in their development.

2.1 Emotion Detection

The facial emotion detection system is a core part of sensor processing in this
overall system. It takes a camera input and parses the data, detecting a human
face (if present), recognising the emotion the face displays, and outputting the
detected emotion. The emotion detection system is adapted from Github user
Atul Balaji’s system [4]. With the emotion recognition system remaining largely
intact, the output and file reading systems were changed to allow for the easy
addition of new emotions and training data, as well as easier integration with
the output middleware. The recognition process involves a series of steps. The
first step is facial detection, followed by emotion estimation, and finally, emotion
classification.

In order to track the user’s emotion, the software has to track the user’s face.
The software uses a Haar cascade to do this. Haar cascades have the benefits of
being very lightweight and almost real-time in processing, however, they have the
drawback of only recognizing front-on images. However, for a social system that
will be used for interaction, front on eye contact can be assumed. In addition to
this, in future applications, integrated into a social robot, the robot will be able
to move the camera. After the Haar cascade detects a face, it draws a rectangle
around it. The pixels within this rectangle are made grayscale and dropped to the
resolution of 48 × 48, the resolution that the emotion classifier uses, and fed into
the emotion classifier. In an attempt to generate a dataset for this application,
the Flickr-Faces-HQ dataset of 70,000 faces was used [15].

The emotion classifier is a sequential neural network model from the ten-
sorflow library. It is trained and validated from 48 × 48 grayscale images. The
data can be changed by modifying the folders and contents within the training
and testing folders. The emotions classified are labelled by the folder names in
the training folder. The model stores its weights externally, meaning the model
can be pre-trained before use. When a face is fed in from the Haar cascade, the
classifier outputs a series of confidences for each emotion. Each confidence is
a percentage that represents how closely the input image matches the model’s
internal structure of what that emotion is. The main output of this system is
the emotion with the highest confidence. Figure 1 shows the proposed emotion
detection system using CNN.
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Fig. 1. Emotion detections.

2.2 Touch Detection

Touch is an important interaction type in social robotics. The use of the touch
sensor can be used to help interpret the emotional state of the user by the use
of determining aggressiveness or passivity of the user. The ability to touch the
robot allows the user to build more of a connection with it and can increase
their happiness while interacting [10,11,13]. The touch-sensitive fur is based on
and inspired by Perner-Wilson and Satomi’s design [12,18] and it’s constructed
from 3 materials; fur fabric, conductive thread and conductive fabric (shown in
Fig. 2). Different prototypes of the fur were constructed and tested to determine
the best format for this paper. Some of the different changes tested were density
of the conductive threads, length of the threads and length of the fur strands
on the fabric. The final fur touch sensor chosen and developed for this paper
had a density of conductive threads of 1 thread bundle per cm2. Each bundle is
created by 3 threads looped through the fur material creating a 6 strand thread
cluster.
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Fig. 2. Fur touch sensor construction.

The sensor created works by comparing changes in resistance from its resting
position to when it is touched. When the user interacts with the sensor, the over-
lapping threads complete the circuit, giving a measurable current. This layout
of the fur gave the most similar results each time it was tested and provided a
system that allowed the identification of 5 types of touch with an additional “no
interaction” state. The types of touch used in this paper were single directional
stroke, multi-directional stroke, poke, pat and scratch. The final fur hardware is
shown in Fig. 3.

A kind of microcontroller Arduino nano was selected as the device to measure
the current and transmit the data to a PC. Using a known value resistor as a
shunt, the Arduino measures the voltage across the fur sensor and converts that
into a current value. As values are read, they are sent to the PC via Serial. PC
integration software is modular in design. It had functions that would find the
address of a given board, the next starts a serial link with the board, and finally
reads an input number of samples and returns them as a list. The fur material
used in this paper however was not ideal, as due to its density and static it
tended to stick to and clump around the conductive threads, meaning they were
unable to make contact with each other. For future development in this paper,
different fur materials will need testing to determine the most appropriate kind.
To classify the type of touch the user is giving, the gesture recognition module
uses a Convolutional Neural Network (CNN). This type of network is generally
used for image processing or classification. The network was highly inspired
by Robinson et al. [12], used supervised learning and has been provided with
a labelled data set consisting of 30+ recorded samples for each touch type.
Each sample was recorded over 2 s, consisting of 400 recordings of the calculated
current (mA) across the hardware. The data frame was collected using the fur
touch sensor and a Python script.

Instead of using time series categorization, this module turns the data into
the frequency domain. As the module’s goal is to categorize periodic data with
re-occurring patterns which are not limited to specific time frames, using the
frequency domain, the module can highlight the patterns better and avoid over-
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Fig. 3. Finalised touch detection hardware.

fitting the system. To do this, the system performs a Fourier transform in the
samples before feeding them into either the training or the categorization mod-
ule. Examples of the extracted, transformed and averaged touch patterns are
shown in Fig. 4.

The network consists of 3 subsequent layer sets, each of which contain a
convolution, batch normalisation and dense (ReLu) layer. The architecture is
inspired by and based on Bagnall et al.’s paper [3]. The network uses a 1 × 1
× 400 input layer. The number of epochs is set to 300 and batch size to 8. The
output is an array of the confidence level of each case/touch type. After training
the network had 99% of training and 93% of validation accuracy. The confidence
graph is shown in Fig. 5.

2.3 Sensor Fusion System

The system developed in this study computes all of the data input via the touch
detection and facial emotion recognition modules to produce an output that
corresponds to the input. For a social robot the response of the robot is key to
aiding interaction between the end user and the robot [17]. In the case of this
system, this means programming an emotional response to the data received.
The current system reads appropriate responses to inputs from a lookup table.
The facial recognition algorithm inputs one part of the lookup table and the
touch detection produces the other part. Each square of the table represents
a response that will be output. An example of this would be that if the facial
recognition noticed an angry look on the users face, and the touch recognition
registered a harsh touch, it implies that the user is angry or annoyed. In this
case, it is best for a social robot to attempt to calm the user. Therefore the
output of the robot would be a calming response.

As the system developed during this paper is not a full working robot, the
current output is simply an indication of what sort of response should be given.
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(a) : Frequency spectrum of the single
stroke averaged over all samples

(b) : Frequency spectrum of the scratch
averaged over all samples

(c) : Frequency spectrum of the multi
stroke averaged over all samples

(d) : Frequency spectrum of the poke av-
eraged over all samples

Fig. 4. Examples of the extracted and averaged touch patterns.

This is output, via terminal, and means that in future it will be possible to
simply program a set of instructions to a robot with regards to each of the
different responses. At this stage, the paper is ready to be built upon, there are
several things that could be done. The main options are to build further upon
this system in order to make it more reliable or suitable for a specific application
not considered in this paper. The other is to use this system as a starting point
to build a robot that can interact with humans with consideration for their
emotional state (Table 1).

Table 1. The lookup table used by the middleware of MERS.

Enjoy Anger Sadness Neutral Surprise Fear Disgust None

Single Stroke Playful Confused Nuzzle Happy Interest Calm Happy Pleased

Multi-stroke Contented Confused Nuzzle Happy Content Calm Happy Pleased

Pat Curious Submissive Comforting Happy Curious Comforting Curious Nuzzle

Poke Playful Scared Confused Happy Playful Curious Playful Confused

Scratch Happy Scared Nuzzle Happy Pleased Relaxed Happy Relaxed

None Enjoy Submissive Curious Neutral Surprise Sad Upset No response

Systems that could be built on top of this one include new methods to detect
emotion or other improvements such as detection of different emotions. These
could be used to prepare the system for use in other types of social robots or for
a specific use. The system could be modified for use with a different target audi-
ence, for example. It might be programmed to comprehend spoken instructions
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Fig. 5. Training and validation accuracy graph.

as well or understand tone of voice to more accurately detect emotion. Robots
built on top of this system would need to be programmed with suitable actions
allocated to each of the system’s outputs. A basic design considered during this
paper was a hamster with enlarged human-styled eyes, to avoid “the uncanny
valley”, and to allow for better emotional expressions, as humans comprehend
a lot of emotion from the eyes. Other types of robots could also be built, using
different animals as inspiration, or using different features to exhibit the emo-
tions.

3 Experimental Studies

3.1 System Setup

The proposed final result of this paper is a system that combines two separate
sensor inputs to determine the users emotional state and give an appropriate
response to it. The two sensors consist of an emotion recognition system that
uses a trained neural network to detect the facial emotion of the user and a fur
touch sensor to determine the type of touch the user is applying. These combine
in a logic table to produce an appropriate response to the inputs. While one
part of the authors focused on the fur hardware and carried out the necessary
testing, the other part could start development on the full modular sensor. A
microcontroller was selected as the device to measure the current and transmit
the data to a PC. The Arduino nano was the microcontroller selected as it offered
a form factor smaller than the Lilypad used in our reference material and had
the same capabilities of analogue voltage measuring. The Arduino code itself
is simple. Using a known value resistor as a shunt, the Arduino measures the
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voltage across the fur sensor and converts that into a current value. As values
are read, they are sent to the PC via Serial.

This hardware sensor was created with work distributed across the team,
with initial idea structure based off research, reference for fur hardware coming
from the design, and coding specifics done with collaboration. With the Arduino
end of touch detection completed, the next step of focus was the PC’s recipient
software. The design of the integration was modular in approach. The integration
software was written as a library for easy use for different developers. It had
functions that would find the address of a given board, the next starts a serial
link with the board, and finally reads an input number of samples and returns
them as a list. This modular approach helped establish a flexible, yet easy to
use, toolbox for a distributed development environment. The tests to determine
which setup is the best were carried out by stroking the prototype fur when
attached to a picoscope and showing its reaction. Example of a recorded touch
interaction with the Pico scope connected is shown in Fig. 6.

Fig. 6. Pico-scope measurements during a user interaction.

3.2 Analysis and Discussion

MERS brings together two forms of detection to create a robust and multifaceted
system for generating responses to the user’s emotional state. This section seeks
to discuss the successes and limitations of MERS, discussing each component
system and the integration of the two. As well as briefly discuss the future works
that can be taken to further improve this approach to human-computer interac-
tion. The touch sensor that MERS uses is a synthetic fur with conductive thread
woven in at a density of 1 conductive thread per cm2. The current across the
thread is measured at a frequency 200 Hz over a 2 s interval. These 400 samples
are transmitted as a table to a CNN to classify the touch types detected. The
findings show the CNN to be a reliable way of classifying touch-type with a
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99% training accuracy. Although, the training data has to be of good quality,
and over a large number of samples to ensure that the classes can be properly
defined. The fur sensor itself was capable of measuring touch types. The current
was the best metric to measure touch type with the conductive thread method
of touch sensing. However, the fur medium chosen was rather soft and delicate
and had an issue with shedding, meaning the fur had to be brushed to clean
the conductive threads. Further research into base fur material may help deter-
mine an optimal medium. The emotion recognition system uses a Haar cascade
to detect a user’s face and a CNN to classify the expression on the detected
face. Using a pre-made solution has allowed for a functional framework that
satisfactorily detects a user’s emotion. The use of a Haar cascade offer’s a low
impact, high-speed solution for facial detection, allowing for very fast image pro-
cessing for a live video feed. However, this form of facial detection is position
and lighting dependant. With the speed of the touch sensor, a higher accuracy
form of facial detection may be optimal. The data set used accurately measures
many emotions but used some non-human faces. Further works into a natural
expression data set may improve the accuracy of this system. The integration
software works as a multi-threaded sampling process that gathers touch and
expression data simultaneously. Gathering the 400 samples from the touch sys-
tem and classifying them, and averaging the detected facial emotions detected
over the two second window. The highest confidence result from each compo-
nent system is applied to a truth table to determine the optimal response for the
imaged emotional state. This system applies a simple solution to the problem of
integration, but serves its purpose sufficiently. Relying on a two second window
gives a more gradual response time to a change in emotional state, this allows
for a more naturalistic response. A system rapidly adapting to changing emo-
tional state, especially in the case of a false positive or negative, would give a
robotic and unnatural feel to the system. Future Work: future work involving
a social interaction robot could be used to generate bespoke datasets for emotion
detection, touch detection and sensor fusion would allow for data gathered from
real use cases. This data would benefit: (1)the overall accuracy of the system;
(2) to gather emotion detection data, such as recognition rate/detection time,
and touch detection data, such as touching gesture and duration, from the same
source to give a single basis for labels in a sensor fusion.

4 Conclusion

In order to give meaningful responses to a user’s emotional state, MERS inte-
grates multiple systems of computer interactions. The computer vision system
detects the visual expressions of the user, giving an estimate of the expressed
emotions. The artificial fur sensor gives a deeper insight into the current state
of the user, via their interactions with it. This combination gives a companion
robot a more in-depth method for responding to a user. This approach can func-
tion if either system’s input is unavailable, allowing for a robust system even if a
more complex response is unavailable at the time. A demo video of the proposed
MERS could be found from: https://youtu.be/m4qw6NatzPI.

https://youtu.be/m4qw6NatzPI
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Abstract. Considering the issues of the fog- and edge-robotics, a problem of the
computations in the dynamic environment is quite relevant. Due to the dynamics of
the devices, which perform computations (e.g., edge learning for assistive robots),
frequent application migrations take place (in this paper they are considered as
system recovery procedure). We consider a problem of such migrations as the
reliability one: when the time of system recovery increases, the less time remains
for the functional tasks processing under the conditions of the fixed operation time.
It leads to the reliability or QoS degrading. The reducing of the recovery time by
means of the workload increase leads to the nodes reliability degrading as well.
Also, due to the dynamics of the computational environment there is no possibility
to plan the reconfigurationprocedures relating to the functional tasks processing. In
the current paper a novel technique is proposed to improve the reliability function
of the computational nodes by means of the choice of the nodes monitoring and
control strategy. According to the environmental peculiarities, the appropriate
monitoring and control method is chosen, which provides the minimum of the
time and workload for the nodes.

Keywords: Edge robotics · Fog robotics · Reconfiguration · Efficiency

1 Introduction

Nowadays the fog- and edge-robotics have become an efficient mechanism to provide
robots with low-latency computational data processing services. The low-latency data
preprocessing is of a high importance for such robotics areas as assistive robots, mobile
robots, robot swarms and many others.

The transformation from the cloud robotics to the fog- and edge- robotics has emerged
from the intersection of fog-computing and the robotics. It enhances the capabilities of
the end-point robots, improves the system latency, network load and security. Besides, the
intersection of the robotics and MEC (multi-access edge computing) and the robotics
relates to such concept, as the “Follow Me” one. “Follow me” concept [1] considers
terms such as Follow Me Cloud, Follow Me Edge, Follow Me Edge Cloud, Follow Me
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Fog, Move with Me, Companion Fog Computing. The key idea of this field is that the
migration of the virtual machines, or containers, or processes are presupposed to the
appropriate nodes of the edge (fog) to follow the end-point application in the angle of
its geographical position.

The concepts mentioned, as well as the feature of high dynamics of the edge and
of the fog, have brought a novel peculiarity to the computational processes in such
environments: the reconfiguration processes become more frequent, because of the need
to relocate the data processing services not due to the fog- or edge- nodes failures, but
due to the new requirements to the node resources, or due to the lack of energy on the
mobile node, or due to the turning the device off or being out of the data transmission
range, etc.

The frequency of the reconfigurations in the fog is emphasized in studies [2–4], as
well as the problem, which emerges under these new conditions. Considering possibly
high frequency of the reconfigurations in the fog (edge), and the application down-
times, which accompany the application relocations, the issue of the Quality of Service
provisioning is relative and up-to-date [4].

It must be mentioned that in some studies the question of the system reconfiguration
is considered as well as some comprehensive reviews on the problem are presented. Yet,
the question of the fog- and edge nodes reliability is out of the consideration.

The current paper considers the reconfiguration in the fog/edge as a computational
procedure, which emerges spontaneously and brings some extra computationalworkload
on the nodes. Besides, the time of reconfiguration is important in the focus of the QoS for
the user(robot) application. Considering the reconfiguration task as the computational
one, which has to choose the new nodes for processes relocation, such task includes the
workload distribution task with the input data as some nodes, which must be chosen in
the fog. The time of these procedures could be reduced by the workload increase on
the other nodes, but such approach decreases the reliability function dramatically and
potentially leads to the nodes failure rate increase.

In this paper a new technique is presented to improve the reconfiguration efficiency
from the reliability angle. It is based on the choice of the appropriate methods of the
nodes monitoring and control, which can reduce the system recovery time and so to
improve the reliability function of the nodes, meeting the QoS requirements.

2 Edge- and Fog-Computing Applications in the Robotics Field

Edge computing or Multi-Access Edge Computing (MEC) generally handles the pro-
cessing of data where data is created, avoiding the need to process the data in the cloud.
Edge-computing provides advantages in the following example cases [5]:

• Autonomous connected vehicles functioning. Self-driving cars learn without constant
connection to the cloud to process data, but use the computational capabilities of other
edge-nodes nearby.

• Predictive maintenance in the robot complexes. Edge computing can help detect
machines that are in danger of breaking, and find the right fix before they do and
in the shortest time delay.
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• Supporting of the fog architecture. Fog computing refers to a distributed computing
model, in which edge (peripheral) devices are used as terminals for computing.

Fog computing is an architecture that defines how edge computing should be
organized, and delivers the data preprocessing, as well as data storage.

Fog computing extends the concept of cloud computing to the network edge and
utilizes the local computer resources rather than accessing remote computer resources
causing a decrease of latency issues and performance further making it more powerful
and efficient.

Fog computing delivers the following advantages [6]:

• The Reduce of data volume which should be sent to cloud.
• The network latency reduce.
• Supports mobility.
• Conserves network bandwidth.
• Improves system response time.

Another important example of the edge- and fog-computing application to the
robotics is the concept of the Internet of Robotic Things [7, 8]. This concept concerns
the integration of two areas: Smart Space and Robotics. Smart Space considers such
subareas as Smart Room, Smart Factory, Smart City, etc. The applications mentioned
are used to monitor states and processes in the defined areas. Also some other func-
tions are used: temperature and air humidity correction, managing power consumption,
controlling the human presence, etc.

Yet, despite of having simple sensors and actuators, Smart Space does not consider
mobile agents presence, which could perform some service actions. The mobile agents
considered are the assistive robots, manipulators, service robots. It must be mentioned,
that the Smart Space and Robotics integration expands the capabilities of those consid-
erably: robots have the access to the sensors environment of the Smart Place, while the
latter expands its functional variability.

Also, a lot of other examples of fog- and edge- computing integration with the
robotics do exist:

• In [9], a cost-efficient strategy is proposed to implement a deep learning at the edge.
• In [10], the robots learning procedure is implemented bymeans of the edge computing
concept.

• And many others, including such areas, as Human-robot interaction, which needs the
modeling of the human-robot space interaction [11, 12].

Summing up, the integration of the robotics field and the fog- and edge-computing
paradigms, on the one hand extends the capabilities of the robots, on the other hand,
involves the edge and fog computational nodes to the intensive computational tasks
processing (e.g., learning procedures). From thismoment the reconfigurations among the
computational edge- and fog-nodes plays quite an important role: as the reconfigurations
are frequent and unpredictable in the dynamic environments, the consumed time can
affect the quality of the computational tasks results, user’s Quality of Service and nodes



A Technique to Provide an Efficient System Recovery 103

reliability, when the time of the functional tasks processing reduces increasing the nodes
workload. So, the reduce of the reconfiguration time can improve the efficiency of the
computations.

3 Reconfiguration and Its Effect on the Nodes Reliability Function

Consider a reconfiguration as a computational procedure, which implements the tasks
relocation from the faulted nodes to the operational ones. In this paper, we consider the
node failure as a particular state, when the node cannot participate the task processing
due to any reasons. Failure detection procedure precedes the reconfiguration. The sum
of the failure detection and of the reconfiguration times determines the time of system
recovery.

The frequency of the reconfigurations in the fog- and edge-environments can be
quite high. Although there are little live examples in the literature, we found some. For
instance, a good example of possible reconfigurations frequency is given in [1]: “The
street environment is based on a linear highway scenario of 3.6 km long with three road
segments; each segment is two-lane and 1 km long. For themobile network environment,
the eNodeBs are located along the highway and are separated by a distance of 0.35 km
in such a way that each eNodeB covers a zone of 0.5 km of the highway”. So, assuming
the speed of vehicle movement as 60 km/h, the reconfiguration within the concept of
the “Follow-me-edge” can take place approximately 5 times per 3,6 min, and, hence, up
to 1583 times per 24 h. It must be mentioned that in the paper [1] the example which
relates to the Virtual Machine Migration problem is considered, yet this is an example
of the cases when the reconfiguration takes place not due to the nodes failure only, but
because of the highly dynamic environment.

Consider then that some computational tasks are processed on the fog- or edge-
nodes, and there is a predetermined time period, in which the computational tasks must
be solved to provide the appropriate level of the QoS. So, the reducing of the system
recovery time affects the task solving time and, consequently, the solution quality. Also,
if the workload generated by the computational tasks can be distributed through the
available time, the possibility of the nodes workload decrease emerges, which causes a
positive effect on thenodes reliability functions. Furtherwepresuppose that the efficiency
of the reconfiguration procedure is determined by the reliability function value in the
end of the operation time period.

Yet, the time of system recovery can be reduced in different ways:

• by the intensive computations in a shorter time periods;
• by the parallelization of the computations;
• and, as it is proposed in the current paper, by the usage of combinations of particular
methods of the system monitoring and reconfiguration, which allows to improve the
efficiency of the system recovery in the angle of the nodes reliability function.

Indeed, consider the situation when configuration tasks are processed by compu-
tational nodes with high workload, while the remainder of the time the nodes work in
operational regime. Then, the process can be described by the following scheme (Fig. 1):
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Fig. 1. Reconfiguration and functional tasks time distribution.

Consider the reliability function of the node in a way presented by the Eq. (1).

P(t) = e

t∫

o
−λ(t)dt = e

xTop∫

0
−λ1dt+

Top∫

xTop
−λ2dt

= e−λ1xTop · e−λ2(1−x)Top, (1)

where λ1 is the failure rate of the node with the workload of the reconfiguration task
solving;λ2 is the failure rate of the nodewith theworkload of the functional task solving;
x is the share of time for the reconfiguration task solving; Top is the declared operation
time. ConsiderW1 andW2 as the computational complexities of the reconfiguration and
of the functional task. Then, the reliability function of the node is described as:

P(Top) = e−λ1xTop · e−λ2(1−x)Top = e−λ0·2
dW1

xTop∗p∗10 ∗xTop ∗ e−λ0·2
dW2

(1−x)Top∗p∗10 (1−x)Top.

(2)

Consider the case of the increase of the reconfiguration time share (x= 0.1…0.9), and the
computational complexity of the functional tasks is much bigger than the computational
complexity of the reconfiguration task. Then, the following graph is conducted, as is
shown inFig. 2. The timeof the functional tasks solving is critical for the nodes reliability.

Then consider the case, when the overall computational complexity of the recon-
figurations grows while the time of the reconfigurations is a constant (when we try to
reconfigure the system in a short time period by means of the computational work-
load increase). So, it is seen that the best reliability function values are for the minimal
reconfiguration time and minimal workload, generated by the reconfiguration.

The next graph (Fig. 4) demonstrates that the attempt to set the reconfiguration of the
constant computational complexity to the small time period leads to the overall decrease
of the reliability function value (Fig. 3).

So, analyzing the graphs, the following conclusions can be made:

• the reliability function of the node can be increased by means of the decrease of the
reconfiguration time;

• yet, there are cases, when the attempt to minimize the time of reconfiguration is a
cause of the reliability function degrading;

• at the edge and in the fog it is extremely hard to provide the reconfiguration plan,
so, besides the theoretical possibility to model the optimal reconfiguration time, it is
hardly possible in practice under conditions of the highly dynamic environment.
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Fig. 2. The reliability function influenced by the reconfiguration time.

Fig. 3. The node reliability function influenced by the reconfiguration complexity.

Fig. 4. The degrading of the reliability function affected by the reconfiguration timeminimization.

The latter determines the general approach to the efficient reconfiguration procedure:
under conditions of the uncertainty of the reconfigurations frequency and duration, the
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recovery time can be decreased by means of particular methods of system monitoring
and control application.

4 Control Methods Estimations

In this paper we consider the following system monitoring methods:

• centralized;
• with distributed leader;
• fully decentralized.

A centralizedmethod presupposes the presence of a constant leader and its followers.
The leader stays itself through the lifetime of the system and handles all the changes,
which take place among the followers. Architecture with a distributed leader differs in
a way that the lifetime of the system can be divided into the “epochs” or “rounds” (e.g.,
RAFT and ViewStamped Replication protocols). A leader role is given to each node
consequently, according to the rule of the leader change. Leader election procedure
can be applied in case of leader failure, or every “round” [13, 14]. A system with the
distributed leader possesses the following benefits: it is fault-tolerant, non-redundant
in sense of network traffic and provides a fast reaction to the follower configuration
changes. Yet, there is a disadvantage of such architecture: in case of the leader failure,
the procedure of the leader change is quite slow and generates quite considerable network
load. So, the proficiency of the distributed leader depends on the frequency of the leader
election procedure.

Fully decentralized monitoring and control method presupposes that all participants
are equal, and all decisions are made through the consensus procedure. As we consider
the leaderless set of participants, a consensus should be leaderless as well, which can
be provided, for example, by the voting consensus types (PBFT, Swirlds Hashgraph
algorithm) [15, 16]. So, the pros and cons of this monitoring approach are quite obvious:
there is a redundant network load and node workload due to the need for participants to
communicate, there is no leader election procedure (and no “the worst” cases of leader
election).

Based on the general models of the selected monitoring and control schemes, some
estimations were developed to assess the potential efficiency of themethods in the angles
of nodes workload and of the network load.

For the centralized architecture, considering N as the number of participants, F as
the number of failed nodes, andD as the network diameter, the following time estimation
is proposed:

O(Dmin) + O(N − F) ≤ t ≤ O(Dmax) + O(N−F). (3)

Indeed, to detect failure the leader must to gather the messages from all followers, to
check the list of active nodes and to make a conclusion about the absent nodes.

For the distributed leader the following estimation gas been made:

O(Dmin) + O(N − F) ≤ t ≤ 2O(Dmax) + 2(N − F)O((Dmax) + O(N − F). (4)

I.e., the detection of the follower failure includes:
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– failure detection made by leader in case of the follower failure;
– leader failure detection and leader change procedure in case of the leader failure.

Fully decentralized monitoring approach presupposes the following estimation of
the failure detection time:

2O(Dmax) + O(NF) < t < K(2O(Dmax) + O(NF)). (5)

An operation of the failure detection includes the consensus on the failed nodes for
all participants. Yet, there can be situations, where the consensus is impossible (split
voting). Then, the operation has to be repeated (coefficient K in the equation).

Turning to the estimations of the computational complexity of the failure detection,
the following estimations were developed.

For the centralized approach the computational complexity of the failure detection
concludes the following and consists in the nodes list analysis:

Amin = k; Amax = k(N−F−1), (6)

where F is the number of the failed nodes; N is the number of nodes before the failure;
Amin is estimation of the minimal computational complexity; Amax is estimation of the
maximum computational complexity; Vdata is the context data value.

The computational complexities for the approaches with the distributed leader and
for the fully distributed approach are as follows:

K < A < 2k(N−F−1) + 2b(N−F−1)Vcontext, (7)

A = 2k(N−F−1) + 2b(N−F−1) + k(N−F). (8)

And, finally, the computational complexity of the information exchange for approaches
with the distributed leader and for the fully decentralized approach per node are as
follows:

Aleader = O(2(N − 1)), (9)

Af = O(2), (10)

Ad = O(2(N − 1)). (11)

The following graphs (Fig. 5, 6 and 7) illustrate the results of simulation.
One can see that the approach with the distributed leader is quite efficient in case

when the leader failures are rare, while the decentralized approach can bemore proficient
in cases of relatively small number of nodes and frequent reconfigurations.

Then, if we place the developed estimations into the node reliability function
estimations, the following graph can be generated (Fig. 8).

These estimations show that with the operational functioning time increase (0.1–
0.9) the efficiency of the decentralized method decreases (P_node) due to the redundant
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Fig. 5. Failure detection time dependent on the Dmax .

Fig. 6. Failure detection time dependent on the N.

monitoring information exchange. The distributed leader-based monitoring approach is
efficient when only followers fails, or the failures of the leader is seldom because of the
leader change procedure. So, the distributed leader-based monitoring method is efficient
in the conditions of the relatively stable environment or if there is a possibility to set the
leader to the stable nodes.
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Fig. 7. Failure detection complexity dependent on the N.

Fig. 8. Reliability function values affected by the operational time value.

5 A Technique to Provide an Efficient System Recovery

Considering the results generated in the previous sections, the following important
conclusions must be made:

• decreasing the reconfiguration time, we can improve the efficiency of the system
functioning. Yet, it is hardly possible to predict and to plan reconfigurations in the
dynamic environments;



110 A. Klimenko and I. Kalyaev

• approaches to the system monitoring and control vary in sense of computational
complexity and the time of failure detection, so, we can choose an appropriate method
with minimal computational and time costs.

Choosing the monitoring and control method, consider the new parameter, which
characterizes how stable the node is. We presuppose the parameter “stability” as the 1
divided by the parameter of the node dynamics:

S = 1/d , (12)

where d means a statistical information about how often the particular node failed the
processing of the general computational task due to the various reasons from the node
failures to node movement outside the data transmission range.

To implement the estimation of the parameter S, each node, initiating in the network,
asks for its neighbors about its failures. It is presupposed that the information is saved
in the nodes logs. There can be no information about the absolutely new node, so, it
receives S of a biggest value: S = 1. Further, in case of failures (movements), these
changes are written to the nodes logs changing the value of S.

So, the strategy of the monitoring method choice depends on the following
parameters:

• the number of nodes in the group;
• “stability” parameter S;
• network velocity and bandwidth (Fig. 9).

Fig. 9. The strategy choice based on the network and device features.

In general, the final strategy choice depends on the sum of factors, entering into each
strategy block.

6 Conclusions

This paper is an effort to improve the efficiency of the system recovery procedure for the
unstable and dynamic environments, such as fog and edge of the network applying to
robotics.Under the conditions of uncertain reconfigurations and their number, it is almost
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impossible to model and estimate the workload plan to improve the nodes reliability. So,
we propose the approach to its improvement by means of the appropriate monitoring
and control method choice.

Summing up, the main contribution of this paper is: it has been shown that the
relation between the time of the functional tasks processing and the total time of the
reconfigurations affects the node reliability.

However, the estimations have shown the ambiguous results: the approach with
the distributed leader can give brilliant results only if very few reconfigurations are
produced by the leader failure. The non-leader monitoring is worse than the distributed
leader-based method in the sense of network load and redundancy, but, due to the leader
absence, there is no leader election procedure. So, the non-leadermonitoring strategy can
be preferably used when the network velocity is high and the environment is dynamic.
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Abstract. The paper presents the development of a matrix of combined force and
proximity sensors of a capacitive type for use in robotics. The sensor has a simple
structure, and is structurally composed of three layers, which makes it possible
to manufacture the sensor with a small thickness. To produce the sensor, readily
available materials and technologies are used. The developed interface circuit for
signal processing of primary capacitive converters allows them to be combined
into matrices of various configurations, where each converter is a matrix cell. The
dimensions of the cells of the prototypematrix sensor used in the experiments is 12
× 12 mm, and its total thickness is 4.2 mm. In the experiments, the characteristics
of the sample of the matrix of combined sensors were obtained by the approach
of objects made of various materials, as well as the dependence of the output
signal of the matrix sensor on the applied pressure force. The highest sensitivity
to the proximity of the manufactured sensor array is observed in the range from
0 to 1.8 mm for both types of objects, while the sensitivity of the prototype to
the approach of metal objects is on average greater than the sensitivity to the
approach of objectsmade of non-conductivematerials. The prototype of thematrix
of combined sensors has a high sensitivity to the applied force in the area up to
10 N, while the matrix of sensors allows to unambiguously determine the force
applied to the matrix cells up to 25 N. The developed solution can be used to
control the gait of walking robots, as well as in manipulation systems to improve
the process gripping and manipulating objects.

Keywords: Combined matrix sensor · Robotic sensors · Proximity and force
measurement

1 Introduction

In modern robotics, the force-torque sensing of robots can be used to grasp objects
and manipulate them [1], organization of a human-machine interface in cyber-physical
systems [2], as well as for the implementation of algorithms for stable gait of anthropo-
morphic robots [3]. For these purposes, single pressure sensors or sensor matrices made
up of separate pressure sensors can be used, with the help of which it is possible to obtain
data on the pressure distribution over the surface covered by these sensors [4]. The use
of sensor matrices allows to improve the accuracy of gripping objects for manipulators
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and the determination of the zero moment point for walking robots [5]. Existing sensors
differ in their structure, principles of operation and manufacturing technologies [6].

Typically, array sensors have a multi-layer structure. Thus, in [7], a matrix of flexible
pressure sensors of a capacitive type, produced by screen printing, is proposed. At the
base of the sensor is a thin polyamide substrate 25 μm thick. A three-layer structure has
a matrix of pressure sensors [8], which is supposed to be used to determine the pressure
distribution over the surface of an object. The upper and lower layers of the sensor
matrix are made of fabric in the form of parallel metal strip-electrodes separated by
non-conductive polyethylene terephthalate. A pressure-sensitive carbon polymer foam
middle layer is sandwiched between the two electrodes. When a force is applied to the
sensor, the conductive layer contracts, causing a drop in resistance. A similar application
of a pressure sensor array is discussed in [9]. The surface elements of the sensor array are
fabricated using a pressure sensitive polymer sandwiched between the conductive paths
on theMylar sheets. An excellent solution is proposed in [10] for a pressure sensor array
based on single electrode triboelectric generators. The sensor matrix is supported by a
polyethylene glycol terephthalate (PET) film with a thickness of 250 μm. To cover the
bottom of the sensor, a PET film with an ethylene vinyl acetate copolymer is used, and a
polydimethylsiloxane film covers the top of the sensor, which serves as an electrification
layer that generates triboelectric charges when touched.

The sensors discussed above in research papers work as part of a matrix and measure
the applied pressure force. Most of the sensors are exceedingly difficult to manufacture,
and some of them are not designed to be placed on the robot’s body. To obtain the most
complete information about the environment, the robot must receive data not only about
pressure, but also about the distance to objects in the immediate vicinity. Therefore,
the use of combined pressure and proximity sensors will allow the robot to get the
most complete picture of the environment, avoid collisions with objects and better grip
objects. Combined measurement of different physical parameters is possible by sensors
based on the same physical principle: optical [11, 12], capacitive [13], however, different
physical principles of sensor operation aremore often used: optical principle for distance
measurement and piezoresistive principle for pressure measurement [14], capacitive
principle for measuring the proximity of an object with inductive [15] or a resistive
method for determining the applied force [16].

Thin film sensor [11], consisting of polymer LEDs and photodiodes, is designed
to determine the touch and distance to the object. The sensor is placed on a square
glass substrate with a side of 2.54 mm and a thickness of 1.1 mm; LED and photodiode
elements are applied to the substrate by photolithography and etching. The light emitted
by polymer LEDs reflects off an approaching object and falls back onto the photodiodes,
which changes the signal. The sensory matrix prototype consists of seven cells. The
proposed solution allows to determine the proximity of an object up to 40 mm.

Combined capacitive pressure and proximity sensor [13] is designed as a multilayer
structure. A sheet of polyethylene terephthalate with parallel electrode strips is used
as a substrate. To measure pressure and distance to an object, this sensor uses two
modes of operation and requires switching between them. Also, several operating modes
for measuring pressure and proximity are used in capacitive-type sensor arrays [17,
18], but their size can make it difficult to install sensors in robotic equipment. In the
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presented circuit solutions, the sensors do not have their own reference signal, it is
supplied separately.

The development of a matrix of infrared sensors is presented in [12]. The matrix
is located on an aluminum foil substrate and measures the applied pressure and the
proximity of the object. These matrices are made using organic thin-film transistors.
The cells of the sensitive surface of the pressure sensor are arranged in the form of a 6
× 10 matrix, the size of each cell is 27.5 × 27.5 mm. The maximum permissible force
that can be applied to the sensitive area of the sensor is 100 kN. The matrix of infrared
sensors measuring the distance to the object has a dimension of 10 × 10, with a cell
size of 1 × 1 cm. Microlenses over the infrared sensors concentrate light and increase
sensitivity. The maximum distance at which the object was detected is 115 mm with the
sensor’s sensitive area of 3.1 cm2.

Sensor based on eutectic indium-gallium alloy (EGaIn), developed by [16]. The
sensor array consists of nine capacitive sensors arranged in two layers and a spiral
pressure sensor. Capacity is measured using a CapSense controller. As the conductive
object approaches the electrodes, capacitance is formed between the electrodes and the
conductive object, when the conductive object touches the sensor panel, the mutual
capacitance between the matrix cells decreases. The magnitude of the applied force is
determined by the change in the resistance of the sensor. The sensor measures distances
up to 8.7 cm and contact pressures up to 110 kPa.

As noted, there are composite sensor matrices based on different operating princi-
ples. For example, on a flexible matrix of combined pressure and proximity sensors [14]
are VL53L0X optical rangefinders and piezoresistive pressure sensors. The presented
solution includes two types of sensors that are part of the same matrix and work inde-
pendently of each other. The optical sensors used are not suitable for installation on
robots operating in aggressive environments due to the high probability of sensor con-
tamination. The inductive-capacitive principle of operation is at the heart of the flexible
sensor [15], with which it is possible to measure the magnitude of external pressure
and distance to an object using inductive and capacitive modes, which are switched on
separately. The sensor is made based on a 10 × 10 matrix and consists of carbon micro-
coils with a soft dielectric elastomer substrate. The sensor cell of the sensor consists of
a dielectric layer and an electrode layer. The dielectric layer includes silicone elastomer
and carbon coils, and the electrode layer contains a flexible printed circuit board with
electrodes. The dimensions of the pressure-sensitive region are 32 × 23 mm, with a
distance between the cells of 2 mm.With the help of the proposed solution, it is possible
to measure pressure in the range up to 330 kPa and to determine the distance to metal
objects in the range up to 150 mm.

There are also solutions with a combination of sensors that convert other physical
parameters. For example, the HEX-O-SKIN combined module [19] is equipped with
several discrete sensors for temperature, proximity, and accelerometers. The HEX-O-
SKINmodules are located in an elastic material and are connected to each other through
four ports, forming amatrix. In [20] a sensor has been developed that detects temperature,
deformation, and external pressure.

Despite the advantage of the small size of the considered prototypes of the com-
bined sensors, there is a problem of increased manufacturing complexity. The need to
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use nanotechnology, high temperatures and increased accuracy of equipment operation
complicate the production process. Resistive and capacitive cells, laser and optical sen-
sors are used. The combination of pressure and proximity sensors located in the matrix
and working simultaneously is shown only in [12]. Sensors presented in [15] and [13],
measure external pressure and distance to objects, however, they require switching the
operating modes. Analysis [21] showed that combined solutions have certain advan-
tages when applied in robotics, therefore, the development of such sensors is an urgent
scientific task. The aim of this work is to develop a matrix combined sensor for measur-
ing force and determining the proximity to an object, which does not require switching
between operating modes and is manufactured using simple technologies and available
materials. In our solution, we also want to implement the possibility of simple scaling
of the matrix sensor, which will allow it to be adapted to the surfaces of the robot of
various shapes.

2 Sensor Structure and Schematics

The developed matrix of primary capacitive transducers (PCT) for measuring the pres-
sure force and distance to the object is a three-layer structure, the elements of which are
shown in Fig. 1.

Fig. 1. Structural diagram of the PCT matrix.

The matrix consists of a base (1) and divided cells (2). The base and the cells have
metallization layers (3), which form between themselves a capacitance C(P) (Fig. 2),
by changing which the applied force is measured. The central layer (4) is a strip of
elastically deformablematerial that runs along the perimeter of the electrodes. Elastically
deformable material provides the PCT with the ability to linearly change the distance
between the metallization layers when an external force is applied to the PCT. Thus,
the sensitivity and the range of the measured pressure depend on the parameters of the
deformable element. Figure 2 shows a block diagram of one cell of a combined matrix
sensor.

When approaching, a capacitive coupling is formed between the object, the metal-
lization layer of the matrix base and the inner metallization layer of the cell. A decrease
in the distance between the object and the sensor leads to an increase in the values of
the capacities C(A) and C(A′). When an external force is applied to the PCT due to a
change in the thickness of the deformable spacer, the distance between the inner layers
of metallization changes, which leads to an increase in the capacitance C(P).
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Fig. 2. Block diagram of each cell of the matrix.

An interface circuit was developed to process the output signal of the PCT. The
schematic diagram consists of two parts: generator and amplifier. The interface circuit
uses a high-frequency square-wave generator with an operating frequency of 270 kHz.
The amplifying part of the interface circuit is represented by an operational amplifier
operating in a non-inverting mode. The interface circuit shown in Fig. 3 is designed in
such a way that the number of amplifying parts of the circuit can be different, thereby
making it possible to combine force and proximity primary transducers into matrices of
various configurations. Up to ~100 matrix cells can be connected to one generator.

Fig. 3. Interface circuit.

The interface circuit converts the change in the capacitance of the PCT into a change
in voltage, which allows further processing of the signal by means of the ADC of the
microcontroller or other measuring instruments. The proposed circuit design is based
on the measurement of an indirect parameter – the reactive resistance of the PCT (1):

XC(P) = d

2πFεε0S
, (1)

where d is the distance between the electrodes, F is the signal frequency, ε is the relative
permittivity of the medium, ε0 is the electrical constant, S is the area of the electrodes.

The reactive resistance of the PCT linearly depends on the distance between the
electrodes C(P); when using a linearly deformable spacer material, the output voltage
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value from the interface circuit will also have a linear dependence on the force applied
to the sensor.

The voltage Uin supplied to the non-inverting input of the operational amplifier
depends on the value of the reactance of the PCT and the value of the resistor R3.
The resistance of the resistor R3 affects the rate of discharge of capacitance C(P) and
capacitors C(A) and C(A′) and is calculated by the formula (2). The time constant of the
capacitor discharge τ should be taken equal to a quarter of the oscillation period of the
HF pulse generator:

R3 = τ

4Cmax
, (2)

where Cmax = εε0S
dmin

, and dmin is minimum distance between electrodes.
The gain of the operational amplifier depends on the resistance value of the voltage

divider R4R5 and is calculated by the formula (3):

K = 1 + R5

R4
. (3)

The value of the output signal of the operational amplifier is Uout , calculated by the
formula (4):

Uout = KUin. (4)

The operational amplifier output is the output from the sensor cell and is a DC voltage,
the ripple of which is smoothed by capacitor C5.

3 Experiments

To obtain the values of the output signals from the experimental sample of the matrix
of combined pressure force and proximity sensors, a test bench was used [22]. Figure 4
shows the test bench.

Fig. 4. The test bench design [22].

The test bench consists of a frame (2) fixed to a base (1). A stepper motor (3) moves
the nut-screw transfer screw (4), driving the carriage (5) with a sample (6) attached to
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it. The test bench allows to change the pressure force on the test sample (7) smoothly
and accurately, and the pressure force is monitored using a reference device (8). The
microcontroller-based control system provides high repeatability of experiments and
allows the object to be moved relative to the sensor with an accuracy of 1.64 μm. To
ensure high measurement accuracy of the sensor output signal, the signal is processed by
a 16-bit ADC, the subsequent experimental results are presented in the measured ADC
values.

In accordance with the presented structure, a prototype of the matrix of combined
force and proximity sensors was manufactured. The matrix consists of four cells of 12
× 12 dimensions. In the manufacture of FR4 fiberglass with a thickness of 1.6 mm and
silicon sheet 1mm thick, the total thickness of thematrix is 4.2mm. Electrical calibration
was not applied to the sensors before measurements.

A number of experiments were carried out to approach the sensor matrix of geomet-
rically identical samples of various materials, as well as to communicate the external
pressure force to the PCT matrix. These specimens were mounted on the test bench in
two ways: without angular misalignment (Fig. 5a) and with an angular misalignment of
45° (Fig. 5b).

Fig. 5. Placement of samples above the sensor array: a) without angular displacement, b) with
angular displacement.

Figure 6 shows the dependence of the output signals of the PCT when approaching
an aluminum object. The sample is mounted on a stand without angular displacement
relative to the sensor.

Figure 7 shows the dependence of the PCT output signals when an aluminum object
is approached with an angular displacement of the sample by 45° in such a way that
cell 3 is not overlapped by the sample, 2 and 4 are partially overlapped, and cell 1 is
completely overlapped.

As can be seen from the Fig. 6, using the manufactured sensor array, it is possible
to determine the distance to the object in the range of distances up to 4–8 mm. This
range can be expanded by increasing the size of the PCT or changing the frequency of
the interface circuit. The highest sensitivity of the fabricated sensor array is observed in
the linear section from 0 to 1.8 mm, the sensitivity of matrix cells 1, 2, 3, and 4 is 1375,
1382, 1713, and 879 ADC value/mm, respectively. Differences in the readings between
the matrix cells are due to the uneven thickness of the damping silicone layer of the PCT
and the peculiarities of its manufacture.
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Fig. 6. Dependence of the sensor output signals on the approach of an aluminum object without
angular displacement.

Fig. 7. Dependence of the sensor output signals on the approach of an aluminum object with
angular displacement.

The output signals of completely and partially overlapped cells do not differ sig-
nificantly from the values when the PCT is completely overlapped by the sample. The
change in the signal of the matrix cell, which during the experiment the sample did not
overlap, is much less than in the previous experiment. On average, the absolute deviation
of the curves in Fig. 6 and 7 was 10, 339, 444 and 302 ADC value for cells 1–4 respec-
tively. The non-overlapped cell had a larger deviation. The values with the overlapped
cell differ the least. Experiments were also carried out with conductive samples of steel
and copper. The received signal characteristics are similar to the results in Fig. 6 and 7.

Several experiments were carried out with samples from dielectric materials: from
plywood and from plastic. Figures 8 and 9 show the dependences of the PCT output
signals on the distance to the plastic sample without angular displacement and with
angular displacement, respectively.
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Fig. 8. Dependence of the sensor output signals on the approach of a plastic objectwithout angular
displacement.

The sensitivity of PCT to samples made of dielectric materials is lower than to
samples from conductive materials. With the help of the developed sensor matrix, it is
possible to determine the distance to dielectric materials in the range of up to 6 mm.

Figure 9 shows that the change in the signal of the cell not covered by the sample
has noticeably changed in comparison with the proximity of objects made of conducting
materials. The maximum sensitivity of the matrix cells is in the range from 0 to 1.8 mm
and is 236, 237, 127, and 238 ADC value/mm for each matrix cell, respectively.
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Fig. 9. Dependence of the sensor output signals on the approach of a plastic object with angular
displacement.
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On average, the absolute deviation of the curves in Fig. 8 and 9 was 10, 138, 193 and
96 ADC value for cells 1–4 respectively. The obtained values show that the readings of
the overlapped cell differ least of all.

The results obtained on the angular displacement of the samples with different mate-
rials showed that it is possible to determine the part of the object that is closest and
farthest to the sensor. The problem of different sensitivity to conductive materials and
dielectrics can be solved by applying machine learning techniques [23].

Figure 10 shows the dependence of the output signal of the sensors when
communicating the external pressure force to the sensors.
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Fig. 10. Dependence of the output signals of the matrix cells on the applied load.

The manufactured sensors have a high sensitivity in the linear section from 0 to
10 N and make it possible to unambiguously determine the force applied to the PCT up
to 25 N. The difference in readings is explained not by the identity of the cells of the
manufactured matrix, as well as by the errors in the adherence of the material sample to
the cells.

Figure 11 shows the combined dependences of the approach of an aluminum object
and the subsequent application of the force to the sensor. The moment the object touches
the sensor is uniquely determined. The nature of the graphs is preserved when using
objects from other materials.

Proposed solution was applied in development of an algorithm for grasping various
objects [1]. In this study, 2× 2matrix sensors were inserted into the two-fingered gripper
of a three-link manipulator. According to the algorithm, manipulator control system
brings the gripper closer to the area of the grasping point, after which the gripper aligns,
approaches the grasping point and the object is gripped. The probability of successful
grip was 97%.
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Fig. 11. Combined dependences of the approach of the object to the sensor and the subsequent
application of an external force.

4 Conclusion

A distinctive feature of the proposed solution is the combined measurement of the pres-
sure force and proximity and the interface scheme with common generator to all cells of
the matrix. Determination of the force or distance to the object does not require switch-
ing the operating modes of the sensor array. Presented design scheme allows changing
dimensions and amount of the matrix cells up to ~100 units. For the manufacturing of
the sensor, a set of available materials can be used: foil-clad fiberglass and silicone,
which, together with the structure used, makes it possible to simplify the process of
manufacturing the sensor.

Single sensors of the same size as the matrix sensor are less compact and require
more wires to be connected. The matrix structure of the sensors will make it possible to
determine the distribution of forces over the area covered by the sensors more accurately,
as compared to single sensors, which will allow implementing algorithms for stable gait
of robots on uneven surfaces and algorithms for regulating the force of gripping objects
[1]. The using of combined sensors for implementation of gait of walking robots will
also allow one to align the foot relative to the surface [24–26].

Experiments on the objectsmade of differentmaterials have shown that the sensitivity
of the developed matrix of combined sensors to conducting objects approaching is,
on average, greater than the sensitivity to objects made of non-conducting materials
approaching. The prototype presented in the work with the size of each cell 12× 12 mm
can determine the approach of an object at a distance of 8 mm and measure the applied
force in the range of up to 25 N.

Further research will be aimed at increasing the sensitivity of the proximity matrix
cells, as well as at developing algorithms for processing signals from the matrix of
combined sensors to obtain close readings of the cells.
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Abstract. The paper deals with a problem of workload relocation in a hetero-
geneous group of unmanned aerial vehicles (UAV) during the area monitoring
under the changing environmental conditions. One of the stages of a monitoring
problem solving, involving a UAVs distribution by the scan bands, is described.
It was noted that, when this stage is being performed, there is not a possibility to
take into account any factors of environment. However, it is important because
of on-board energy resources limitations. This fact jeopardizes the fulfillment of
the entire mission of the group. To avoid this situation, it was proposed to use a
decision-making technique, based on ontological analysis, on the need to relocate
the workload in a group of mobile robots. It is shown that with an increase in the
number of environmental conditions changes, the time of using extra computing
resources decreases, which leads to the need to engage more of them to perform
the task. A comparative assessment of the amount of resources involved in the
implementation of two analogous methods for solving the problem of workload
relocation depending on the frequency of changes in environmental conditions is
carried out. The results of experiments have shown that the effectiveness of using
the ontology-based method in a dynamic environment is higher than the local
device group (LDG) method. This allows to increase the time of joint mission
execution by a group of robots.

Keywords: UAVs group · Scan · Ontology · Workload relocation · Fog
computing · Cloud computing

1 Introduction

Currently, monitoring systems are widely used in many areas of human activity: in
industrial production and at infrastructure facilities for assessing the state of complex
technical facilities, in the socio-economic sphere for assessing and making managerial
decisions, in healthcare, in the field of observation of natural phenomena and prevention
of their dangerous consequences [1–3]. A great number of monitoring system’s appli-
cation areas as well as high requirements (speed, reliability, the ability to solve tasks
in real time), actualizes the problem of such systems effective functioning in difficult
conditions.
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The most promising architecture of control subsystems of complex systems is a dis-
tributed architecture based on “cloud”, “edge” and “fog” computing [4–6]. This archi-
tecture implies to solve common tasks (including control tasks) in the “cloud” layer,
while data collection tasks and preprocessing tasks are solved, as a rule, by means of
“edge” and “fog” devices. In [7] authors made the first review on fog computing within
healthcare informatics. They concluded the following: (1) there is a significant num-
ber of computing tasks in healthcare that require or can benefit from fog computing
principles, (2) processing on higher network tiers is required due to constraints in wire-
less devices and the need to aggregate data, (3) privacy concerns and dependability
prevent computation tasks to be completely moved to the cloud. In [8] the combined
method of monitoring of hazardous phenomena and predicting of hazardous processes
and security of coastal infrastructure and providing of safety of human lives based on
“fog computing”, blockchain and Internet of Things was proposed.

One of the components of a monitoring system is often a group of mobile robots.
For example, in [9] it was proposed to use a multi-robotic complex on the basis of
heterogeneousUAVsgroup as amonitoring systemcomponent.Multi-robotic complexes
usage allows to decrease some conflicting and difficult to achieve requirements, applied
to individual multifunctional robots in group. Group-based usage of robots often does
not suggest a presence of any significant on-board energy resources. This allows to make
mobile robot’s size miniature. However, this approach also has a number of lacks, such
as a limited on-board energy resource and mobile robot radius of direct communication.
To solve this problem robots retransmitters, which can be used as a group leader and a
data store, are introduced into the group. It is important to notice that the environment,
where MR performs assigned tasks, has a great impact on the amount of consumed
onboard resources. In view of the fact that, MR has limited time for the problem solving,
it is necessary to take into account environmental factors. Otherwise, a situation may
arise when the MR is not able to complete the assigned task.

In this paper, we propose a technique that includes an ontological analysis procedure
and makes it possible to make a decision on the need to relocate the workload in the MR
group using the example of the area monitoring problem solving by a heterogeneous
UAV group controlled by the UAV leader, taking into account changing environmental
conditions.

2 UAV Distribution by Scan Bands

The formal statement of a monitoring problem carried out by a heterogeneous group
of UAVs is given in [10] and involves the implementation of several stages, the last of
which is to determine a specific scan band (trajectory) for each UAV of the subgroup.

After a UAV Rjs(js ∈ [1,Ns]) of a group are distributed by subareas of scanning, it
is necessary to determine a specific scan band for each UAV.

Let for subarea Ss scanning Ns UAV are given, i.e. a subarea Ss is divided into Ns

bands with a width no more than L.
First, it is necessary to determine input-output UAV points for each band. For each

band it can be determined by two points as can be seen from Fig. 1.
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Fig. 1. Input-output points of bands scanning.

The coordinates of input-output points are
〈
x1js′ , y

1
js

〉
,
〈
x2js′ , y

2
js

〉
, (j = 1,Ns), defined

by expressions:

x1js = xcs − �Fs
2 ,

y1js = ycs − �Hs
2 + (js − 1) · L + L

2 ,

x1js = xcs + (x1js − xcs ) · cos ϕs − (y1js − ycs ) · sin ϕs,

y1js = ycs + (x1js − xcs ) · sin ϕs + (y1js − ycs ) · cos ϕs,

(1)

and

x2js = xcs − �Fs
2 ,

y2js = ycs − �Hs
2 + (js − 1) · L + L

2 ,

x2js = xcs + (x2js − xcs ) · cos ϕs − (y2js − ycs ) · sin ϕs,

y2js = ycs + (x2js − xcs ) · sin ϕs + (y2js − ycs ) · cos ϕs,

(2)

where ΔFs – length of a scanning area Ss;
ΔHs – width of a scanning area Ss;
L – width of a UAV scanning band;
ϕs – orientation angle of a subarea Ss;〈
xcs , ycs

〉
– coordinates of a scanning subarea geometric centers;〈

x1js′ , y
1
js

〉
,
〈
x2js′ , y

2
js

〉
– intermediate coordinate values of coordinates bands centers

before turning through the angle ϕs.
At the previous step it was defined that a subgroup size corresponds to the number

of scan bands, on which a specific subarea can be divided. Then, the UAV-leader RLs
assigned to a given subarea defines a scan band for each UAV Rjs(js ∈ [1,Ns]). How-
ever, it is necessary to define input-output points for each scan band of each subarea〈
x1js′ , y

1
js

〉
,
〈
x2js′ , y

2
js

〉
. To avoid emergency situations, it is necessary that UAVs move

in one direction in adjacent subareas. The UAV-leader makes a decision about input-
output points for its UAV subgroup. For example, according to the minimum of the total
movements of the UAV Rjs(js ∈ [1,Ns]), assigned to these subareas.
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Each UAV-leader RLs puts the obtained values of input-output point coordinates into
a Distributed Ledger to make these values available for the rest of the UAV-leaders.

3 A Decision-Making Technique on the Need to Relocate
the Workload in a UAV Group

In this paper we suppose that a UAV group has to scan some area. Moreover, the dis-
tributed architecture of a control subsystem of this process should be implemented on
the basis of cloud, fog and edge computing (Fig. 2).

Fig. 2. The distributed architecture of a control subsystem.

Since the environmental conditions, in which the UAV group operates, are difficult
to predict, changeable, and have a direct impact on the amount of consumed onboard
resources, then after assigning scan bands for each UAV, a situation may arise when a
certain UAV is not able to perform the assigned task because of the limited resources.

Multi-robotic interactions involve the collective solution of a common problem. It
means that each MR has to act in the best interests of all of the group to successfully
complete the mission. If the UAV onboard resources are insufficient to complete the task
assigned to it, the following solutions to this problem are possible:

1. Workload relocation between the UAVs, included in a group, in such a way that the
mission assigned to this subgroup is completed on time.

2. Extra resources involving through the devices of the “fog” layer to perform the
assigned task.

3. Scan band redistribution.

We will assume that each UAV is aware of a resource status and localization in
space of its neighbors, which are in the radius of direct communication. Every UAV of
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a subgroup sends its data about resource status and its localization in space to the UAV
leader.

Thus, eachUAVis able to assess the state of its resources to solve the subtask allocated
to it. If these resources are not enough, then the UAV, which has information about the
neighboring UAVs, generates a proposal to the UAV leader about a possible choice for
workload relocation to the computational resources of the neighboring UAV. The UAV
leader, in turn, makes a decision on the expediency or inexpediency of this relocation.
If the UAV does not find choices for workload relocation from among its neighbors,
then it informs the leader about this, and he makes a decision either to attract extra
resources from the “fog” layer, or to redistribute the scan bands. The UAV-leader makes
these decisions on the basis of production rules applied to the ontology model, which
describes information about the task being transferred, information about the resources
and localization of theUAVs included in the considered subgroup, and information about
the resources and localization of “fog” devices. The technique for making a decision on
the need to relocate the workload within a heterogeneous group of UAVs with a leader
is shown in Fig. 3.

The procedure of an ontological analysis has shown its effectiveness in workload
problem solving in distributed systems of different types and describes in detail in [11,
12]. This procedure includes the following steps:

Fig. 3. The decision-making technique on the need to relocate the workload in a group of MR.
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1. Initial data classification according with ontology classes, which describe a specified
domain.

2. Application of production rules to ontology classes in order to restrict the set of
computational nodes obtained as a result of collecting information about available
resources.

3. Making a decision on the preferred set of nodes for workload relocation.

According with the proposed technique it is necessary to develop an ontologymodel,
describing an area of workload relocation within a heterogeneous UAV group and taking
into account the influence of environmental factors, and production rules, on the basis
of which a decision is made on the need to relocate workload.

4 The Development of an Ontology Model of Workload Relocation
in a Heterogeneous UAV Group Operating in the Changeable
Environmental Conditions

Based on methodology described in [13], in the current paper an ontology of workload
relocation in heterogeneous UAV group operating in the changeable environmental con-
ditions was developed. To describe a specified domain in the form of ontology model
sufficiently and correctly it is necessary to form a set of concepts, which are represented
in ontology as a class hierarchy.

So, an ontology model includes the following concepts: environment (wind speed
and wind direction, precipitation, obstacles); UAV (resources (productivity, energy

Fig. 4. A class hierarchy.
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Fig. 5. The fragment of an ontology model.

resources, workload)), scan band width, scan speed, current coordinates in space); fog
layer (productivity, workload, coordinates in space); task (type, computational complex-
ity, time of execution, volumes of transmitted and received data); optimization parameter
(scan area, patrol time). In Fig. 4 and Fig. 5, a class hierarchy and a fragment of developed
ontology model are presented.

4.1 Production Rules of Workload Relocation in a Heterogeneous UAV Group
Operating in the Changeable Environmental Conditions

At the heart of the decision-making stage on the preferredUAV,which is ready to allocate
part of its resources to solve some sub-tasks, which was initially assigned to another
UAV, is a system of production rules that links a class of ontology describing the area
of workload relocation within a heterogeneous group of UAVs, taking into account the
influence of environmental factors. The main basis for the production rules development
was the main principles of the distribution of subtasks by processors in heterogeneous
computing systems [14, 15].

We will assume the following: every UAV involving into the group has a limited
on-board resource and radius of direct communication; fog devices are static and have
some computing resources.

Case 1. Consider the case when workload relocation within the MR group is possible:
IF task_characteristics {task_type = scan; computational complexity = �; opti-
mization_parameter = patrol_time; data_volume = significant; execution_time = T}
AND environment_ characteristics {precipitation = rain, wind = headwind, obsta-
cles = no} AND resources {workload = ψ; coordinates = 〈

xj , yj
〉
; scan_speed = Vj;

scan_band_width=Lj} satisfy task_characteristicsTHEN relocate onUAV {di =min},
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where di - the distance between the UAV that was originally assigned the sub-task
and the UAV that is able to complete it on time.

Case 2. If there is not a MR in a group, which is able to solve the sub-task on time, then
it is necessary to use fog layer resources:
task_characteristics {task_type = scan; computational complexity = �; optimiza-
tion_parameter = patrol_time; data_volume = significant; execution_time = T} AND
environment_ characteristics {precipitation = rain, wind = headwind, obstacles =
no} AND resources {workload = ψ; coordinates = 〈

xj , yj
〉
; scan_speed = Vj;

scan_band_width = Lj} do not satisfy task_characteristics THEN relocate on fog node
{workload_fog = ψ f ; productivity_fog = ρf ; coordinates_fog = <xf ; yf >; di = min},

where di – the distance between the UAV that was originally assigned the sub-task
and the fog node, which is able to solve it on time.

The efficiency of the proposed technique was tested using computational experi-
ments.

5 Simulation and Discussion

Let’s assume that the UAV’s onboard energy resources are not enough to solve the task.
In this case, it is necessary to reallocate the workload in such a way that the common
mission is completed successfully, i.e. to solve the problem of workload relocation for
a limited time, during which all the UAVs of the group are able to perform the tasks
assigned to them. In accordance with the decision-making technique on the need to
relocate the workload described above, there are two choices for solving the current
problem: workload relocation within the group’s UAVs and engaging resources from
the “fog” layer. In both cases, we mean the use of extra resources. It is also worth noting
that in these cases, there are changing environmental conditions (changing distances
between the UAV-leader or between UAVs), which have a direct impact on the workload
distribution. For example, if the UAV leader is sufficiently far away from the “fog” layer
device during the scanning process, then it is not advisable to transfer data for processing
to this device. The question of changing roles in the MR group is raised, which, with
great faith, will lead to the need to solve the problem of workload relocation. Next, we
will assume that the number of changes in the environment conditions is equal to the
number of workload reallocations.

In turn, the amount of resources involved is directly proportional to the time of use
of these resources:

Wext = Tepu · Pepu, (3)

where Wext – extra resources amount; Tepu – time of extra resources using; Pepu

– extra productivity of engaged resources.
Under the conditions of devices productivity to perform more volume of work it is

necessary to increase the time of using extra resources, taking into account changes in
the environmental conditions:

Tepu = Tscan − N · Twr, (4)
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where Tscan – time of selected area scanning; N – workload relocations number per
a time unit; Twr – workload relocation time.

From formulas (3), (4), it can be seen that the amount of resources involved (Wext)
depends on the amount of reallocations N and the time required for reallocations.

We will give explanations in the context of the problem being solved. Suppose that
after UAV distribution by scan bands, there is a situation that the available resources
are not enough to complete the mission. In this case, it is necessary to redistribute the
workload between the UAVs of the group or involve the devices of the “fog” layer and
do this as quickly as possible. The issues related to parameter Twr minimization and
were discussed in detail in [16, 17].

The purpose of this experiment is to obtain comparative estimates of the amount
of computing resources involved in the workload relocation problem solving using the
method based on ontological analysis and the method based on local device groups
(LDG) [18] under the different environmental conditions. The main characteristic of the
environment will be its dynamics, i.e. the number of workload relocation per unit of time.
It is worth noting that during the mission, the MR, spends on-board energy resources
to solve a wide range of tasks, including optimization, related to the organization of the
group’swork.Currently, suchproblems are solvedusingvarious evolutionary algorithms,
the solution quality of which increases with the increase in the number of iterations they
perform. In this paper, we study the monkey algorithm and the annealing method from
the point of view of possible extra performance, numerical estimates of which were
obtained in [17]. Quantitative estimates of the time of using extra productivity in the
implementation of the ontology-based method and the LDG-based method were also
obtained earlier in [16]. The results of the experiment are presented in Figs. 6, 7, 8, 9.

Fig. 6. The dependence of the amount of involved resources for the ontology-based (Wext_ont_1)
and the LDG-based (Wext_ldg_1) methods on N with Twr= 1/1000Tscan.

Based on the given graphs (Figs. 6, 7, 8, 9), the following conclusions can be drawn:

1. With an increase in the number of workload relocations, the volume of engaged
resources increases.

2. The effectiveness of using the ontology-based method in a dynamic environment is
higher than the local device group (LDG) method.
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Fig. 7. The dependence of the amount of involved resources for the ontology-based (Wext_ont_4)
and the LDG-based (Wext_ldg_4) methods onN with Twr= 1/1000Tscan for the annealingmethod.

Fig. 8. The dependence of the amount of involved resources for the ontology-based (Wext_ont_1)
and the LDG-based (Wext_ldg_1) methods on N with Twr= 1/100Tscan for the monkey algorithm.

Fig. 9. The dependence of the amount of involved resources for the ontology-based (Wext_ont_4)
and the LDG-based (Wext_ldg_4) methods on N with Twr= 1/100Tscan for the monkey algorithm.
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3. Ontology-based method allows to decrease the amount of engaged resources up to
3% with Twr= 1/1000Tscan and up to 44% with Twr= 1/100Tscan.

6 Conclusion

This work is devoted to the problem of workload relocation in a heterogeneous group of
UAVs that scan area in changing environmental conditions. Environmental factors have
a direct impact on the amount of resources spent byMR, which affects the success of the
mission. To prevent situations when the implementation of the mission is under threat,
due to the lack of the UAV’s own resources, a technique has been developed that makes
it possible to make a decision on the need to relocate the workload. This technique is
based on the procedure of ontological analysis, which allows limiting the set of choices
for relocating the workload in each specific case and speeding up the decision-making
process. An ontology model of the computational resources distribution has been devel-
oped, which makes it possible to take into account, among other things, the factors of
influence of the external environment, and examples of production rules, on the basis of
which a decision is made on the need for relocation. The dependences of the volume of
engaged resources on the frequency of changes in environmental conditions are inves-
tigated for workload relocation problem solving methods based on ontological analysis
and on the basis of LDG. The results of the experiments have shown the effectiveness
of the ontology-based method usage in dynamic environment in comparison with the
LDG-based method. The proposed technique makes it possible to increase the time of
cooperative mission performance.

Acknowledgement. This study is supported by the by the RFBR project 20-04-60485 and the
GZ SSC RAS N GR project AAAA-A19-119011190173-6.
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Abstract. For a large variety of tasks autonomous robots require
a robust visual data processing system. This paper presents a new
human detection framework that combines rotation-invariant histogram
of oriented gradients (RIHOG) features and binarized normed gradi-
ents (BING) pre-processing and skin segmentation. For experimental
evaluation a new Human body dataset of over 60000 images was con-
structed using the Human-Parts dataset, the Simulated disaster victim
dataset, and the Servosila Engineer robot dataset. Random, Liner SVM,
Quadratic SVM, AdaBoost, and Random Forest approaches were com-
pared using the Human body dataset. Experimental evaluation demon-
strated an average precision of 90.4% for the Quadratic SVM model
and showed the efficiency of RIHOG features as a descriptor for human
detection tasks.

Keywords: Visual data processing · Skin segmentation · Feature
extraction · Image classification · Mobile robot

1 Introduction

In the recent decades a consistent growth of interest to a human-robot interaction
(HRI) field is being indicated. Such interactions have many application areas
along with challenges to overcome, and a significant number of issues is tied to a
natural difference in human and robot perception of an environment [9]. There
are several areas where robust perception of human beings is crucial for a robot
in order to effectively perform its tasks [26]. Industrial robots that work in a tight
collaboration with a human need a human visual perception system to decrease
a potential risk of harming people, which work within the same workspace [13].
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Social robots heavily rely on visual and voice recognition to act according to their
corresponding roles such as a teacher [38], a nurse [2], a personal assistant [6]
etc. Autonomous surgical robots require a strong and precise visual perception
of a human body in order to perform complicated operations successfully [20].

Another field that heavily rely on robot perception capabilities is Urban
search and rescue (USAR) [25]. UAVs and UGVs can be used in cooperation
with USAR teams to detect victims allowing to reduce safety risk for the teams
at a disaster site [24,34]. SLAM-based navigational algorithms [31] and properly
implemented communication protocols [28] allow rescue robots to explore the
disaster site without endangering the rescuers life. Victims identification system
with a built-in robot sensor as an integral part of such rescue robots is crucial for
increasing a number of survivors. Detecting disaster victims is a challenging task
due to articulated nature of human body, cluttered background environment,
large area covered by dust layer [1]. Considering such obstacles only a part of
human body may be seen from the robot camera which makes victim detection
even more challenging.

This paper takes a closer look at various image processing methods and
aggregate them into a single framework suitable for a human body detection by
a Servosila Engineer rescue robot camera [30,36]. For each frame we used bina-
rized normed gradients (BING, [7]) approach for a windows generation proposal.
Next, extracted RIHOG [23] features were classified and combined with a skin
segmentation method in order to achieve a robust human body identification
system.

The rest of the paper is structured in the following way. An overview of
related work is introduced in Sect. 2. Section 3 describes image processing algo-
rithms typically used for a human detection. Experimental results are presented
in Sect. 4. Finally, we conclude in Sect. 5.

2 Related Work

A large number of research works are devoted to a selection of a so-called visual
saliency - an area of an image that visually stands out from its surroundings.
Itti et al. [18] were the first to introduce the visual saliency approach, which had
been inspired by a visual system of early primates. The authors used a color, an
intensity, and an orientation of an image to create saliency maps, which are then
used for a region of interest identification. Harsen et al. [14] proposed another
approach of finding saliency based on a graph calculation. The Graph-Based
Visual Saliency (GBVS) approach was modified using Local Entropy Feature
specially for a disaster victim detection in [16]. Fast, accurate, and size-aware
salient object detection (FASA) algorithm [40] used a combination of saliency
probability and global contrast maps to calculate a final saliency map. Cheng et
al. [7] developed a new method for finding saliency using a normalized gradient
magnitude of low-resolution images to create a fast algorithm for image pre-
processing. Bharath et al. [5] used saliency calculation as an integral part of a
framework for classification and scene understanding in an image.
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Pre-processing algorithms only reduce a region of interest (ROI) for an esti-
mated object and are unable to recognize an object itself. To recognize the object
it is required to distinguish it using classification, i.e., to determine if the object
corresponds to a certain class. Classification can be done by various machine
learning techniques, which use feature descriptors extracted from an image. The
descriptors are vectors with a high enough discriminative power allowing to dis-
tinguish one object from another. A number of research works were devoted to an
effective descriptor development, e.g., Dalal and Triggs [11] proposed a method
of human recognition based on a feature descriptor - a histogram of orientated
gradients (HOG), which successfully described a local shape of an object and
kept invariance to various conditions of illumination, shadowing, noise, etc.

A significant number of scientists adopted HOG for various classification
tasks including disaster victims detection [4,32]. Soni and Sowmya [35] developed
a framework for a HRI in search and rescue operations and proposed methods for
human body parts recognition. Davis and Sahin [12] combined HOG with RGB,
Thermal, and Depth images to create a robust multi-layer classifier. Huang and
Chu [17] used HOG with Support Vector Machines (SVM) learning to detect a
person and developed a specific system to determine if a victim was immobilized
by a heavy object. Liu et al. [23] proposed a modification of HOG adding invari-
ance to an object orientation with a help of Fourier analysis and data translation
to a polar system. Other researchers used a rotation invariant histogram of ori-
ented gradients (RIHOG) to supplement a Bag of Visual Words classification
method for the task of disaster victims identification [22].

Other works related to determination of a victim presence in an image
included various skin segmentation techniques [10,19], e.g., Hoshino and Niimura
used Optical Flow combined with Convolution Neural Network to achieve a real-
time human detection[15]. Perera et al. [29] applied a video stream stabilization
and signal processing to track human chest movements in order to detect a pro-
cess of the human breathing, and then localized the human in an image based
on the breathing region.

3 Image Data Processing

The proposed algorithm workflow is presented in Fig. 1. It consists of several
steps including pre-processing, skin segmentation, and feature extraction. For the
pre-processing step we adopted BING method, which generates a reliable window
proposal. Next, the skin segmentation is used to rearrange the window proposal
in order to use the windows with skin entries first. The feature extraction is
performed in the final window proposal, which is then classified to accomplish
the detection process.

3.1 Pre-processing

In the classic approach of determining a desired object location within an image
the entire image is scanned with a fixed size window and a predefined step.
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Afterwards a region of the image in all windows is classified for a presence of an
object of interest. Such process is called a sliding window paradigm. The prob-
lem of this method is a consumption of a significant amount of computational
resources, which reduces the efficiency of the detector and makes it unsuitable for
real-time detection tasks due to slow computations. Many works were devoted
to various image pre-processing algorithms that attempted to solve the sliding
window problem and reduce the problem by reducing a search area of the object
thus increasing a speed of the image processing.

According to Cheng et al. [7], Binarized Normed Gradients were designed
to speed up the sliding window paradigm. The authors discovered that generic
objects with a well-defined closed boundary could be discriminated by looking
at a norm of gradients magnitude with a suitable resizing of their correspond-
ing image windows into a small fixed size. Taking this feature as a basis in
their algorithm, the size of all windows in the image was changed to 8 × 8 pix-
els. Thus, processing of the entire image resulted in a 64-dimensional gradient
magnitude vector. The support vector machine method was used for training
the 64-dimensional descriptors to differentiate generic objects on the image and
evaluate objectness. With a help of SVM model, the 64-dimensional vector was
translated to its binary analog, thus reducing the time of image processing to
0.003 s (300 FPS) and providing a windows that cover an area with the required
object with a high probability of 96%.

This method fits well for the original idea of a human detector, which requires
to quickly determine an expected location of an object and perform a fast classifi-
cation based on data from a mobile robot camera. The use of BING significantly
reduced a computational cost of image processing, as it allowed to use generated
probability regions as a classification zone and thus not to use a sliding window
on the entire image. For our method we used BING on 1280 × 720 input images
from the robot camera to generate a set of bounding boxes. Next, the bounding
boxes were ordered according to objectness scores [37] and then used together
with the skin segmentation step to rearrange them based on the skin presence
inside the bounding box.

3.2 Skin Segmentation

According to [10], for skin segmentation we used a pregenerated transformation
matrix, which is referred as Color Attention Vectors (CAVs):

CAV =

⎛
⎝

0.5902 −0.7543 −0.1467
−0.7543 1.2729 −0.4443
0.1467 −0.4443 0.2783.

⎞
⎠ . (1)

Skin attention map (SAM) for an image was obtained by:

SAM(x, y) = CAV · I(x, y), (2)

where I denotes the image reshaped in 3 × (Iwidth · Iheight) dimension. SAM
showed the affinity of a pixel to the skin region. We manually thresholded SAM
to obtain skin segmentation map.
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Input

RIHOG feature extraction

Window proposals generation

Skin segmentation Window proposals rearrangement

Classification output

.....

Fig. 1. Framework of the proposed image processing algorithm.

BING bounding boxes rearrangement with the help of SAM was performed
in the following way: the bounding boxes that contain skin pixels did not change
their order inside a queue, while other bounding boxes were transferred to a
bottom of the queue. When the queue construction was completed, the bounding
boxes were sent for the feature extraction algorithm.

3.3 Feature Extraction

We used square shape centroids of the rearranged bounding boxes and resized
them into 64 × 64 cell blocks, which were then used as an input for RIHOG
feature extraction process. RIHOG features encoded gradient information in
rotation-invariant manner. Taking a gradient of a pixel as g, we defined an
orientation distribution function at each pixel as a delta function:

P (ϕ) = ||g||δ(ϕ − ψ(g)), (3)

where ||g|| was a gradient magnitude and ψ(g) represented the gradient ori-
entation. This function was projected into Fourier space. Afterwards Fourier
coefficients for a pixel were defined as follows:

fm =
1
2π

P (ϕ)e−imϕdϕ = ‖g‖ e−imψ(g), (4)

where m denotes Fourier basis degree. From Eq. 4 above the gradient infor-
mation could be represented by a sequence of Fourier coefficients. fm applied to
each point of the image generated a Fourier field Fm, which already described
the entire image as a matrix with Fourier coefficient:

Fm =
1
2π

‖G‖ e−imψ(G)), (5)

where G denotes the gradient of the image patch.
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For the next step we computed basis functions for regional descriptors using
an angular part of a circular ring as Fourier basis. Thus functions for computing
regional descriptors were defined as follows:

Uj,k(r, ϕ) = ∧(r − rj , σ)e−ikϕ, (6)

where ∧ is a triangular function with a width of 2σ and defined as ∧(x, σ) =
max(σ−|x|

σ , 0), k is a degree of Fourier basis, rj is a radius of j circular ring from
a point (r, ϕ).

As it was shown in the above Eq. 6, each pixel can be described by a par-
ticular number of rings that contained regional information and varied function
parameters; this way an image of any size could be described at the cost of a
computational loss.

Using the Uj,k ∗ Fm convolution operation, we created the rotation-invariant
regional descriptor that described HOG values in the region covered by Uj,k.
Then, to obtain vectors with values invariant to rotations, we performed the
following computation:

(Uj1,k1 ∗ Fm1)(Uj2,k2 ∗ Fm2),∀k1 − m1 = k2 − m2. (7)

The regional descriptors created using the multiplication from the above
Eq. 7 is an effective way to create many invariant features applying different
parameters instead of only taking the magnitude of expansion coefficients; this
allowed to increase the final feature vector. Thus, using different combinations
of k and m we received a final RIHOG descriptor that was rotation-invariant
and at the same time had all the HOG based descriptors advantages.

4 Experiments

4.1 Datasets

In our experiments for human detection task we used the following datasets:

1. Human-Parts dataset [39] includes 14,962 images and 106,879 annotations,
which includes human body, head and hands as annotated classes.

2. MPII Human Pose dataset [3] includes around 25000 images containing over
40000 people with annotated body joints.

3. Simulated disaster victim dataset [10] consists of two parts SDV1 and SDV2.
SDV1 contains 128 images and ground truth binary images with skin segmen-
tation. SDV2 contains 15 video clips, a total of 6315 frames and 557 ground
truth skin segmentation for particular frames.

4. Servosila Engineer robot dataset. The constructed by LIRS1 dataset contains
frames recorded from Servosila Engineer camera as shown on Fig. 2.

1 Laboratory of Intelligent Robotic Systems, https://kpfu.ru/eng/itis/research/labor
atory-of-intelligent-robotic-systems.

https://kpfu.ru/eng/itis/research/laboratory-of-intelligent-robotic-systems
https://kpfu.ru/eng/itis/research/laboratory-of-intelligent-robotic-systems
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(a) (b) (c) (d) (e)

Fig. 2. Detection algorithm results with Linear SVM classifier using Servosila Engi-
neer camera images: (a) input image, (b) BING window proposals, (c) Dadwhal et
al. skin segmentation [10], (d) Positive classified bounding boxes, (e) Non-maximum
suppression bounding boxes.

The datasets were used to create a new Human body dataset, which consist of over
60000 64 × 64 resolution images for machine learning algorithms. The positive
part of the dataset mainly contained an upper part of a human body. The neg-
ative part focused on cluttered background segments of the images surrounding
a human body.

4.2 Experiment Setup

The RIHOG extraction algorithm implementation was adapted to 64 × 64 size
images and human detection task, some parameters were adjusted in order to
meet new requirements. First five degrees of Fourier features were used Fm :
m ∈ [0; 4], for Uj,k(r, ϕ) the following parameters used: k ∈ [−4; 4], σ = 9,
rj ∈ {0, 9, 18, 27}. By combining m and k parameters in Eq. 7 on each individual
ring j and coupling the values between the rings ja and jb,∀a �= b, we obtained
a 233-dimensional final real vector that described a circular area around a single
pixel.

For description of the above mentioned 64 × 64 images from The Human
body dataset, we decided to take only 9 central pixels of those images in order
to reduce the training time of various machine learning algorithms, which finally
provided 233 × 9 = 2097 - dimensional feature vector, and since a diameter
of the largest local ring was 54 pixels, which was enough for the classification
purposes.



Visual Data Processing Framework for a Skin-Based Human Detection 145

Fig. 3. PR curves and average accuracy values for the proposed algorithm.

4.3 Classification Evaluation

We trained Linear and Quadratic SVM [8], Random Forest [21] and
AdaBoost [33] classifiers for performance evaluation of RIHOG features on the
new data. For training we used 2097-dimensional feature vectors extracted from
the Human body dataset. Those features, based on description of a human body
or a background, were divided into a positive set and a negative set respec-
tively. We used 5-fold cross-validation to evaluate detection performance of our
framework, precision-recall curves and average accuracy that are shown in Fig. 3.
Qualitative image examples for each step of our detection framework were cap-
tured with Servosila Engineer robot [27] camera; they are demonstrated in Fig. 2.

Validation performance showed around 88% average precision for Liner SVM,
Random Forest and AdaBoost models, and reached 90.4% for the Quadratic
SVM model. The results demonstrated a strong discriminative power of RIHOG
features and their effectiveness particularly for a human classification with an
articulated body position.
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5 Conclusions

This paper presented a new human detection framework that could be inte-
grated into a control system of a mobile robot or a stationary computer vision
system. The framework uses Rotation-Invariant Histogram of Oriented Gradients
(RIHOG) features to achieve independence from illumination changes, geometric
transformations and orientation changes, along with BING pre-processing and
skin segmentation steps to speed up the overall detection process. BING method
was used for instant objectness prediction for an image to generate appropriate
region proposals ordered by objectness scores. Essentially, the BING output tells
the framework to which region of the image should be paid more attention. In
the suggested framework the order of the region proposals was rearranged based
on skin entries’ intersections and used as an input to a pre-trained classifier.

For experimental evaluation a new Human body dataset was constructed
using the Human-Parts dataset, the Simulated disaster victim dataset, and
the Servosila Engineer robot dataset. The resulting Human body dataset con-
sists of over 60000 images of 64 × 64 resolution that could be applied for
machine learning algorithms evaluation. Random, Liner SVM, Quadratic SVM,
AdaBoost, and Random Forest approaches were compared using the Human
body dataset. Experimental analysis demonstrated an average precision of 90.4%
for the Quadratic SVM model, while other approaches showed 88% average pre-
cision. Experimental evaluation showed the efficiency of RIHOG features as a
descriptor for human detection tasks.
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Abstract. Instrumentation of an unmanned aerial vehicle (UAV) with devices for
physical interaction with ground-based objects is a popular scientific branch in the
domain of robotics. Physical interaction of an onboard aerial manipulation system
with objects complicates the UAV stabilization process, what, in turn, impairs
the positioning of UAV and reduces navigational accuracy of the moving end
of the mechanism. In this paper, the problem of the manipulator motion control
for an unmanned aerial vehicle is considered. We also propose algorithms for
the calculation of the angles of joints of the manipulator, based on the solutions
of the direct and inverse kinematics problems. The developed algorithms ensure
retaining of the center of mass of an aerial manipulator system on the vertical axis
and minimum displacement of the center of mass horizontally when moving the
end mechanism along the reference trajectory.

Keywords: Unmanned aerial vehicle · UAV · Aerial manipulation system ·
Stability of aerial manipulator system

1 Introduction

Manipulator-aided interaction with objects, where the manipulator is mounted on an
UAV, is a relevant problem, because UAVs can reach many locations, which, in certain
instances, are inaccessible for alternative ground-based robotic platforms [1–3]. Though,
extending an aerial robotic vehicle with an onboard manipulator system poses serious
issues, because any physical interactions of an UAVwith ground-based objects influence
the overall stability of the aerial manipulator system. In flight of the UAV, equipped
with a mobile manipulator system, the mass distribution within the vehicle changes and
additional dynamic reaction forces arise [4]. The design of the mechanism for object
gripping and manipulation influences the acceptable payload mass, inertial and dynamic
characteristics of the whole UAV. It is important to ensure, that the mass of this object
would be low, and its center of mass would be positioned to the bottom part of the
UAV. In this case, the reaction forces and torque, arising when the UAV is in motion,
would not seriously impact its stability. Influence of the contact forces, permeating
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from the end gripper to the UAV, can be minimized, joining the aerial manipulator with
the bottom of the UAV [5]. Such aspects are often neglected in the common platform
stabilization algorithms, so a novel algorithm is required, that would be suitable to solve
such problems. It is also important to consider, that the manipulators perform various
kinds of motion: translation, rotation, with payload and without it, what influences the
UAV diversely and impairs its stability [4].

In this paper, some problems are considered, related to the manipulator control, and
respecting the instability of its base and interactions with ground-based objects. One of
the main objectives is to ensure stability of the aerial manipulator system in gripping the
ground-based objects, which should be achieved through the development of algorithms
for stabilization of the UAV manipulator in motion.

The paper is organized as follows. In Sect. 2 the developed classification of the
aerial manipulator system, based on the regulatory documents is provided. The results
of modeling of the manipulator of an unmanned aerial vehicle are provided in Sect. 3.
Conclusions are provided in Sect. 4.

2 Classification of Aerial Manipulation Systems

When creatingUAVs classifications, the goal is not only to differentiate existing systems,
but also to fix their parameters and areas of application in normative legal acts. This is due
to the fact that it is quite difficult to create general rules for all types of UAVs, so different
categories of UAVs may have different requirements depending on their characteristics.
Most of these requirements relate exclusively to the security characteristics of the system,
and they are also important fromoperational, commercial, legal, and other points of view.

Recently, UAVs have been used in a wide range of applications, including power
line inspection; pipeline inspection; ship inspection; mine inspection; dam inspection;
anomaly detection/prevention; early fire detection and forest protection; hazardmonitor-
ing; traffic monitoring; environmental monitoring; search and rescue operations; emer-
gency response; border patrol; harbor patrol; police surveillance; aerial photography;
SWAT support; imaging and mapping; intelligence, surveillance, and reconnaissance;
chemical spraying; crop dusting; night vision; and entertainment industry and filming
[6]. UAVsmay operate autonomously or with remote control. TheUAV is an integral part
of the unmanned aerial system, which includes the UAV, communications system, and
ground control station. The UAV overcomes the limitations of ground transport systems
in terms of availability and speed.

There are a large number of criteria that can be used to classify UAVS, including
the principle of flight, type of take-off and landing, take-off weight, maximum range
and altitude, other characteristics such as overall dimensions, wingspan, operating con-
ditions, functionality, and combinations of criteria. Figure 1 shows the classification of
UAVs based on the key characteristics that are most widely used in design and operation.

Ground-based control systems are also involved in the operation of UAVs, which
are responsible for exchanging information with UAVs and/or between several UAVs.
With the development of technologies, a transition is being made from controlling the
movement of UAVs for solving surveillance tasks to interacting with ground objects.
Of particular interest is the grasping and retrieval of objects during UAV hovering;
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this requires a combination of approaches implemented for manipulating ground robots
with control methods and the capabilities of aircraft in the range of speeds and vertical
working space. Regarding the terminology, it is worth commenting that, in contrast to
the classic formed notations in the aviation field, in the field of multirotor UAVs, the
terminology is not yet fully settled and for hover mode, different scientific schools use
the synonyms hovering, suspending, and others.

The creation of aerial manipulation systems opens prospects for new UAV applica-
tions, such as the search and delivery of objects in hard-to-reach areas, and in general,
the creation of network logistics supply chains over large territories [7].
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Fig. 1. Classification of UAV.

Placing the payload on the suspension allows the vehicle to safely deliver it to
the ground without having to land the aerial system itself. In [8], physical interaction
with objects on the ground was performed using an unmanned helicopter for cargo
transportation on a suspension. When transporting suspended cargo, the force of the
cable causes a torque on the fuselage of the helicopter, which depends on the orientation
of the helicopter and its forward movement. Therefore, there are difficulties associated
with control due to the wind, the downward flow of the rotor and the dynamics of the
payload swing relative to the helicopter. The weight of the cargo is crucial because
the cost of an unmanned aerial system increases exponentially with this load. To avoid
this limitation, the possibility of joint transportation of one cargo by several unmanned
helicopters is also being investigated [9]. Compared to manned helicopter transport the
use of multiple unmanned helicopters has the following advantages: 1) the cost of two
small helicopters is often less than that of a single manned transport helicopter with a
dual payload capacity, and 2) when the weight of the cargo exceeds the capabilities of
a manned helicopter, it is impossible to ensure coordination between the helicopters to
perform the transport, while the use ofmultiple unmanned helicopters is fully automated.
However, there are drawbacks when multiple unmanned helicopters are connected to
the load, the translational and rotational movement of one particular helicopter directly
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affects the rotation dynamics of all other helicopters, so the development of control
algorithms is a very important and complex task.

In recent years, multirotors have been investigated for the task of transporting sus-
pended small and light loads. For example, the anti-rocking maneuver controller for a
quadrotor with an attached suspended load is considered in [10], and in [11] a simplified
guidance law is proposed to solve the problem of autonomous landing with a suspended
payload. The problems of using severalmultirotors together to transport suspended loads,
such as a liquid-filled container suspended on rigid light links to quadrotors, are also
being studied [12]. The development of a controller for the safe transportation of loads
to the desired location with minimal fluctuations and without collisions is presented in
the work [13]. Development of robot configurations that ensure static balance of the
payload in the desired position while respecting cable tension restrictions and provide
stability analysis of the payload [11].

The next step in the development of methods of physical interaction with ground
objects is aerial manipulations performed byUAVs [14]. For this purpose, UAVsmust be
able to hover to position the end mechanism or gripper attached to the manipulator of the
multirotor and transport the ground object. Aerial manipulation systems consist of two
subsystems, namely an aerial platform and an interaction/manipulationmechanism (such
as a robot manipulator or instrument) used for physical interaction with the environment
or with objects in it. Attaching one or more manipulators or grippers/instruments to the
aerial platform opens up unlimited potential for using UAVs in a wide variety of areas,
such as: checking and servicing high-rise pipes in chemical plants [15], cutting high-
voltage cables [16], rotating the valve [17], inspecting bridges [18], monitoring aggres-
sive environments [19], canopy sampling [20], rock climbing [21], object transportation
[22], landing and charging, object assembly, etc.

Among aerial platforms with autonomous flight capabilities, such as multirotors,
unmanned helicopters, and fixed-wing UAVs, only multirotors are suitable for aerial
manipulation due to their ability to hover.

Therefore, multirotors are the most frequently discussed aerial platforms for manip-
ulating ground objects. Multirotors come in various configurations depending on the
number of power nodes (rotor arms), the way the propellers are attached, the configura-
tion of the power nodes, the orientation of the power nodes, the number of propellers on
the blades, and the configuration of the propellers. As for the number of propellers, the
most popular are tricopters [23], quadrotors [24, 25], hexacopters [26] and octocopters
[27]. Among these multirotors, quadrotors are the most widely used aerial manipulation
platforms due to their simple mechanical design and ability to hover, as well as low cost,
maneuverability, and affordable precision control. The configuration of power nodes can
be either with one propeller on the node, or a coaxial configuration, which means two
propellers on the node [28]. A single-propeller configuration on a node provides higher
efficiency than a coaxial configuration, but these platforms are less compact. Based on
the orientation of the power node, the most popular configuration is the transverse con-
figuration compared to the “plus” configuration. Multirotors with coplanar rotors have
internal movement restrictions that can be compensated by using the degrees of free-
dom of the manipulators when performing aerial manipulation tasks, but this leads to
a decrease in the permissible payload mass. Multirotors with non-coplanar rotors can
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overcome the above-mentioned restrictions on the movement of the aerial platform, so
that the number of degrees of freedom of the manipulators can be reduced [29]. Most
multirotors use two-blade propellers, and the results of [30] show that the three-blade
version of the propellers gives a lower efficiency but can be useful for reducing noise
and risk due to lower required revolutions.

Unmanned helicopters are also widely used in aerial manipulations after multiro-
tors [31, 32]. They also have the ability to hover, like multirotors, but have a better load
capacity compared to multirotors. Unmanned helicopters for aerial manipulation have
two types of configurations: classic and Flutter design. The first configuration consists
of a single large main rotor that is responsible for the overall lift of the system, while
a smaller tail rotor or ducted fan balances the helicopter against unwanted main rotor
torque. The Flutter design is a helicopter concept with two mutually engaged rotors of
opposite rotation at the top, which avoids the use of a tail rotor. These platforms can
lift a payload equal to the empty helicopter’s own weight. Also, the absence of a tail
rotor avoids the associated energy costs for torque compensation mentioned in the clas-
sical configuration [33]. Figure 2 shows the classification of aerial unmanned platforms
suitable for physical interaction with ground objects.
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Fig. 2. Classification of aerial unmanned platforms for physical interaction with ground objects.

Compared to a multirotor, helicopters have greater lateral drag due to a larger side
area, so wind disturbances cause more positioning errors. The inability to attach the
manipulator to the top of the helicopter limits their use for checking ceiling surfaces,
such as bridges. Helicopters also tend to be less maneuverable, especially in confined
spaces [34].

The next category of aerial platforms is UAVS with channel propellers with a tail
support [35, 36]. It consists of two subsystems and a torque generating mechanism: a
fixed-pitch rotor driven by an electric motor, and a set of control blades located under
the main propeller. The ducted fan configuration has features that make aerial vehicle
flexible and suitable for operation in many contexts, some of which are unusual for
aerial vehicle. In addition to the typical operating mode of an aerial vehicle in free flight,
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the fact that all moving and engaged parts are protected by an air duct makes the UAV
suitable for physical interaction with the environment.

And finally, the recent emergence of the hybrid aerial platform for aerial manipula-
tion. For example, airships can be used asUAVSwhenworking together with a quadrotor
[37] equipped with 3 identical manipulators for performing capture tasks. An innovative
concept is the use of a transformable suspended platform where the entire platform can
act as a gripper. In this case, the aerial platform consists of rotor power nodes, which
can change their configuration in comparison with multi-motor blades with fixed rotors
[38], etc.

Taking into account the options analyzed above, we will further consider a new
classification of air handling systems that include three main functional elements: 1)
aerial platform; 2) manipulator; 3) end mechanism. Figure 3 shows the main types of
aerial manipulation systems and their components in the developed classification.

Aerial manipulation systems can consist of several manipulators attached to an aerial
platform. The grips have the main advantages of 1) easy to build, 2) easy to model
and manage, and 3) relatively inexpensive cost; but have the following disadvantages:
1) limited working space and 2) limited gripping capacity in terms of mass and volume.
The manipulator consists mainly of two parts: one or more arms with several degrees
of freedom attached to the aerial platform, and grips with various types of sensors. The
manipulator significantly expands the working space compared to the gripper device
and can use the redundancy of the manipulator to compensate for position errors when
moving the aerial platform, so it is used in tasks that require complex movements.

Manipulators have the following disadvantages: 1) complex mechatronic system,
2) heavy weight; 3) complex control and 4) UAV destabilization. In addition to the
parameters presented in the developed classification, when evaluating the capabilities of
theUAV, the flight range, wingspan,mass of the permissible payload, range of themanip-
ulator and other characteristics are also evaluated. In addition to the above-mentioned
types of aerial manipulation systems, there are many other studies on soft grips and
manipulators in practice, but there are not many successful practical implementations
yet.

3 Modeling of UAV Manipulator

In this study, disturbances of the internal environment are not considered, we assume that
the aerial manipulation system is ideally suited for interaction with ground objects. The
external environment always contains disturbances and obstacles. These factors cause
the aerial manipulation system to become unstable when interactingwith ground objects.
The aerialmanipulation system itself is unstable, so the impact of the disturbance causes a
strong vibration of the working endmechanism. Therefore, in this study, wewill conduct
an analysis to give the most stable model of the manipulator and design a controller for
stabilizing the aerial manipulation system. Interaction of the aerial manipulation system
with ground objects will be easier, even if the system is affected by disturbances.

The aerial manipulation system works stably when the center of mass of the manip-
ulator is on the vertical y axis of the system. In order to analyze the ability of the
manipulator to keep its center of mass always on the vertical axis during its operation,
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Fig. 4. Distribution of coordinates of the working mechanism around the motion trajectory.

a manipulator consisting of n links was considered. The Denavit-Hartenberg algorithm
for assigning coordinate frames was used in this study.

An algorithm was developed for finding sets of angles between joints that satisfy the
condition that the center of mass of the manipulator is on the vertical axis. The algorithm
for calculating the coordinates of the key points of all links of the manipulator while
keeping its center of mass on the vertical axis. The algorithm allows to determine all
the positions of the manipulator, ensuring that the center of mass of the manipulator is
on the vertical axis. This algorithm is the basis for designing a manipulator designed
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for mounting on a UAV. However, this algorithm is only the first step in the task of
constructing a manipulator. In order to ensure that the manipulator can be used in an
aerial manipulation system to interact with ground objects, at least the manipulator must
meet the following conditions: when the manipulator extends to point at the object to
be interacted with, the manipulator’s working mechanism must move along a given
trajectory. During the movement of the working mechanism along this trajectory, the
center of mass of the manipulator is always held on the vertical axis. Figure 4 shows
some common types of paths: diagonal, curve, horizontal, vertical, circle, etc. Points
that are evenly distributed around the trajectories are the coordinates of finding the end
working mechanism when the manipulator moves according to given algorithm.

Experimental results have shown that it is possible to design the manipulator so
that its center of mass is always maintained on the vertical axis during operation [39].
The 5-DOF manipulator requires at least 2 links, which are always on the same side of
the vertical axis, to balance the other links. This means that the working length of the
manipulator will be significantly reduced, although its actual length is up to 1 m. On
the other hand, the two links that act as counterweights will have more weight than the
other links, thereby increasing the weight of the manipulator. If this heavy manipulator
is mounted on an aerial manipulation system, the UAVwill have to spend a lot of energy
to carry it, which reduces the overall performance of the system.

4 Conclusion

Historically, the study of systems of control of UAVs has focused on the prevention of
falls and contact with surrounding objects. This was mainly due to insufficient use of the
payload available for the UAV. So far, UAVs have been used primarily for surveillance
and monitoring tasks, such as search and rescue missions. However, the ability of aerial
vehicles to manipulate and move the objects they encounter can significantly expand
the types of missions performed by unmanned systems. Flying robots equipped with
manipulators can lead to significant changes in transport logistics in near-earth envi-
ronments. Unmanned aerial vehicles are now being actively used for monitoring land,
mapping land yields, and planning fertilization zones. The relevance of the introduction
of robotic systems in the agricultural sector is caused by socio-economic reasons due to
heavy manual labor and the reduction of the world’s freshwater resources.

An algorithm is developed to determine the allowable configuration of the manip-
ulator for unmanned aerial vehicle, wherein the analysis of typical trajectories of the
end working mechanism and the calculation of sets of angle ranges between the manip-
ulator links that provide movement along specified trajectories while maintaining the
center of mass of the manipulator on the vertical axis of the aerial manipulation system.
The developed algorithm of calculation of coordinates of key points of all links of the
manipulator, depending on the angles of joints on the basis of the decision of tasks of
direct and inverse kinematics, wherein limiting the displacement of the centers of mass
of the manipulator with its links and the end working mechanism for horizontal and ver-
tical axes and thereby providing the movement mechanism of the limit trajectory is the
minimum shift of the coordinates of the center of mass of the manipulator horizontally.

Currently, the use of UAVs for direct interaction with the environment is still limited
due to its instability [40, 41]. A number of studies have been conducted on this topic, but
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most of them are performed at the modeling level. Certainly, working with objects using
a manipulator mounted on a UAV and studying the features of controlling multirotor
platforms equipped with a manipulator grip are promising areas for further research.
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Sąsiadek, J. (eds.) Aerospace Robotics II. GeoPlanet: Earth and Planetary Sciences,
pp. 93–103. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-13853-4_9

32. Kondak, K., Krieger, K., Albu-Schäeffer, A., Schwarzbach, M.: Closed-loop behavior of an
autonomous helicopter equipped with a robotic arm. Int. J. Adv. Robot. Syst. 10(2), 145
(2013)

33. Bejar, M., Ollero, A., Kondak, K.: Helicopter based aerial manipulators. In: Ollero, A., Sicil-
iano, B. (eds.) Aerial Robotic Manipulation. STAR, vol. 129, pp. 35–52. Springer, Cham
(2019). https://doi.org/10.1007/978-3-030-12945-3_3

34. Huber, F., Kondak, K., Krieger, K., Sommer, D.: First analysis and experiments in
aerial manipulation using fully actuated redundant robot arm. In: IEEE/RSJ International
Conference on Intelligent Robots and Systems, pp. 3452–3457 (2013)

35. Gentili, L., Naldi, R., Marconi, L.: Modeling and control of VTOL UAVs interacting with
the environment. In: 2008 47th IEEE Conference on Decision and Control, pp. 1231–1236
(2008)

36. Marconi, L., Naldi, R.: Control of aerial robots: hybrid force and position feedback for a
ducted fan. IEEE Control Syst. Mag. 32(4), 43–65 (2012)

https://doi.org/10.1007/s10489-014-0542-0
https://doi.org/10.1007/978-3-319-13853-4_9
https://doi.org/10.1007/978-3-030-12945-3_3


Classification of Aerial Manipulation Systems and Algorithms 161

37. Korpela, M., Danko, T.W., Oh P.Y.: Designing a system for mobile manipulation from an
unmanned aerial vehicle. In: 2011 IEEE Conference on Technologies for Practical Robot
Applications (2011)

38. Zhao, M., Kawasaki, K., Chen, X., Noda, S., Okada, K., Inaba, M.: Whole-body aerial
manipulation by transformable multirotor with two-dimensional multilinks. In: 2017 IEEE
International Conference on Robotics and Automation (ICRA), pp. 5175–5182 (2017)

39. Nguyen, V., Saveliev, A., Ronzhin, A.: Mathematical modelling of control and simultaneous
stabilization of 3-DOF aerialmanipulation system. In: International Conference on Interactive
Collaborative Robotics, pp. 253–264 (2020)

40. Lavrenov, L.O., Magid, E.A., Matsuno, F., Svinin, M.M., Suthakorn, J.: Development
and implementation of spline-based path planning algorithm in ROS/Gazebo environment.
SPIIRAS Proc. 18(1), 57–84 (2019). https://doi.org/10.15622/sp.18.1.57-84

41. Medvedev, M.Y., Kostjukov, V.A., Pshikhopov, V.X.: Method for optimizing of mobile robot
trajectory in repeller sources field. Inform. Autom. 20(3), 690–726 (2021). https://doi.org/10.
15622/ia.2021.3.7

https://doi.org/10.15622/sp.18.1.57-84
https://doi.org/10.15622/ia.2021.3.7


‘MEOW’ – A Social Robot Platform for School
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Abstract. New social robot platform for using at educational purposes presented.
The robot proposed looks like a cat with paws, ears and moustache. Robot could
speak, process speech, process video. Main concept of robot was simple and
robust construction, low prime cost and visual appeal for children. First prototype
of robot was based on Raspberry Pi and commercially available peripheral compo-
nents: camera, servos, microphones and LEDs. Basic design principles, hardware
and software requirements were described. Numerical parameters were presented,
such as speech generation time, sign detection time, etc. Four emotional states of
the robot were developed, such as ‘happiness’, ‘sadness’, ‘confusion’ and ‘smirk’.
With use of developed speech and video processing modules and emotional states
five child-robot interaction scenarios were implemented and then presented to kids
on exhibitions. Robot attracted kids’ attention. Kids had positive reactions to the
robot and described it as friendly and nice.

Keywords: Social robotics · Robot teacher · Educational robotics

1 Introduction

A concept of using social robot as a teacher was firstly proposed in 1984 by Papert
[1]. Since then, many works were done to investigate benefits [1–3] and limitations [4]
of using robots in educational process. Recent research prove that using robot could be
helpfulwhen learning foreign language [5], learningnewwords [6], on speech therapy [7]
and for inclusive learning [8, 9].

In work [4] a complex review on social robots in education was performed. Article
combines the results on more than 80 studies and compiles them. The assessment of the
use of robots in the learning process was carried out according to three main criteria:
effectiveness for the educational process, implementation and role. As a result of the
research, it was revealed that the presence of a robot in physical embodiment at a lesson is
more effective than using its virtual counterparts. The robot can be used as a teacher-tutor,
peer and novice. A robot in the role of a teacher can be used to learn a second language
[10], to practice and automate sounds in speech therapist lessons [11], to provide moral
support to a child [12]. The research carried out indicates the effectiveness of using the
robot in the educational process. It is of great interest that practically half of research
were carried out with robot NAO from SoftBank/Aldeberan Robotics. NAO is a 25
DOF bipedal humanoid robot with software framework NAOqi. NAOqi offers a wide
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set of functions for developers allowing them use voice and visual interfaces, creating
animations, network interactions. The dominance of NAO for human-robot interaction
can be attributed to its wide availability, appealing appearance, accessible price point,
technical robustness, and ease of programming [2]. Hence, NAO has become an almost
de facto platform for many studies in robots for learning [2, 3]. Long awaiting social
robot platform for education is Kebbi Air from NUWA Robotics. Kebbi was introduced
in 2018 and expected for sale in late June 2021. Kebbi’s main futures includes 12 DOF;
AI Voice System & Object Recognition; Movement, Touch and Facial Recognition; 7′′
Multi-touch Display, SDK for Android and Unity IDE developers. The estimated retail
price for Kebbi Air will be around 700 USD.

LRAI from TUSUR have great experience in this direction [9–15] too, applies for
development NAO robot platform using other leading research results [16–26]. Recent
research shown presence of severe restrictions for the massive appearance of robots
in schools of Russia. The main restriction is very high price per one robot. To date,
NAO could be bought in Russia for about 1 million rubles, which is quite expensive for
local schools. That is why developer team from LRAI TUSUR decided to design new
accessible, simple and reliable robot platform especially for educational use.

2 Problem Statement

Our personal experience on working with NAO robot helped to identify some disadvan-
tages of a platform: high price, complicated construction, low reliability and maintain-
ability. After 6 years of use our NAO lost ability to move his legs and arms, it heats very
fast and turns off after head movement. The main purpose of this work was the develop-
ment of social robot to be used in educational process. Experience and research [8–11]
done by LRAI from TUSURUniversity in this field of knowledge helped to define basic
requirements to new robot platform:

• Robot should have attractive and friendly appearance.
• The cost of the robot must be low to promote the robot to the educational institutions
of the Russian Federation (no more than 50k rubles).

• The robot must be reliable and maintainable, which means it must have a simple
design and a minimum of degrees of freedom.

Basin on requirements above special requirements to hardware and software could
formulated:

• Hardware requirements:

– The robot should be stationary.
– The robot must be equipped with a microcontroller with Linux operating system.
– The robot must have a screen for displaying emotions and E-content.
– The robot must have a microphone to implement speech recognition.
– The robot must have a camera to implement the vision system.
– The robot must be equipped with speaker and power amplifier.
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– The robot must have structural elements that provide interactivity and do not allow
the robot to associate with the PC at the mental level.

• Software requirements:

– The robot must have access to the network to receive educational content from the
cloud storage.

– Robot should have machine vision module.
– Robot should have a software for peripheral control (LEDs, servos).
– Robot should have software for the implementation of speech recognition.
– Robot should have a speech synthesis software.
– Robot should have control software.
– Robot should have software for integration with a web application.

3 Implementation

Based on the formulated requirements for the robot, a cat-robot named “MEOW” was
developed. The cat is pet, well known to children, since many families in Russia keep
cats as pets. Kittens are cute, everyone loves them. Robot MEOW is shown in Fig. 1.

Fig. 1. Robot MEOW.

3.1 Hardware

Robot MEOW in current embodiment is based on Raspberry Pi 4B Raspberry Pi on
ARM processor, with 2 GB of RAM, 2.4 and 5 GHz WiFi module, Bluetooth module,
embedded DAC and USB3.0 interface running under Linux OS. Compact size of the
board (85.6 mm × 56.5 mm × 17 mm) allow building portable, miniature devices on its
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basis. The cost of the Raspberry Pi 4B is 4–8 thousand rubles. A miniature touchscreen
HDMI 3.5-in. display with a resolution of 480 × 320 pixels is connected to the board.
The display shows operating system interface. A miniature camera with a resolution of
2592 × 1944 pixels and a viewing angle of 72° is connected to the microcomputer for
implementing machine vision. A capsule microphone with a built-in ADC is connected
to the USB connector to implement voice recognition. RGB LEDs are located in the ears
and whiskers of the robot, are connected to the PWM pins through limiting resistors.
Three stepper motors are connected to PWM pins, which allow the robot to move its
hands and tail. Both LEDs and stepper motors allow robot to express emotions and
reactions to user actions. A speaker and a miniature power amplifier connected to a
Raspberry Pi in order to implement speech. Figure 2 shows robot’s hardware scheme.

Fig. 2. Robot’s hardware scheme.

The first body of MEOW was made of plywood and putty. After that sample, we
decided to fabricate robot’s body from a plastic. There was complete evolution of bodies
presented in Fig. 3. In current embodiment, robot’s body is made of PLA-plastic on a 3D
printer. The body consists of two parts: a massive back, which houses most of all the
elements and a front cover. Fastening of body parts is realized with screw connections.
The case has seats inside for a microcomputer, servos, speaker, LEDs and a camera.
The tail and feet are also made of PLA and are attached to the servos’ shafts. The latest
version of the robot has an impressive size: approximately 14 × 17 × 18 cm (L × W ×
H). It is possible to manufacture body that is more compact.

5 V DC powers all electronic components. For normal operation of the Raspberry
Pi, 2.5-3 A of current is required, for the display to work – 0.2 A, for the amplifier
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- about 1 A, for the operation of servos about 0.3 A. All this of this impose serious
requirement to the power supply and power wiring. We used a powerful desktop power
supply with five USB ports for 2–3 A each. The power supply is external, not integrated
into the case. Thick twenty-centimeter USB-USB C and USB-microUSB cables with an
allowable current of up to 3 A were used as power wiring.

Fig. 3. Evolution of MEOW’s bodies: right body is the first prototype, left body is to date
embodiment.

3.2 Software

When developing the robot’s software, the same technologies and approaches were used
as when developing the NAO robot teacher [13]: a browser, WWW technologies, AJAX,
cloud databases, local network communication. Many pieces of software are directly
integrated with previously developed software for NAO. Programming languages used:
Python, JS, PHP, MySQL, Bash.

To implement theMEOWvoice, a voice synthesizer fromGoogle was used (it works
only if there is access toGoogle servers). It is planned to switch toYandexCloud Services
or to a self-trained synthesizer with a unique voice.

Automatic speech recognitionwas implementedwithYandexAPI. The robot records
the speech for 1–3 s and sends the.mp3 record to Yandex servers via TCP/IP POST
method. Speech recognition works only if robot has access to Yandex servers. It is also
possible implement streaming voice processing if necessary.

The machine vision module was based on OpenCV library. An algorithm for traffic
signs recognizing has been implemented. The algorithm works as follows: initial image
filtering by a threshold value to extract a red and blue mask; combining red and blue
masks; contours search; filtering outlines by aspect ratio; cropping a suspicious outline;
search for special points and comparison with reference marks (recognition). As a result,
the developed algorithmmade it possible to stably recognize 10 traffic signs. The average
processing time of one 640 × 480-pixel frame with sign was 1.4 s, and frame without
sign – 0.26 s.
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LEDs and servo drives are controlled by pulse width modulation. The standard
RPi.GPIO libraries for Python were used. On their basis, a small library was written for
controlling LEDs and servos, which allows you to implement full-fledged sets of move-
ments. For example, in order to display that the child answered the question correctly,
the ears of the light up green, he wags his tail and raises up his paws.

All modules above are combined in control block, called RobotApp, which would be
described below. RobotApp is python script, running in robot’sOS, launched by launcher
daemon. User interacts with robot throw web browser, running in full-screen mode on
robot. All emotions,menus and control are implemented throwwebpage. Content change
and RobotApps control is implemented on JS. The software interaction scheme is shown
in Fig. 4.

Fig. 4. Software interaction scheme

3.3 Robot Emotions

Tomake robotmore attractive and alive a set of basic emotional reactions was developed.
Emotional reaction consisted of facial expression (Fig. 5), sequence of movements of
the paws and tail, color of ears and mustache LEDs. For example, to represent “Upset”
emotion an upset face appears, paws and tail aremoved down, ears andmustache colored
red. To represent “Happy” emotion, which is for example the reaction to correct answer
during test, happy face appears, eats and mustache turn green and MEOWwags the tail.

Developed control system, consisting of several daemon scripts running inMEOW’s
OS allow to implement quick emotional changes and in time give an emotional response
to user’s actions.

3.4 Human-Robot Interaction Scenario

Robot control system combine all modules described above in common applications,
called RobotApps. RobotApps implement machine-human interaction scenario. Robo-
tApp is designed to archive some educational purpose and consist of hardmethodological
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Fig. 5. Four possible faces ofMEOW,which share different emotions: 1 – confused; 2 – smirking;
3 – upset; 4 – happy.

structure, which include all robot’s phrases, reactions, and actions. Basin on previous
research done with robot NAO [13–17] five RobotApps were developed: “Road signs
studying”, “Riddles”, “English words studying”, “Multiplication table” and “Testing
system assistant”. These RobotApps would be described below.

In “Road signs studying” RobotApp user shows robot special card with road sign
on it. Robot detects the sign with the help of vision module and vocalize short poem
about this sign. To stop the RobotApp user should touch robot’s screen. This interaction
scenario was previously implemented on NAO robot and presented in [13–17].

In “English words studying” RobotApp user interacts with robot orally. Robot voices
interaction rules and then ask if user knows English words. Then user should answer
positively or negatively. If the answer is “Yes”, then robot gives short poem in Russian,
which ends with English word. Poems are arranged in such a way that they contain a hint
on the correct answer, and the rhyme hints at a consonant English word. After five wrong
answers robot skips the poem and ask another one. To make process more attractive the
robot counts the number of correct answers and voices them at the end. If the answer is
“No” then robot start pronouncing the same poems, ending them with correct answer.
After that robot offers to start knowledge test. User can stop RobotApp anytime orally
with a stop-word or kinesthetically by touching MEOW’s face.

In “Riddles” RobotApp robot gives a choice of riddles topic (animals, cities, letters
etc.) and user select it orally. After that robot selects random riddles from its database
and voices them. If user says that he/she doesn’t know the answer or after five wrong
answer robot skips the riddle. MEOW counts correct answers and gives the result at the
end in the same way as in other RobotApps.

In “Multiplication table” robot handles the knowledge test of multiplication table.
Robot generates random equation and voice it. User should give oral answer. After
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five wrong answers next equation is generated. RobotApp could be stopped orally or
kinesthetically.

Another application was created for integration with virtual testing system. Special
e-learning platform designed for automated testing of kids at different topics represented
a web page connected to test database. When new question appeared on a screen web
application send a command to robot to pronounce the question. If kid gave wrong
answer, then robot showed “Upset” reaction, consisting of Sad face, red blinking ears and
moustache. If the answerwas correct, then robot showed smiling face, green blinking ears
and moustache, which associated with reaction to correct answer. This RobotApp could
be useful for kids with physical disabilities. Integration of social robot and interactive
web-applicationwas earlier described in [17]. In thiswork the samemethods, approaches
and programming languages were used as previously with NAO.

4 Designed Platform Evaluation

Developed platform was tested in laboratory conditions to verify whether it could be
used in educational process or not. Obtained results are presented in Table 1.

Table 1. Robot MEOW numerical parameters.

Parameter Value

Average speed of speech synthesis using Google API 100 ms

Average time of road sign recognition 1,4 s

Traffic sign recognition accuracy 88%

Average delay on web page when changing face 0,7 s

Obtained numerical parameters allow using robot as an assistant of teacher at
preschool and elementary school: relatively high speed of speech generation and high
accuracy of machine vision module allow RobotApps to work fast and stably and keep
kid’s attention attracted for about 5–7 min.

5 Conclusion

Wedeveloped a social robot platform for school use.MEOW robot has great potential for
customization and for use in preschool and junior school. The platform developed was
shown at the exhibition held as part of RoboCup Russia Open 2021 in Tomsk. During the
exhibition MEOW worked in demo mode. A huge amount of feedback and suggestions
were received. Developed RobotApps were verified by its possible users: to kids of age 6
to 16. Kids described robot as ‘cute’ and ‘nice’ and gave some comments about possible
modifications. In most situations kids positively reacted a robot, probably because of its
friendly appearance. It means that initial goals were achieved.

Acknowledgements. This work was financially supported by “Nauchnyy Tsentr “Polyus” LLC.
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Abstract. One of the most challenging tasks in a service robot is the
implementation of a framework to digitally process natural speech and
to translate it into meaningful commands that the robot can understand
and execute. Here we present an architecture aimed to process natural
speech in our service robot Justina. It comprises of 3 parts: 1) A module
to detect and analyze natural speech, 2) A module to parse the decoded
speech and to extract universal dependencies and 3) A module based on
an expert system to translate the universal dependencies into a set of
instructions that the robot can execute.

Keywords: Natural speech recognition · Universal dependencies ·
Stanford parser · Service robots

1 Introduction

One of the hardest tasks in service robots built to interact with humans is the
design of algorithms allowing robots to understand speech and to effectively con-
vert it into a set of instructions that can be executed. The challenge of this task
mainly comes from the complicated structure of natural speech, which has high
variability and is rich in ambiguities and expectations. Importantly, humans use
context to communicate their intentions and to infer the meaning of a conver-
sation, making the decoding of spoken language an even more complex task to
accomplish. Several approaches have been used to convert human speech into a
set of instructions that are meaningful to robots, including mapping [2,8], long
short-term memory networks [7], lexical unparsing [9], Human-Robot dialog [20]
and semantic reasoning [1,3]. An additional layer of difficulty arises from the
fact that even the most advanced Automatic Speech Recognition (ASR) systems,
such as Google Cloud Speech-to-Text API, CMU Sphinx or Julius, still have an
estimated word error rate (WER) of approximately ∼20%. The WER tends to be
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even worse in environments where service robots are typically employed, due to
the presence of a significant amount of background noise. This high WER is likely
to cause a significant decrease in the efficiency of the speech-to-commands analy-
sis, as the wrong recognition of a word has the potential to dramatically change
the meaning and the grammatical structure of a phrase. A recent study [18]
tried to address this problem by adopting the use of encoder-decoder neural net-
works (e.g. sequence to sequence) with injection of noise. Promising results from
this work suggested that the addition of noise injection into a neural network
can increase the performance of semantic parsing by decreasing the negative
effects of speech recognition errors. In a recent paper published by our lab [14],
the semantic-reasoning module of our virtual and robot system (VIRBOT) was
presented. In this module, the speech-to-command translation was based on
a system that could generate conceptual dependencies (CDs) to represent the
meaning of the command uttered by the user and processed by the ASR made
available by the Microsoft Speech SDK engine [11]. The system was tested with
commands typically used in the RoboCup and the results suggested that this
framework has the potential to outperform the systems currently used in ser-
vice robots. Following these promising results, here we present a development of
our framework. Specifically, in order to parse the commands, we opted to uti-
lize the Stanford Parser [10], which is known for its ability to extract Universal
Dependencies (UDs). UDs were used to easily and flexibly find links between
pair of words, which were then fed into an expert system (CLIPS, [13]), whose
goal was to convert them into high level reasoning by applying facts and rules
with the highest priority. Our framework tested in some of the commands most
widely utilized in the RoboCup showed promising results. However, given the
current limitations to access our lab due to the covid-19 pandemic, it is impor-
tant to point out that testing was only executed from home using a simulator
that replicated the software installed in our robot Justina.

2 Methods

2.1 Simulator

Our framework was tested employing a simulator previously implemented in our
lab in the ROS environment by using a gazebo simulation world. A snapshot of
our simulator is displayed in Fig. 1.

2.2 Speech Recognition System

The first layer of our framework is represented by the speech recognition system.
Given the promising results obtained with the previous experiment [14], we opted
to keep using the Microsoft Speech SDK engine [11]. As previously reported by
our lab [14], some of the main benefits of using this system include the option
to accept continuous speech without the need of a training phase and the free
availability of its source code, thus making possible for us to modify it based
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Fig. 1. Snapshot of the simulator used to test our framework.

on our needs. Additionally, Microsoft Speech SDK engine also allows for the
use of grammars, that are specified using XML notation, thus constraining the
sentences that can be uttered and reducing the number of recognition errors. A
Hidden Markov Model was also added in order to estimate the probability of the
model based on words sequence of the grammar.

2.3 Parsing the Command: The Stanford Syntatic Parser

The first step in parsing the text generated by the speech analyzer is to identify
the grammatical structure of the sentences, that is to identify the key elements
of the command(s) being uttered by the user, such as the verb, the subject, the
object etc. The final goal is to create a set of UDs, which is “a framework for
consistent annotation of grammar (parts of speech, morphological features, and
syntactic dependencies) across different human languages” [21]. The annotation
strategy lays its foundation on previously devised Stanford dependencies [4–6],
Google universal part-of-speech tags [12], and the Interset interlingua for mor-
phosyntactic features used in the HamleDT treebank collection [22]. This effort
resulted in several key annotations used to define the relationship among differ-
ent tokens of the selected text. One of the most successful and widely adopted
probabilistic parser currently available is the Stanford Parser [10], which provides
some of the most used core natural language processing (NLP) steps, such as
tokenization and coreference resolution. The software was originally developed in
Java, but subsequently was translated into other languages, such as python and
C#. We opted to use the 3.9.2 version developed by Sergey Tihon in C# [19].
The following are some of the most frequently used UDs [21]:

1) amod: an adjectival modifier of a noun (or pronoun) (e.g. John has a big car.
amod → big-car)
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2) conj: relation between two elements connected by a coordinating conjunction,
such as and, or, etc.

3) dobj: noun phrase which is the (accusative) object of the verb (e.g. Bring
me the book. dobj → bring-book)

4) iobj: the noun phrase which is the (dative) object of the verb (e.g. Give me
the pen. iobj → give-me)

5) nmod: nominal modifiers of nouns or clausal predicates (e.g. Meet John at
the table. nmod → John-table)

6) root: root of the sentence (e.g. Robot, give me the book. root → Robot)

Below is an example of UDs generated in response to a typical command sent
to a service robot: “Robot, meet John at the bookcase and follow him”:

root(ROOT-0,Robot-1),
conj:and(Robot-1,meet-3),

dobj(meet-3,John-4),
case(bookcase-7,at-5),

det(bookcase-7,the-6),
nmod:at(John-4,bookcase-7),

cc(Robot-1,and-8),
conj:and(Robot-1,follow-9),

dobj(follow-9,him-10)

The numbers right next to each word in the UDs representation indicate the
word position in the sentence.

2.4 Semantic Networks and Conceptual Dependencies (CDs)

Introduced by Sowa [16,17], semantic networks are a declarative and graphic
notation intended to “represent knowledge and support automated systems for
reasoning about the knowledge” [16,17]. The basic idea behind this theory is that
knowledge can be stored in the form of graphs, with nodes representing objects
in the world, and arcs representing relationships between those objects. Seman-
tic networks are extensively used in artificial intelligence, because they represent
knowledge or support reasoning. Conceptual dependencies (CDs), which were
first introduced by Schank in 1972 [15], can be viewed as a special case of seman-
tic network, where the use of concepts and of different types of arrow is empha-
sized. CDs are based on the idea that an action is the basis of any propositions
that describe events and are made up of conceptualizations, which are formed
by an action, an actor and a set of roles that depend on the action. According
to Shank, an action can be defined as something that an actor can apply to
an object. Schank proposes a finite set of primitive actions that are the basic
units of meaning which a complex idea can be constructed with. These primitive
actions are different from the grammatical categories, as they are independent
elements that can be combined to express the idea underlying a statement. One
of the main advantages of CDs is that they allow the creation of a rule base
system, which is capable of making inferences from a natural language system in
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the same way that people do. CDs facilitate the use of inference rules, because
many inferences are already contained in the representation itself. The CD rep-
resentation uses conceptual primitives and not the actual words contained in the
sentence. These primitives represent thoughts, actions, and their relationships.
The following are some of the most common CD primitives:

1) ATRANS: Transfer of ownership, possession, or control of an object. It
requires an actor, an object and a container. Typical verbs that can be used
are to give, to bring, etc.

2) PTRANS: Transfer of the physical location of an object. It requires an actor,
an object and a destination. Typical verbs that can be used are to navigate,
to go, etc.

3) ATTEND: The focus is mainly on verbs requiring some degree of attention,
such as to meet, to see, etc.

4) MOVE: Movement of a body part by owner, like to throw, to kick, etc.
5) GRASP: Actor grasping an object, like to get, to pick, etc.
6) SPEAK: Actor asking or answering a question, like to ask, to tell, etc.

The following is a typical CDs structure generated in response to a command
commonly used with service robots: “Robot, bring me a book”.

(Type of CD primitive: ATRANS)

(ACTOR: Robot) (VERB: bring)

(OBJECT: book) (IOBJECT: me)

2.5 Translating Universal Dependencies to High Level Reasoning:
CLIPS

As seen in the examples reported in the subsection 2.4 “Semantic networks and
Conceptual Dependencies (CDs)”, the command sent to our robot is first parsed
and UDs are extracted. Then the CDs are identified and finally keywords(bring ,
book and me) are isolated and labels (e.g. VERB , OBJECT , etc.) are applied
to each of them. The next step is to transform this information into a high level
reasoning in order to instruct Justina to carry out the correct set of actions. This
goal is achieved by using a speech expert system, that by means of specific rules
and facts generate the set of instructions that best fit the command(s) uttered
by the user. We opted to use CLIPS, a language developed by NASA [13], to
develop them, as described in details in the previous paper published by our
lab [14].

2.6 Experiment

Due to the restrictions imposed by the pandemic, we did not have access to the
lab and therefore we were not allowed install and test our updated framework



Natural Speech in Service Robots Using Universal Dependencies 177

directly in Justina. We could only carry out tests at home in a quiet environ-
ment using a simulator. The user simply uttered the commands in front of the
computer where our software and simulators were installed and the output of
each of our modules was checked to evaluate the accuracy of the analysis.

3 Results

Here we report the results from six typical commands used in the RoboCup and
that could also be applicable to real-life situations. The commands are assumed
to be interpreted correctly by the speech analyzer, therefore only the outputs of
the steps related to the Stanford Parser and the CLIPS are presented. The part
of the output of the Stanford Parser referring to the actor (ACTOR: Robot) is
omitted due to its redundancy.

Example 1

Command: Robot, navigate to the kitchen

Output of the Stanford Parser:

(PTRANS)navigate(PREP)to(LOCATION)kitchen

This command only implies a transfer of location, which means that all the
CLIPS needs to do is to send to Justina a simple instruction indicating the new
location. This is achieved with the following string:

CLIPS: user speech update object location location kitchen 1

Example 2

Command: Robot, take the coke and place it on the kitchen table

Output of the Stanford Parser:

(GRASP)take(OBJECT)coke

(ATRANS)place(PREP)on(LOCATION)kitchen table(OBJECT)it

This command implies two actions that Justina needs to execute in order to
bring the coke to the kitchen table. The first one is the act to check the position
where the coke is currently located, so Justina knows where to find it. Since no
location is specified in the command, the coordinate of the default location
previously stored in the system will be used:

CLIPS: user speech get object coke default location 1

The second action is to deliver the coke to the final destination, which is the
kitchen table:

CLIPS: user speech deliver in position coke kitchen table 2

The numbers placed at the end of each the strings sent to CLIPS (e.g. 1, 2, etc.)
indicate the order with which the actions need to be executed.
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Example 3

Command: Robot, put the coke on the kitchen table

Output of the Stanford Parser:

(ATRANS)put(PREP)on(LOCATION)kitchen table(OBJECT)coke

This command is very similar to the one presented in Example 2, with the
important difference that only one CD is used. However, Justina still needs to
perform two actions as in Example 2. The first one is implied and is the act
to check the location where the coke is currently located. Since no location is
specified in the command, the coordinate of the default location previously
stored in the system will be used:

CLIPS: user speech get object coke default location 1

The second action is to deliver the coke to the final destination, which is the
kitchen table:

CLIPS: user speech deliver in position coke kitchen table 2

Example 4

Command: Robot, bring me the coke

Output of the Stanford Parser:

(ATRANS)bring(IOBJECT)me(OBJECT)coke

This example is very important to show the complexity of converting a seemly
simple command into an executable set of actions that Justina can carry out in
order to deliver the coke. Even though only one CD is present, three different
actions need to be performed. The first one is the act to check the location where
the coke is currently located. Similarly to what seen in the Examples 2 and 3,
CLIPS needs to execute the following string:

CLIPS: user speech get object coke default location 1

The second action refers to specifying the location of the user whom Justina
needs to hand the coke to:

CLIPS: user speech update object location location current loc 2

The last action is to physically deliver the coke to the user:

CLIPS: user speech handover object coke 3

Example 5

Command: Robot, deliver the coke to the person waving in the kitchen

Output of the Stanford Parser:

(ATRANS)deliver(PREP)to(IOBJECT)person(OBJECT)coke
(GERUND)waving(PREP)in(LOCATION)kitchen
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This example poses a high level of difficulty due to presence of multiple actions
that need to be carried out. In fact, despite the fact that only one CD is present,
four different commands need to be performed. The first one is the act to check
the location where the coke is currently located. Similarly to what seen in the
Examples 2, 3 and 4, CLIPS needs to execute the following string:

CLIPS: user speech get object coke default location 1

The second action refers to specifying the location of the individual whom
Justina needs to hand the coke to. In this case the coke needs to be delivered to
a “person” in the kitchen:

CLIPS: user speech update object location location kitchen 2

The third action refers to finding the person in the kitchen:

CLIPS: user speech find pgg person waving kitchen 3

The last action is to physically deliver the coke to the “person”:

CLIPS: user speech handover object coke 4

Example 6

Command: Robot, navigate to the kitchen, find the coke, and deliver
it to Jack at the bed

Output of the Stanford Parser:

(PTRANS)navigate(PREP)to(LOCATION)kitchen

(GRASP)find(OBJECT)coke

(ATRANS)deliver(PREP)to(IOBJECT)Jack
(LOCATION)bed(OBJECT)it

This example has three CDs that can be executed with four different commands.
The first one implies a transfer of location, which is identical to what shown in
the first example. This is achieved with the following string:

CLIPS: user speech update object location location kitchen 1

The second one is the act to check the location where the coke is currently
located. Similarly to what seen in the Examples 2, 3, 4 and 5, CLIPS needs to
execute the following string:

CLIPS: user speech get object coke kitchen 2

The third action refers to finding the person (Jack in this example) located
nearby the bed:

CLIPS: user speech find person in room Jack bed 3

The last action is to physically deliver the coke to Jack:

CLIPS: user speech handover object coke 4
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4 Discussion

In this paper we have presented a framework to process natural speech in service
robots. The current work builds up over a similar framework that was devel-
oped in this lab in 2019 [14]. An important key component that we decided to
change was the parser, in order to explore the feasibility of using a more pow-
erful tool that could work in more complicated scenarios. Among the different
options freely available, we have opted to utilize the Stanford Parser, because
of its known ability to find the correct UDs in complex sentences. We tested
our updated system with commands typically employed in the RoboCup and
that could also be relevant in a real-world setting. Our promising results sug-
gest that the Stanford Parser offers a solid alternative to the parser previously
employed in our lab. Specifically, the Stanford Parser proved to be able to create
reliable UDs that could be easily used by the expert system designed in CLIPS
to create the final set of instructions to be sent to Justina. While these results
are encouraging, several challenges still exist: 1) Due to the restrictions imposed
by the pandemic, our updated framework was tested with a simulator and at
home in a quiet environment. We obviously expect our service robot to operate
in noisy environments, where the speech analyzer would be more prone to mis-
takes; 2) The Stanford Parser needs to be tested with more complex commands
that would have the potential to introduce incorrect or unexpected assignments
of UDs that would require manipulation of the input string. In other words, with
more sophisticated commands, it is possible that we will need to reorganize the
structure of the input string sent to the Stanford Parser, without however chang-
ing its meaning, in order to generate a predictable set of UDs that could be used
with CLIPS; 3) Currently CLIPS can process a limited number of instructions
that are restricted by the environment (e.g. our lab) where tests were executed.
We will need to further develop our code to be able to execute a wider range
of commands. Future work will be focused on addressing the above mentioned
weaknesses of our system.
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1 Introduction

Along with industrial robots, service robots need to maintain accuracy and speed
while performing various operations. In contrast to industrial robots, service
robots operate in the same space with humans and other robots. This requires
robots to operate according to some predefined rules to ensure predictability of
the behavior and thus a more productive joint work with a human staff [11,23].

In the context of hospital environments, a transportation of objects is one
of daily routines that could be delegated to service robots [16]. Currently,
most transportation related tasks are performed manually and thus are human
resource consuming, e.g., a patients’ caring process involves delivering and col-
lecting various objects several times a day. In turn, an automated transportation
system (based on mobile service robots) allows to liberate hospital staff from
transportation tasks [26] and benefits from a larger transport capacity, a possi-
bility to optimize delivery routes, centrally assign priorities in task performance,
and thus schedule a delivery order [8,9].

The paper is organized as follows. Section 2 summarizes related research
including review of task based architecture, task manager and its GUI. In Sect. 3
a state machine structure and its implementation using the SMACH library is
described [5]. Section 4 outlines robot movement rules, the corresponding states
and transition conditions. Sections 5 and 6 describe a virtual environment setup
for the system testing and experimental results. We conclude in the last Section.

2 Related Work

The main task of service robots, which are increasingly used in hospitals, is an
automation of items delivery, which frees up staff time and increases an over-
all efficiency of such organizations [18]. One approach suggested using a mobile
robot designed to automate delivery of medical items from one ward to another
in a hospital [10]. The mobile platform Nomadic XR4000 used fluorescent lights
of ceilings in order to determine its position and orientation. In [13] authors
proposed a solution to improve the logistics of delivering items by robots by
reducing a path traveled by the robots and task scheduling schemes, named deep
Hungarian (d-Hungarian) and deep Voronoi (d-Voronoi). Paper [24] presented a
task management problem for a mobile robot operating in an environment with
humans and receiving new tasks from them. In our paper, we focus on an exces-
sive autonomy of service robots, which implies a typical lack of a mechanism to
interrupt (and control) ongoing tasks that are currently executed by the robots.

Bač́IK et al. [3] described an approach, which included development of both
hardware and software for a robot that performs delivery tasks in hospitals.
It included a development of a powerlink interface to transfer data between a
robot and a powerlink-compatible hardware, and improved a local path using
Pure Pursuit Path Tracking Algorithm, which made initial path smoother and
created a more continuous movement of the robot [4,7].
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Fig. 1. Main menu of the task manager GUI.

3 Tasks with Priorities Scheduler Implementation

We designed a system that assumes robots being engaged in transportation tasks
in accordance with a list of tasks assigned to a robot and priorities of these tasks.
Tasks are assigned via a graphical user interface (GUI). The GUI allows to assign
a station (position) identifier to a task and to select an identifier of a robot that
will perform the task. Each station corresponds to a particular position on a
hospital map. Optionally, it is possible to set a waiting time after arriving to
a station. When leaving “wait time” field blank, the robot’s state changes to
WAIT FOR GOAL immediately upon a successful arrival to the task station.
The task manager stores existing active tasks as queues (separately for each
robot) and transfers started and completed tasks into appropriate states. Robots
notify the manager when they start or finish a task.

The GUI main menu is shown in Fig. 1. A top panel is a list of tabs consists
of a main menu tab and tabs for each robot. To display a status of tasks for an
individual robot, tabs are provided for each launched robot. An example of a tab
for a particular robot is shown in Fig. 2. The left side of the main menu contains
functions for assigning tasks. The selection of all parameters (except the optional
“wait time” parameter) is implemented as a drop-down list. A drop-down list of
available robots is filled according to a list of names of robots to be launched.
A station list is a set of station identifiers with station coordinates associated
with each identifier. A priority list is a simple set of numbers from 0 to 9 that
determines a position of a task in a robot’s task queue. A priority of a task
executed by a robot also determines the priority of a robot in the movement
rules that the robots follow when navigating in a hospital.
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Fig. 2. Robot panel of the task manager GUI.

A task workflow works as follows. After a user assigns a task, the task is stored
in the task manager’s list of all tasks and is sent to a robot (to which the task is
assigned). Each robot has its own task queue, which is updated each time a new
task is assigned. When the robot receives a new task, the task is stored in the
robot’s queue and the queue tasks are reordered according to their priorities. The
robot always executes the highest priority task from its queue. The task manager
keeps track of all task states by receiving updates when the robot changes its
task state to another. All assigned tasks are displayed in the GUI having either
ongoing, pending (queued) or completed status. A task is considered completed
when the robot has successfully arrived to its designated station and, depending
on a presence of the wait time parameter, has waited there for a specified time.
After these conditions are met, the robot starts executing a next task from the
queue, having previously informed the manager of a completion of a current
task and a start of a new one. The tasks are stored as objects. A structure and
a description of task fields are shown in Table 1.

4 Movement Rules Model

4.1 State Machine Implementation with SMACH

An overall behavior of a robot is defined by a finite state machine with vari-
ous transitions from one state to another. The transitions depend on outcomes
of a current state. Each state has its own set of outcomes, so that each state
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Table 1. Task object fields description.

Field Description

id Unique identifier

isDone Boolean value, set to true when a task is completed

isCurrent Boolean value, set to true when a task execution starts

goalId Unique identifier of a station on a map

taskType Determines a robot task

robotName Determines to which robot the task is assigned

waitTime Optional value, a time that robot should wait after a task is
completed

termination is accompanied by a transition to another state in accordance with
an outcome of a previous state. The finite state machine structure was imple-
mented by using the SMACH package, which is freely available and compatible
with the Robot Operating System (ROS) framework [20]. The SMACH package
provides a task-level architecture for a complex robot behavior that allows to
create state machines (or state containers), define their hierarchy using nested
finite state machines, introspect states, state transitions and data flow between
them at runtime, etc. This approach facilitates a task of controlling a robot
behavior by decomposing its intended behavior into corresponding states, and
allows the robot’s states to be handled using data transitions between the states
and conditions under which the robot changes its behavior. Table 2 lists the
implemented robot states and their descriptions. The structure of the imple-
mented state machine is shown in Fig. 3 as a visualization provided by the pack-
age smach viewer [6]. WAIT FOR GOAL and NAVIGATE TO GOAL as active
states are shown on the left and right sides, respectively.

Fig. 3. SMACH active states smach viewer package visualization.
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Fig. 4. System block diagram.

Figure 4 shows a block diagram of the developed application. On launch, the
task manager module reads the lists of stations and robots. They can be selected
through the GUI. When the task options are selected and a task is sent, it is being
passed and saved by a robot that is responsible for completing the task. The
robot, initially in WAIT FOR GOAL state, transits to NAVIGATE TO GOAL
state as soon as the new task appears in the list of its tasks. While navigating,
conditions for transition to PASS and YIELD states are checked. In the case of
transition to one of these states, a navigation to the task station is suspended
until the robot returns to NAVIGATE TO GOAL state. As soon as robot reaches
the station, its state changes to EXECUTING GOAL state, which simulates a
process of completing the task. A transition from this state implies a completion
of the task, and the robot’s state changes to the initial WAIT FOR GOAL state.
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Table 2. Robot behaviour states description.

State Description

NAVIGATE TO GOAL Robot autonomously navigates to a point
specified in a task

EXECUTING GOAL Robot executes goal, i.e. waits for a time specified
by a user

WAIT FOR GOAL Robot waits until a goal is received

YIELD Robot gives a way to a higher priority robot
(HPR): drive off to a side from HPR’s direction

PASS Robot gives a way to a higher priority robot
(HPR): stop and wait until HPR passes

4.2 Describing Movement Rules with a Behavioral State Machine

While performing their tasks, robots should move from one station to another,
ensuring the freest possible movement both for robots performing high-priority
tasks and for humans (patients, guests, and staff), whose priority is always higher
than that of the robots. To satisfy these conditions, a model of movement rules for
robots was developed and implemented into the state machine. Currently, two
additional states are implemented, each describing the robot’s behavior when
giving a way to a robot performing a task with higher priority. The list of imple-
mented and tested rules for the movement is as follows:

1. When two robots approach each other, a robot with a lower priority task
(lower priority robot, LPR), after approaching within 4 m, must give way
to the second robot (higher priority robot, HPR), changing the direction of
motion by 90 degrees relative to an HPR motion direction and moving 70 cm
in that direction. The robots are considered to be moving toward each other
when a difference between a rotation angle (yaw) of one robot relative to
a map coordinate system and a rotation angle of the second robot relative
to the same system is less than or equal to 0.27 rad and a position of one
robot relative to the other along the X-axis (relative to the robot coordinate
system) is positive, i.e., the robots are directed toward each other. After the
HPR overtakes the yielding LPR (i.e., it is behind the point where the yielding
LPR left its original route), the LPR continues moving towards its task. This
rule corresponds to the state YIELD.

2. If two robots are moving in such a way that a LPR crosses the path of a HPR
(e.g., a LPR exits a room into a corridor where another robot is traveling
along, bypassing an exit from the room), the LPR must stop and wait for the
HPR to move away. It is assumed that the robot routes intersect when vectors
formed by two points (where the first point corresponds to coordinates of the
robot’s current position and the second is located at a distance of 2 m in
the direction of the robot’s movement) intersect and an absolute value of an
intersection angle is in the range of 1.47 to 2.87. The LPR continues to move
once the intersection condition is no longer satisfied. This rule corresponds
to the state PASS.
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The state YIELD is intended for the case when two robots move towards each
other and one of them (a LPR) should give a way to a HPR. The robot state
machine transitions to YIELD state when the conditions for the first movement
rule are satisfied. As the robots continue to approach each other, their local
planners begin to create a local path that considers another robot as an obstacle.
Without appropriate movement rules this may fore the robots to move in parallel
paths in the same direction (while trying to avoid each other) and deviate from
their global paths. Since the conditions for entering this state imply that a robot
is on the path of another robot, the behavior of the robot in the YIELD state
is implemented to move sideways far enough in a way that the local planner of
the HPR’s path does not (or only insignificantly) change its local path plan, and
thus does not significantly affect the execution time of the HPR’s task.

The state PASS also characterizes avoidance behavior, but involves a full
stop of a LPR under conditions where its continued motion will cross a local
path of a HPR. The state machine transitions to YIELD state when the second
movement rule conditions are satisfied. The LPR behavior in the PASS state
is a full stop and wait until the HPR passes in front of the LPR or until the
condition to transition to this state is no longer met.

In cases where multiple robots are in such situations at the same time, the
same rules are followed, and LPRs begin to perform the actions of the YIELD or
PASS states relative to the first HPR they encounter. When robots with equal
priorities fall under these conditions, a robot with a smallest remaining path
length to its station starts executing the YIELD/PASS behavior. If we assume
that a robot with a larger distance to its station should yield, a scenario could
be possible in which a robot located at a larger distance from its station would
eventually be forced to significantly increase its estimated path since it gives a
way to other robots with the same priority more frequently.

To work with the robot navigation, the navigation stack of the ROS frame-
work was used, along with move base, amcl [25], mapping [17], and other ROS
navigation core packages [14,15]. TEB local planner was used as a path planner
due to robustness and flexibility of it’s tuning provided by it’s parameters [21,22].

5 Virtual Environment Setup

Experiments were conducted in a Gazebo [1] simulated hospital provided by an
aws robomaker hospital world package [2]. The AWS hospital world depicts one
floor of a building, which consists of a lobby with reception and a waiting area,
staircases, various rooms including storage rooms, several patient wards and a
staff break room. A top view of the hospital environment is shown in Fig. 5.

Station signs were placed in the rooms to represent locations of some objects
that robots should interact with, or locations where they typically need to deliver
items. Experiments were conducted with two TIAGo Base and one Clearpath
Ridgeback robots. TIAGo Base is equipped with the Hokuyo URG-04LX-UG1
LIDAR sensor and Ridgeback is equipped with the Hokuyo UST-10LX LIDAR
sensor, which is essential for performing localization and navigation.
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Fig. 5. Top down view of the Hospital World.

6 Virtual Experiments

At the beginning of the test runs, two TIAGo Base and one Clearpath Ridgeback
robots were placed in different rooms of the virtual hospital; all state machines of
the robots were in the state WAIT FOR GOAL. Next, the robots were assigned
task sequences through the task manager GUI. The tasks had different prior-
ities in a such way that the robots encounter each other while navigating to
their stations and some robots would be forced to give way to others, i.e., at
least once a transition from state NAVIGATE TO GOAL to states YIELD or
PASS occurs. After the robots received the tasks, their state changed to NAVI-
GATE TO GOAL of the nested TASK state machine and they started navigat-
ing to the stations associated with tasks.

During the navigation, a LPR (with a lower priority task) encountered a
HPR. An example visualized with the rviz [12] package is shown in Fig. 6. The
paths built by the path planners are shown with curves: the yellow curve belongs
to the Ridgeback and the red ones correspond to the TIAGo Base paths. Depend-
ing on the encounter conditions, the LPR (the TIAGo Base on the right), either
transitioned to the YIELD state and made a way for the HPR (the Ridgeback
on the left), or it transitioned to the PASS state and stopped to wait for the
HRP to move further along its path.

Figure 7 shows two TIAGo Base robots freeing a way for the Ridgeback.
The TIAGo Base approaching the higher priority Ridgeback entered the YIELD
state, since the conditions for the first rule were met, and swerved aside to let it
pass so that the local plan of the Ridgeback (yellow line) does not change. The
local path of the TIAGo Base (red line above TIAGo Base on the right side of
Fig. 7) changed accordingly to the rule YIELD. After the HPR traveled a suf-
ficient distance, the yielding robot’s state returned to NAVIGATE TO GOAL,
and the robot continued towards its station. The experiment continued until
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Fig. 6. The Clearpath Ridgeback (left) and TIAGo Base (right) robots are moving
towards each other.

Fig. 7. The TIAGo Base robot in the active state YIELD gives way to the Ridgeback
robot. (Color figure online)

all robots completed their tasks and returned to their initial state NAVI-
GATE TO GOAL.

7 Conclusion and Future Work

This paper presented the framework and the implementation of a small-scale
robotic transportation system, which operates in a smart hospital environment.
The unmanned ground vehicles (UGV) performed transportation tasks between
multiple stations that were located in different rooms. The UGVs navigated in
the environment with moving objects in accordance with basic traffic rules, which
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consider priorities of particular tasks of each UGV. UGVs’ behavior was defined
by a state machine and transitions between these states, which made the robots’
behavior more predictable and controllable. Virtual experiments were carried out
in the Gazebo simulation of an entire floor of a small-size hospital building. The
experiments confirmed that using various task priorities shorten a path length
of robots with high priorities and thus reduce their task execution time.

While the original system was designed for a dynamic hospital environment,
it could be extended for other environments where the problem of labor shortage
or performance arises. As a part of the future work we plan to expand UGV
movement rules model with a human detection [19] and avoidance.
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Abstract. The paper considers the implementation of robots in the service sector,
aswell asmechanisms for stabilizing the transported goods. The design of amobile
robotic platform is presented, which differs from analogs in the ability to stabilize
the payload due to a combined solution based on the use of a PID controller, a
suspension system and payload control. The design solutions for monitoring the
payload are analyzed separately. The implemented mechanism is described, and
the analysis is made mainly of its use in service robots limited by the layout of the
premises. This device will solve common applied problems in the field of robotic
service associated with the need to use such robots mainly on flat surfaces. The
proposed solution allows to reduce the cost, simplify and optimize the work of the
robot in the restaurant premises. Based on the proposed solution, a fully functional
robot that can be developed, which does not require additional investments in the
reconstruction of the premises of the restaurant, which provides assistance, or
completely replaces the waiter when delivering food and drinks to the client’s
table, as well as attracting new customers due to its novelty and practicality.

Keywords: Waiter robot · Stabilization · PID-controller · Robot buffer ·
IMU-sensor

1 Introduction

Many robots are now replacing human labor in factories, which can improve productivity
and increase the accuracy of the manufactured product, but this area is not the only area
where robots can be used. One of the topical areas is the service sector. Currently, robot
developers are trying to solve the following tasks: delivery of various goods and basic
necessities, customer service in catering establishments, aswell as cleaning the premises,
preparation and disinfection of premises.

This article discusses the problem of customer service in catering establishments,
which remains practically non-automated. Acceptance of an order and its delivery by a
client is a monotonous work, which means that it can be easily algorithmized. With this
planning, it is worth noting that themain problems of solving this problem of one ormore
premises are also constantly moving visitors to the institution, which can complicate the
delivery of the order in its entirety. As a result, the device offers a robotic model that
provides delivery and drinks to the client, which does not require redevelopment of
premises.
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2 Overview of Existing Solutions in the Field of Service Robots

There are many service robots on display today. Such devices help to deliver dishes to
the client’s table, and sometimes completely replace the waiter in a restaurant, which
frees a person from constant monotonous work. This task is relevant and promising
for the current developers of robots [1]. Thus, the authors of the article [2] presented
a completely autonomous robot moving around a restaurant with a varied layout. The
structure of the device consists of a wheelbase with a control system and an automatic lift
with three levels for trays. Durinng delivery, the product is kept in a separate enclosure to
maintain its temperature. At the client’s table, the door of the drawbridge of the robot is
lowered, and the desired tray with food rises to the level of the mechanism and rolls out.
On the wheelbase there are motors that drive the four mechanical wheels of Elon. There
is no suspension system in the design, which means that it is assumed that the robot
motion is constrained to moving only on the flat surfaces. The power supply consists
of two 24V lithium polymer (Li-Po) batteries to power the robot. In order for the robot
to be able to serve restaurants with tables of different heights, a motorized lift table is
installed between the base and the dumbwaiter [2]. The autonomous service robot Servi
[3] from Bear Robotics (USA) is a device for delivering food around a restaurant, which
can greatly facilitate the work of employees of restaurants and cafes. The battery of the
robotic platform allows the device to operate for about 8–12 h. The movement of the
robot waiter is powered by two motors. Positioning in the room is determined by two
cameras, one of which is located at the base and looks up, and the second at the top and
looks down.

The KEENON company is engaged in the production of intelligent robots for the
automation of goods delivery and automatic disinfection of premises. One of such devel-
opments is the Delivery RobotT5. The robot relies on KEENON’s independently devel-
oped SLAM synchronous localization and map construction system to run stably and
efficiently in restaurants and other application scenarios. It relies on a series of sensors
and multi-sensor fusion algorithms such as encoder, gyroscope (IMU), LiDAR ODOM,
LiDAR, Image Module. The battery charge is enough for 15 h of operation [4]. The
idea of delivering food in a restaurant was adopted by LG with the release of the CLOi
ServeBot line of robots. This robot is capable of transporting up to four dishes at the
same time due to 4 levels with trays. The robot cannot fully serve customers, but it
facilitates the delivery of heavy and hot meals [5].

Haohai Robot restaurant, which opened in 2012, was one of the first restaurants
to fully automate manual labor tasks usually performed by humans. The movement of
robots is carried out along special marked paths required for their localization using
optical sensors. The battery of each robot is designed for approximately 5 h of operation
without recharging, the height of the robot is from 130 to 160 cm [6]. A similar idea
of delivering food using robotic orienteering lines on the floor is used in a restaurant at
Cixi Mall, Zheqiang City, China. The robot park consists of five robots, three of which
stand at the entrance, inviting guests, and the rest serve as a waiter. The working time
of the robot is also 5 h without interruption. The time required for recharging is at least
two hours [7].

Pudu Robotics manufactures intelligent robots for automating the delivery of goods.
BellaBot is one of the newest models from this company, dating back to 2020. This
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robot is equipped with multiple depth cameras Intel RealSense D435 with built-in IMU
(InertialMeasurement Unit) sensors, which allows it to build a three-dimensional map of
the scene and navigate the room using SLAM algorithms. Since one or several BellaBot
robots can be used in one room, a decentralized architecture developed by the company
and a flexible network communication scheme can be used to coordinate and interact
with them. To ensure stability, the robot is equipped with a suspension with a linkage
mechanism that allows it to adapt to the unevenness of the surface on which it moves [8].
Another example of this development is Bot Retail presented by Samsung at CES2019.
This device, like the previous ones, is focused on restaurant-type establishments. The
robot can help you choose a dish from the menu, showing its appearance, contents,
taking into account your wishes, bringing the order and taking the dirty plates back
to the kitchen [9]. Another example of this development is the Amy-Trackless Robot
Waiter from CSJBO +. In this model, a laser sensor is used to determine the position of
the robot in space, and a chassis with high balancing is used as a supporting structure
[10].

The authors of the article [10] presented a robot serving customers in a restaurant
in Da Nang, Vietnam. A proportional-integral-differentiating controller (PID controller)
with a pulse-width modulation (PWM) generator, designed to control the movement of
the device, is introduced into the software and hardware of this robot. As a result of the
introduction of such hardware and specialized algorithmic support, it was possible to
stabilize the movement of the robot, eliminating jerks and ensuring a smooth start and
stop of the robot. A similar stabilization systemwas proposed by the authors of the article
[11]. This stabilization solution was implemented on the basis of open source code for
the operating system ROS with the application of restrictions in force in planning the
movement. The proposed algorithm for fluid transportation, developed using the standard
SMACH package for the ROS operating system, written in the Python programming
language, provides a smooth movement of the device.

The article [12] proposes mathematical software for the humanoid robot TEO, which
allows controlling the payload located on the tray while in motion. This solution calcu-
lates the actual zero moment point regardless of the slope and tilt vector of the robot.
The authors of the article [13] proposed the idea of stabilizing a filled container using
a 6-link manipulator while the robot waiter is moving. The presented method uses the
direct transcription approach [13] to solve the problem of stabilizing the beverage tray. In
the article [14], a similar solution was proposed for stabilizing the manipulator holding
the object. The controller developed by the authors does not require torque sensors of
the manipulator links. Experimental results confirmed the effectiveness of this control
scheme,which ensures safe physical interaction in the case of intentional or unintentional
contact with people, while maintaining the control object.

The authors of the article [15] proposed and experimentally tested a new method of
creating trajectories for the free movement of a manipulator, in the capture of which a
vessel with a liquid. The method is based on a linearized mechanical equivalent splash
model. This simplifiedmodel of a spherical pendulum is used to obtain a set of parameters
with which an exponential filter is designed and implemented in a cascade configuration
with a common trajectory generator. According to the results, the method allows to
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significantly reduce the effect of splashing liquid during themovement of themanipulator
with the vessel.

Based on the results of the above review of robotic tools used in the field of customer
service in restaurants and public catering facilities, as well as object stabilization systems
that are necessary to control the transported product, criteria for the developed robotwere
proposed. This device must deliver the order to the customer of the establishment in its
entirety, avoiding collisions with static and dynamic objects during movement. In the
solution, it is necessary to take into account the problem of unevenness in the floor when
moving from room to room. The developed model must be equipped with a system for
monitoring the speed of rotation of the engines. Also, in a robotic device, it is necessary
to stabilize the transported tray with a payload, which will allow the platform to move in
the institution, regardless of the quality of the floor covering, the presence of thresholds,
slopes and minor obstacles in its path.

3 General Construction of a Robot Waiter

Consider the proposed schematic diagram of a service robot for performing the functions
of a waiter (Fig. 1a). The movement of such a device is carried out by four motors
(block 1 in Fig. 1a), rotating omnidirectional wheels, which allows the robot to move
in any direction without the need to perform complex maneuvers. At level 2 in the
presented diagram, there is a sensing unit, which includes wide-angle cameras, obstacle
sensors [16] and a laser rangefinder (LiDAR), as well as pressure sensors, which are
used to implement localization and navigation algorithms in the restaurant premises
[17]. The laser rangefinder is offset to the edge of the device’s circumference, allowing
you to determine objects around the object (about 270°), the remaining blind zones
are covered by 6 obstacle sensors. Wide-angle cameras of this device are necessary for
visual localization, and to solve the disadvantages, laser rangefinders are used, in case it
is impossible to determine an obstacle, for example, a chair leg. Pressure sensors in the
robot are used for emergency shutdown of engines in a collision if the system could not
detect obstacles or the above-described sensors failed. Also, inside this block there are
a computing module and batteries. Trays with drinks and food are placed in an isolated
compartment (Fig. 1, block 3) to ensure their safety, as well as protect the hardware. At
level 4 of the device, there is a terminal for human-machine interaction (touch screen,
cameras, array of microphones). The door that insulates the compartment in block 3
is controlled by two magnetic locks and can be unlocked by the client when the phone
scans the QR code displayed on the screen of the interaction unit. The interaction scheme
of the platform levels is shown in Fig. 1 b.

Due to the block organization of the robot, its structure satisfies the modularity cri-
teria, and the robot is relatively easy to assemble and operate, as well as to replace and
repair individual parts. The proposed sensing sensors are sufficient for the implemen-
tation of algorithms for determining the position of the robot on the map of the room,
as well as for detecting and preventing possible collisions during its movement. The
dimensions of the resulting model of this device are 540 mm in diameter and 1200 mm
in height, which will allow you to ideally maneuver between tables in a restaurant or
cafe.
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Fig. 1. Principal diagram of the service waiter robot: a) model; b) control diagram.

On the basis of the proposed model of a service robot and a review of existing
stabilization solutions, a system for monitoring the stability of the platform and its
payload was developed, combining the known approaches in this area. To solve this
problem, the following solutions have been implemented.

A PID controller is introduced into the robot control system to control the speed of
the DC motors that drive the all-directional wheels of the robot. This will maintain a
constant speed of the motors, regardless of the presence of various loads and external
disturbances. The use of PID control algorithms helps to achieve the desired effect
while maintaining fast response and high stability. Thus, the application of the described
solution in combination with the PWM method helps the robot to move faster, while
maintaining the smoothness of movement and stability of the action under disturbances.
Also, the problem of smooth start and end of the movement of the robot is solved, which
makes it possible to reduce fluctuations in the useful load [18].

Based on the design features of the robot’s omnidirectional wheels, the robot body
is connected to the supporting elements by means of spring suspension. This structure
assumes an independentwayof connecting thewheels to eachother, that is, themovement
of one wheel of the axle is not associated with the movement of the other wheel on the
same axle. The independent suspension was chosen in order to provide the strongest
possible grip of the wheels with the floor surface, taking into account the peculiarities of
their design. The suspension system used in this robotic device avoids unwanted system
vibrations [19].
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A stabilizing tray is introduced to ensure the stability of the payload in caseswhere the
device is tilted relative to the surface. A construction based on a mechanical gyroscope
is considered as one of the stabilizers’ implementations. This mechanism is suitable for
placement in a platform, has a small number of degrees of freedom, and therefore does
not require high computing power. The device has small dimensions and the number of
degrees of freedom.

Let us consider in more detail the control system of the tray with the payload,
comparing with the available stabilizations.

4 Tray Control System with Payload

When comparing existing systems for stabilizing objects, in this case a tray with a
payload, the key requirements for them are dimensions and the ability to work in a
limited space of a mobile platform, as well as requirements for a control system. These
characteristics are important due to the size limitations of the indoor platform. To meet
these requirements, it is proposed to consider the stabilization mechanisms:

• Classic manipulator - any controlled mechanism capable of performing the functions
of a human hand when interacting with objects. The executive mechanism is an open
kinematic chain, the links of which are connected in series by joints. The advantages
of using this mechanism are complete stabilization in space.

• Stewart platform – a kind of parallel manipulator that uses an octahedral strut arrange-
ment [20]. In comparison with a classical manipulator, this design does not require
high computing power, since in the case of solving inverse kinematics, we get the
only solution.

• Gyroscopic platform - a device designed to stabilize individual objects or devices.
The mechanism of the gyroscopic platform takes up a small volume and has a simple
control system, in comparison with the above-described payload stabilization devices.

A comparison of the characteristics of the considered stabilization systems is given
in the Table 1.

Based on the results of comparing solutions to stabilize the payload, the mechanism
of the gyroscopic platform was selected. This mechanism is easy to implement, does not
require a large volume occupied in the robot, which meets the criteria of an embedded
system.

The proposed system (Fig. 2) consists of inertial measuringmodules (IMU-sensor), a
controller and servo drives that stabilize the nose. An IMU sensor is an inertial measuring
device that allows you to determine a position in space. This system uses a linear-
quadratic regulator to stabilize themotors. The proposed systemwill allow you to control
the tray during movement or emergency braking. Emergency braking is understood as
the behavior of the platform in the event of a sudden appearance of an object on its
way [21].

Model Predictive Control stabilizes a system with a dynamic model x = f (x, u),
along the target trajectory x*(t), u*(t) by minimizing the cost function L (x, u):

min
u

∫
L(x,u),
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Table 1. Comparison of stabilization mechanisms.

Mechanism Classic manipulator Stewart platform Gyroscopic platform

Number of degrees of
freedom

6 6 2

Difficulty of embedding
into platform in relation
to dimensions

Large size, large
workspace

Large size, small
workspace

Small size, small
workspace

Computational power
requirement

High Low Low

Stabilization type In space On surface On surface

Swivel independence − + −
Ability to move stabilized
object vertically

+ + −

IMU-sensor Controller Motor driver

Right motor

Left motor

Fig. 2. Tray stabilization system.

x(t0) = xinit, r(x,u) = 0, h(x,u) ≤ 0

where x is dynamic model state vector, u is control vector, xinit is initial state of the
system, r(x, u) – terminal constraints, h(x, u) – path constraints.

The linear-quadratic regulator finds the optimal control vector that stabilizes the
dynamic system while minimizing the cost function. It is necessary to minimize the
given cost function:

minu

N - 1∑
k=0

xTkQxk + uTkRuk,

where Q, R are positive definite matrices.
The discretized dynamic system is described as a linear model in the state space

xk+1 = Axk + Buk,

where A is state matrix (system matrix), B is control matrix, xk is the vector of the
state of the system at time k, uk is the control vector of the system at time k.
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It is necessary to find the optimal control vector uk = −Kkxk that will minimize
the given cost function. The optimal control vector uk* is found by solving the discrete
algebraic Riccati equation (DARE):

u∗
k = −Kkxk = (R + BTSkB)

−1BTSkAxk,

SN = Q,

Sk - 1 = Q + ATSkA − (ATSkB)(R + BTSkB)−1(BTSkA)

The equation is solved iteratively starting from the final condition SN =Qbackwards
in time. Formulation of the model predictive control problem with a quadratic cost
function is as follows:

L(x,u) =
∥∥∥x − x∗‖2Q + ‖u − u∗‖ 2

R,

where T is time horizon, N is number of sampling steps, δt = T/N:

min
u

xTNQxN +
N∑

k=0

xTkQxk + uTkQxk ,

xk+1 = f(xk,uk, δt), x0 = xinit,

umin ≤ uk ≤ umax.

The task is constructed in the form direct multiple shooting [22] and is solved by the
sequential quadratic programming algorithm (SQP).

5 Experiment Result

Based on the proposed model, the gyroscopic platform system was tested. Figure 3
shows the operation of the tray stabilizing controller, tracking the set position in the
event of emergency braking. Figure 3, a shows that the maximum deviation from the
target position in the case of emergency braking was 0.1345 rad, and the minimum was
−0.1067 rad. At a time interval of 120 s. after the disturbance, the system remains in a
remains in a stable state (Fig. 3 b).

By introducing the proposed system into the service robot-waiter, it is possible to
control the position of the payload during the movement of the robot. This design is
similar in engineering to a mechanical gyroscope, allowing you to expand the ability to
transport the payload without compromising integrity. Under the extension, transporta-
tion is assumed between rooms, or in the same room, which are located in different
parallel planes with a passageway. Also, this design allows you to additionally check
in the event of a malfunction of the suspension system. Compared to the Stewart plat-
form, the resulting design is easier to assemble and sufficient to stabilize fluids during
transport.
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а)

b)

Fig. 3. Tracking the target position of the tray by the controller, after the disturbance: a) at an
interval of 30 s; b) within 120 s.

6 Conclusion

In this work, the analysis of the available robotic solutions was carried out and the design
of the robotwaiterwaspresented,which allows to control and correct themovement of the
mobile robot, taking into account the unevenness of the floor, as well as in the presence of
dynamic obstacles that can provoke a sharp deceleration of the robot. Particular attention
was paid to payload control systems in case of impossibility to stabilize the device. The
selected solution based on gyroscopic stabilization, previously not used in practice in a
specific task, is simple and easy to implement, not taking up a large amount of space.
Thus, the proposed model is convenient for use in rooms that are not specially equipped
for the operation ofmobile robotic equipment,which is suitable for collaborative robotics
and socio-cyberphysical systems [23, 24]. From a technical point of view, the proposed
combined solution will allow control of the payload during delivery to the client of
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the establishment. The proposed design differs from similar solutions in that it allows
simultaneous stabilization of not only the entire platform in motion, taking into account
the unevenness of the floor, but also additional stabilization of the tray with the payload.
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Abstract. Due to the rise of e-commerce material handling industry
has been experiencing significant changes, especially in the COVID-19
pandemic. Notwithstanding the broad utilization of Automated Guided
Vehicles (AGVs) for many years, the demand for Autonomous Mobile
Robot (AMR) is rapidly increasing. One of the main challenges in
autonomous operation in an unstructured environment is gapless per-
ception. In this paper, we present a concept for reactive collision avoid-
ance using Capacitive Proximity Sensor (CPS), with the goal to augment
robot perception in close proximity situations. We propose a proximity-
based potential field method using capacitive measurement for collision
avoidance. A local minima problem is solved by applying tangential forces
around the virtual obstacle points. We evaluate the proof-of-concept both
in simulation and on a real mobile robot equipped with CPS. The results
have shown that capacitive sensing technology can compensate localiza-
tion tolerance and odometry drift closing the perception gap in close
proximity scenarios.

Keywords: Reactive collision avoidance · Capacitive proximity
sensing · Narrow passage problem

1 Introduction

Autonomous mobile robots are becoming more eminent in various application
sectors, including logistics, service, healthcare, and agriculture. While AGV
nowadays already available as commercial off-the-shelf products like Kiva [8]
or Fifi [21], AMR are still mainly remain a research topic. Whereas AGV typ-
ically follow fixed routes along with visual markers, wires in the floor, etc.,
AMRs should be able to perceive their operating environment and navigate
autonomously using on-board intelligence [16]. The higher price of the AMR
on-board hardware is compensated by eliminating of the costly infrastructure
requirements, time-consuming commissioning, or process modifications. Espe-
cially in mixed environments where AMRs and humans work together, the
c© Springer Nature Switzerland AG 2021
A. Ronzhin et al. (Eds.): ICR 2021, LNAI 12998, pp. 205–221, 2021.
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robot’s perception of the environment is essential. This is because the robot
must always react to the unpredictable actions of humans, such as incorrectly
placed load carriers.

On the other hand, sensors for environmental perception also face challenges.
In robotics, traditional optical sensors like cameras and laser scanners can offer
high resolution and precise measurement capabilities for the robot. However,
this precipitates high-performance requirements and still suffers from divergent
light conditions, limited focal range, occlusions, etc. These disadvantages are
particularly noticeable when the load is being picked up. Often the sensor is
covered by the load carrier or the opening angle is not sufficient to see the load
carrier. This leads to the fact that the load is often picked up blind.

There are two principal approaches for collision avoidance for autonomous
mobile robots navigating in unstructured environments: deliberative and reac-
tive [6]. The deliberative approach requires high computational power to plan
the collision-free path in the given map and suffers from slow response times
in unstructured environments. On the other hand, reactive approaches employ
sensors to generate navigation behavior directly in the operational/task space.

In this paper, we present a concept for reactive collision avoidance using
capacitive proximity sensors in a loosely structured environment. The goal is
to augment robot perception in the close proximity of the robot to compensate
localization tolerance and odometry drift. Our scenario focuses on a particular
task of a collision-free drive-in underneath a trolley in a warehouse. As the robot
has to lift the trolley for transport, usually optical sensors are located on the
sides of the robot. Therefore, the scanner can only perceive the ambiguous pose
of the trolley wheels, which leads to localization tolerance of several centimeters.
Finally, we evaluate the proposed concept and hardware in a warehouse scenario
in a simulation environment and on a real robot.

The main contributions of this work are:

– developing a proximity-based potential field method using capacitive mea-
surement for collision avoidance,

– solving the local minima problem using tangential forces approach, and
– equipping a mobile robot equipped with Capacitive Proximity Sensor (CPS)

as a proof-of-concept for augmented gapless perception.

2 State of the Art

We divide the relevant literature into two parts considering the methods for
Reactive collection avoidance and its implementation and perception systems.

2.1 Reactive Collision Avoidance for Mobile Robots

Fox et al. [7] provide the dynamic window approach for collision-free driving,
which generates a valid searching space and selects an optimal solution consid-
ering the constraints imposed by limited velocities and acceleration of the robots.
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Wada et al. [24] use Markov model and Kalman filter to predict a dynamic obsta-
cle and applied a rapidly-exploring random tree search method for trajectory
planning in time augmented configuration space. Virtual Potential Field (PF)
[11] proposed by Khatib et al. generate two kinds of artificial potential field to
navigate the agent. The target position exhibits an attractive field while the
obstacles in the system produce repulsive fields that guide the robot to the tar-
get point and bypassing the block simultaneously. Some other PF-based methods
represent a widely used solution in the field of obstacle avoidance. Borenstein
et al. [4] generate a polar histogram with obstacle density to navigate the agent
towards the desired direction, Ulrich et al. [22] provide an obstacle expansion
based on agent’s diameter, and generate a masked polar histogram considered
robot motion model. [23] iteratively run VFH+ to extend multiple nodes for-
ward, thus introducing information closer to the global map, like RRT. However,
these approaches consider agent holonomic (circular) or merge global and local
planners.

Normally when encountering a non-circular robot, it will be treated as a
circular robot with the longest diagonal as its diameter (VFH+ obstacle expan-
sion). Nonetheless, when the robot is asked to pass through a narrow passage
or encounter “piano movers’ problem” [18], some novel approaches need to be
implemented. Kondak et al. [12] formulate the problem of motion planning as a
problem of the non-linear constrained optimization problem, Minguez et al. [14]
combine the arc reachable manifold with robot configuration space that takes
into account vehicle shape and kinematic constraints. However, the mentioned
approaches for non-circular robots require high computational power, making
them less reactive in loosely structured environments. Finally, Seki et al.[19] pro-
pose a potential field-based obstacle avoidance method using a non-holonomic
rectangular robot and a LiDAR. This method is limited to 2D perception and
suffers from the local minima problem. We propose a new proximity-based PF
method and overcome the local minima problem by applying additional tangen-
tial forces.

2.2 Sensors for Mobile Robot

A wide range of sensors can be used in mobile robots. Sonar sensors have long
been used in mobile robot obstacle avoidance applications, Yasin et al. [25] rotate
an ultrasonic sensor mounted on the mobile robot for obstacle shape approxima-
tion and edge detection. In [9] localization method based on adaptive particle
filter using solely sonar sensors is proposed. Almasri et al. [3] developed a new
line tracking and obstacle avoidance technique with low-cost infrared sensors.
Ohya et al. [15] proposed a template-vision-based obstacle detection method,
where a single camera image is compared to a template picture recorded in
the teaching phase. But they still used sonar sensors for dynamic obstacles due
to computer arithmetic power problems at that time. Hiroaki Seki et al. [19]
scan objects in the surrounding circular area to identify obstacles with the help
of a LiDAR providing only 2D information. Lagisetty et al. [13] used a stereo
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camera intending to obtain 3D geometric information of the robot’s surround-
ings and pose estimation of a robot. In general, 3D perception requires higher
computational power and still suffers from ambiguous light conditions, material
reflectance and transparency, close-range perception gap, etc. To overcome this
limitations many sensor fusion methods have been proposed[2,5,20]. Rabl et al.
[17] briefly introduce single-point capacitive proximity measurement for obstacle
avoidance.

To address these challenges, we propose a concept for a non-holonomic mobile
robot with integrated capacitive proximity sensors into all four lateral sides and
capable of volumetric multi-obstacles detection in close proximity and achieving
collision avoidance tasks using a proximity-based potential field approach.

3 Concept

In our scenario (Fig. 1), the task is that the robot can drive-in under the trolley
or shelf without collision, and the problem is stated as follows.

1. A trolley is a metal basket of a shelf like in Kiva system however equipped
with freely rotating wheels.

2. A nonholonomic four-wheeled mobile robot is considered in the scenario with
a differential drive.

3. The shape of the robot is (or can be approximated by) a rectangle.
4. The width of the trolley should not be much larger than the robot, and the

drive-in problem can be seen as a narrow passage problem or “piano movers”
problem.

5. Global path planning is given. The robot is assumed to stop about one meter
away from the center point of the target trolley based on the preliminary
global path planning method. So RG is set as (1, 0, 0). Since the error is
inevitable in the real environment, RG is, in most cases, not the desired
target point.

6. The process can be terminated when the robot has to go backward or predict
an unavoidable collision.

3.1 Differential Drive

The mobile robot is operating in a two-dimensional task space. The pose infor-
mation of the robot is defined by ξ, which consists of the translation in x and y
as well as the rotation θ. In order to describe the motion of the robot, the ele-
ments of ξ must be differentiable over time to represent the velocity of the robot.
In our scenario, the mobile robot is set as differential driven, so the kinematics
input is provided as velocity vector ξ′ without y-direction.

ξ̇ = [ẋ, θ̇]. (1)
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Fig. 1. Drive-in task with a rectangular differential drive robot and a trolley. The
ambiguous pose of the trolley wheels and the target position error may lead to a
collision.

Fig. 2. Capacitive proximity sensor with active shielding (Guard electrode). The dis-
tance between the sensor (sensing electrode) and an Object (Obj) in the (volumetric
detection zone) is approximated with a proximity signal (Proximity(D)), which shows
an antiproportional exponential characteristic.

3.2 Capacitive Sensing

Our capacitive sensor can detect the proximity of an object and estimate its
contact force in a case of contact. More details about the implementation are
presented in a previous work [1]. In this work, we utilize only the proximity
measurement. Figure 2 illustrate the electrode configuration, which is driven in
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single-ended mode. The Sensing electrode is driven with alternating exciter signal
and actively shielded with a Guard electrode to form the sensing zone and reduce
parasitic effects. An object in the volumetric detection zone increases the capaci-
tance measured by the sensor. The closer the object, the higher the sensor signal,
which shows an antiproportional exponential characteristic: Proximity(D) ∝ 1

D .
The sensors can be placed in a way where their detection zones are overlapped
in order to reach a lateral gapless detection.

3.3 Collision Avoidance Method

Basic Method for Non-holonomic Robot. A method of local obstacle avoid-
ance for mobile robots with two driven wheels and rectangular bodies based on
LiDAR data is proposed in [19]. The foundation of this method is PF that
provides an attractive force towards the goal position and repulsive forces from
obstacles that act on the robot. The attractive and repulsive forces are combined
to a resultant force for generating movement command.

This approach deals with motion constraints of differential drive and takes
the robot’s shape into account as well.

– In terms of the motion constraints, the robot cannot move in the y-direction.
Therefore the resultant force acts on two different action points. The position
of these action points is assumed to be at the front end rf = (xf , 0 )T and the
rear end rr = (xr , 0 )T . When an obstacle point lays in front of the y axis in
Fig. 3, a repulsive force is generated on the front action point and vice versa.
The whole system is treated as the forces are applied to a “lever”, whereby
the fulcrum of the lever is the robot’s center point.

– In a general potential field method, the repulsive force is determined by the
distances between obstacle points and the center point of the robot. The
shape of the robot’s body should be considered in our case as well, so the
repulsive force should be determined by the outline of the robot’s body.

The repulsive forces are given by

Ffj =
K

|qfj − pj |2
rf − pj
|rf − pj | , if pjx > 0, (2)

Frj =
K

|qrj − pj |2
rr − pj
|rr − pj | , if pjx < 0, (3)

where qfj , qrj are the intersections of the vehicle’s body and the segments
between obstacle points and the action points rf , rr respectively. K is the coef-
ficient of repulsive force. As shown in Fig. 3, qfj is on the contour of the robot
for the side obstacle points, while qfj is equivalent to rf for the obstacle point
which is in front of the robot.

Since the forces operate on two action points, the resultant force can not be
determined by simply adding up all the forces mathematically. Assuming the
resultant force acts on the front action point, the forces on the rear action point
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Fig. 3. Generation of repulsive forces from obstacle points. Sensor data is converted
to distance approximation and a virtual obstacle surface is defined by three virtual
obstacle points. The repulsive forces applied on the rear action point are transferred
on the front action point in the opposite direction.

need to be transformed into the same action point according to the leverage
theory (as the dashed green arrow in Fig. 3). That is also the reason only two
action points are placed at y = 0 instead of, for example, 4 points on the corner.
Then, the resultant force at the front action point is defined by

F = Fa + kf
∑

Pjx>0

Ffj − kr
∑

Pjx<0

Frj , kf + kr = 1, (4)

where the coefficients kf , kr represent the action rate of the front and rear
repulsive force, both of which in our case is always 0.5.

The attractive force Fa should pull the action point of the robot to the goal
position with smooth motions. So as a reference, the amplitude of Fa is always 1
(|Fa| = 1), and the direction of Fa is the tangential vector of a circle at the front
action point rf , the circle interacts with the front action point at the current
position and the goal orientation vector at the front action point is a tangential
vector of the circle. Without any obstacles, the vehicle moves along this circle
and arrives at the goal position with considering the orientation.

Finally, the resultant force F affects the motion of the robot and can be
divided into two orthogonal directions, namely x and y. The x-direction force
is then directly converted to translational velocity, while the y-direction force
works as torque on the center point of the robot which generates rotational
velocity. As the formula shows,

F/|F | = (fx, fy)T ,

[
v
w

]
= C

[
fx
fy
xf

]
, (5)

where C is the velocity coefficient, which set a limitation on the rotational velocity.
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Using Proximity Measurement for Collision Avoidance. As mentioned
before, the CPS benefit from a volumetric detection zone in contrast to LiDAR,
which means that the closest point of the non-convex-shaped object can be
detected. In the original approach [19], a large obstacle is decomposed into
obstacle points along the laser beam. The summation of repulsive forces at these
obstacle points is sufficient to represent the relevant obstacle contour for col-
lision avoidance. In the case of capacitive measurement, the spacial resolution
is defined by the number of electrodes; only one distance approximation per
electrode is possible. Additionally, the size of the electrode correlates with the
measurement range. In this way, a trade-off between the spacial resolution and
the maximum detection distance must be made. In order to get obstacle points
to implement PF method with CPS, three virtual obstacle points are defined
on a virtual obstacle surface, as shown in Fig. 5b. As the CPS allow distance
approximation to the closest point of the obstacle, the relative height of the
virtual obstacle point is not relevant for collision avoidance. We put the three
virtual obstacle points on the middle, left, and right of the virtual surface cen-
terline parallel to the ground. Mathematically, two points are enough to define
the centerline of the virtual obstacle surface. However, introducing the 3rd point
makes it possible to track the obstacle position by processing signals from adja-
cent sensors. Secondly, the measurement range of the LiDAR in the original
approach is higher compared to CPS. Therefore the reaction time and the space
for the collision avoidance action are limited. We propose to compensate this
by introducing a multiplication coefficient for lateral repulsive forces while the
amplitude of the attractive force is always 1.

[
Fjx

Fjy

]
=

[
1 R

] [
Fjx

Fjy

]
, (6)

where R is the CPS repulsive coefficient, which entail a larger force in the y-
direction. In addition, the CPS repulsive coefficient can be adjusted separately
for each sensor. E.g., for sensors in the front of the mobile robot, the CPS repul-
sive coefficient is set to a higher value to avoid obstacles blocking the path.
Whereas for the side sensors, the CPS repulsive coefficient is adjusted to min-
imize the oscillation in the case of two symmetrical obstacles while avoiding
collisions with them.

Local Minima Problem. The general Potential field has a disadvantage of
trapping into the local minimum, even if the solution above is no exception.
[19] escapes from the local minimum by decreasing the coefficient of repulsive
force K temporarily. Although changing coefficient K can help the robot get out
of the local minimum, the robot will also drive towards the obstacle because
of a smaller repulsive force. Since the measurement range of CPS is limited,
the robot may go backward or oscillate. To solve the narrow passage problem,
we propose using tangential fields around obstacle points. They appear when
the robot detects obstacles on both sides simultaneously, as shown in Fig. 4.
To drive the robot into the narrow passage or between symmetrical obstacles,
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a clockwise and counterclockwise tangential field around obstacles on the right
side and on the left side, respectively, will be generated. The activation of local
minima solution is based on all the values of the sensors in front of the y-axis.
If the values of the sensors on two different sides exceed the threshold, it means
that the passage is too narrow for the robot to drive in without collision. Further
specific limitations will be mentioned in the experimental section.

Fig. 4. (A) Three forms of potential fields [10] (B) Forces from tangential field will
propel the robot pass through narrow passage.

4 Implementation

4.1 Hardware Setup

SLAMdog. SLAMdog is an AMR platform with four individual electromotors
driving mecanum wheels. The dimension of SLAMdog is 48×75 cm. The system
provides omnidirectional drive mode and additionally emulates differential drive
mode. It is made of two layers of rectangular aluminum plate. Jetson TX2,
battery and a LiDAR are mounted in the middle. There is a camera holder
in the front of the robot for several camera mounting options, including Intel
RealSense Depth Camera D435i and FRAMOS 435e cameras. A removable top
plate was designed to install the CPS around the mobile robot (see Fig. 5).

Sensor Array for Obstacle Detection. The array consists of 16 electrodes
and is driven by 2 sensor modules. Each electrode is square-shaped with a side
length of 10 cm, providing a measurement range of about 10 cm. There are four
electrodes on each side of the robot to ensure a 360◦ measurement range, as
shown in Fig. 5a.
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Fig. 5. Capacitive proximity sensor system. (a) SLAMdog with CPS: 16 electrodes are
mounted on the SLAMdog; four on each side. (b) Obstacle points from CPS signal in
Rviz: For each electrode, three virtual obstacle points (white points) are defined on a
virtual obstacle surface.

The sensor array is interfaced with the ROS driver, allowing configuration
and readout of the sensor module through an I2C-USB adapter. Further ROS-
nodes provide the electrode position with a specific geometry description with
respect to the robot coordinate.

4.2 Software Methods

Sensor Data Calibration. The CPS characterization is performed as a non-
linear function for a well-coupled object (similar to a human or grounded metal)
as shown in Fig. 6. For calibration of sensor data, a grounded profile beam serves
as the measured object. The surface of the electrode and the profile were parallel
during the entire test. The Object is placed precisely in front of the sensor plane
along x = [0, 200] mm. The maximum achieved sensing range in this setup is
dmax = 80 mm. The power regression result is

dtns = 199.633 × data−1.1591
tns . (7)

Sensor Data Processing. The proposed method should be developed into a
general package for ROS, so we improvise the whole method fitting move base
package, an available navigation stack in ROS. The move base package can only
receive two types of sensor signals, namely LaserScan and PointCloud. We pro-
vide the data from CPS as a form of PointCloud. Thus, the distance information
from the above section should be converted to “Pointcloud”. As explained in
Sect. 3.3, each sensor electrode generated three virtual obstacle points according
to the distance approximation, and a total of 48 obstacle points are used for
generation of repulsive forces.

System Architecture: The nodes used to implement the collision free drive-in
interact as follows:
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Fig. 6. The screenshot of the sensor data calibration. Coordinate axes are time and
sensor data respectively, the average values of sensor data for the same distance will
be used as data points of the power regression.

– CPS node: provides raw sensor data and their offsets to the CPS geometry
tools node.

– CPS geometry tools node: pairs raw sensor data and sensor locations.
– CPS data processing node: processes raw sensor data and data from the

CPS geometry tools node. It converts sensor data to points relative to robot
coordinate.

– Global path planning node: is not the focus of this paper, provides a
task-related trajectory based on map information, and in our experiments
provides only a target location like (1,0,0).

– Local path planning node: subscribes to point clouds and target location,
and implements modified potential field algorithm to send the velocity topic
to the control node.

– Robot controller node: controls robot movement via a PID-controller,
converts velocity commands to 4 motor current value. It provides odometry
information as well.

5 Simulation

To evaluate the setup and method, several specific scenarios were designed. They
depend on the location of the obstacles and whether the obstacles block the path.

– single obstacle, not blocking the path, e.g., profile on the side (Fig. 7a)
– single obstacle, blocking the path, e.g., profile in front of the vehicle (Fig. 7b)
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– two symmetrical located obstacles, both not blocking the path, e.g., drive-in
task with two desk legs (Fig. 7c)

– two symmetrical located obstacles, one of them blocking the path, e.g., drive-
in task with an initial error of the start pose (Fig. 7d)

Fig. 7. Four scenarios for evaluation of the hardware setup and proposed software
method. They are single obstacle unblocked, single obstacle blocked, two obstacles
unblocked, Two obstacles blocked, respectively.

5.1 Evaluation with Laser Range Sensor

The mobile robot platform was modeled in a simulation environment for rapid
and extensive testing of the software methods. This was achieved by the simu-
lation software Gazebo, which is interfaced via the ROS framework.

We first test the original modified potential field approach with a laser range
sensor. The proposed algorithm performs relatively well in all four tasks if the
obstacle is a box. Since the measurement range is high, the robot intervenes
early on the collision with tremendously smooth motion commands.

However, when the cross-sectional area of the obstacle is minor, such as table
legs, the robot may oscillate. Since the resolution of the range sensor is 1◦, small
obstacles may fall into the measurement blind spot as the robot moves forward,
as shown in Fig. 8 (left).

5.2 Evaluation with Sonar Sensor

At present, proximity-based sensors have not developed plugins for Gazebo yet;
16 sonar sensors are mounted on the robot to replace the proximity sensor’s
function. The data processing method is similar to one of CPS, namely each
sensor generates 3 equidistant points on the plane. The only difference is that a
CPS is plane and the three generated points are parallel to this surface, while a
sonar sensor is a point and the points lie on the sector, as shown in Fig. 8 (right).
In this way, initial parametrization of the algorithm can be done in a simulation
using sonar sensors and then applied to the real-world system with CPS.
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Fig. 8. Left: laser scanner. Loss of obstacle detection can cause sudden changes in speed
and direction, resulting in oscillations. Right: CPS and sonar sensor. Sonar sensor is
approximated as CPS in simulation, the red areas shows the difference in measurement
range between the two sensors.

The robot succeeded in avoiding a single obstacle when it does not block the
path. If the obstacle blocks the path, the closer the obstacle is to the center-line,
the higher the repulsive force coefficient has to be set because a larger steering
angle is needed to avoid the obstacle.

For the scenario as shown in Fig. 7c, the robot was able to finish the drive-
in task without collision for the clearances down to 2 cm. When encountering
two symmetrical located obstacles and one of them blocking the path, the robot
may trap into the local minimum. With the solution mentioned in Sect. 3.3, the
robot was able to escape from the local minimum and keep collision-free drive-in.
However, the robot oscillates somewhat while escaping from a local minimum.
We believe this is because of the sonar sensor’s sector-shaped measurement range.
The performance of the algorithm in the 4 evaluation scenarios simulated with
sonar sensors was similar to the one with a laser scanner.

Table 1. Parameter for LiDAR and sonar sensor in simulation environment and for
CPS on the real robot.

LiDAR Sonar sensor CPS

Range of sensor 1 m 0.1 m 0.1 m

Detection points 360 48 48

Sampling time for control: Δt 0.1 s 0.1 s 0.1 s

Repulsive force coefficient: K 0.004 0.04 0.04

CPS repulsive force coefficient: R (pfj > rf ) 1 10 30

CPS repulsive force coefficient: R (pfj < rf ) 1 1 2

Velocity coefficient: C 0.05 0.05 0.05

Maximum angular velocity: wmax 0.2 [rad/s] 0.2 [rad/s] 0.2 [rad/s]
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6 Experiment

6.1 Experiment with Omnidirectional Drive Robot

First, we designed a simple experiment with omnidirectional drive, in which the
movement constraints of a differential drive robot are ignored. A PD controller
was utilized to realize the servoing control based on the difference between the
sensor signal on the left and right sides. After the parameter optimization, the
robot could perform the obstacle avoidance and carry out drive-in tasks suc-
cessfully. The robot constantly kept the same distance between two obstacles in
the drive-in task, where the minimal clearance between obstacle profiles and the
robot on each side was 2.5 cm.

6.2 Experiments with Differential Drive Robot

The SLAMdog succeeded in avoiding single obstacles such as profile, single table
leg, human, etc. The repulsive force coefficient should be adjusted to be partic-
ularly large to avoid obstacles directly in the front, which cannot be used for
multiobstacle scenarios.

When two obstacles are in front and not obstructing the path, the collision-
free drive-in was executed using parameters shown in Table 1 until the distance
between two obstacle profiles was 52 cm (Fig. 9). As the robot width is 48 cm,
the minimum clearance achieved was 2 cm, which is similar to the performance
in the omnidirectional mode (2.5 cm).

For the scenario as shown in Fig. 7d, namely one of the obstacles blocks the
path, more place is needed since the mobile robot has to get around obstacles
blocking the path by steering. In the experiments, the SLAMdog was able to
drive through the obstacles with 56 cm distance. If the clearance was less than
8 cm, the robot was able to execute collision-free drive-in task with the help of
the tangential field. However, due to the limited proximity measurement range
and the kinematic constraints, robot can be forced to abandon the drive-in task.
E.g., in case of an obstacle close to the center of the robot, the detection distance
could be too short considering the minimum turn radius of the differential drive
robot. The safety threshold was set to 0.5 cm.

Fig. 9. Experimental setup with SLAMdog. The profiles (marked with red dashed
boxes) can be adjusted according to the experiment requirements for the clearance.
(Color figure online)
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7 Results and Conclusion

This paper presents preliminary results of a collision-avoidance approach for a
drive-in task using a capacitive proximity sensor. The sensor is mounted on an
autonomous mobile robot and can measure the capacitive fluctuations of the
electromagnetic field.

The proposed method is based upon potential field and allows obstacle detec-
tion based on proximity feedback. For considering the outline shape and motion
constraints, we also leverage the method from [19] and improve it for the proxim-
ity measurement. Tangential field method addresses the local minimum solution
for drive-in tasks.

To evaluate the capacitive proximity sensor, we use an omnidirectional robot
and PD controller to verify that the CPS is up to the task of obstacle avoidance.
To evaluate the proposed method in simulation, we approximate the behavior of
the CPSs with sonar sensors. Similar outcomes are gained on the real robot. The
48 cm wide mobile robot was able to pass or drive-in through shelves or narrow
passages with a gap more than 56 cm. While tolerance of 4 cm on both sides
was achieved for arbitrary initial error of the starting pose causing in some cases
oversteering, lower tolerance of 2 cm was acquired for a smaller initial error. This
shares a similar result as the one of an omnidirectional robot.

In further studies, we plan to develop localization methods based on the prox-
imity sensor and use the self-localization information to achieve a complete path
planning pipeline. The capacitive measurement dependency on various materials
like plastics, wood, human, etc. has to be investigated as well. Based on CPSs the
robot would drive unobstructed into the shelf and obtain its relative position to
maneuver accurately to the desired position. Furthermore, the tactile modality
of the Capacitive Proximity and Tactile Sensor (CPTS) can augment the percep-
tion of AMRs, providing an additional estimation of the contact forces. In this
way, a Center of Mass (CoM) monitoring can facilitate dynamically safe object
transfer or light obstacles can be pushed by a robot for predefined interaction
forces.
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Abstract. Automation and robotization in agriculture can reduce the amount
of manual labor and increase yields and product quality. To perform tasks on
agricultural land, the robot needs to move on open ground and cover significant
distances. Thus, the main structural part of the agricultural robot is an autonomous
mobile platform on which various functional equipment is installed. The rapid
development of agricultural robotics makes it urgent to develop multifunctional
platforms for applications in this area. To select the optimal kinematic scheme
of the future robotic platform, it is necessary to analyze the existing solutions in
this area and draw conclusions about the advantages and disadvantages of various
options. This work is aimed at the search and selection of kinematic schemes for
basic robotic platforms, the use of which is planned on agricultural land and in
greenhouse complexes. The paper analyzes the design solutions and propellers
used by the authors of research works and projects in the field of agricultural
robotics. Based on the analysis, the most suitable kinematic schemes of mobile
platforms were selected for this area, their properties and principles of operation
were considered.

Keywords: Kinematic diagrams of mobile platforms · Types of movers for
mobile platforms · Supporting systems of mobile platforms · Agricultural
robotics

1 Introduction

The current level of development of robotics allows us to solve a wide range of industrial
and civil problems. Agriculture is one of the topical directions for the implementation
of robotic systems [1]. The main technological operations that must be performed for
growing crops are related to soil cultivation, sowing and fertilization, plant care and
harvesting. To solve this spectrum of tasks, which are significantly different from each
other, an agricultural robot will need the use of specialized electromechanical devices for
each type of work [2]. Combined with the need to move around the field or greenhouse
complex, the creation of a universal solution becomes almost impossible. This problem
can be solved by a modular approach, in which a mobile stand-alone platform becomes
the base unit on which functional modules are installed.
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Functional modules [3] include equipment for installation on a platform, the con-
figuration of which depends on the tasks at hand. The modules are also designed to
expand navigation capabilities, obstacle detection and connect additional batteries. Some
functional modules can be self-powered.

The basic platform is an independent system consisting of propulsion, navigation,
and computing subsystems, as well as mechanical and electrical connections for con-
necting functional modules. In the analysis [4], the authors argue that an increase in the
design complexity of the prototype is required to create a universal mobile platform.
The problem with creating a universal system is that the high mechanical complexity
often leads to a difficult to control and mechanically unreliable platform. And in the
study [5], the authors, when developing an agricultural platform, consider creating a
prototype only with frames of constant geometry. This can also complicate the design,
as a suspension must be used to avoid torsional moments and possible suspension of the
wheels. For the correct choice of the kinematic diagram of a mobile robotic platform, it
is necessary to consider possible options for design solutions and propellers, to assess
their advantages and disadvantages when used in agricultural tasks. Further, the analysis
presented is aimed at identifying the kinematic schemes that aremost suitable for solving
agricultural problems.

2 Design Solutions for Mobile Platforms

2.1 Carrying Systems

Carrier systems are the main components of the mobile platform, they involve the instal-
lation of all necessary subsystems and modules. Structurally, they can be divided into
three types: frames, bearing bases and bearing bodies. Frame platforms are called plat-
forms, the loads from the installation of modules and submodules of which fall on the
beam structure. In platforms with load-bearing hulls, the loads are evenly distributed
over the entire hull. And bearing bases can be called a combination of frame and hull
bearing systems, they are also formed by beams, however, the beams are connected by
the bottom, and not by cross members.

When designing a basic mobile agricultural platform, the subsequent installation of
the functional modules must be considered. For this, the support system must have a
sufficient mounting surface as well as suitable connections. The authors of [6] created
a prototype of a mobile platform, the supporting system of which is a frame designed
considering the installation of a seed selector on it. Similarly, in [7], the body of the
mobile platform was designed in such a way that the platform is capable of plowing
thanks to special wheels installed in the front of the body, sowing with a container and
holes for planting seeds in the lower part of the body, and filling the planted seeds with
earth using the attached towards the end of the platform of inclined metal sheets.

The existing constructive solutions for the bodies and frames of mobile platforms
make it possible to increase the permeability and adaptability to changing environmental
conditions. The improvement of cross-country ability by changing the geometry of the
body is demonstrated in [8], the authors of which developed a prototype of a tracked
mobile platformwith an active connection implementedby adrive hinge.This connection
allows you to change the geometry of the platform, and, therefore, the position of the
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center of mass to overcome obstacles, keeping the tracks in tension to continue moving.
In a similar way, the frame geometry is changed in [9]. The mechanism for changing
the geometry of the frame consists of two simultaneously operating motors and a hinge
for connecting two parts of the frame. The mechanism can switch the platform between
wheeled mode and walking mode. It can also adapt the platform to various obstacles by
adjusting the folding angle.

To improve the maneuverability of mobility and adaptation to external conditions,
the authors of the study [10] consider the advantages of using a passive connection or
flexible frame. These frames reduce the load on the propellers and reduce torsional loads
in the hull. An approach to the creation of flexible frames based on the principles and
structures of wildlife is considered in [11]. Structurally, the frame includes two rigid
subframes, on which the necessary functional modules can be installed. The stretchers
are connected by four pneumatic artificial muscles and one artificial spine. A simpler
and more realistic [12] connection of two subframes is applicable in agriculture is a
hinge system consisting of two perpendicularly located hinges. This system provides up
to 35° swivel with a vertical hinge and adapts the frame to rough terrain with a horizontal
hinge. The horizontal hinge allows the frame to bend up to 16° and relieves the structure
of additional torsional loads.

The configuration of the carrier system largely depends on the type of propellers used
and their number. A significant variety of types of propellers and the principles of their
installation does not allow identifying the most suitable options for solving agricultural
problems and requires a comparative analysis.

3 Types of Mobile Platform Engines

3.1 Wheeled and Tracked Mobile Platforms

Wheeled mobile platforms used in agriculture are classified according to the number and
type of wheels. In [13], mobile platforms are divided into four-wheeled and six-wheeled.
Increasing the number ofwheels increasesflotationbut adds bulk and complexity.Wheels
are classified according to their appearance to regular wheels, universal omnidirectional
wheels, and Elon wheels. Conventional and omnidirectional wheels can be driven, and
non-driven, also conventional wheels can be swivel and non-swivel. The location of the
wheels depends on the shape and size of the platform base, as well as on their type. In a
study [14], the authors compared six types of wheels according to the following criteria:
production complexity, stability on uneven surfaces, and the ability to work outdoors.
We also found out the minimum diameter of the wheels, their carrying capacity and the
number required for installation on the platform.The authors concluded that conventional
wheels are the strongest of all types, and the omnidirectionalwheels allow for the greatest
platform maneuverability. At the same time, omnidirectional wheels have a complex
design and are demanding on the quality of the travel surface.

To synthesize the kinematic scheme of a mobile platform, the authors of [15] carried
out a mathematical analysis of the constraints imposed by the wheels on the movement
of mobile platforms. Based on the analysis, it was concluded that there are five types
of kinematic schemes for wheeled mobile platforms. The constraints imposed by the
wheels were described using three vectors: the vector of the platform coordinates on the
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plane, the vectors of the angular coordinates of the swivel and non-swivel wheels, and
the vector of the angle of the wheel about its horizontal axis. Based on these restrictions,
it was concluded that there are five combinations of the degree of mobility (δm) and
the degree of controllability (δs), and, consequently, possible combinations of different
wheels.

When classifying mobile platforms according to the method of controlling the direc-
tion of movement [16], the following groups are distinguished: a group with rigidly fixed
wheels (turning is carried out by changing the speed and / or direction of rotation of the
wheels) [17]; steering group [18]; omnidirectional wheel group, both on Elon wheels
[19] and on omnidirectional wheels [20].

The mobile platforms with the best cross-country ability include tracked platforms.
The designs ofmobile tracked platforms in [21]were divided into three groups depending
on the number of tracks: two-tracked platforms [22]; platforms with four tracks having
two main and two additional tracks [23]; platforms with six tracks [24], four of which
are optional. The authors also divided tracked platforms into two types: fixed geometry
and variable geometry. In fixed-type platforms [22], the position of the center of mass
remains unchanged, so such platforms cannot rise to a height exceeding half the track
diameter. Tracked mobile platforms with variable geometry have the advantage that,
thanks to additional tracks, they change the position of the center of mass and can
overcome steeper and higher inclines [23].

3.2 Walking Mobile Platforms

In work [25], walking mobile platforms are classified according to the number of pedip-
ulators (supports): with two pedipulators; with four pedipulators; with six pedipulators;
and by the type of gait: platforms with static and dynamic gait. Walking mobile plat-
forms have a higher ground clearance than wheeled or tracked platforms, and therefore
can better adapt to rough terrain. The authors of the study [26] concluded that walking
platforms have better stability and many different gait options.

3.3 Combined Mobile Platforms

The developed locomotion systems that allow the platforms to move effectively on
various surfaces, including various types of propellers, are called combined [27, 28].
By combining propellers, four categories of locomotion systems can be obtained: wheel
pedipulators, track pedipulators, track wheels and track-wheel pedipulators. Thus, in
[29], two types of propellers are installed on a mobile platform, and this mobile platform
combines the advantages of wheeled platforms (fast movement on flat surfaces) and
pedipulator platforms (high cross-country ability).

Mobile platforms with wheel-track systems combine the advantages of high-speed
travel and the ability to travel on uneven ground. In [30], the authors developed a design,
the propellers of which are an orthogonal combination of wheels and tracks and provide
multidirectional mobility.

Prototypes of combined mobile platforms using all three types of movers are consid-
ered in [31, 32]. Their locomotion system includes wheels, tracks and pedipulators. This
solution allows the platform to move on all types of surfaces and overcome obstacles.
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Unlike most of the combined platforms, which have separate mechanisms and drives
for each type of propulsion device, in [33] a transformation mechanism is implemented,
with the possibility of directly switching the wheel morphology into a pedipulator. The
process is the union of two semicircles of the wheel in a leg and vice versa.

Table 1 displays the satisfaction of the type of mover with the main frequently put
forward requirements, where + meets the requirement, + \− does not sufficiently meet
the requirement, - almost does not meet the requirement.

Table 1. Meeting design requirements.

Driving at
high speed

Passage on
open ground

Overcoming
obstacles

Simplicity of
design

Wheeled + +\− − +

Tracked +\− + +\− +

Marching − +\− + +

Wheeled-tracked + + +\− +\−
Wheel-pedipulators + +\− + +\−
Caterpillar-pedipulator +\− + + +\−
Wheel-caterpillar-pedipulator + + + −

From this table, it follows that combined mobile platforms meet more requirements.
However, in agricultural applications, there is no need to overcome significant obstacles,
and the important criteria for selection are energy efficiency, simplicity, and reliability of
the design. Further, the main kinematic schemes of mobile platforms will be considered,
considering their applicability in agriculture.

4 Kinematic Diagrams of Mobile Agricultural Platforms

During the analysis aimed at identifying the kinematic schemes of mobile platforms
most applicable in agriculture, the main bearing systems and propulsion systems were
considered. The criteria for choosing a suitable kinematics are open ground passability,
maneuverability, reliability, and simplicity of design.

Even though during the study, combined mobile platforms turned out to be the most
adaptable to different conditions, they are rarely used in agricultural activities, since they
have excessive design capabilities for working in fields and greenhouses. Therefore, their
kinematic schemes will not be considered as possible solutions. As well as the kinematic
diagrams of thewalkingmobile platforms adaptable to rough terrain. The need to support
all the weight, the small surface contact area and the large number of drives significantly
reduce the energy efficiency of walking platforms when solving agricultural tasks.

Caterpillar and wheel propulsion systems, the kinematic diagrams of which are
shown in Fig. 1, are most often used in agriculture. Figure 1 has the following notations:
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Fig. 1. Basic kinematic diagrams ofwheeled and tracked agriculturalmobile platforms: a) tracked
mobile platform; b) four-wheel drive wheeled platform; c) platform on four swivel wheels; d)
platform with two swivel wheels; e) platform on Elon’s wheels; f) platform on omnidirectional
wheels.

1 is a caterpillar, 2 is a drive non-swivel wheel, 3 is a drive swivel wheel, 4 is a non-drive
wheel, 5 is a bearing system, 6 is an Elon wheel, 7 is an omnidirectional wheel.

Tracked mobile platforms (Fig. 1a) have a higher carrying capacity and maneuver-
ability than wheeled ones. However, they have a large mass due to the complexity of the
multi-link design of the tracked propeller and, therefore, consume more energy. Four-
wheel drive (Fig. 1b) wheeled platforms with fixed wheels also have high cross-country
ability on sticky soils and uneven surfaces. The wheels in them are kinematically con-
nected in pairs and are driven by one engine and a transmission or two engines. Chang-
ing the direction of movement of tracked and all-wheel drive mobile platforms on fixed
wheels can be carried out in a confined space by turning around its axis in place.

Four-wheel drive platforms on four swivel wheels (Fig. 1c) can be divided into two
types dependingon the angle of rotation of thewheel around the vertical axis. In platforms
with a wheel turning angle of less than 50°, the transmission of torque to the wheels
can be carried out using drives with hinges from a single traction motor. Changing the
direction of movement in such platforms cannot be carried out in one place, however,
the turning radius becomes smaller than that of mobile platforms with two swivel wheels
(Fig. 1d). To turn the platform in place, without changing the orientation of the body, it
is necessary to be able to turn the wheels along the vertical axis at an angle of 90°. The
maneuverability of this solution is higher than that of tracked and wheeled platforms on
fixed wheels. However, the design features of the hinges for transmitting the moment
at an angle do not allow reaching this value of the angle of rotation of the wheels,
therefore, the implementation of this kinematic scheme is possible only based on the
motor-wheel principle. This feature makes it necessary to install traction motors with or
without a gearbox with direct drive to each wheel, which increases the overall structural
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complexity of such a system. Each of the platform wheels must also be able to rotate
along a vertical axis, which requires a separate drive for this purpose.

Mobile platforms on Elon’s wheels (Fig. 1e) and on omnidirectional wheels (Fig. 1f)
canmove along different trajectories without changing the orientation of the platform, by
changing the speed of rotation of thewheels.However, the complexity of the design of the
wheels does not allow their use on a dirt surface. Also, compared to conventional wheels,
more torque is required to overcome the rotating friction that occurs, making them a
less efficient solution. Platforms on wheels of these types can be used in greenhouse
complexes with a hard surface.

Supporting systems with constant frame geometry ensure simplicity of construction
due to the absence of additional joints, which positively affects their strength and dura-
bility. Unlike frames with constant geometry, frames with variable geometry (Fig. 2) are
used in agricultural machinery only for large-sized platforms that perform operations
that require high tractive power. The use of a fracture frame is due to the need to transmit
a significant torque to large diameter wheels, which would require a significant increase
in the size of the drives in the case of swivel wheels. This mobile platform can be fitted
with one traction motor and one drive M on the vertical joint 1 (Fig. 2a). This joint
provides a frame flexing angle of up to 35°.

Fig. 2. Kinematic diagrams of hinged joints of frames with variable geometry: a) breaking frame;
b) folding frame.

The frames shown in Fig. 2b are used to adapt to uneven surfaces. The main task that
can be solved by the installation of a folding frame with a drive hinge or a hinge with
an elastic element 2 and drive M (Fig. 2b), is to stabilize the frame for working across
slopes up to 20°.

Frames with an installed non-drive hinge 3 (Fig. 2b) are used to reduce the likelihood
of diagonal hanging of the platform wheels and reduce twisting loads when driving on
uneven terrain. To prevent the rear subframe from tipping over, the non-drive hinge
should be limited, and if driving on a level surface, the hinges should be locked in better
stability. The use of the hinges (Fig. 2b) eliminates the need for wheel suspension while
maintaining adaptability to the terrain, which can simplify the design.
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5 Conclusion

The work analyzed the structures, propellers, and kinematic diagrams of mobile plat-
forms in thedirectionof their application as basic autonomous agricultural roboticmeans.
The analysis showed that wheeled and tracked propellers are best suited for moving on
agricultural land. Elon’s wheels and omnidirectional ones are not suitable for movement
on a ground surface, but they can be used when operating in greenhouse complexes with
a hard surface. The caterpillar drive, in contrast to the wheel drive, has a large support
area on the surface, which can provide better cross-country ability. This is an actual
option with a significant planned mass of a robotic platform, but less efficient and more
complicated from the implementation side. The least suitable type of propulsion system
for agricultural platforms is the pedipulator. This is due to the structural complexity of
pedipulators and low energy efficiency due to the use of many servo-drives and the need
for high torques.

Further research will focus on the development of a multifunctional agricultural
robotic platform based on a kinematic scheme with four swivel wheels and a frame with
fixed geometry. This design option allows you to change the direction ofmovement on the
spot without turning the entire platform, which is important for greenhouse complexes
with limited space and for fields with a high density of plantations.
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