
Evaluation of Proprietary Social VR
Platforms for Use in Distance Learning

Fabio Genz1(B) , Niklas Fuchs1 , Daniel Kolb2 , Simone Müller2 ,
and Dieter Kranzlmüller1,2

1 Ludwig-Maximilians-Universität München, Munich, Germany
fabio.genz@nm.ifi.lmu.de

2 Leibniz Supercomputing Centre, Garching near Munich, Germany

Abstract. Distance learning in form of video chats or the streaming
of recorded lectures are common ways for schools and universities to
maintain teaching under the restrictions of the global SARS-CoV-2 pan-
demic. One possibility to improve distance learning can be the use of
virtual reality (VR). To this day there are no common guidelines for
educators for using VR, and therefore no recommendations to decide
which platform to use and what specific requirements they entail. This
paper presents an evaluation of currently available proprietary social
VR platforms for the use in distance learning. Based on results of expert
interviews (n = 4) with educators and an online survey (n = 92) of stu-
dents, we identified ten relevant criteria for teaching in VR. We compiled
a list of 155 currently available proprietary social VR platforms, which
we filtered and evaluated. The results indicate that current social VR
platforms can provide an easy and affordable way for educators to access
the usage of VR in education, although we could not determine a single
best social VR platform. Our recommendations rather provide different
most suitable platforms for particular learning applications depending to
respective educational requirements. Our research provides a guideline
for interested educators in order to find an affordable entry into the usage
of VR in education. Building on this, future research can shed light on
questions of didactic effects, user-friendliness, or data protection.

Keywords: Virtual reality · Education · Distance learning · Social
VR Platforms

1 Introduction

The global SARS-CoV-2 pandemic poses a major challenge for schools and uni-
versities to deliver adequate education to their students [12]. Learning in video
chats and watching recorded lectures has become the daily routine for many
students [5] when universities and schools had to stop their in-classroom teach-
ing. Students and teachers have mixed opinions about this new form of learning,
but this switch to digital learning can in turn open the doors for other tech-
nologies to improve learning outcomes. One of the technologies that has seen a
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strong increase in popularity in the past decade is VR: a 3D, multi-sensorial,
immersive, real time, and interactive simulation of a space [19] that can provide
students with exclusive first-person experiences that were previously impossi-
ble to obtain in formal education [45]. While the technology and early devices
have already been known since the 1960s, more affordable VR devices have only
recently started to appear. Today, users can experience immersive VR experi-
ences with high-quality head-mounted displays (HMD) for under $ 300 [8,42].
There are also stand-alone HMDs, which do not require a powerful and expen-
sive computer to operate. In addition to the availability of suitable hardware,
teachers also need to have the proper software to execute their lessons and pro-
vide learning material. Custom made and specialised software is often expensive
or requires a lot of time to be created. As part of the recent rise in popularity for
VR, numerous social VR platforms, which provide virtual environments (VE)
for people to meet and interact in VR, have been developed in the past years.
These platforms are already available and likely to be more affordable than cus-
tom designed software. Building on the thesis and survey results of Fuchs [9],
this work will therefore elaborate a methodology in order to evaluate the poten-
tial use of social VR platforms for distance learning. The focus is clearly on the
technical consideration and evaluation, which is why pedagogical factors have
been deliberately neglected.

2 Related Work

Since the creation of the first virtual reality device in the 1960s [39], a lot of
research on VR and its applications has already been done. The following sections
provide a short overview of topics related to VR and its benefits and challenges.

2.1 Presence and Immersion

Presence and immersion are two of the key aspects when talking about VR.
But there is no consensus about the specific meaning among researchers yet.
Both terms have at times been used synonymously, while being strictly sepa-
rated in other cases. One explanation of their correlation was provided by Slater
et al. [32]: “Presence is a human reaction to immersion”. Following this explana-
tion, presence describes how present the user feels inside VR, while immersion
is how the user’s senses are stimulated by external devices. Measuring the level
of immersion is done by examining how the user’s senses are targeted by the
devices used. Presence on the other hand is much harder to evaluate from an
objective point of view, as there are lots of different aspects that affect it. Pan
et al. [27] found that errors in the visual representation, such as lagging graphics
and flickering images, can have a negative impact on the user’s perception of
presence. In 2009, Jin [15] discovered that the individual representation of users
inside the VE affects their perception of presence as well. Even the personal
traits of users were found to have a major influence on how present the user
feels in a study by Janssen et al. [14].
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2.2 VR in Education

Over the past few decades, the potential of using VR in education has frequently
been discussed. Winn [45] elaborated how immersive VR can enable students to
have unique experiences that are otherwise impossible to achieve in formal edu-
cation. Other studies showed more applications, in which using VR outperformed
other teaching methods: Duff, Miller, and Bruce [6] compared virtual patients to
actors playing patients in a medical study and found that users perceived the vir-
tual patients as more realistic. Legault et al. [21] compared traditional learning
methods for learning Mandarin to an immersive VR experience, which resulted
in the VR experience showing better learning outcomes for participants. Various
other studies [23,38,47] compared immersive VR simulations to other teaching
methods and concluded that the usage of immersive VR simulations can lead to
students showing greater motivation and interest as well as better results in tests.
Kyaw et al. [18] analysed 31 studies dealing with education of medical health
professions in order to compare VR learning methods to other forms of digital
learning. They found out that the usage of VR lead to better learning results
for the students. A different approach on how to enhance teaching methods by
using VR was presented by Dyer et al. [7], who let nursing care personnel expe-
rience age-related conditions, which proved to be an effective teaching method
to teach students to develop empathy. Merchant et al. [25] performed a meta-
analysis of over 60 studies in a more general approach to evaluate whether a VR
environment has a positive effect on teaching. They concluded that a VR envi-
ronment is indeed effective for teaching in higher education and further found
that, among different kinds of VR scenarios, game scenarios showed the best
learning outcomes for students. In a study about teaching truss mechanics to
engineering students, Banow and Maw [2] found that students using VR showed
significantly better learning outcomes compared to the students using traditional
teaching methods.

Focusing on the aspects of social interaction in VEs, Williamson et al. [44]
demonstrated that the social behaviours in VR workshops mirror the social
behaviours of real-life workshops. However, they highlighted the need for VR
platforms to provide the users with diverse means of expressing themselves, as
otherwise several social cues present in real life get lost. On the other hand,
a survey by Yarmand et al. [46] found that many students are unwilling to
share their videos, which hinders social interaction within class and poses a
significant challenge to teachers. Educators who are met with static or even no
images of their students have difficulties reading the engagement of their class.
This impedes encouraging student participation, e.g. by addressing individuals
directly. Hence, teaching in VR needs to account for the students’ preference of
not showing their real faces or surroundings while still communicating emotions,
expressions or reactions to teachers and classmates. Additionally, studies by
Petersen, Mottelson, and Makransky [28] as well as Gao et al. [11] found that the
visual representation of the teacher and students influences the knowledge gained
by learners in VR settings. This further reinforces the need for customisation
options for classroom avatars.
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2.3 Cybersickness

One drawback of using VR is the medical condition called cybersickness. Users of
VR devices can experience symptoms similar to those of motion sickness. Those
symptoms can range from mild symptoms like sweating, fullness of stomach, and
dryness of mouth to more severe ones, like headache, vertigo, and vomiting [20].

LaViola [20] found that technical parameters, such as lag, position tracking
errors, and flicker, are possible triggers for the occurrence of cybersickness. He
further states that a refresh rate of at 30 Hz is generally enough to remove the
issue of flicker. He also found individual factors, such as gender, preexisting
illnesses, and age, to affect the occurrence and severity of cybersickness. Higher
visual realism was found to cause more symptoms of cybersickness than lower
visual realism in a study by Tiiro [41].

A qualitative study by Wang and Suh [43] about how users adapt to cyber-
sickness in VR revealed that a change in body posture, adjusting the position
of the HMD, resting the eyes, and slower movement can reduce the user’s dis-
comfort. They also had users reporting that the repeated use of the same VR
application has decreased their feeling of cybersickness.

2.4 Internet Connection

According to Mangiante et al. [22], the internet requirement for what they call
early stage VR with a resolution of 1K × 1K px, equivalent to 240p TV resolu-
tion, is 25 Mbit/s and a latency of 40 ms. A video resolution of 4K × 4K px, com-
parable to high definition (HD) TV, already requires 400 Mbit/s and a latency
of 20 ms. This shows how important the aspect of sufficient internet connection
is for a successful implementation of VR for education purposes. As an exam-
ple, in 2019, about 5% of households in Germany had no internet access and
the average connection speed was at just 24.64 Mbit/s. This vastly increased in
2020, when an average mobile internet connection of 57 Mbit/s with a latency of
33 ms and a fixed broad band connection of 118 Mbit/s with a latency of 21 ms
were measured [26]. There has yet to be conclusive research done to evaluate
whether the currently available internet infrastructure is enough to provide all
students suitable circumstances for the use of VR in education.

3 Concept

Since, to the best of our knowledge and previous research, there are no uniform
guidelines for the use of VR in teaching to date, there are neither recommen-
dations for educators which platform would be best suited for this, nor which
technical requirements are involved.

In the following, we present a methodology for the evaluation of currently
available VR platforms for the potential use in distance learning. Our approach
essentially consists of four main steps, which can be seen in Fig. 1. We begin
the process with qualitative and quantitative studies to identify the individual



466 F. Genz et al.

Requirement Analysis

Relevant Criteria

Candidate Platforms

Filtering Platforms

Individual Platform Assessment

P
la
tf
or
m

Se
le
ct
io
n

Fig. 1. This flowchart illustrates our concept to identify and evaluate the social VR
platforms. First we conduct a requirement analysis, which allows us to formulate rel-
evant criteria. We then use these criteria to select and filter the platforms. We finally
analyse the remaining platforms individually.

requirements of educators and students (Requirement Analysis). Based on this
data we define specific criteria which allow us to evaluate the suitability of the
respective tested social VR platform (Relevant Criteria). In the next step (Plat-
form Selection Process), currently available proprietary social VR platforms are
firstly identified (Candidate Platforms) and subsequently reduced to a manage-
able selection (Filtering Platforms). Finally, the remaining platforms are individ-
ually subjected and compared to each other, regarding how well they meet the
identified criteria, for final recommendations (Individual Platform Assessment).

4 Results and Discussion

To evaluate social VR platforms for the potential use in distance learning,
we applied the methodology presented in Sect. 3. The observation period was
between December 2020 and February 2021.

4.1 Requirement Analysis

For the identification or relevant criteria we chose a two-pronged approach: On
the one hand we used expert interviews to gather qualitative data and thereby
deeper insights from didactic experts. On the other hand we used an online
survey to collect quantitative data on the needs of students.
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Expert Interviews - Design. To carry out the qualitative analysis, we con-
ducted four expert interviews and subsequently analysed them in detail. The use
of expert interviews requires not only a general clarification of the definition of
an expert itself, but also the examination of an appropriate interview format.

The expert status requires the completion of general training as well as train-
ing related to specialised knowledge. The corresponding qualification, in turn,
is proven by the acquisition of a socially recognised and thus validated proof in
form of a respective certificate [33].

Regarding the correct format of expert interviews, there is an ongoing discus-
sion in the literature. Since it is neither clear how, nor whether it is possible at
all to place expert interviews on a secure methodological basis, we recommend
conducting the interviews in form of open questions without a rigid, restrictive,
and thus possibly result-falsifying method until this debate has been clarified [3].

As our interviewees wished to remain anonymous, they will be referred to as
I1, I2, I3 and I4.

– I1 is a university professor for computer science at a German technical uni-
versity.

– I2 is a university professor of literature at a German non-technical university.
– I3 is a teacher at a grammar school in Germany and is seconded part-time to

a university.
– I4 is a university professor at the department of computer science at a German

technical university.

Furthermore, based on the given expert definition, the interviewed persons could
doubtless be called experts from the fields of didactic and teaching.

In each of the four interviews, twelve questions were asked in the order pre-
sented in Table 1. The interviews were conducted in German, hence the questions
were translated from German.

Expert Interviews - Results. All four experts showed a basic awareness for
the use of VR in education. While I1 plans to use VR for a project in the near
future, I2 and I4 have already used VR in education. Due to their affiliation with
a technical university, only I1 and I4 considered the technical requirements for
the use of VR to be given. In addition to suitable hardware, for example in form
of sufficiently powerful computers, slow internet connections at the workplaces
were also identified as possible bottlenecks. With regard to a possible budget, the
statements differed relatively widely. I1 estimated the possible budget of their
university for VR applications to be at least as high as for licences for other
applications used in teaching, e.g. Zoom, and mentioned that up to 20 000e
should not be a problem. I2 mentioned that a budget of up to 200e is still an
acceptable price for the use of a VR platform in a course. I3 did not give an exact
price, but stressed that with an annual budget of only 700e for the school’s IT
department, costs should be kept as low as possible. Due to a complete lack of
budget for courses, I4 stated that the platforms would even have to be free of
charge. Even if provided with funding, they mentioned that the budget would
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Table 1. Structure of the expert interviews

ID Question

E1 Have you tried using VR in education before?

E2 Do you have access to a computer powerful enough to run VR
applications at your work place?

E3 Do you have access to a fast and stable enough internet
connection at your work place?

E4 How much may a VR application cost for the use in your
lectures?

E5 How do you evaluate the teaching setting of a classroom without
media support and just a teacher presenting content in front of
the class?

E6 How do you evaluate the teaching setting of a classroom with
media support, e.g. sound, video, and text?

E7 How do you evaluate the teaching setting of an interactive and
customisable environment?

E8 How important is easy usability for VR platforms?

E9 How detailed and realistic do you want a VR platform to be, to
be suitable for teaching?

E10 Where do you see the biggest obstacles for using VR in
education?

E11 What are essential qualities for a VR platform to be suitable for
education?

E12 Would you like to see VR integrated into education?

probably be around 5e per student. However, it must be mentioned that none
of the interviewees have budget responsibility according to their own statements.
In the context of the presentation of the different potential settings, all intervie-
wees agreed that this mainly depends on the application case and the respective,
associated requirements. Due to the assumed highest degree of immersion, all
interviewees saw the greatest potential for teaching in an interactive and cus-
tomisable environment (E7). However, they mentioned that the higher variety of
possibilities and the possible distractions in such an environment do not necessar-
ily lead to better teaching results. All four respondents agreed that the usability
of a VR application should be as simple and natural as possible. The demand
for level of detail and realism within the virtual world is again highly dependent
on the use case. While the representation of certain objects, e.g. anatomically
correct body parts in a medical course or the recreation of “real” social interac-
tion, requires a high degree of detail and realism as possible, in some cases only
simple representations or symbols are needed. However, I4 noted that a higher
level of detail and “cool look” could positively influence users’ motivation and
opinion of VR applications. Currently, the biggest obstacles are seen in technical
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limitations. I1 mentioned that their university, even after a lot of work, were not
able to organise proper online programming exams. Hence, they deem organising
a VR course as too much of a challenge and expect it to ultimately fail due to
hardware and software problems. In addition, the possible lack of acceptance and
understanding of VR were also seen as potential limiting factors. However, the
general consensus was that the technology offers many possibilities and should
be used in education in the future.

We gather from the results of the interviews that the requirements for VR
applications for the use in education depend strongly on the respective use case,
which in turn affects the respective technical requirements. The interviewees saw
the greatest advantages in the use of VR in education in the display and joint
viewing of relevant objects. In addition to a high level of detail and possible
interaction possibilities, the objects should also be easy to create or be able to
be uploaded to the platform in common file formats. In addition, the realistic
representation of social interaction between the participants was also considered
as relevant. This is, for example, also reflected in the possibilities for self repre-
sentation. Due to budget uncertainty, it appears that free VR applications have
the greatest chance for acceptance and use in education.

Online Study - Design. For the quantitative research we applied a survey with
prospective users, since the expectations of users of distance learning with VR are
of great interest. The survey was mainly distributed in social media groups for
students and lecturers. Over a six-week period, combined with active advertising,
a total of 92 students participated in the survey. After a short introduction about
how immersive VR can be used in education, the survey consists of five questions
(see Table 2). Q1 through Q3 allow only single selection, Q4 allows the selection
of multiple answers and Q5 asks participants to place a slider on a scale from 0
(low realism) to 100 (high realism). The online study was conducted in German,
hence the questions were translated from German.

Online Study - Results. The majority of participants answered Q1 with agree
or rather agree. While 18% were neutral, another quarter tended to disagree
or completely disagreed with this statement. The results of Q2 show that the
availability of fast internet is not given for all students. Almost a quarter of
the participants have access to an internet connection of less than 50 Mbit/s
and only about 14% have access to more than 100 Mbit/s. Nevertheless, more
than 33% of the participants could not answer this question at all due to lack
of knowledge, which could change the results again in case of a corresponding
future works. The results of Q3 show a clear tendency towards a relatively low
willingness to pay, with 50% of participants saying they would only use VR in
education as part of free offerings. 32 % would accept up to 25e per semester,
14% up to 50e, and only about 3% would be willing to pay up to 100e or
more. The results of Q4 show that with 89%, high costs were seen as the biggest
obstacle. This was followed by the considerable hardware requirements and a
stable and fast internet connection. Complicated handling and lack of interest
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Table 2. Online survey of students (n = 92): Prompts Q1–Q5, response options and
results

Q1: I would like to use VR in education.

Agree Rather agree Neutral Rather disagree Disagree

17 35 17 20 3

Q2: What internet connection do you currently have at home?

No internet <20Mbit/s 21–50Mbit/s 51–100Mbit/s >100Mbit/s I don’t know

0 6 16 26 13 31

Q3: How much money would you be willing to spend on the use of VR in education per semester?

Free of charge Up to 25e Up to 50e More than 50e

46 30 13 3

Q4: What are the biggest obstacles to the use of VR in education?

High costs
Complicated

handling
Internet connection Technical equipment

Motivation and

interest

82 43 53 57 39

Q5: On a scale of 0 to 100, how realistic do you want the virtual environment to be?

0–19 20–39 40–59 60–79 80–100

3 16 26 35 12

were named as the fourth and fifth biggest obstacles. In addition to the obstacles
already mentioned, in descending order, privacy, copyright, feasibility and the
inconvenience of having to wear an HMD and, e.g. take it off in order to take
notes, were mentioned in the free field. The results of Q5 basically show a wide
range of user ratings, with the lowest user rating 6 and the highest 100. The
average user rating was 58 and the median was 61.

4.2 Relevant Criteria

In total, we identified ten relevant criteria from the Requirement Analysis. The
platforms considered are tested for suitability with regard to these identified
criteria.

Preliminary Filtering. We assigned the five readily verifiable selection criteria
to this category. Platforms that fail to fulfil at least one of these selection criteria
are eliminated. We regard platforms that fulfil all these selection criteria as social
VR platforms which are generally suitable for distance learning.

– Availability : The social VR platform must be available and accessible during
the respective test period in order to be able to test it.

– HMD Support : HMDs are used in a majority of studies in the context of
higher education and could be seen as a potential prerequisite for immersive
learning experiences [30]. Therefore the social VR platform must support the
usage of an HMD.



Evaluation of Proprietary Social VR Platforms for Use in Distance Learning 471

– Costs: Only cost-free platforms are considered against the background of
uncertain budgets and low willingness to pay.

– No Age Restrictions: Adult content is avoided in view of the fact that poten-
tial users might include minors. Therefore only social VR platforms without
age restrictions are considered.

– Content Creation: One decisive advantage of using VR in education is the
possibility to present educational content in a creative, unique and interactive
way in 3D. Since there is no complete ‘out of the box’ solution, only social
VR platforms were considered that offer options to upload or directly create
content in the VE. Simple VR experiences without customisable content are
therefore not considered.

Popularity Check. The second category includes only one criterion. Here,
popularity refers to the number of users. We use this metric as a simplified mea-
sure for the probability of continued support by developers. However, it must be
emphasised that user numbers are not directly related to suitability in terms of
distance learning. The potential risk here is rather seen in a possibly unsustain-
able recommendation. We obtained the number of users on the basis of publicly
available information or through direct communication with the developers and
operators of the respective platform.

– Popularity : The number of average daily users.

Aspects to Analyse. The third category includes all criteria that are consid-
ered relevant for conducting a comparative analysis of the remaining platforms.
The platforms selected in this step all have the basic prerequisites for the use in
distance learning. The comparison on the basis of the respective identified cri-
teria of this category should provide a solid foundation for possible recommen-
dations. For this purpose, the individual platforms are examined more closely.
The criterion Content Creation already appeared as a criterion in the context
of the knockout category. However, the criterion is applied slightly different in
the respective category. In the knockout category it was only tested for basic
feasibility on the basis of publicly available information. In this category, the
criterion is applied in form of a detailed usage and functionality test for each
platform individually.

– Content Creation: As described above.
– Social Interaction: Individual character representation and communication

with other users within the VE.
– Hardware and Software Requirements : Requirements of the respective social

VR platforms in terms of computation power.
– Internet Connection: Requirements regarding the internet connection.
– Cross-Platform Support : Ability of users to access the same VE from different

devices.
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4.3 Platform Selection Process

Within the platform selection process, we compiled a list of currently available
social VR platforms. We then reduced the list by applying the identified Relevant
Criteria. The identification of the currently available platforms as well as the
filtering process are subsequently described.

Candidate Platforms. There is a large number of available social VR appli-
cations online. A detailed and potentially comprehensive compilation of cur-
rently available social VR platforms and virtual worlds is provided by the work
of academic librarian Ryan Schultz [31]. This list was cross-checked with sev-
eral other lists of currently available social VR platforms to verify complete-
ness [10,13,16,17,29]. This, however, did not reveal any additional platforms.

Table 3. Average daily users of social VR platforms as of February 2021. The number
for FRAME was provided via E-Mail by the developer in February 2021. The user num-
ber for Tivoli Cloud VR is an estimation based on the observed number of concurrent
users in February 2021.

Platform name Average daily users Time of data

AltspaceVR 15 (on Steam) [34] January 2021

Anyland 3 [35] January 2021

FRAME 500 January 2021

Mozilla Hubs No information found n/a

Neos VR 110 [36] January 2021

Roblox 31 000 000 [4] January 2021

Sansar 14 [37] January 2021

Sinespace 1700 [40] March 2019

Tivoli Cloud VR less than 10 February 2021

Filtering Platforms. In a first step, the formerly identified 155 available social
VR platforms were selected by applying the identified Preliminary Filtering cri-
teria. On the basis of publicly available information, only nine social VR plat-
forms were able to meet the respective requirements for Availability, HMD Sup-
port, Costs, No Age Restrictions and Content Creation (see Table 3). If there was
no information publicly available, the respective platform was also excluded. The
nine remaining social VR platforms all meet the requirements for the potential
use in distance learning.

In order to ensure a potential higher degree of long-term developer support,
the Popularity criteria was applied for the remaining nine social VR platforms.
Therefore, the average daily users per month were compared. In cases where no
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public information was available, the operators or developers of the respective
platform were contacted directly.

Table 3 shows the average daily users of each selected social VR platform.
We chose 100 average daily users as the lower population threshold. This leaves
Roblox, Sinespace, FRAME and Neos VR are therefore part of the individual
assessment in the next step. With regard to Mozilla Hubs, consistent and reliable
user figures were not available and direct contact attempts were not answered
or could barely provide any further information.

4.4 Individual Platform Assessment

Assessment Design. We used the HMD Oculus Quest for our tests. The Ocu-
lus Quest is a stand-alone HMD that can run VR applications independently.
However, since the stand-alone configuration does not support all VR applica-
tions due to higher computing requirements, the Oculus Quest was connected
to a computer via a USB 3.0 cable. This allows the computer to supplement
the computing power of the Oculus Quest. The computer used for the test
is equipped with an AMD Ryzen 5 3600 6-core processor, an NVIDIA RTX
2070 Super graphics card and 16 GB of DDR4 RAM. The recommended system
requirements for the tested VR platforms were met or exceeded in all cases. All
quality settings were set to the highest available options for the tests. Regard-
ing the internet connection, the computer was connected via LAN to a DSL
internet connection with 63.67 Mbit/s downstream and 12.73 Mbit/s upstream
on average.

We then used this setup in the following step in the individual assessment to
evaluate and analyse the respective platform.

As far as available, the Hardware- and Software Requirements are taken from
the publisher. In the case of missing information, the respective developers were
contacted and thus missing information was supplemented as best as possible.
As a measure of visual fidelity, the frame rate during the internet connection
test described below was documented. The display quality was set to the highest
available setting for each of the evaluated platforms.

For the examination of Social Interaction, the possibilities for customising
avatars as well as available functionalities for communicating with other users
through text, speech, gestures and emotes were considered.

To evaluate Content Creation, we examined the options for uploading or cre-
ating content, as well as the respective possibilities for interacting with content
in more detail.

Cross-Platform Support, as part of this analysis, describes the ability of users
to access the same software from different devices, such as computers, mobile
devices and HMDs. Many VR platforms offer such forms of cross-platform sup-
port. The different access options, required accounts and software needed were
taken from the respective websites and listed for each platform.

Internet Connection refers to the performance of each VR platform in terms
of latency and average bandwidth usage. We measured these attributes over a
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time windows of five minutes, during which we cycled through the provided func-
tionalities of the different platforms. In order to monitor the internet traffic for
each computer process individually, we recorded the used upstream and down-
stream bandwidth with NetBalancer. Information on latency was taken directly
from the platform-own monitoring where possible and, in cases where it was not
possible, from the resource manager of the operating system.

Assessment Results. After using the earlier mentioned assessment methodol-
ogy, we found the following results:

For internet use and performance, the results of the 5-minute test are pre-
sented in Table 4.

For Hardware- and Software Requirements, FRAME, Neos VR and Sinces-
pace state almost identical requirements, with a medium level CPU and graphics
card from 2014 and 4 GB RAM. Because Roblox does not state specific require-
ments for the use of their platform in VR mode, the system requirements are for
the desktop use and therefore much lower compared to the other platforms.

For Social Interaction, information about communication methods and body
tracking is shown in Table 4. FRAME offers only basic avatar models with lim-
ited customisation options and no emotes or gestures. Roblox also also simple
character designs, but additionally also a large shop for customisation options
and more than 50 emotes and gestures is available. Sinespace uses realistic avatar
designs with over 100 sliders to adjust certain details together with 13 available
emotes and gestures. It also features a shop where users can publish their own
assets to customise avatars. Neos VR supports 49 file formats for uploading 3D
avatars. With various options to integrate and adjust features of avatar models,
as well as the possibility of full body tracking, a realistic model of the user can
be created. There are no default emotes or gestures available, but the support of
full body tracking, including lip and eye tracking, enables users to use natural
gestures and emotes in the VE.

For Content Creation, each platform has its own approach on how to create
and present content. FRAME only offers the option to add elements to a variety
of predesigned spaces. All customisation is done within the platform, either in
desktop or in VR mode. Roblox and Sincespace have their own separate creation
tools, where users can freely design VEs, assets and functionalities. In Neos VR,
users perform all content creation in VR. Adding, modifying and creating assets
can all be done with the tools available in VR. The number of supported data
formats for images, 3D models, audio files and video files can be seen in Table 4.

For Cross-Platform Support, all platforms are accessible via desktop and VR.
Mobile access is supported for FRAME, Roblox and Sinespace.

4.5 Discussion

The expert interviews and the online survey showed that an added value is to be
expected through the use of VR in distance education. In addition to advantages
in the area of social interaction, we see the possibilities of presenting interactive
3D content in VR as decisive advantages of VR in general.
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Table 4. Individual analysis and test results of each platform

Criteria FRAME Neos VR Roblox Sinespace

Frame rate (fps) 101–140 26–48 54–60 36–60

Latency (ms) 110–116 127–180 52–78 109–144

Average bandwidth used (Mbit/s) 0.06 9.27 9.44 5.74

Full body tracking ✗ Up to 11 tracking points ✗ ✗

Text/Voice chat ✓/✓ ✓/✓ ✓/✗ ✓/✓

Supported image data formats 2 33 4 11

Supported 3D model data formats 4 49 2 4

Supported audio data formats 1 No data 2 4

Supported video data formats 4 No data 12 1

Since the requirements for VR applications are very diverse, e.g. due to dif-
ferent subjects in education, it is difficult to recommend a single best social VR
platform for digital distance learning.

Rather, the most suitable platform for a particular application depends on
a number of factors, such as the technical equipment, the content available for
presentation, the number of students and lecturers, the nature of the training
itself and certainly a degree of personal preference.

The system requirements for using social VR platforms are significant, which
are reflected in the results. The system requirements for the Sinespace and Neos
VR platforms and the requirements for the Oculus Link and SteamVR software
are at a similarly high level. The Roblox and FRAME platforms do not specify
explicit requirements for use in VR mode, but due to the significantly lower
level of detail compared to the other platforms, it can be assumed that their
requirements are also lower.

Framerate test results can be used to evaluate the visual performance of each
platform. This is, however, highly dependent on the complexity of the currently
displayed scene in the VE.

In terms of social interaction, the platforms studied differ greatly from each
other. The Neos VR platform offers by far the most sophisticated and extensive
features for communication and interaction possibilities. With the help of the
multitude of supported input devices for full body tracking, lip tracking and eye
tracking, interactions between users in VR become almost lifelike. The platforms
Roblox and FRAME, offer only basic communication options, which, combined
with the low level of realism of the avatars, does not help to improve social
interaction possibilities. Sinespace offers a higher degree of visual realism, but
the provided communication and interaction options are poor.

In terms of content creation and uploading, there were also significant differ-
ences. Neos VR offers by far the most comprehensive range of content creation
options within VR. With advanced creation tools and scripts, as well as dozens
of supported data formats, Neos VR wass able to replicate any of the trials and
experiments we ran possible on the other platforms. However, the multitude of
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possibilities is very much at the expense of usability given the state of the user
interface in VR. we question to what extent this can be seen as an advantage or
even a disadvantage for the planned use in education.

FRAME, on the other hand, offers the simplest framework of all the platforms
compared for creating a VE quickly and easily, sharing content with the available
tools and communicating with other users. This may already be sufficient in the
education sector for some applications of VR, thus enabling a quick and easy
entry into the use of VR in education.

It should be noted that by limiting the results to free social VR platforms,
platforms that might be more suitable in terms of functions were possibly
excluded. Furthermore it must be mentioned that the qualitative and quantita-
tive data were collected in a highly developed country, which is why the results
are only of limited significance when viewed globally and may differ in a less
developed country.

5 Conclusion

The aim of this work was to compile criteria relevant to the deployment of pro-
prietary social VR platforms in distance learning. We then applied these criteria
to a list of currently available social VR platforms to identify promising candi-
dates for use in education. In order to gather and group individual requirements,
we conducted fours interviews with experts from didactic fields and an online
study among students with 92 participants.

In total, ten criteria could be classified as relevant with regard to distance
learning in VR. Availability describes that the social VR platforms must be
available during the test period. HMD Support is a potential prerequisite for
immersive learning experiences. Costs ensures, that only free platforms are con-
sidered. No Age Restrictions describe that adult content is avoided, since we
expect at least some of the users to be minors. Content Creation relates to
the options for uploading or directly creating content in the VE, as well as the
respective possibilities for interacting with this content. Popularity refers to the
popularity in order to maintain the support of developers. Social Interaction
refers to possibilities of individual character representation and communicating
with other user within the VE. Hardware and Software Requirements considers
the requirements of the respective social VR platforms in terms of computation
power. Internet Connection considers the requirements regarding the internet
connection. Cross-Platform Support relates to a cross-platform support in order
to enable user a to access the same VE from different access devices.

We compiled a list of 155 currently available social VR platforms. By applying
We were able to reduce this to a manageable selection of four platforms which in
turn were subjected to a more detailed examination and furthermore compared
with each other in an individual assessment.

Although the results of this analysis indicate that social VR platforms are
certainly an option for expanding the existing possibilities of distance learning
through the use of VR, no single best social VR platform for digital distance
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learning could be recommended. The recommendation of a certain platform is
strongly linked to the respective requirements of the different potential applica-
tions of VR for education. Therefore recommendations head into the direction
of a most suitable platform for a particular application.

Nevertheless, since there have been no uniform guidelines for the use of VR
in teaching so far, the presented and directly applied methodology of this work
provides value in many respects.

In light of the recent SARS-CoV-2 pandemic and associated, often time-
critical decision-making concerning teaching in schools and universities, our cri-
teria can support rapid and valid solutions.

6 Future Work

There are numerous research questions that should be examined more closely
in future work and, if possible, also explored in less developed countries. Some
suggestions, which in some cases might possibly build on the results presented
here, will be made in the following.

To be able to shed more light on the general didactic effects of the use of
social VR platforms in education, the evaluation of concrete use cases would be
beneficial. Particularly, use cases in the context of simulating and analysing 3D
content can further highlight the advantages of VR for educational purposes.

Another interesting research question with regard to user-friendliness might
be, to what extent the platforms are considered as simple and comprehensible
enough for educators to use them widely in their courses. For the evaluation,
teaching objectives could be defined which are taught in the context of the use
of selected social VR platforms and the creation of a VE. Based on a survey
conducted on how easy or difficult it is to create the VE in the social VR plat-
form, a further selection criterion might be developed for the respective social
VR platform for an even finer selection of potentially suitable platforms to be
used in education.

Another important topic is data protection. As users can use additional
devices to increase the level of immersion, a lot of data could potentially be
obtained on the respective used social VR platform. This raises questions such
as what user data is stored, how it is processed and what it is or could be used
for.

Finally, the options for representing oneself as well as expressing emotions
or social cues during VR distance learning warrant closer inspection. Especially
‘unconventional’ avatars can offer advantages and, to date, little explored poten-
tial [24]. This research can likewise be expanded to cover education of adults
and senior citizens [1].
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