
Novel Augmented Reality System for Oral
and Maxillofacial Surgery

Lele Ding1, Long Shao1, Zehua Zhao1, Tao Zhang2(B), Danni Ai1(B), Jian Yang1,
and Yongtian Wang1

1 Beijing Engineering Research Center of Mixed Reality and Advanced Display, School of
Optics and Photonics, Beijing Institute of Technology, Beijing 100081, China

danni@bit.edu.cn
2 Department of Oral and Maxillofacial Surgery, Peking Union Medical College Hospital,

Beijing 100730, China

Abstract. Recently, in the field of surgical visualization, augmented reality tech-
nology has shown incomparable advantages in oral and maxillofacial surgery.
However, the current augmented reality methods need to develop personalized
occlusal splints and perform secondary Computed Tomography (CT) scanning.
These unnecessary preparations lead to high cost and extend the time of preop-
erative preparation. In this paper, we propose an augmented reality surgery guid-
ance system based on 3D scanning. The system innovatively designs a universal
occlusal splint for all patients and reconstructs the virtual model of patients with
occlusal splints through 3D scanning. During the surgery, the pose relationship
between the virtual model and the markers is computed through the marker on the
occlusal splint. The proposed method can replace the wearing of occlusal splints
for the secondary CT scanning during surgery. Experimental results show that the
average target registration error of the proposed method is 1.38±0.43 mm, which
is comparable to the accuracy of the secondary CT scanning method. This result
suggests the great application potential and value of the proposed method in oral
and maxillofacial surgery.

Keywords: Augmented reality · Surgical navigation · Occlusal splint ·
Three-dimensional reconstruction

1 Introduction

The traditional method of oral and maxillofacial surgery performs preoperative plan-
ning and operation simulation according to CT images, mainly relying on the prior
knowledge and experience of the surgeon [1]. In recent years, researchers have studied
several oral and maxillofacial surgical guidance systems based on augmented reality
technology [2–6]. Wang et al. [7] used integral imaging technology to realize the 3D
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display of the mandible virtual model, enhancing the depth perception during the sur-
gical guidance process. Ma et al. [8] proposed an augmented reality display system
based on integral videography. The system can provide a 3D image with full parallax
and help surgeons directly observe the hidden anatomical structure with naked eyes.
Through a half-silvered mirror, observers can directly perceive the real environment
while receiving the reflected virtual content, avoiding the problem of hand–eye coor-
dination during surgery. The marker-less image registration method used in AR scenes
must usually extract the features of objects [9]. However, the process of extracting the
boundary shape is complicated and time-consuming. Zhu et al. [10] designed personal-
ized occlusal splints for each patient, achieving the superimposition of the virtual skull
model on the patient by identifying fiducial marks and tracking patient displacement.
This method has high precision and real-time performance that satisfy the intraoperative
requirements. However, this method requires a significant amount of time to design an
occlusal splint based on the CT data of each patient before the operation.

This study proposes an augmented reality system for oral and maxillofacial surgery.
The proposed system uses a 3D scanner to perform 3D reconstruction. The virtual model
is superimposed on the real object by tracking the reference image marker. The principal
prototype of the systemwas tested on a skull phantom and cadavermandibles. The results
show that the accuracy of the proposed system meets the clinical needs. In addition, our
method does not require patients to undergo secondary CT scans. Furthermore, we only
need to design a universal occlusal splint for all patients to meet the surgery require-
ment. We summarize our contributions as follows. (1) A universal occlusal splint is
designed for most patients, replacing the design of personalized occlusal splints for each
patient, thereby greatly reducing the time and material costs. (2) Instead of secondary
CT scanning, the virtual model is reconstructed by 3D scanning to achieve a “seam-
less” integration of the virtual and real situations. The influence of fusion precision and
external factors om accuracy is analyzed from several aspects.

2 Experimental Setup

Figure 1 illustrates the setup of the proposed augmented reality display system. M rep-
resents the universal occlusal splint. A marker is pasted on the occlusal splint, which is
rigidly fixed to the skull phantom. R represents the skull phantom. The size of the skull
phantom is the same as that of a human skull. S represents the 3D scanner (Artec EVA,
Canada), which is used to obtain the virtual model for the experiment. C represents the
camera (sy8031, Shenzhen, China). The maximum frame number of video processing
is 28 frames/s, and the resolution is 1080p. V represents a computer monitor, which is
used to obtain the fusion view. Optical tracker N (NDI Polaris, Canada) and navigation
tracking probe X are used to verify the fusion error.
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Fig. 1. Experimental setup for the developed augmented reality display system of oral and max-
illofacial surgery. (N: Optical tracker, X: Probe, C: Camera, S: 3D scanner, V: Computer monitor,
R: model, M: Occlusal splint)

3 Methods

3.1 System Framework

Figure 2 illustrates the framework of the proposed augmented reality display system
for oral and maxillofacial surgery. The framework mainly includes the following parts:
virtual model production, marker recognition, and fusion view generation.

Fig. 2. Workflow of proposed system.

To obtain the virtual model, a universal occlusal splint with a marker is fixed with
a skull phantom or a mandible. The virtual model is reconstructed using a 3D scanner,
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and the pose of the virtual model is corrected by the ICP registration algorithm. During
marker recognition, to obtain the matching region between the marker and the input
video stream, the ORB feature points are detected and saved, and the feature descriptor
is calculated. The marker coordinate is transformed to the screen coordinate through the
marker. To obtain the fusion view, the relative position between the virtual model and
the marker is fixed similarly as the real scene. After recognizing the marker, the pose of
the marker is calculated in real time, and the virtual object’s pose is updated according
to the marker. When measuring the fusion accuracy, quantitative results are obtained by
the optical tracker and the navigation tracking probe.

3.2 Virtual Model Production

Universal Occlusal Splint Design
Wecollected theCTdata ofmandibles in 100 patients. Three-dimensionalmodels of each
mandible were reconstructed by threshold segmentation (Mimics) and surface recon-
struction, as shown in Figs. 3(a), (b) and (c). The mandible dataset was constructed as
follows:

{
Si = (xi1, yi1, zi1, . . . . . . , xim,yim, zim)T|i = 1, 2, . . . . . . , 100

}
(1)

The 3D models of each mandible are composed of a set of points, where m denotes the
total number of vertices on the mandibular model, and each vertex is represented by
x, y, z; i indicates an index of 100 cases. The data volume of each mandible is down
sampled. The statistical shape is established based on principal component analysis [11].
The average shape model is consequently obtained, as shown in Fig. 3(d), and f can be
used to describe any 3D statistical shape in the mandibular training data set, as shown
in Formula (2):

f = f +
m−1∑
i=1

aibi (2)

where f indicates the statistical shape parametric model of 100 mandible cases. f indi-
cates the average 3D statistical shapematrix of themandible. ai indicates the eigenvector
matrix describing the morphological changes of the first m – 1 principal components. bi
indicates thematrix describing the specificmodel parameters. The statistical shapemodel
contains the structural features of 100 cases and can be used as a standard mandible tem-
plate. As shown in Fig. 3(e), a 3D groove model, which is suitable for most people and
can be fixed with the lower teeth of the template, is designed according to the template.
To facilitate the identification of the marker during the virtual reality fusion process, a
connecting rod is led out from the groove model. The end of the rod is designed as a
square plane where the image marker can be placed. The recognition rate is higher when
the marker size is set to 50 mm × 50 mm than other sizes. Therefore, the size of the
square plane is designed to be 50 mm × 50 mm. Finally, the universal occlusal splint is
3D-printed, as shown in Fig. 3(f).
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Fig. 3. Design of universal occlusal splint. (a) Segmentation and reconstruction of case1, (b)
Segmentation and reconstruction of case2, (c) Segmentation and reconstruction of case100, (d)
Statistical shape model of 100 cases, (e) Design universal occlusal splint based on statistical shape
model, (f) 3D printed universal occlusal splint.

Virtual Model Pose Correction
The universal occlusal splint is fixed with the skull phantom to form a whole model,
as shown in Fig. 4(a). The virtual skull model reconstructed by 3D scanning, which is
consistent with the size of the real skull phantom, is shown in Fig. 4(b). The relative
position between the virtual model and the marker is not unified in the virtual and real
spaces. Therefore, their position relationship in the virtual and real spacesmust be unified
before obtaining the fusion view. We set up a reference plane plate with the same size
as the square plane of the occlusal splint at the origin of the marker coordinate system.
The reference plane plate and the occlusal splint are composed of point sets. We suppose
that the point set on the reference plate is pi, and the point set of the occlusal splint is
represented by qi. The ICP registration algorithm [12] is used to register the square plane
of the occlusal splint with the reference plane. Consequently, the conversion matrix that
minimizes E in Eq. (3) is obtained:

E =
N∑
i=1

|Tpi − qi|2 (3)

The virtual skull model is moved to the origin of the reference image marker coordinate
system through transformation matrix T, as shown in Fig. 4(c). After identifying the
image marker, the virtual model is correctly superimposed on the real environment
according to the position and pose of the marker.

3.3 Marker Recognition

The ORB feature points [13, 14] of the image marker are extracted, and the BRIEF
algorithm [15] is used to calculate the feature descriptors. All the feature points and the
feature descriptors are stored as feature templates for determining whether the marker
is included in the video stream frame.



72 L. Ding et al.

Fig. 4. Pose correction of virtual model. (a) Skull model with universal occlusal splint, (b) Virtual
skull model obtained from 3D scanning, (c) Adjustment of position according to ICP registration
algorithm.

Gray-scale processing is performed on the acquired input frame image to detect
the feature points. The Hamming distance is used as the similarity measure to check
the corresponding relationship between the marker and the input frame image. Feature
matching is carried out afterward. Y = y0y1 · · · yn indicates the ORB descriptor marker.
X = x0x1 · · · xn indicates the ORB feature descriptor of the input frame image. The
Hamming distance is,

H = ‖X − Y‖ =
n∑

i=0
xi ⊕ yi < α (4)

where α represents the threshold of the Hamming distance.When the Hamming distance
between the two descriptors is greater than the threshold, the two images have a large
error and the video stream has no marker. When the distance is less than the threshold,
the part of the input frame image containing a large amount of feature information in
the video stream can be determined, and the position of the marker can be identified.

3.4 Fusion View Generation

For the augmented reality system, the goal is to superimpose the virtual model in real
space. Therefore, drawing the virtual model at the target coordinate position accu-
rately is a particularly important step for the augmented reality system. O{Xm,Ym,Zm},
C{Xc,Yc,Zc}, {xc, yc}, and {xd , yd } represent themarker, camera, ideal screen, and actual
screen coordinates, respectively.

The marker coordinate system takes the center of the image marker as the origin. In
Sect. 3.2, the coordinates of the virtualmodel and themarker are unified. In real space, the
relative transformation matrix of the camera and the marker can be estimated by the pose
of the marker. The augmented reality registration task is converted to calculate a spatial
transformation relationship, mapping the relationship between the marker and screen
coordinates. That is, the virtual and real space coordinates are connected. The fusion
view is displayed on the actual screen coordinates. The transformation relation between
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the marker and camera coordinates follows the following formula:
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where R denotes the rotation matrix, and T denotes the translation matrix. Ideally, the
conversion relationship between the camera and ideal screen coordinates is as follows:
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Given the linear distortion of camera lens, the result of pose estimation is the
transformation relationship between the camera and actual screen coordinate systems:
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where hx, hy indicates the scale factor. f indicates the camera’s focal length. h indicates
the distortion parameter. (u0, v0) indicates the camera’s principal point coordinate. These
parameters can be obtained by camera calibration. If Tc2m can be found by identifying
the marker, then an accurate coordinate can be provided for the virtual model drawing
[16].

4 Experiments and Results

4.1 Experiment on Skull Phantom

Verification Points Selection
The verification points on the obvious physical feature structure that originally exists
must be selected. In addition, the selection of verification points on the skull phantom
must consider whether these points have high coverage for direction and face shape
when used as evaluation indexes. In the proposed system, the points covering most of
the maxillofacial region are selected from the skull phantom. Two of the feature points
are not selected as verification points because they are blocked by the square plane of
the occlusal splint. The name and label of each verification point selected on the skull
phantom are shown in Fig. 6(a). Among the points, points 1, 2, 4, 6, 7, and 9 are the
verification points of the right half of the skull phantom, and points 2, 3, 5, 6, 8, and 10
are the verification points of the left half of the skull phantom.
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Measurement Scheme
The processed virtual model is imported into the fusion view display module. When the
marker is recognized, the virtualmodel is superimposedonto the real phantom.The initial
scene of the skull phantom is shown in Fig. 5(a). For the virtual model that was smoothed
in the process of structured light 3D reconstruction, the verification points selected on the
real model were difficult to identify. Therefore, 11 verification points were added to the
skeletal characteristic position of the skull phantom and highlighted. The superimposed
effect is shown in Fig. 5(b). When collecting the virtual and real verification points for
precision measurement, the skull virtual model data will affect the recognition of the
verification points, which could lead to visual errors. Therefore, unnecessary virtual
model data can be deleted, and only the verification points are retained. At this time, the
effect after superimposition is shown in Fig. 5(c).

Fig. 5. The fusion view. (a) Original view, (b) Fusion view (reduce the transparency of virtual
models), (c) Fusion view (keep only feature points).

The navigation probe was pointed to each of the verification points under
the optical tracker, and the probe tip positions were saved. The virtual coor-
dinate Pvirtual = (xiv, yiv, ziv) (i = 1, 2, 3 . . . . . . n) and real coordinate Preal =
(xir, yir, zir)(i = 1, 2, 3 . . . . . . n)of eachverification pointwere then recorded.The abso-
lute value of the distance between the virtual and real verification points is taken as the
fusion error (target registration error (TRE)) [7, 17, 18] and used to evaluate the accuracy
of the superimposed result.

TRE = 1
n · ∑n

i=1

√
(xiv − xir)2 + (yiv − yir)2 + (ziv − zir)2 (8)

As shown in Fig. 6(b), the probe was first used to select the real space fiducial points, and
the real coordinates Preal were recorded. Then, the corresponding virtual fiducial points
were selected according to augmented reality fusion. The virtual coordinates Pvirtual
were recorded. We took Preal and Pvirtual as a set of data, forming a complete set of data
by recording each verification point separately in order [3]. In addition, we set the skull
phantom rotation according to the angle disc to verify the fusion error under different
angles. A complete set of data was obtained through measurements at intervals of 10°
from –60° to + 60° (Fig. 6(c)), and all data were recorded and then analyzed and sorted.
We took TRE measurements under the same conditions in triplicates, and the mean
values were calculated. All measurements were completed by the same operator.
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Fig. 6. Spatial coordinate data acquisition. (a) Nomenclature of skull models, (b) Measurement
of the TRE on mandible, (c) Accuracy measurement under different angles (From left to right:
–60°, –30°, 0°, 30°, 60°.

Comparison of the Accuracy in Three Methods
In reference [19], Chen et al. built a virtual skull model and designed a printed person-
alized occlusal splint based on the patient’s CT images. They generated an integrated
virtual model by nesting the virtual occlusal splint on the teeth shape. In reference [10],
the skull phantomwas fixedwith the designed personalized occlusal splint, and the entire
CT data was obtained by secondary scanning. The virtual model for the experiment was
segmented from CT images, and the artificial marker was used for augmented reality
display. Given that each verification point is visible at 0°, the TRE at 0° is the most suit-
able for verifying the overall average fusion accuracy. The TRE results of the proposed
method and the methods in references [19] and [10] are shown in Table 1.

Table 1. TRE of three methods at 0°.

Proposed
method

Method of [19] Method of [10]

TRE(mm) 1.38 ± 0.43 1.35 ± 0.77 0.77 ± 0.88

As shown in Table 1, the average fusion error of the proposed system is equivalent
to that in reference [19], verifying the feasibility of the proposed system in guiding oral
and maxillofacial surgery. The system in reference [10] has the highest fusion accuracy
because its integrated model is derived from a second CT scan. However, a second CT
scan increases the patient’s radiation risk. The preoperative preparation in references [19]
and [10] includes three processes: the CT scan, segmentation, and the reconstruction
of the virtual model; personalized occlusal splint design; and printing. The proposed
system saves in CT scan and modeling segmentation time. The establishment of the
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virtual model in the proposed system is completed by 3D scanning. Furthermore, the
proposed system can reduce CT radiation exposure and the cost of medical treatment
while ensuring accuracy.

Influence of Different Angles on Fusion Accuracy
The TRE of each fiducial point under different angles is measured to verify the influence
of the angle om fusion accuracy. Figure 7 (a) shows the TRE of points 1, 2, 4, 6, 7, and
9 during skull phantom rotation from 0° to 60°. Figure 7(b) shows the TRE of points 2,
3, 5, 6, 8, and 10 during skull phantom rotation from −60° to 0°.

Figures 7(a) and 7(b) shows that the error of point 1 decreases as the angle increases,
and the errors of points 2 and 6 increasewith the angle. This phenomenon occurs because
point 1 is located at the edge of the skull, and the angle between point 1 and the center
line of the camera’s field of view decreases as the model’s rotation angle increases. The
smaller the angle between the verification point and the center line of the camera’s field
of view is, the smaller the fusion error of the point will be [19]. Given that point 10 is
nearest to the marker, the error range of point 10 is smaller than those of the other points,
indicating that the nearer the point to the marker is, the more stable the fusion effect
would be.

Fig. 7. Error distribution of TRE with angle at verification points. (a) Verification points of the
left half of skull model, (b) Verification points of the right half of skull model.

4.2 Cadaveric Mandible Experiment

Four cadaveric mandible cases used in our experiment are collected from Peking Union
Medical College Hospital. The measurement scheme was applied to the mandible of
four cases to verify the stability and versatility of the proposed system. The feasibility
of this method in practical medical applications was verified by measuring the fusion
accuracy on the mandible cases.

Results and Analysis
The superimposition process between the virtualmodel and the real scenewas performed
at 0° because all verification points are visible the tracking effect the most stable at the 0°
position. We selected several verification points that can be observed at the 0° position
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on the mandible in advance, as shown in Fig. 8(d). Four cadaveric mandible cases were
selected for the experiment, and the measurement scheme employed was the same as
that in the skull phantom experiment. The same universal occlusal splint was fixed
on the mandible of the four cases. Then, the entire virtual models were reconstructed.
After recognizing the image marker, the virtual model was superimposed onto the real
environment, forming the “integrated image” on the monitor. The initial states of the
mandible and the virtual model reconstructed by structured light are shown in Figs. 8(a)
and 8(b), respectively, and the effect of overlay is shown in Fig. 8(c). The feature points
are highlighted, the virtual model display is hidden, and only the verification points used
to verify the accuracy of virtual real fusion are retained. The fusion effect is shown in
Fig. 8(d). The results of TRE are shown in Fig. 9. The TREs of cases 1, 2 and 3 are
less than 2 mm, satisfying the surgery requirement. The fluctuation of the TRE curve
in Fig. 9 can be attributed to the following: the errors caused by manual measurement,
image recognition, and the environmental lighting changes.

Fig. 8. Fusion of virtual and real body mandible. (a) Original view, (b) Virtual mandible model
obtained from3D scanning, (c) Fusion view (reduce the transparency of virtualmodels), (d) Fusion
view (keep only feature points).

Fig. 9. TRE of all verification points in four cases.

5 Conclusion

This paper proposes a new augmented reality display system in oral and maxillofacial
surgery. According to the statistical shape model of the mandible of 100 patients, a gen-
eral occlusal splint was designed. The virtual model of the real phantom and cadaveric
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mandible cases were obtained by 3D scanning and positioned and tracked in real space
based on the image marker. The fusion accuracy and feasibility of the proposed system
were verified by comparison with the method in reference [19]. Surgeons can mark the
planned surgical plan and the path of the surgery on the patient’s 3D model before the
operation using the proposed system. During the operation, the virtual model and the
actual surgical area fusion view can be obtained easily when patients wear a univer-
sal occlusal splint. The trajectory marked by the doctor in advance will be displayed
on the planned position in the real scene to assist the doctor in the operation. Experi-
mental results show that the accuracy of the proposed system is within the allowable
range of actual surgical error, with an average fusion error of 1.38 ± 0.43, proving the
reliability of the proposed system. In addition, personalized splints and secondary CT
scanning are no longer necessary in the proposed system. In summary, the proposed
system has development potential for assisting surgeons in improving surgical accuracy
and reducing operational difficulty.
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