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Abstract. Giving machines the ability to perceive human emotions and
enable them to recognize our emotional states is one of the important
goals to realize human-computer interaction. In the past decades, facial
expression recognition (FER) has always been a research hotspot in the
field of computer vision. However, the existing facial expression datasets
generally have the problems of insufficient data and unbalanced cate-
gories, leading to the phenomenon of over-fitting. To solve this problem,
most methods employ the generative adversarial network (GAN) for data
augmentation, and achieve good results in facial image generation. But
these works focus only on facial identity or head poses, which are not
robust for the transformation of facial expression recognition from the
laboratory environment to unconstrained scenes. Therefore, we employ
the disentangled representation learning to obtain facial feature repre-
sentation, so as to reduce the impact of pose changes and identity biases
on FER. Specifically, the generator uses the encoder-decoder structure
to map each face image to two latent spaces: the pose space and the
identity space. In each latent space, we disentangle the target attribute
from other attributes, and then concatenate corresponding feature vec-
tors to generate a new image with one person’s identity and another
person’s pose. Experimental results on Multi-PIE and RAFD datasets
show that the proposed method can obtain high quality generated images
and effectively improve the recognition rate of facial expressions.

Keywords: Facial expression recognition · Generative adversarial
network · Disentangled representation learning

1 Introduction

Facial expression is used to convey emotional states and intentions for human
beings, universally, naturally and powerfully [5]. Due to the practical importance
of FER in pain assessment, driver fatigue monitoring, lie detection and many
other human-computer interaction systems [15], a great deal of research has
been done on facial expression recognition, aiming to classify facial emotions
into seven basic expressions, such as happy, angry, sad, disgust, fear, surprise
and neutral.
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Although deep learning methods have made great progress in facial expres-
sion recognition [19,20,22], there are still huge challenges in FER application. On
one hand, deep neural network needs sufficient training data to avoid overfitting.
However, most of the existing face datasets are taken in the laboratory environ-
ment and annotated by hand, which is time-consuming and laborious. Besides,
the category and number of facial expressions are limited, leading to the modest
recognition rate of facial expressions. On the other hand, facial expression fea-
tures vary with individual identity, lighting, head pose and other factors, which
is also quite difficult for computer recognition.

At present, most of the methods are based on generative adversarial network
for data augmentation, and have achieved good results in facial image generation.
However, they usually focus only on facial identity or head poses, which are
not robust. For example, in Fig. 1, (a) uses a face image as input to synthesize
the subject’s facial images with different expressions in any pose [27], and the
identity of the output image is single. For (b), although using two face images
with different identities as input to realize the exchange of facial expressions
among different subjects, the influence of poses on facial expressions is ignored.
In view of this, we need to take both pose changes and identity biases into account
to further enrich the generated face images, so as to expand the face datasets
and improve the expression recognition rate. Therefore, this paper focuses on
the multi-pose facial expression recognition based on unpaired images.

Fig. 1. Examples of face synthesis via CG-FER and GA-FER model respectively.

For multi-pose FER, traditional methods generally fall into three paradigms
[27]: (1) Extract features unrelated to pose as facial expression representation.
(2) Perform pose normalization for facial images. (3) Establish distinct classifiers
for each specific pose. The success of these methods is largely attributed to the
high quality of feature extraction. However, existing facial expression recognition
methods are mostly based on manual visual features, which are susceptible to
the influence of illumination and individual differences, and cannot well cope
with the nonlinear facial changes caused by poses [1,6].



376 B. Chen et al.

For identity bias, existing methods are divided into two categories: one is to
learn identity invariant features [17,25,28]; the other is to minimize identity bias
by learning distinct model for each specific person [4,26]. The former relys on
identity-related image pairs which are difficult to obtain in the real world; the
latter is also infeasible due to the lack of annotated facial images.

To address the above issues, we take both pose changes and identity biases
into account, proposing the multi-pose FER based on unpaired images. In this
paper, the disentangled representation learning is adopted to map each face
image to two latent spaces: pose space and identity space. When inputting two
images with different identities, a new facial image is generated by concatenating
one person’s identity vector and another person’s pose vector into the decoder.
In addition, a classifier is embedded in our model to facilitate image synthesis
and facial expression recognition.

To sum up, this paper makes the following contributions:

(1) An end-to-end generative adversarial network is proposed to realize the pose
exchange between different identity face images and facial expression recog-
nition.

(2) The disentangled representation learning is applied to obtain facial feature
representation, so as to reduce the impact of pose changes and identity biases
on FER.

2 Related Work

2.1 Facial Expression Recognition

Facial expression is an important way to convey emotions in nonverbal commu-
nication. The process of FER is divided into three steps: image preprocessing,
feature extraction and facial expression classification. How to extract the fea-
tures of facial images effectively is the key step of facial expression recognition.
The early FER is to manually extract facial expression features by designing
feature extraction algorithm. It includes appearance model algorithm based on
landmarks location for face modeling, as well as extraction algorithm based on
local features, such as Local Binary Pattern (LBP) [31], Weber Local Descrip-
tor (WLD) [29], multi-feature fusion, Garbor wavelet transform [23] and so on.
These artificially designed extraction methods may lose part of the information
of images, and are not robust enough for illumination and image scale.

With the success of deep neural network in the field of image classification
and recognition, the research on FER based on deep learning has been carried
out one after another. However, the training of deep convolutional neural net-
work requires abundant data, and the lack of data will make the model unable
to obtain sufficient information, resulting in the phenomenon of over-fitting.
Therefore, it is extremely urgent to study the expansion of facial expression
datasets. Yan et al. [24] proposed to use GAN for virtual expression images syn-
thesis. Nirkin et al. [18] proposed the FSGAN based on RNN [2] to exchange
faces. Zhang et al. [27] proposed a joint pose and expression model to generate
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images with different expressions in any pose. Nowadays, improving the expres-
sion recognition rate via generating a large number of facial images has become
one of the research hotspots, but these jobs either focus on pose or identity, which
are not suitable for unconstrained scenes. Therefore, this paper overcomes both
pose changes and identity biases to generate facial expression images with one
person’s identity and another person’s pose.

2.2 Generative Adversarial Network (GAN)

In 2014, Ian Goodfellow [8] applied the idea of generative adversarial learning to
unsupervised learning and proposed a new generative model, GAN. The network
uses an unsupervised method to learn the distribution of samples, and generates
highly realistic composite data, which is widely used in the field of image. GAN is
a kind of neural network which is trained by game theory. In other words, GAN
is trained by adversarial learning of generator and discriminator. Using this
characteristic of GAN to train the existing datasets, it can generate the artificial
samples which are very similar to training samples, just meeting the requirement
of expanding the facial expression datasets. Therefore, it is worth studying how
to use adversarial network to effectively expand facial expression datasets to
alleviate the impact caused by insufficient data and unbalanced categories.

Kaneko et al. [12] added an additional filter structure to CGAN to control
the generation of different facial attributes. Similarly, Choi et al. [3] proposed
that StarGAN could also be used to generate different facial attributes, such
as different hair colors, different ages, different expressions, etc. Although there
are many work related to face synthesis, most of them are unable to decouple
multiple facial attributes at the feature level, and are confined to paired images
of the same person for training. Therefore, this paper proposes a multi-pose
facial expression recognition based on unpaired images to decouple facial pose
and identity information at the feature level.

3 Proposed Method

3.1 Facial Expression Synthesis and Recognition

We propose an end-to-end facial expression recognition model to realize pose
interchange among different facial images with different identities based on gen-
erative adversarial network (GAN). The framework of the model is shown in
Fig. 2. Before passing a facial image into the model, we first use the “lib face
detection” algorithm with 68 points to detect the face. After preprocessing, we
input the face image into the encoder to learn the identity and pose representa-
tion, and then the corresponding feature vectors are concatenated together and
input into the decoder. By adversarial learning between generator and discrimi-
nator, a new image with one person’s identity and another person’s pose can be
generated when two face images with different identities are input to the model.
Then the original images and the generated images are fed into the classifier for
multi-pose facial expression recognition.
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Fig. 2. The overall architecture of our facial expression synthesis and recognition
model.

3.2 Network Architecture

Generator. To decouple pose and identity, we employ a two-branch generator
network, processing two input streams separately. As shown in Fig. 2, the iden-
tity encoder specifically captures identity information, while the pose encoder
exclusively captures pose information. Then concatenate the identity and pose
features together and feed them into the decoder. In summary, the generator
can be expressed as:

Igen = G (Ei (Iid) , Ep (Ipose)) (1)

Where Ipose and Iid represent the pose reference image and identity reference
image respectively. Ep is the pose encoder, which is composed of continuous Conv
- Norm - ReLU blocks, while Ei is the identity encoder, consisting of consecutive
Conv - ReLU blocks.

Discriminator. In order to make the model work, we also need a discriminator
for adversarial training. With the size of input images larger, the receptive field
of a single discriminator is limited. To solve this problem, we use multi-scale dis-
criminators: D1 denotes the discriminator working at a larger scale, guiding the
generator to synthesize facial tiny details, while D2 is responsible for processing
the overall image content to avoid distortion of the generated images.
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Classifier. For the classifier, we adopt a deep model, which ensures that the fea-
tures are not affected by interference factors at each layer, and always maintains
the discriminative information related to the recognition task. In this paper,
VGGNet-19 network [21] is adopted as the classifier.

3.3 Loss Functions

Decoupling Loss. We use decoupled learning mechanism to control image
generation based on identity and pose latent spaces. As shown in Fig. 2, given two
images Iid and Ipose with different identities, the identity information of Iid and
the pose information of Ipose need to be retained respectively to generate image
Igen = G (Ei (Iid) , Ep (Ipose)). In order to supervise that the image generated
by the model is consistent with the input image in terms of basic facial features,
we minimize the L1 distance between Igen and Iid :

Ldis = ‖Iid − G (Ei (Iid) , Ep (Ipose))‖1 (2)

Reconstruction Loss. Because there are many potential solutions to minimize
decoupling loss, it alone may not achieve the desired goal. Therefore, in order to
guarantee that the pose/identity encoder only encodes the pose/identity infor-
mation, we require model reconstruction Ipose and Iid :

Lrecon = ‖Iid − G (Ei (Iid) , Ep (Iid))‖1 + ‖Ipose − G (Ei (Ipose) , Ep (Ipose))‖1
(3)

Classifier Loss. After synthesizing the facial images, original images and gen-
erated images are fed into the classifier for facial expression recognition. Here,
we adopt a softmax cross-entropy loss for constraint:

Lc = −E [−ye log C (G (I) , ye) − ye log C (I, ye)] (4)

Adversarial Loss. In generative adversarial network, the generator is respon-
sible for making the generated sample distribution fit the real sample as much as
possible, while the discriminator is to judge whether the input sample comes from
the real or the generated. In order to promote the antagonistic game between
generator and discriminator, we use multi-scale discriminators. D1 and D2 work
for different image scales, so as to improve the quality of the generated image
and make them more realistic visually. Specifically, we train the generator and
discriminator to optimize the following objective function:

Ladv =
2∑

i=1

min
G

max
Di

E [log Di (I, y) + log (1 − Di (G (I, y) , y))] (5)
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Total Loss. Combined with all the above loss functions, our model forms the
following min-max optimization problem:

min
G,C

max
Di

αLdis + βLrecon + Lc + Ladv (6)

Where, α and β represent the weight of each loss. The whole learning and
training process is an iterative optimization of generator and discriminator.

4 Experimental Results

4.1 Datasets

The proposed multi-pose facial expression recognition model based on unpaired
images is evaluated on the following two public facial expression datasets:

Fig. 3. An example of Multi-PIE images Fig. 4. An example of RAFD images

Multi-PIE. [9] The Multi-PIE is used to evaluate face recognition in a con-
trolled environment with changes in pose, illumination, and expression. It con-
tains images of 337 subjects from 15 different perspectives, with six different
emotions: disgust, neutral, scream, smile, squint or surprise. In our experiment,
we use 270 subjects in five different poses (−30, −15, 0, +15, +30). Similar to
[7], we selected 6,124 face images as training data and 1,531 images as test data.
Figure 3 is an example of facial expression images in Multi-PIE.

RAFD. [14] The dataset includes images of 67 subjects of different ages, genders
and skin colors in eight different expressions (anger, disgust, fear, happiness, sad-
ness, surprise, contempt and neutral). Each facial expression image corresponds
to three different eye directions, and a total of 8,040 facial images are used.
Figure 4 shows an example of eight basic expression images. Following the set-
ting in [16], we selected 4,824 facial images of 8 kinds of expressions under three
poses (−45, 0, +45), including 3,888 training images and 936 testing images.



Multi-pose Facial Expression Recognition Based on Unpaired Images 381

4.2 Implementation Details

We construct the network according to the flowchart shown in Fig. 2. First, we
employ the “lib face detection” algorithm to cut out the faces, and then resize
the images as 224 × 224. The face pixel value is normalized to [−1,1]. To make
the model training stable, we design the structure of generator and discriminator
with reference to [30]. Specifically, the pose encoder is composed of continuous
Conv - Norm - ReLU blocks, while the identity encoder consists of consecutive
Conv - ReLU blocks, which are respectively responsible for decoupling the iden-
tity and pose characteristics. The decoder, on the other hand, consists of seven
deconvolution layers that convert the concatenated vectors into the generated
image Igen = G (Ei (Iid) , Ep (Ipose)). For the discriminator Di, we apply batch
normalization following each convolution layer. We use Adam optimizer [13] to
train our model, and the learning rate is 0.0002.

4.3 Quantitative Results

4.3.1 Experiments on the Multi-PIE Dataset

Fig. 5. Facial expression recognition
results of Multi-PIE dataset

Fig. 6. Influence of the number of train-
ing samples on recognition rate

The facial expression recognition results of our proposed model on Multi-PIE is
shown in Fig. 5, with an average FER accuracy of 93.74% in the last column.
As can be seen from the graph, compared to other emotions, scream, smile,
surprise and neutral are easier to be recognized with accuracy over 93%, which
texture changes are more obvious. Among all expressions, the most difficult to
be recognized is squint, with the recognition rate of only 88.72%.

Table 1 shows the comparison between our method and the current state-of-
the-art methods on the Multi-PIE dataset. The average FER accuracy of each
method under all poses are listed in the last column. These methods can be
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divided into two categories: (1) face expression recognition based on manual
features (KNN, LDA, LPP, D-GPLVM, GPLRF, GMLDA, GMLPP, MVDA,
DS-GPLVM); (2) face expression recognition based on deep learning (ResNet50
[10], DesNet121 [11], CG-FER, GA-FER).

Table 1. Comparison with existing methods on Multi-PIE dataset.

Methods Poses Average

−30 −15 0 +15 +30

kNN 80.88 81.74 68.36 75.03 74.78 76.15

LDA 92.52 94.37 77.21 87.07 87.47 87.72

LPP 92.42 94.56 77.33 87.06 87.68 87.81

D-GPLVM 91.65 93.51 78.70 85.96 86.04 87.17

GPLRF 91.65 93.77 77.59 85.66 86.01 86.93

GMLDA 90.47 94.18 76.60 86.64 85.72 86.72

GMLPP 91.86 94.13 78.16 87.22 87.36 87.74

MvDA 92.49 94.22 77.51 87.10 87.89 87.84

DS-GPLVM 93.55 96.96 82.42 89.97 90.11 90.60

ResNet50 87.54 87.71 84.21 85.90 87.54 86.58

DesNet121 87.71 87.88 84.54 86.23 86.89 86.65

CG-FER 90.76 94.72 89.11 93.09 91.30 91.80

GA-FER 93.07 93.77 92.83 92.21 95.13 93.40

Ours 93.42 94.78 92.81 93.15 94.53 93.74

For the first category, the FER results of KNN, LDA, LPP, D-GPLVM,
GPLRF, GMLDA, GMLPP, MVDA and DS-GPLVM are provided by [10]. The
FER accuracy of our method on the Multi-PIE dataset is 93.74%, which is
17.59% ∼ 3.14% higher than that of the methods in [10]. For the second cate-
gory, compared with the four deep learning-based methods, our model still has
an improvement of 7.16% ∼ 0.34%. Here, GA-FER is trained for increasing the
FER rate, through the synthesis of a large number of facial images under differ-
ent expressions. Different from this method, ours mainly focus on the variable
head poses, generating an image with one person’s identity and another person’s
pose. Moreover, except adversarial loss and classifier loss, the proposed model
also adopts L1 loss to constrain the discrepancy between generated images and
original images. In general, these factors lead to an improvement in expression
recognition rate with our method.

Besides, we train the classifier with different number of face images on the
Multi-PIE dataset to evaluate the influence of data size on recognition rate. The
overall performance of our model is shown in Fig. 6, where m ×N (denoted as
mN) means that m times generated images are selected, and then they train our
model with the original images. 0×N means that only the original images are
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used to train the classifier. As can be seen from the graph, with the number
of training samples increasing, the FER accuracy is improved, which further
indicates the necessity of data augmentation, and also verifies the effectiveness
of our facial expression synthesis model.

4.3.2 Experiments on the RAFD Dataset
The results of different poses and expressions on the RAFD dataset are shown
in Table 2, which the last column and the bottom row respectively represent
the average recognition accuracy of each pose and each expression. The bottom
right 81.56% represents the average FER results of our model on RAFD. Of
the eight emotions, happiness, anger, surprise and disgust are more likely to
be recognized, while the most difficult to be recognized are fear and neutral.
To explain this phenomenon, we look closely at face images and find that fear
and neutral facial movements are relatively few compared to other expressions,
making them difficult to be recognized.

Table 2. Facial expression recognition results on RAFD dataset.

Happiness Sadness Anger Surprise Disgust Fear Contempt Neutral Average

−45 90.5 77 92 85 85 67 75.5 63 79.38

0 95 80 94.5 92 92 72.5 80.5 67 84.19

+45 92 74.5 90.5 87.5 92.5 70.5 77 64.5 81.13

Average 92.5 77.17 92.33 88.17 89.83 70 77.67 64.83 81.56

Table 3. Comparison with existing methods on RAFD dataset.

Methods Poses Average

Angle Number

sLDA (−45, 0, +45) 3 63.3

TDP (−45, 0, +45) 3 63.7

Multi-SVM (−45, 0, +45) 3 66.13

TDP-Zhang (−45, 0, +45) 3 75

VGG16 (−45, 0, +45) 3 72.82

VGG19 (−45, 0, +45) 3 73.5

ResNet50 (−45, 0, +45) 3 74.75

DenseNet121 (−45, 0, +45) 3 74.2

Ours (−45, 0, +45) 3 81.56

In the experiment, we compare our model with existing methods on RAFD
dataset, including SLDA, TDP, Multi-SVM, TDP-Zhang (related results are
provided in [16]) and VGG16 [21], VGG19 [21], ResNet50 [10] and DenseNet121
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[11]. As can be seen from Table 3, our model has a great improvement compared
with the methods based on manual features (such as sLDA and TDP), which
proves that the features extracted by deep learning methods can achieve better
results when dealing with nonlinear facial changes. At the same time, for clas-
sic deep learning models such as VGG16 and VGG19, our method still has an
improvement of 8.74% ∼ 6.81%, fully indicating the synthesis of effective facial
expression images via generative adversarial network plays an important role in
promoting the FER task.

5 Conclusion

Based on generative adversarial network, we present an end-to-end model for
face image synthesis and expression recognition simultaneously. Through the
disentangled representation learning, we extract the facial identity information
and pose, so as to overcome the challenges brought by pose changes and identity
biases. Experiments on Multi-PIE and RAFD demonstrate the effectiveness of
the proposed model. In the future, we will further consider the impact of illu-
mination and occlusion on expression recognition, and consider how to expand
the seven basic expressions to more complex and varied expressions, so that the
study of expression recognition will be closer to real-world scenes.
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