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Abstract. Human-object interaction detection is one of the key issues of scene
understanding. It has widespread applications in advanced computer vision tech-
nology. However, due to the diversity of human postures, the uncertainty of the
shape and size in objects, aswell as the complexity of the relationship between peo-
ple and objects. It is very challenging to detect the interaction relationship between
people and objects. To solve this problem, this paper proposes a multi-scale atten-
tion fusion method to adapt to people and objects of different sizes and shapes.
This method increases the range of attention which can more accurately judge the
relationships between people and objects. Besides, we further propose aweighting
mechanism to better characterize the interaction between people and close objects
and express people’s intention of interaction. We evaluated the proposed method
on HICO-DET and V-COCO datasets, which has verified its effectiveness and
flexibility as well as has achieved a certain improvement in accuracy.
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1 Introduction

Human-object interaction detection which promoted the ability of machines to under-
stand the visual world has made tremendous progress. It is applied in many fields, such
as security monitoring, service robots, sports training and image retrieval. In some cases,
action recognition [1] is considered to be similar to human-object interaction detection.
However, there are substantial differences between them. Action recognition, which
mainly focuses on the simple classification of individual instance actions in images [2]
or video clips [3], is not sufficient to describe complex visual scenes in the real world
because of not consider the type of interaction between them. In contrast, human-object
relationship detection provides a more specific and comprehensive description of the
objective context for human activities.

Generally speaking, human-object detection first performs object detection to iden-
tify humans and objects in the images. Then we can infer the predicates in the triple
group of<human, predicate, object>which is based on the detected people and objects.
Finally, we can obtain the relationship between people and objects. However, there may
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be multiple interaction possibilities between people and the same object. These com-
plex and diverse scenes have brought major challenges to the detection of human-object
interaction relationships.

The main task of human-object interaction detection is to obtain high-level semantic
information of entities from complex semantic scenes. Specifically, due to differences
in human-object instances and contexts, the visual patterns in the same human-object
interaction category may be very different. In addition, since many interactions involve
subtle movements of certain body parts, the appearance deviations between different
categories are small. In response to these problems, although some existing methods
have also made some progress, there are some shortcomings. The recently proposed
methods ICAN [4] and TIN [5] both use attention mechanisms, but neither took into
account the shape and size of the object nor the influence of the distance between people
and objects on the detection of interaction.

To cope with the above challenges, this paper proposes a multi-scale attention fusion
method, which is based on the different shapes and sizes of people and objects in images.
This method introduces multi-scale attention. After obtaining the features of people and
objects, this multi-scale attention is used to obtain the attention range of people and
objects with different sizes and shapes which increases the receptive field. In the final
interaction fusion, we increase theweight of the object, which emphasizes the interaction
between people and close objects. The main contributions of this paper are as follows:

(1) Considering that the shape and size of people and objects in the image have a certain
influence on the judgment of the interaction relationship, multi-scale attention is
proposed to obtain different attention ranges and improve the accuracy of interaction
relationship detection.

(2) We propose aweightingmechanism that emphasizes the interaction between people
and objects that close to people and can better express the intention of interaction.

(3) Compared with recent relative methods, our approach achieves superior perfor-
mance on both V-COCO and HICO-DET benchmarks.

2 Related Work

Object Detection. In recent years, due to the development of deep convolutional neural
networks, significant progress has been made in the field of object detection. Generally
speaking, object detection methods can be divided into single-stage [6–9] and two-stage
[10–13]. Usually, two-stage object detection methods first generate candidate object
proposal boxes and then classify and regress these proposals in the second stage. The
single-stage object detection methods directly classify and regress the default anchor
box at each position. Two-stage methods are generally more accurate, while single-stage
methods are relatively faster.

The first step in human and object interaction detection is to correctly detect people
and objects. Recently, some object detection frameworks such as R-CNN [14], Faster
R-CNN [10], YOLO [6], feature pyramid network [15] and SSD [7] models can robustly
detect multi-scale targets in images. We use a pre-trained Fast R-CNN model to detect
people and objects. In addition, we take advantage of the idea of a Faster R-CNN region
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proposal network, then we extend it to interaction detection to infer whether there is
interaction in a human-object combination.

Attention. Attention has been extensive used in image captioning [31, 32, 39, 40],
fine-grained classification [33], pose estimation [34], action recognition [2, 16] and
human-object interaction tasks [17, 18]. The attention mechanism helped to highlight
the global and local key areas in the image. In recent years, methods based on end-to-end
trainable attention have been proposed to improve the performance of action recognition
[19] or image classification [21]. However, these methods were designed for image-level
classification tasks. Our work is based on the latest developments in attention technology
and then we extend it to instance-level human-object recognition tasks, which can adapt
to the difference in the size of objects in the image.

Human-Object Interaction. Among the existing human-object interaction detection
methods, [21] was the first method to explore the problem of visual semantic role label-
ing, which located people and objects and detected the interaction between them. [22]
introduced a human-centered approach, which extended the Faster R-CNN framework
and added a branch to learn the interaction-specific density map at the target location. Qi
et al. [23] proposed a method that treats HOI as a graph structure optimization problem
by graph convolutional neural networks. Chao et al. [24] established a multi-stream net-
work that is based on human-object regions of interest and paired interaction branches.
The input of multi-stream architecture is a pre-trained detector (FPN [15]) which pre-
dicted the bounding box of the original image. Subsequent researches have extended the
above-mentioned multi-stream architecture, such as the introduction of instance-centric
attention [4], gesture information [5], appearance features based on context awareness
[25] and deep context attention. Liang et al. [26] proposed a human-object interaction
detection model, which used vision, space and graphics. They made use of graph con-
volution to simulate the interaction between pairs. Xu et al. [27] proposed a new region
proposal network for human-object interaction detection tasks, which applied human
visual cues to find objects.

3 Methods

In this section, we elaborate on the proposed multi-scale attention fusion mechanism for
human-object interaction detection. The overall framework is illustrated in Fig. 1. We
outline the details of each part in Sect. 3.1, then we describe our multi-scale attention
fusion method in detail in Sect. 3.2.

3.1 Framework

In the traditional human-object interaction detection [4, 5], the range of attention was
the same. However, people and objects have different shapes and sizes. Therefore, they
should have different attention ranges, which can better characterize the interaction
between people and objects. To solve this problem, we propose a multi-scale attention
fusion. To accomplish interaction detection, we first perform object detection and pose
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estimation to obtain human features, object features, spatial maps and human posemaps.
Then human features and object features are sent to the multi-scale attention to locate the
key area of interaction between people and objects, which can extract more fine-grained
attention features. Finally, the attention features and appearance features of people and
objects are embedded, then which are sent to the human stream and the object stream
respectively. After obtaining the features, we use the interactive network to filter the
human-object pair which does not have interaction first. Then the classification network
combines the output of the interactive network to obtain the final interactive detection
result. The interactive network and the classification network share the weight in the
above process. The interactive network mainly suppresses non-interactive pairs based
on visual appearance, spatial location and human posture. It also suppresses pairs of
humans and objects that do not have interactive behaviors, which can reduce the resource
consumption of interactive relationship detection and classification. The classification
network mainly combines the non-interaction suppression of the interactive network,
and then it uses a method based on a multi-scale attention fusion mechanism to classify
the results of human and object interaction detection. Our overall framework is shown
in Fig. 1.

Fig. 1. Our overall network framework.

Object Detection and Pose Estimation. The prerequisite for the judgment of the
human-object relationship is to know the location of the human and the object instance
first. Therefore, we must detect the human instance and the object instance in the image
first. The object detector used in this paper is Faster R-CNN and combines with the use
of ResNet50-FPN as a feature extraction network to obtain feature maps of people and
objects. In addition to convolutional features, we also extract a set of geometric features
to encode the spatial configuration of each person and object instance. We start with the
two binary masks proposed by people and objects, and capture the spatial configuration
of the object level in their joint space, as in [4, 25]. In addition, we obtain fine-grained
spatial information of humans and objects through pose maps with predicted poses.
Given the joint box of each person and their counterparts, we use pose estimation [28,
29] to estimate the 17 key points of humans. Then we link the key points with lines of
different gray values ranging from 0.15 to 0.95 to represent different body parts, which
can implicitly encode pose features.
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Interactive Network. The interactive network is mainly based on visual appearance,
spatial location and human posture information to determine whether it is an interac-
tive pair. It is composed of a human stream, object stream and spatial posture stream.
The spatial posture stream is comprised of spatial graphs and posture graphs. Human
stream and object stream consists of residual blocks, global average pooling layer, fully
connected layer and Sigmoid function to obtain human, object and context features.
The spatial posture stream including a convolutional layer, a max-pooling layer and a
fully connected layer represents the positional relationship between people and objects
in space and can predict actions based on people’s postures. The outputs of the three
streams are merged, and then we use two fully connected layers to perform the inter-
active discrimination. Finally, non-interaction suppression is used to determine whether
there is an interaction between the human and the object, which can filter out the pairs
that do not have interaction.

Classification Network. The classification network is mainly to obtain the result of
the final interaction relationship detection. Figure 2 shows the classification network. It
consists of pairwise stream, human stream and object stream. The human stream and
object stream here are identical to those in the interactive network. The pairwise stream
uses the channel attention mechanism to highlight the key areas of people and objects,
which can obtain attention features. Then the channel attention features are used to
encode the spatial layout between the bounding boxes of people and objects.

In real scenes, the interaction betweenpeople and close objects hasmore possibilities.
To better characterize the interaction between people and close objects, we propose a
human-object weighting mechanism for interaction relationship detection. The main
idea is to increase the weight of the object score when the human stream, the object
stream and the pairwise stream are fused. The interaction relationship detection final
score is shown as follows:

S(h, o) = Ssp ×
(
Sh +

(
1 + (IoU (h, o))2

)
× So

)
(1)

where So is the output score of the object stream, Sh is the output score of the human
stream and Ssp is the output score of the pairwise stream. IoU represents the rela-
tion between human and object, which is the ratio of the intersection and union of
the “predicted bounding box” and the “ground truth bounding box”.

Fig. 2. Classification network
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3.2 Multi-scale Attention Fusion Mechanism

In the previous detection of the interaction relationship between people and objects, the
attention mechanism usually uses 1 × 1 convolution to locate the key areas of people
and objects. However, it has some problems. For instance, for some relatively large
objects, the range of the extracted attention features is relatively small. So the range of
the receptive fieldmapped to the image is relatively limited and some important areas that
affect the detection result of the interaction relationship may be ignored, which causes
the result of the interaction relationship detection inaccurate. Therefore, we propose a
multi-scale attention fusion in human stream and object stream. It will use a 1 × 1, a 1
× 3 and a 3 × 1 convolution to label the key areas of people and objects. Then, at the
feature fusion stage, the attention features of different scales are fused with appearance
features to obtain the multi-scale attention fusion features. The features of multi-scale
attention fusion can be expressed as the following:

att_o = (((head_phi � fc1) � head_g) � head_h) (2)

where head_h denotes features from the 3× 1 convolution, head_g denotes feature from
the 1× 3 convolution, head_phi denotes features from the 1× 1 convolution, fc1 denotes
appearance feature of the object and � represents Hadamard product.

This multi-scale attention fusion can flexibly adapt to the shape and size of the object
bounding box, which can improve the accuracy of the interaction relationship detection
between people and objects. As shown in Fig. 3, the upper branch uses the pooling layer,
the residual blocks, the global average pooling layer and the fully connected layer to
extract the appearance features of humans and objects. The following branch uses three
different convolutions to achieve the features based on the multi-scale attention fusion.
Then the appearance feature and the features from the three convolutions are merged.
After that, the final attention feature is obtained through 1 × 1 convolution and the fully
connected layer. Finally, the obtained attention feature and the appearance feature are
connected to acquire the final feature.

Fig. 3. Multi-scale attention fusion mechanism
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4 Experimental

In this section, we first introduce the datasets and metrics, then give the implementation
details of the framework. Next, we will make a quantitative and qualitative comparison
with the most advanced methods. After that, we report our HOI test results. Finally, we
conduct an ablation study to verify the effectiveness of the components in our framework.

4.1 Datasets and Metrics

We use two datasets HICO-DET [34] and V-COCO [21] for the detection of the human-
object interaction relationship. HICO-DET [34] contains 47,776 images (38,118 in the
training set and 9,658 in the test set), 600 human-object categories on 80 object categories
and 117 verbs. Meanwhile, it provides more than 150k annotated instances of human-
objects pairs. V-COCO [21] provides 10,346 images (2,533 images for training, 2,867
images for verification and 4,946 images for testing) and 16,199 human examples. Each
person has an annotation for 29 action categories (5 of which have no matching objects).

Metrics. We use the role mean average precision [21] to measure performance. That is,
when referring to the ground-truth label, and the IoU of the bounding box of the human
and the object are greater than 0.5, the prediction is positive, and the HOI classification
result is accurate.

4.2 Implementation Details

We use Faster R-CNN as the object detection framework and ResNet-50-FPN as the
feature extractor. UsingRMPE [28] andCrowdPose [29] as a pose estimator, each human
pose consists of 17 key points. Then we link the key points with lines of different gray
values ranging from 0.15 to 0.95 to represent different body parts. The size of the pose
map is 64 × 64. The interactive network mainly contains three streams: human stream,
object stream and spatial pose stream. Human stream and object stream are composed of
residual blocks, a global average pooling layer, two 1024-size fully connected layers and
a Sigmoid function. The spatial pose stream includes two convolutional layers, a max-
pooling layer and two 1024-size fully connected layers. The outputs of the three streams
are connected through a post-fusion strategy and interactive discrimination is performed
through two 1024-size fully connected layers. The interactive network combines non-
interaction suppression to determine whether there is an interaction between the human
and the object. It can filter out pairs that do not have interaction between people and
objects. The classification network is composed of pairwise stream, human stream and
object stream.The human streamandobject streamare the same as those in the interactive
network. The pairwise stream uses the channel attention mechanism to highlight the key
areas of people and objects to obtain attention features, which are used to encode the
spatial layout between the bounding boxes of people and objects.

We conduct experiments on two datasets for a fair comparison, setting the initial
learning rate to 0.001, weight decay to 0.0001 and momentum to 0.9. We use the
stochastic gradient descent algorithm in the experiment. For V-COCO datasets, we set
the human threshold to 0.6 and the object threshold to 0.4. For HICO-DET datasets, we
set the human threshold to 0.8 and the object threshold to 0.3.
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4.3 Results and Comparisons

We compare our method with the latest method on two datasets. Table 1 and Table 2
show our quantitative results on V-COCO and HICO-DET datasets respectively. From
Table 1, we can see that on V-COCO datasets, the AProle of our method is best and is
1.05 higher than the AProle of the HBP method.

Table 1. Performance comparison on V-COCO test set.

Methods AProle

Interact [22] 40.0

GPNN [23] 44.0

ICAN [4] 45.3

TIN [5] 47.8

Cascade [36] 48.9

HBP [35] 49.05

Our method 50.1

From Table 2 we can see that the AProle obtained from the default Object and the
known Object on HICO-DET datasets has also been improved in most cases. Therefore,
it can be said that our method based on a multi-scale attention fusion has a certain degree
of feasibility and a certain degree of improvement in accuracy on both HICO-DET and
V-COCO datasets.

Table 2. Performance comparison on HICO-DET test set.

Methods Default object Known object

Full Rare Non-rare Full Rare Non-rare

Interact [22] 9.94 7.16 10.77 – – –

GPNN [23] 13.11 9.34 14.23 – – –

ICAN [4] 14.84 10.45 16.15 16.26 11.33 17.73

TIN [5] 17.22 13.51 18.32 19.38 15.38 20.57

PMFNet [37] 17.46 15.65 18.00 20.34 17.47 21.20

Wang.et [38] 19.56 12.79 21.58 22.05 15.77 23.92

Our method 19.90 14.67 21.35 22.30 15.80 24.50

Figure 4 shows our visualization results on HICO-DET. Figure 5 shows the visu-
alization results on V-COCO. The test results prove that our method is reasonable and
satisfactory.
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Holding motorcycle              Holding bicycle Drinking with cup

Holding horse                     Riding horse                    Sitting on a bench

Fig. 4. Results on HICO-DET

Talk on phone                        Ride horse Snowboard

Jump skateboard Lay on bed Ride elephant

Fig. 5. Results on V-COCO

4.4 Ablation Studies

In this part, we implement several experiments to prove the effectiveness of every part
of our method on V-COCO and HICO-DET datasets. Results are shown in Table 3 and
Table 4.
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Multi-Scale Attention Fusion Mechanism. The multi-scale attention fusion uses a 1
× 1, a 1 × 3 and a 3 × 1 convolution to locate the key areas of people and objects.
Then when in the feature fusion stage, the features of different scales are dot-multiplied,
which can obtain the finally multi-scale attention fusion feature. This part can flexibly
adapt to the shape and size of the object, thereby improving the accuracy of interaction
detection between people and objects.

Fusion. The interaction between people and close objects is more possible. If the dis-
tance between the object and the human is closer, the weight of the object should be
greater. To better express people’s intention of interaction and characterize the interac-
tion between people and close objects, we also propose a method of fusion that is based
on a weighting mechanism. From Table 4, we can see that our method gets the best
performance.

Table 3. Ablation study on V-COCO datasets

Components AProle

Baseline 47.8

Multi-scale attention 49.6

Our method 50.1

Table 4. Ablation study on HICO-DET datasets

Methods Default object Known object

Full Rare Non-rare Full Rare Non-rare

Baseline 17.22 13.51 18.32 19.38 15.38 20.57

Attention 19.78 14.21 20.82 21.54 15.47 23.20

Our
method

19.90 14.67 21.35 22.30 15.80 24.50

5 Conclusions

In this paper, we propose amulti-scale attention fusionmethod for human-object interac-
tion detection. Ourmain idea is that for people and objects of different sizes in the image,
we use different convolutions to adapt to different people and objects, which can increase
the range of attention, and more accurately determine the interaction between people
and objects. Meanwhile, the interaction between people and close objects has more pos-
sibilities. To better characterize the interaction between people and close objects, we
propose a weighting mechanism. It can better express people’s intention of interaction
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and improve the accuracy of interaction relationship detection. We verify the effective-
ness of the method on two datasets and achieved excellent performance. In the future,
we will study the interaction detection of the relationship between people and objects in
the video.

Acknowledgments. This work was supported by the National Natural Science Foundation of
China (No. 61672268).
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