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Abstract. We propose a novel stereo laparoscopy video-based non-rigid
SLAM method called EMDQ-SLAM, which can incrementally recon-
struct thee-dimensional (3D) models of soft tissue surfaces in real-
time and preserve high-resolution color textures. EMDQ-SLAM uses the
expectation maximization and dual quaternion (EMDQ) algorithm com-
bined with SURF features to track the camera motion and estimate
tissue deformation between video frames. To overcome the problem of
accumulative errors over time, we have integrated a g2o-based graph
optimization method that combines the EMDQ mismatch removal and
as-rigid-as-possible (ARAP) smoothing methods. Finally, the multi-band
blending (MBB) algorithm has been used to obtain high resolution color
textures with real-time performance. Experimental results demonstrate
that our method outperforms two state-of-the-art non-rigid SLAM meth-
ods: MISSLAM and DefSLAM. Quantitative evaluation shows an average
error in the range of 0.8-2.2 mm for different cases.
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1 Background

Three-dimensional (3D) reconstruction of tissue surfaces from intraoperative
laparoscopy videos has found applications in surgical navigation [1,2] and plan-
ning [3]. One of the most important video-based 3D reconstruction methods is
simultaneous localization and mapping (SLAM). Most existing SLAM methods
assume that the environment is static, and the data at different time steps are
aligned rigidly according to the estimated 6-DoF camera motion. This assump-
tion is invalid for deformable soft tissues, which require much higher degrees of
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freedom to represent the non-rigid deformation and cannot be accurately recov-
ered by the rigid SLAM methods.

Non-rigid SLAM is an emerging topic and the pioneering work is Dynamic-
Fusion [4], which first addressed the problem of incrementally building the 3D
model of deformable objects in real-time. Following DynamicFusion, many non-
rigid SLAM works have been proposed in the computer vision field [5,6]. How-
ever, these methods mainly focused on small regions of interest that require the
object to be placed directly in front of the camera. This may not be appropriate
for medical applications since the laparoscope may need to scan large areas of the
tissue surface. This motivates the need for the development of large-scale non-rigid
SLAM methods, which have attracted significant attention in recent years. For
example, Mahmoud et al. considered the tissue deformation to be negligible and
applied rigid SLAM for dense reconstruction [8,9]. Mountney et al. analyzed and
compensated for the periodic motion of soft tissue caused by respiration using the
extended Kalman filter [10]. These methods worked for specific situations with
assumptions of the underlying tissue deformation, but cannot handle general tis-
sue deformation. To date, only a few non-rigid SLAM works without any assump-
tions of the tissue deformation have been reported. For example, Collins et al. pro-
posed to use features and tissue boundaries to track tissue deformation [11]. Song
et al. proposed to combine ORB-SLAM [20] and a deformation model for tracking
the motion of the laparoscope and estimating the deformation of soft tissues [15].
Recently, Lamarca et al. proposed a monocular non-rigid SLAM method called as
DefSLAM for large-scale non-rigid environments, which combines the shape-from-
template (SfT) and non-rigid structure-from-motion (NRSfM) methods and has
obtained impressive results on laparoscopy videos [16].

In this paper, we propose a novel stereo video-based non-rigid SLAM method
called as EMDQ-SLAM, which can track large camera motion and significant tis-
sue deformation in real-time. The key algorithm of EMDQ-SLAM is the expec-
tation maximization and dual quaternion (EMDQ) algorithm [17], which can
generate dense deformation field from sparse and noisy SURF feature matches
in real-time. Hence, EMDQ can efficiently track the camera motion and estimate
the non-rigid tissue deformation simultaneously. However, EMDQ tracking suf-
fers from a problem that the estimated tissue deformation may have accumu-
lative errors. To solve this problem, we have developed a graph optimization
method based on the g2o library [18], which uses the results of EMDQ as the
initial values for further refinement. To preserve the high resolution color tex-
tures, we have adapted the multi-band blending (MBB) method [19] for real-time
incremental applications, and have implemented GPU-based parallel computa-
tion for real-time performance.

2 Method

We first perform a GPU-based stereo matching method to estimate depths of
image pixels, which was developed following Ref. [21]. Then, EMDQ-SLAM
mosaics the stereo matching results at different time steps by estimating the
camera motion and tissue deformation.
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Without loss of generality, EMDQ-SLAM considers time ¢t = 0 as the canon-
ical frame, and estimates the camera motion and surface deformation at time
steps t = 1,2,... with respect to time 0 for non-rigid mosaicking. The 6-DoF
camera motion at time ¢ is represented using the rotation matrix R; € SO(3)
and translational vector t; € R3. We denote the world coordinate of a template
point p at time 0 as x, 0. The tissue deformation at time ¢ is represented by dis-
placements of each point p, which is denoted as Ax, ;. And the world coordinate
of point p at time ¢ is

Xpt = Xpo + AXp . (1)

Hence, tissue deformation recovery is equivalent to the estimation of Ax,, ; for
all template points p. Since the template may have millions of points, we have
adapted the method from DynamicFusion [4] that uses sparse control points,
or deformation nodes, to reduce the computational burden. For each template
point p, its displacement Ax,, is represented by the weighted average of its
neighboring deformation nodes 4, which is

N

Ax, = Z (Wl Ax; ), (2)
3
where w? = exp(—a||[xi0 —xp0l%), N w? = 1 is the normalized weight
between node i and point p, and node 7 is omitted if w? is too small.

In summary, the parameters that need to be estimated include the 6-DoF
camera motion R; and t;, and the nodes displacements Ax; ¢, i = 1,2,..., N. We
use a two-step framework to solve this problem, which includes EMDQ tracking
and g2o-based graph optimization.

2.1 EMDAQ Tracking

At time ¢, the coordinate of node ¢ in the camera frame is X{, = = Ry(x;0 +
Ax; 1) + ty. At time ¢ + 1, we first perform SURF [23] matching between video
frame t and ¢t + 1, and obtam the related 3D coordinates of the SURF matches
according to the pixel depths obtained by stereo matching. The number of SURF
octave layers is set to one to avoid building the image pyramid and reduce the
computational burden, which is reasonable because the change of image scale is
small between adjacent image frames. Then, using the 3D SURF matches as the
input, the EMDQ algorithm (1) obtains the displaced coordinates of nodes x§ ; , 4
from x¢,, and (2) removes SURF mismatches. The first output is directly used
for updating the camera motion and nodes displacements at time ¢ 4+ 1 in this
EMDQ tracking method, and the second output will be used in the subsequent
g20-based graph optimization.

The estimated displacements of nodes between time ¢ and ¢ +1, X7,y — X7,
include both the rigid and non-rigid components, which are caused by cam-
era motion and tissue deformation respectively. To decompose the rigid and
non-rigid components, we follow the method in Ref. [22] to estimate the rigid
transformation, R;_,;y1 and t;—¢y1, between two 3D point clouds {Xft} and
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{Xf,t +1}7 1 =1,2,...N. This method minimizes the sum of squared residuals and
we consider the residuals as the non-rigid component, which is also the nodes
displacements and we denote it as Ax; ;141 = X{ ;1 — (Rt_>t+1x§)t +titt1)-
Finally, we update the camera motion in the world frame at time ¢ + 1 by

Rit1 = Ri—eriRe b1 = Resppate + 601 (3)
The node displacements at time ¢ + 1 are updated by

Axi,t+1 = R;Axi7t_)t+1 + AXi7t7Z' = 17 27 ...N. (4)

2.2 g2o-based Graph Optimization

The proposed EMDQ tracking method suffers from a problem that accumu-
lative errors may exist in the estimated shape deformation. Specifically, Eq.
(4) shows that the error of Ax;; ;41 will result in the accumulative error of
Ax;111. Hence, in practice we found that EMDQ tracking works well for short
video sequences, but may not be robust for long video sequences. The errors of
Ax; 41,4 =1,2,...N are mainly reflected as the differences among the neighbor-
ing deformation nodes. Hence, the deformation recovery errors can be reduced
by using the as-rigid-as-possible (ARAP) [24] method, which aims to maintain
the shape of deformable templates. We have developed a graph optimization
method based on the g2o library [18] as the refinement step for EMDQ tracking,
which integrates the EMDQ mismatch removal results and the ARAP costs. The
vertices and edges of the graph are introduced in the following section.

Vertices: The graph has a total of N + 1 vertices, which include the camera
motion (Ryy; and t441), and displacements of N nodes (Ax; 41,7 =1,2,...N).

SURF Matching Edges: We denote the 3D camera coordinates of a SURF
feature m at time ¢ as x7, ;, which can be directly obtained by the stereo matching
results. Then, its world coordinate at time 0, X, o, can be obtained according
to the estimated camera motion and nodes displacements at time t. Ideally, the
estimated x,, 0 obtained from time ¢ and ¢ + 1 should be the same, which are
denoted as xfn’o and x'T1 respectively. We use the differences between xfn’O and

m,0
t+1 .
Xm0 @s the cost, that is

Jsurr(Rey1, teq1, A% 1) = Z Wi ||Xh0 — Xi;f,(l)HQ ; (5)
m

where wy,, = 1/(em, + 1) is the weight of match m, and e,, is the related error of
match m in the EMDQ algorithm to distinguish inliers and outliers. We use this
soft weight w,, to handle situations when EMDQ does not distinguish inliers
and outliers correctly.

ARAP Edges: The basic idea of the standard ARAP method is to minimize
non-rigid component after removing the rigid components [24]. Since in our
method, the rigid and non-rigid components have already been decomposed, the
ARAP term in EMDQ-SLAM is simplified to
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Farap(A%ipi1) = Y wif | A% o1 — x|, (6)

i1,i2

where w!? is the weight between node i1 and i2. It is worth noting that this is a
simplified ARAP method since it uses the same rigid component for all points.

2.3 GPU-Based Dense Mosaicking and MBB Texture Blending

We propose a planar TSDF [25] method to merge the template and stereo match-
ing results at each time step. Our method reprojects each template point p to
the image pixel I according to the estimated camera motion and nodes dis-
placements, and merges the stereo matching depth of pixel I following the stan-
dard TSDF method. New template points are inserted from the stereo matching
results if no existing point is reprojected to the related image pixel.

Since small misalignments are unavoidable, template point p and pixel I
may have different RGB colors. Linear blending of the RGB colors may lead to
blurry textures, as shown in Fig. 1(d). Hence, we employ the multi-band blend-
ing (MBB) method [19]. Traditional MBB method is offline and we refer to
Ref. [19] for more details. In this paper, we mainly introduce our modifications
for incremental and real-time blending. We use same notations as Ref. [19] for
readers to follow easily. Our method reserves the previous information with the
template points, and performs RGB color blending between the template and
current image. The information at each template point p includes three spatial
frequencies B? and the weight WP. When blending with the current image, BY
equals to the weighted average of that of p and I, i.e.,

B =(1-whHBr + W!BL. (7)

The weight of pixel I is obtained by Gaussian blurring W! = Wl _ * g,.
Wl =1if W! > WP, otherwise WL = 0. WP is updated by taking the max

max max

value of WP and W!. W is obtained in the same way as in Ref. [19].

(a) complete method (b) EMDQ only (c) g20 optimization only (d) linear blending

Fig. 1. Comparative study. For results in (c), g20 used estimations at the previous
time step as the initial values, and Huber kernels were applied to handle outliers.

Comparative Study: As shown in Fig. 1, we conducted a comparative study to
intuitively demonstrate the effects of the methods introduced in this paper. Both
EMDQ tracking and g2o-based graph optimization contribute to the accuracy of
EMDQ-SLAM. EMDQ tracking cannot handle long sequences robustly due to
accumulative errors (Fig. 1(b)). g20-based graph optimization suffers from the
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local minima problem and may be affected by SURF mismatches, which requires

EMDAQ results as the initial values (Fig. 1(c)). MBB blending can obtain better
color textures than traditional linear blending (Fig. 1(d)).

3 Results

The source code was implemented in CUDA C++ on a desktop with an Intel
Core 19 3.0 GHz CPU and NIVIDA Titan RTX GPU.

(a) Sample images (b) Ours (c) DefSLAM (d) MISSLAM

Fig. 2. Experiments on the in vivo porcine abdomen video from the Hamlyn dataset.
(a) Ours. (b) DefSLAM result, which includes multiple overlapped local templates. (c)
MISSLAM results, which is the screenshot reported in their paper.

We introduced MISSLAM [15] and DefSLAM [16] for comparison, which are
recent video-based non-rigid SLAM algorithms. MISSLAM is a stereo video-
based method, which is not open source software hence we used the same data
reported in their paper for comparison. It may not be fair for comparing our
method with DefSLAM since DefSLAM uses monocular video. Further, DefS-
LAM does not fully address the mosaicking problem and its mapping results are
sets of overlapped local templates, rather than complete 3D point clouds or mesh
models. The stereo laparoscopy videos used for validation were obtained from
the Hamlyn online dataset!. We also captured intraoperative stereo laparoscopy
videos on soft tissues at our hospital.

As shown in Fig. 2, we first conducted experiments on the Hamlyn dataset,
which was obtained by scanning a porcine abdomen. The tissue had small defor-
mation but the laparoscope motion was large. EMDQ-SLAM is able to generate
a large 3D mosaic with clear textures corresponding to the area covered by the
laparoscope. DefSLAM was able to track the camera motion from the monocular
video, and provided multiple local templates. We also include a screenshot of the
result from the MISSLAM paper for comparison. Figure 3(a) shows the results
on another Hamlyn dataset, which scanned large areas of the liver surface. Due
to low texture, the DefSLAM reported loss of tracking. Although it is difficult to
provide quantitative comparisons since no ground truth is available, qualitative

! http://hamlyn.doc.ic.ac.uk/vision/.
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Ours MISSLAM Ours DefSLAM
(a) (b)

Fig. 3. (a) Experiments on the in vivo porcine liver video from the Hamlyn dataset.
DefSLAM failed on this data. (b) Experiments on a stereo laparoscopy video captured
during a minimally invasive sublobar lung surgery at our hospital.

comparisons show that our result is visually more accurate and can preserve high
resolution texture.

For the experiments shown in Fig. 3(b), the video was captured during a min-
imally invasive sublobar lung surgery at our hospital. The surgeon was asked to
move the stereo laparoscope within the patient’s thoracic cavity. Due to heart-
beat and respiratory motion caused by the adjacent lung, the deflated lung had
significant and fast deformation. This experiment demonstrates that our method
can handle highly deformable surfaces.

For the experiments shown in Fig. 4, the tissues had significant deformation
due to heartbeat although the camera motion was small. Our method was able
to track the deformation robustly and monitor the tissue deformation. Videos
showing the results of the EMDQ-SLAM algorithm are provided as supplemental
material for the paper.

(a) (b)

Fig. 4. Experiments on the Hamlyn dataset. (a) In vivo heart. (b) Heart phantom.
The tissues had significant deformation and the camera motion was small.
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Quantitative Experiments: The quantitative experiments were conduced
using ex wvivo porcine lungs and livers, which were placed on an Ambu bag
and an anesthesia machine inflated/deflated the Ambu bag periodically to sim-
ulate the respiration, as shown in Fig. 5(a). Two electromagnetic (EM) trackers
were attached to the laparoscope and on the tissue surface respectively. The
laparoscope was gradually moved along the surface to create a 3D mosaic while
estimating the tissue deformation, which was also measured using the EM sensor
on the tissue surface. The EM coordinate frame was registered to the laparoscope
coordinate frame, and our results were compared with the EM tracking results,
as shown in Fig. 5(b). The errors for four cases are reported in Fig.5(c), which
were small when the EM tracker was in the field of view (FOV), but increased
as the laparoscope moved far away, which is expected since the deformation of
areas outside FoV cannot be monitored directly. The mean/standard deviation
of errors when the EM tracker was in the FoV are 0.87/0.40, 2.1/0.58, 1.7/0.70
and 2.2/0.70 mm respectively for the four cases. The problem that areas out-
side FoV cannot be accurately estimated is an intrinsic drawback for large-scale
non-rigid SLAM methods, since the deformation of invisible areas is obtained
by extrapolation of the visible areas. However, this problem does not affect the
mosaicking process because mosaicking is only performed at areas in FoV.

<— inFoV —>i<——o0

i 0
e R N = blue: in FoV
| I ), : 5 red: outside Fov ’J

0 50 100 150 200 250 300

(a) (b) (c)

Fig. 5. Quantitative experiments. (a) Configuration. (b) Red dots are the estimated
trajectory of the EM tracker by EMDQ-SLAM in the camera frame, yellows dots are
the EM tracking results (ground truth). (c). Errors for four cases. Blue and red suggest
the EM tracker was in and outside the field of view (FoV) respectively. (Color figure
online)

Runtime: For the experiments shown in Fig. 2, Fig. 3(a)(b) and 4(a)(b), the aver-
age runtime to process one video frame was 92, 101, 97, 38 and 53 ms respectively,
which included stereo matching, EMDQ-SLAM and VTK-based rendering. Hence,
our method works at an update rate of around 10-26 Hz, which mostly depends on
the image resolution. We use at most 1500 SURF features and 500 SURF matches
at each time step to maintain the real-time performance.

4 Conclusion

The problem of large-scale non-rigid SLAM for medical applications is still an
open problem. In this paper, we propose a novel non-rigid SLAM method called
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EMDQ-SLAM, which uses a two-step framework to track the camera motion and
estimate the tissue deformation. Although it is difficult to provide quantitative
comparisons with other methods due to the lack of ground truth, qualitative
comparisons shows our method can obtain visually more accurate mosaic with
clear color textures. Quantitative experiments show that our method has an
average error of 0.8-2.2mm when estimating areas in the field of view.
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