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Abstract. One of the primary challenges facing medical visual question
answering (Med-VQA) is the lack of large-scale well-annotated datasets
for training. To overcome this challenge, this paper proposes a two-stage
pre-training framework by learning transferable feature representations
of radiology images and distilling a lightweight visual feature extrac-
tor for Med-VQA. Specifically, we leverage large amounts of unlabeled
radiology images to train three teacher models for the body regions of
brain, chest, and abdomen respectively via contrastive learning. Then,
we distill the teacher models to a lightweight student model that can be
used as a universal visual feature extractor for any Med-VQA system.
The lightweight feature extractor can be readily fine-tuned on the train-
ing radiology images of any Med-VQA dataset, saving the annotation
effort while preventing overfitting to small-scale training data. The effec-
tiveness and advantages of the pre-trained model are demonstrated by
extensive experiments with state-of-the-art Med-VQA methods on exist-
ing benchmarks. The source code and the pre-training dataset can be
downloaded from https://github.com/awenbocc/cprd.

Keywords: Medical visual question answering · Contrastive learning ·
Representation distillation · Model compression

1 Introduction

Medical visual question answering (Med-VQA) has gained increasing attention
over the past few years. Given a medical image and a clinical question about
the image, it aims to find the correct answer by analyzing the visual information
of the image. Med-VQA technology has great potential in medical and health-
care services. It can be used for computer-assisted diagnosis, intelligent medical
guidance, clinical education and training, etc., which can help to significantly
improve the quality of medical services and meet the increasing demand of the
general public for medical resources.
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While recent breakthroughs in image recognition and natural language pro-
cessing have laid the foundation for the development of Med-VQA systems, the
research progress of Med-VQA is impeded by the absence of large-scale well-
annotated training datasets. The visual feature extraction module of existing
Med-VQA models usually employs deep architectures and needs to be trained
on a large collection of annotated radiology images, which however are often
unavailable and costly to collect. To address this issue, a pioneering work [17]
proposes mixture of enhanced visual features (MEVF) to pre-train the visual
feature extraction module by constructing an auxiliary organ disease classifica-
tion task on the radiology images of VQA-RAD [13] and observes positive effect.
However, this approach cannot be transferred to other datasets, since the auxil-
iary pre-training task is designed based on the VQA-RAD dataset and requires
extra effort for annotation.

In this paper, we tackle the data scarcity challenge by utilizing easily-
available unannotated radiology image datasets for pre-training and represen-
tation distillation. First, we observe that the radiology images in current Med-
VQA benchmarks mainly involve three human body regions – brain, chest,
and abdomen, and there are large amounts of open-source unlabelled radiol-
ogy images available for each region. Therefore, we propose to pre-train a visual
feature extraction model (teacher) for each region respectively via contrastive
learning. Second, to obtain a general and lightweight feature extractor, we distill
the three teacher models into a small student model by contrastive representa-
tion distillation. The distilled model can be readily fine-tuned on any training
dataset to facilitate the training of a Med-VQA system, without requiring fur-
ther annotating process. Moreover, the small size of the distilled model can
prevent overfitting to the training data, which typically only contains hundreds
of radiology images.

To summarize, our contributions are two-fold. (1) We propose a new pre-
training framework that leverages easily-acquired unannotated radiology images
to pre-train and distill a general and lightweight visual feature extractor for
Med-VQA, which can be easily adapted to small-scale training datasets. (2) We
conduct extensive experiments with state-of-the-art Med-VQA methods on two
benchmarks VQA-RAD [13] and SLAKE [14] to demonstrate the usefulness and
benefits of the pre-trained model.

2 Related Work

Medical Visual Question Answering. Existing Med-VQA methods includ-
ing [1,21,26] in ImageCLEF-Med challenge [2,11], often employ deep pre-trained
architectures such as VGG [22] or ResNet [8] as the visual feature extraction
module, which tend to cause overfitting due to limited training data in the Med-
VQA domain. To overcome data limitation, MEVF [17] combines convolutional
denoising auto-encoder (CDAE) [16] and meta-learning [24] to train a useful ini-
tialization for the visual feature extractor. Based on MEVF [17], conditional rea-
soning (CR) [29] further enhances the reasoning ability of the multimodal feature



212 B. Liu et al.

fusion module. Nevertheless, the pre-training process of MEVF requires addi-
tional data annotations on the training images, which requires medical expertise
and is laborious and costly.

Contrastive Learning. Contrastive learning aims to learn high-quality feature
representations by deriving self-supervision signals. CPC [18] pioneers in using
the InfoNCE loss for contrastive learning on sequential tasks such as text or
audio, which has been followed by many recent contrastive learning methods
[5–7]. MoCo [7] utilizes a queue to efficiently store a large number of nega-
tive samples; SimCLR [5] explores the effectiveness of diverse image augmenta-
tion combinations; MoCo-v2 [6] takes advantages of both MoCo and SimCLR
to enhance representation learning. These unsupervised methods have achieved
promising results in learning image representations.

Model Compression. Knowledge distillation is introduced in [4,9] to com-
press a large model into a smaller one without losing too many generalization
abilities, which is achieved by minimizing Kullback–Leibler divergence (KLD)
between the probabilistic outputs of the large and the smaller models. A recent
work [23] argues that the independence assumption in the KLD loss fails to retain
important structural information of the large model and proposes to combine
KLD with contrastive representation distillation to achieve better performance.

3 Contrastive Pre-training and Representation
Distillation (CPRD)

In current Med-VQA benchmarks, the radiology images mainly involve three
human body regions: brain, chest, and abdomen. For each region, unlabeled
images can be easily obtained from many large-scale open-source datasets. Moti-
vated by this observation, we propose to train three specialized teacher models
to focus on different body region respectively and then teach a student model to
learn both intra- and inter-region features for Med-VQA, as illustrated in Fig. 1.

3.1 Teachers: Intra-region Contrastive Pre-training

Let Dbrain,Dchest,Dabdomen denote the set of radiology images for the three body
regions respectively. Radiology images in each region have large diversity in terms
of different organs and versatile imaging modalities, e.g., liver MRI, liver CT,
and intestine CT in the abdomen region. Therefore, we employ Momentum Con-
trast [6], a self-supervised contrastive learning method, to train a Teacher model
for each region with the corresponding dataset Dr (r ∈ {brain, chest, abdomen})
to implicitly model these differences. As shown in Fig. 1 (a), we sample an image
xi and a queue q = {x−

j }M
j=1 of M images different from xi from Dr. Then, data

augmentation (such as resize, crop, color distort, and Gaussian blur), denoted
as Aug, is applied on all the sampled images and produce:

x̂i = Aug(xi), x̂
+
i = Aug(xi), q̂ = {x̂−

j = Aug(x−
j )}M

j=1, (1)
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Fig. 1. Our proposed CPRD framework for Med-VQA. (a) Train a teacher model Tθ

by self-supervised contrastive learning on the chest region. (b) Distill three teacher
models into one student model Sφ. (c) Apply the student model Sφ for Med-VQA.

where x̂i and x̂+
i are two different views of xi, generated by applying random

augmentation on xi twice. An encoder Tθ is used to learn the feature representa-
tion of x̂i, i.e., zi = Tθ(x̂i). Another momentum encoder Tθ′ is used to produce
the representations of x̂+

i and q̂, i.e., {z+
i ,z−

1 ,z−
2 , ...,z−

M }. Since zi and z+
i are

the representations of different views of xi, zi should be similar to z+
i but dis-

similar to the other M representations in q̂. The learning process can be guided
by the InfoNCE contrastive loss [18]:

L
zi ,z

+
i ,{z−

j } = − log
exp(zi · z+

i /τ)

exp(zi · z+
i /τ) +

M∑

j=1

exp(zi · z−
j /τ)

, (2)

where τ is a temperature parameter [25] and · stands for dot product. In practice,
the length of the queue q is usually much larger than the mini-batch size, making
it costly to update Tθ′ by gradient back-propagation. Following [6], we update
it in an efficient way: θ

′ ← βθ
′
+ (1−β)θ, where β is the momentum coefficient.

By optimizing the loss in Eq. (2), we obtain the teacher model Tθ for the region.

3.2 Student: Inter-region Representation Distillation

After obtaining the three teacher models: T a
θ for Dabdomen, T b

θ for Dbrain, and T c
θ

for Dchest, we design a lightweight Student model Sφ to distill representations of
the teacher models, as shown in Fig. 1 (b). Let Dall = {Dbrain,Dchest,Dabdomen}.
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Inspired by the idea of contrastive representation distillation [23], for each region
Dr ∈ Dall, for any image xr

i ∈ Dr, we randomly sample K images xo
j (j =

{1, . . . , K}) from the other two datasets Do = Dall\Dr. First, we make the
student model inherit knowledge of each teacher by enforcing its representation
of xr

i , Sφ(xr
i ), to be similar to that of the corresponding teacher model, T r

θ (xr
i ),

by minimizing the loss function

Lsim = − 1
N

3∑

r=1

Lr∑

i=1

log(
eT r

θ (xr
i )·Sφ(x

r
i )/τ

eT r
θ (xr

i )·Sφ(xr
i )/τ + K

N

), (3)

where τ is the temperature parameter, Lr is the size of Dr, and N is the size of
Dall (1 < K < N). Meanwhile, we enable the student model to acquire the ability
to distinguish the three regions by enforcing Sφ(xr

i ) to be dissimilar to T o
θ (xo

j),
the representation of xo

j (image of other regions) produced by the corresponding
teacher model, by minimizing the loss function

Ldissim = − 1
N × K

3∑

r=1

Lr∑

i=1

K∑

j=1

log(1 − (
eT o

θ (xo
j )·Sφ(x

r
i )/τ

eT o
θ (xo

j )·Sφ(xr
i )/τ + K

N

)). (4)

Further, we train the student model to produce more discriminative representa-
tions by learning to identify the body region R of xr

i . Note that the images are
already grouped by regions in open-source databases so the region labels can be
automatically generated. This is achieved by minimizing the classification loss

Lclass = − 1
N

N∑

i=1

log P (R = r|WSφ(xr
i )), (5)

where W is a linear classification layer, and P is the prediction probability of
the target region. Finally, by combining Eqs. (3), (4) and (5), the student model
is trained with the loss function

Ldistill = α(Ldissim + Lsim) + (1 − α)Lclass, (6)

where α is a balancing parameter.

4 Applying CPRD for Med-VQA

The distilled student model can be used as a universal visual feature extractor
for any Med-VQA system based on radiology images. Figure 1 (c) shows a typical
Med-VQA pipeline. Given a radiology image vi and a question qi as inputs, the
student model Sφ is applied on vi to extract the visual features zv = Sφ(vi), and
a text encoder (e.g., LSTM [10] network) is used to extract the textual features
qi, i.e., zq = Qψ(qi). Then, zv and zq will be fused by some attention-based
module (e.g., BAN [12]) to produce multimodal features zm .

Similar to general VQA, Med-VQA is also formulated as a classification prob-
lem [3]: predicting an answer from C fixed candidate answers in the training
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dataset. Note that there might be multiple correct answers for one question. As
such, the multimodal features zm will be fed to a classifier Φ(·) (e.g., multilayer
perceptron), to predict the probability of each candidate answer. All the model
parameters, including those of the visual extractor Sφ, the text encoder Qψ, the
feature fusion module and the classifier, are optimized in an end-to-end manner
by minimizing the multi-label cross-entropy loss:

Lmce = −1
I

I∑

i=1

C∑

c=1

[lci log(σc(Φ(zm ))) + (1 − lci ) log(1 − σc(Φ(zm )))], (7)

where li is the multi-hot encoding of the answers for the current (vi, qi) pair, σ
is the sigmoid function, and I is the size of the training dataset.

5 Experiments

In this section, we extensively evaluate the effectiveness of the visual feature
extractor pre-trained by our proposed CPRD framework on the only two avail-
able manually-annotated Med-VQA datasets. We experiment with state-of-the-
art Med-VQA methods and show that the pre-trained feature extractor can be
used to significantly improve their performance.

5.1 Datasets

VQA-RAD [13] consists of 315 radiology images and 3, 515 question-answer
pairs. We follow the data splitting in [17]. SLAKE [14] is a recently proposed
bi-lingual Med-VQA dataset. We use the English version, referred to as SLAKE-
EN, which contains 642 radiology images and 7, 033 question-answer pairs. We
use the original data splitting. Besides, questions in VQA-RAD and SLAKE
are both categorized into “closed-ended” questions whose answers are in limited
choices, and “open-ended” questions whose answers are free-form text.

5.2 Experimental Setup

To train the teacher and student models, we randomly sample 22, 995 unlabelled
radiology images from open-resource databases1, including 7, 811 chest X-Rays,
7, 592 abdomen CTs, and 7, 592 brain CTs and MRIs. Our experiments are
conducted on a Ubuntu server with 8 NVIDIA TITAN 12 GB Xp GPUs. All
the hyper-parameters of the teacher and student models are chosen by cross
validation via observing the loss in Eq. (2) and Eq. (6).

Teachers. For each region-focused teacher model, we use ResNet-50 to instan-
tiate Tθ and Tθ′ (Sect. 3.1) and train for 800 epochs with 4 GPUs for about
7 h. In each epoch, the mini-batch size is 128, and the queue length M is 1, 024.
The temperature parameter τ is set to be 0.2, 0.1, and 0.1 for brain, chest
1 http://medicaldecathlon.com/.

http://medicaldecathlon.com/
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and abdomen respectively. For model optimization, we use SGD optimizer with
1.5e−2 initial learning rate decayed by cosine schedule.

Student. We use ResNet-8 as the student model (Sect. 3.2) and train for 240
epochs with 1 GPU. We use SGD optimizer to minimize the loss Ldistill with
0.05 initial learning rate decayed by cosine schedule. Besides, the queue length
K is 8192, the temperature parameter τ is 0.07, and α in Eq. (6) is 0.9.

Med-VQA. After training the student model, we use the weights in the last
epoch as initialization and fine-tune the model on a Med-VQA dataset for 100
epochs. We use Adamax optimizer with initial learning rate 2e−3 for model
optimization. Following CR [29], we use accuracy as evaluation metric.

Table 1. Test accuracy of our method and baselines.

Models VQA-RAD [13] SLAKE-EN [14]

Overall Open Closed Overall Open Closed

MFB fw. [28] 50.6 14.5 74.3 73.3 72.2 75.0

SAN fw. [27] 54.3 31.3 69.5 76.0 74.0 79.1

BAN fw. [12] 58.3 37.4 72.1 76.3 74.6 79.1

MEVF+SAN [17] 64.1 49.2 73.9 76.5 75.3 78.4

MEVF+BAN [17] 66.1 49.2 77.2 78.6 77.8 79.8

CPRD+BAN (ours) 67.8 52.5 77.9 81.1 79.5 83.4

MEVF+BAN+CR [29] 71.6 60.0 79.3 80.0 78.8 82.0

CPRD+BAN+CR (ours) 72.7 61.1 80.4 82.1 81.2 83.4

Table 2. Comparison of different visual modules in test accuracy and model size on
VQA-RAD [13]. The number of parameters is calculated on the visual module only.

Visual modules Overall (%) Open (%) Closed (%) #Parameters (M)

VGG-16 [22] (ImageNet) 56.8 35.2 71.0 134.8

ResNet-50 [8] (ImageNet) 58.3 37.4 72.1 23.8

MEVF [17] 66.1 49.2 77.2 1.2

ResNet-8 (random init) 63.2 47.2 73.8 0.1

ResNet-8 (our CPRD) 67.8 52.5 77.9 0.1

5.3 Comparison with the State-of-the-Arts

We use our pre-trained model CPRD as the visual feature extractor, combined
with the BAN attention mechanism [12] with or without the CR reasoning
module [29] for Med-VQA. To demonstrate the necessity of domain-specific
pre-training, we compare with general VQA frameworks including MFB [28],
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Fig. 2. (Left) t-SNE visualization of the representations learned by the student model;
(Right) Grad-CAM maps from the visual modules of Med-VQA methods. ✓ and ✗

indicate the correctness of the answer given by each method.

SAN [27], and BAN [12].2 Further, we compare with MEVF [17], which is the
only baseline that uses a small model and pre-trains with medical images.

The results on VQA-RAD [13] and SLAKE [14] are reported in Table 1. For
a fair comparison, all methods use a 1024-D LSTM network to extract textual
features with word embeddings pre-trained by GloVe [19]. For MFB, SAN and
BAN, we use ResNet-50 pre-trianed on ImageNet as the visual feature extrac-
tor. The following observations can be made. (1) Our method CPRD+BAN not
only improves upon the performance of the strong baseline MEVF+BAN [17],
but also achieves state-of-the-art results on the two benchmarks when further
incorporating the CR [29] module. (2) Although MEVF+BAN [17] can signifi-
cantly outperform the base framework BAN [12] on VQA-RAD, its performance
gain on SLAKE is less significant (∼2%), far lower than the gain brought by our
CPRD+BAN (∼5%). This demonstrates the generalization ability of our CPRD
model on different datasets.

5.4 Ablation Analysis

We conduct an ablation study to analyze the impact of different pre-training
strategies for the visual feature extraction module of Med-VQA. The results are
summarized in Table 2. Specifically, we use BAN [12] as the multimodal feature
fusion module and LSTM as the textual encoder for all methods in this subsec-
tion. Compared with the large models (i.e., VGG-16 and ResNet-50) pre-trained
on ImageNet, it can be seen that lightweight models (i.e., MEVF and ResNet-8)
perform better. Further, ResNet-8 pre-trained by our CPRD achieves better
results than with random initialization, and outperforms the strongest baseline

2 MFB, SAN, and BAN stand for the key reasoning module of the respective frame-
work, where the visual and textual modules can be any applicable models.
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MEVF with much fewer parameters. This again demonstrates the effectiveness
and advantages of our CPRD model.

5.5 Visualization

The t-SNE [15] visualization of the representations learned by the ResNet-8
student model on the images of Dall (Sect. 3.2) is shown in Fig. 2 (left). It can
be clearly seen that the student model learns discriminative representations for
different regions. Further, the representations of brain CT and brain MRI are
well separated, indicating that the student model also captures the differences
among versatile imaging modalities for the same region. To demonstrate the
visual evidence used in Med-VQA models for prediction, in Fig. 2 (right), we
show the Grad-CAM [20] maps for visual modules based on the final predicted
answers of our CPRD+BAN and a strong baseline MEVF+BAN. The first row
is about a brain MRI image, and the second is about a chest X-Ray image, both
from the test set of the SLAKE [14] dataset. It can be seen that our model can
correctly answer the questions by locating the right visual evidence about the
questions, which demonstrates the effectiveness of our visual module.

6 Conclusion

In this paper, we have proposed a two-stage pre-training framework to tackle
the challenge of data scarcity in the Med-VQA domain. Our framework lever-
ages large amounts of unannotated radiology images to pre-train and distill a
lightweight visual feature extractor via contrastive learning and representation
distillation. By applying this pre-trained model in current Med-VQA methods,
we achieve new state-of-the-art performance on existing benchmarks.
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