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Preface

Online media have become a politically, economically, and organizationally critical
infrastructure. Internet users all over the world can directly interact with each other and
participate in political discussions. Through online media, journalists have access to
enormous amounts of information and public sentiment that increasingly becomes part
of their reporting. Politicians refine their positions and actions based on the (seemingly)
public opinion, which they distill from online media. Others use these channels to
distribute their views. Companies allow product reviews by users to provide
crowd-based quality assurance. The Multidisciplinary International Symposium on
Disinformation in Open Online Media (MISDOOM) brings together researchers from
multiple disciplines, including communication science, computer science, computa-
tional social science, political communication, journalism, and media studies, as well as
practitioners in journalism and online media. The symposium has a strong multidis-
ciplinary character and aims to cater to the habits of different disciplines.

This volume contains the papers accepted to the Third Multidisciplinary Interna-
tional Symposium on Disinformation in Open Online Media (MISDOOM 2021). This
volume also includes the abstracts of the talks given by the three invited keynote
speakers. In light of the COVID-19 pandemic, the symposium took place during
September 21–22, 2021, in a fully virtual format. In total, there were 100 submissions

Fig. 1. Topics of MISDOOM 2021. Size is proportional to the frequency of the word in the titles of
the submissions accepted to the symposium.



(after desk rejections): 27 full papers and 73 extended abstracts. The Organizing
Committee decided to accept 9 full paper submissions in the computer science track for
publication in this LNCS volume. In addition, 75 contributions (full paper and abstract
submissions) were accepted for presentation at the symposium. Among them, some
submissions were considered for publication in a special issue of the Social Media +
Society journal. Figure 1 shows a summary of the topics of all contributions to the
symposium.

We want to express our gratitude towards all those who contributed to organizing
and running this symposium. This includes the Program Committee, the local orga-
nizers, last year’s organizing committee, the University of Oxford, the Oxford Internet
Institute, and Green Templeton College at the University of Oxford. We hope that
participants of all communities taking part in this multidisciplinary endeavor had a nice
symposium and found some new insights and personal connections, especially between
communities that usually do not meet so often in a symposium setting.

September 2021 Jonathan Bright
Anastasia Giachanou

Viktoria Spaiser
Francesca Spezzano

Anna George
Alexandra Pavliuc
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Russian Disinformation, Five Years Later

Nina Jankowicz

Global Fellow, Wilson Center
Nina.Jankowicz@wilsoncenter.org

Abstract. Since revelations of Russian online influence campaign first broke in
2016, the United States and the Western world has finally begun to wake up to
the threat of online warfare and the attacks from Russia. The question no one
seems to be able to answer is: what can the West do about it? Central and
Eastern European states, however, have been aware of the threat for years. Nina
Jankowicz has advised these governments on the front lines of the information
war. In her keynote speech at MISDOOM, she will explore the threat of
state-backed online disinformation, how it has changed since it became a
blockbuster news story, and government responses to the phenomenon over the
past five years.

Biography

Nina Jankowicz is an internationally-recognized expert
on disinformation and democratization. Her debut book,
How to Lose the Information War [6]
(Bloomsbury/IBTauris), was named a New Statesman
2020 book of the year [1]; The New Yorker called it “a
persuasive new book on disinformation as a geopolitical
strategy.” [2] Her next book, How to Be A Woman
Online, an examination of online abuse and disinforma-
tion and tips for fighting back, will be published by
Bloomsbury in Spring 2022.

Jankowicz’s expertise spans the public, private, and
academic sectors. She has advised governments, interna-
tional organizations, and tech companies; testified before
the United States Congress and European Parliament; and
led accessible, actionable research about the effects of
disinformation on women, minorities, democratic acti-
vists, and freedom of expression around the world.
Jankowicz has extensive media experience, with writing
published in many major American newspapers and
magazines, including The New York Times [3], The
Washington Post [4], and The Atlantic [5]. She is a reg-
ular guest on major radio and television programs such as



the PBS Newshour, CNN’s Fareed Zakaria GPS and
Amanpour, the BBC World Service, and NPR’s All
Things Considered. Since 2017, Jankowicz has held fel-
lowships at the Wilson Center1, where she has been
affiliated with the Kennan Institute and the Science and
Technology Innovation Program. In 2016–2017, she
advised the Ukrainian Foreign Ministry on disinformation
and strategic communications under the auspices of a
Fulbright-Clinton Public Policy Fellowship. Prior to her
Fulbright grant, she managed democracy assistance pro-
grams to Russia and Belarus at the National Democratic
Institute.

Jankowicz holds a Master’s degree from the Center
for Eurasian, Russian, and East European Studies at
Georgetown University’s School of Foreign Service. She
is a proud alumna of Bryn Mawr College, where she
studied Political Science and Russian and graduated
magna cum laude. She is fluent in Russian, and speaks
proficient Ukrainian and Polish, and serves on the Board
of Trustees for the Eurasia Foundation.

References
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3. https://www.nytimes.com/2017/09/25/opinion/the-only-way-to-defend-against-russias-

information-war.html
4. https://www.washingtonpost.com/opinions/2021/03/25/threat-deepfakes-isnt-hypothetical-

women-feel-it-every-day/
5 https://www.theatlantic.com/technology/archive/2020/10/how-coronavirus-denialist-celebrity-
made/616486/

6 Jankowicz, N.: How to Lose the Information War: Russia, Fake News, and the Future of
Conflict. Bloomsbury Publishing (2020)
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Psychological Inoculation Against
Misinformation

Sander van der Linden

Department of Psychology, School of Biology, University of Cambridge, UK
sander.vanderlinden@psychol.cam.ac.uk

Abstract.Much like a viral contagion, false information can spread rapidly from
one individual to another. Moreover, once lodged in memory, misinformation is
difficult to correct. Inoculation theory therefore offers a natural basis for
developing a psychological ‘vaccine’ against the spread of fake news and
misinformation. Specifically, in a series of randomized lab and field studies, we
show that it is possible to pre-emptively “immunize” people against disinfor-
mation about climate change, COVID-19, and elections (amongst other topics)
by pre-exposing them to severely weakened doses of the techniques that
underlie its production. This psychological process helps people cultivate cog-
nitive antibodies in a simulated social media environment. During the talk, I’ll
showcase an award-winning real-world intervention (“Bad News”) we devel-
oped and empirically evaluated in 20 languages—with governments and social
media companies—to help citizens around the world recognize and resist
unwanted attempts to influence and mislead.

Introduction

Much like a viral contagion, false information can spread rapidly from one individual
to another. In fact, models from epidemiology are increasingly used to study the viral
spread of misinformation in social networks. Unfortunately, once lodged in memory,
misinformation is difficult to correct. People often continue to retrieve falsehoods from
memory even when acknowledging a correction, a phenomenon known as the con-
tinued influence of misinformation. Inoculation theory therefore offers a natural basis
for developing a psychological ‘vaccine’ against the spread of fake news and misin-
formation. The theory of psychological inoculation follows the biomedical immu-
nization analogy: just as weakened doses of viral pathogens trigger the production of
antibodies to help the body fight off future infection, the same can be achieved with
information. By pre-emptively exposing people to severely weakened doses of mis-
information or the strategies used in its production, people can build up cognitive
antibodies against misinformation. Specifically, in a series of randomized lab and field
studies, we show that it is possible to pre-emptively “immunize” people against dis-
information about climate change, COVID-19, and elections (amongst other topics) by
pre-exposing them to severely weakened doses of the techniques that underlie its
production. This psychological process helps people cultivate cognitive antibodies in a
simulated social media environment. I’ll review several award-winning real-world



interventions we developed and empirically evaluated in 20 languages—with gov-
ernments and (social) media companies—to help citizens around the world recognize
and resist unwanted attempts to influence and mislead. Bad News is a serious social
impact game (Fig. 1) that exposes people to weakened doses of the strategies used to
spread misinformation, including polarizing audiences, the use of negative emotions
(e.g., fearmongering), conspiracy theories, and impersonating fake experts. In a large
within-subject study with about 15,000 individuals we found that playing the game
improves people’s ability to spot fake social media content post-gameplay. In several
pre-registered randomized controlled trials we further found that the game improves
people’s confidence in their own truth-discernment abilities and that the effects can last
up to several months with regular “booster” sessions. We extend these results into the
domain of COVID-19 with GoViral!, a 5-minute game developed with the UK
Government (with support from the World Health Organization and the United
Nations) and into the area of electoral disinformation with Harmony Square, a similar
game designed with CISA and the U.S. Department of Homeland Security. We are
currently working on agent-based models to explore the potential for psychological
herd immunity in online social networks.

Biography

Sander van der Linden, Ph.D., is Professor of Social
Psychology in Society and Director of the Cambridge
Social Decision-Making Lab in the Department of Psy-
chology at the University of Cambridge. He has won
numerous awards for his research on human judgment,
communication, and decision-making, including the Ris-
ing Star Award from the Association for Psychological
Science (APS), the Sage Early Career Award from the
Society for Personality and Social Psychology (SPSP),
the Frank Prize in Public Interest Research from the

Fig. 1. Bad News (www.getbadnews.com), Harmony Square (www.harmonysquare.game), and Go
Viral! (www.goviralgame.com) game environments. Credit: DROG and Design Agency Gusmanson
(reprinted with permission).
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University of Florida and the Sir James Cameron Medal
for the Public Understanding of Risk from the Royal
College of Physicians.

He co-designed the award-winning fake news game
Bad News, which has been played by millions of people
around the world and frequently advises governments and
social media companies on how to fight misinformation.
His research is regularly featured in outlets such as the
New York Times, NPR, Rolling Stone, and the BBC and
he has been described by WIRED magazine as one of “15
top thinkers” and by Fast Company Design as one “four
heroes who are defending digital democracy online”. He
is currently working on two new books “The Truth
Vaccine” (WW Norton/HarperCollins) and the Psychol-
ogy of Misinformation (Cambridge University Press).
Before joining Cambridge, he held academic positions at
Princeton, Yale, and the LSE.
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Computational Challenges and Recent
Advancements in Automated Fake News

Detection

Reza Zafarani

Data Lab, Department of Electrical Engineering and Computer Science,
Syracuse University

reza@data.syr.edu

Abstract. “Fake news” is now viewed as one of the greatest threats to
democracy, freedom of expression, and journalism. Massive spread of fake news
has weakened public trust in governments and its potential impact on various
political processes, e.g., the “Brexit” referendum or the equally divisive 2016 U.
S. presidential election, is yet to be realized. We will briefly review some of the
modern computational techniques for fake news detection, along with some
of the current challenges that these methods face. We will discuss some recent
advancements to tackle these challenges, with particular focus on fake news
early detection, multimodal fake news analysis, modeling the intent of fake news
spreaders, and the lack of data.

Keywords: Fake news � Disinformation � Fake news detection

1 Introduction

Computational methods that detect fake news can be categorized into four main groups:
(1) Knowledge-based methods, which detect fake news based on the false knowledge it
carries; (2) Style-based methods, which analyze fake news writing style;
(3) propagation-based methods, which look at the propagation patterns of news articles
among users that are spreading it; and (4) Source-based methods, which analyze the
credibility of the initiating source (e.g., a user or a news outlet) for fake news [9]. Such
methods often face various computational challenges:

I. Fake News Early Detection. The objective of fake news early detection is to detect
fake news at an early stage before it becomes widespread. This allows one to take early
actions for fake news mitigation and intervention. Early detection of fake news is
especially crucial as the more fake news spreads, the more likely for individuals to trust
it (e.g., due to validity effect [1]). To detect fake news at an early stage, one has to
primarily and efficiently rely on news content and limited information, leading to
multiple challenges. For example, the limited information that exists on fake news in its
early propagation stages may adversely impact the performance of machine learning
methods that most computational techniques are based on. We will discuss a recent



text-based technology that we have developed that only relies on limited textual
information, yet achieves state-of-the-art performance in fake news detection [6].

II. Detection of Non-Textual and Non-traditional Fake News.Most fake news detection
methods solely use text. While news articles often contain images, not many studies
have aimed at detecting fake news by exploring news images [5]. Similarly, not many
studies have looked at multimodal (e.g., text+images) data. There is a significant need
for methods that can combine multiple sources of information for better detection of
fake news. We will discuss SAFE [8], a first of its kind technology that detects fake
news by looking at the similarity between text and images in the articles.

III. Modeling Intent in Fake News Spreaders. A frequently observed phenomenon in
the spread of fake news is that individuals can spread fake news unintentionally without
recognizing its falseness [2, 9]. Clearly, the intervention strategy for malicious users
that spread fake news and normal users that do the same should be different; malicious
users should be penalized, while normal users should be assisted, e.g., by helping to
improve their ability to distinguish fake news. For example, recommending articles
with refuting evidence can be helpful to normal users. We will discuss some of our
recent results on modelling the intention of fake news spreaders.

IV. Lack of Data. Most fake news detection techniques require historical data (i.e.,
ground truth) that contains fake and true news articles. Unfortunately, constructing
such datasets often requires the help of domain experts that can act as fact-checkers to
verify the authenticity of various news articles. Expert-based fact-checking is often
conducted by a small group of highly credible fact-checkers and leads to highly
accurate results. Unfortunately, the process is costly and poorly scales with the increase
in the volume of the to-be-checked news contents; hence, it cannot be utilized to
construct massive historical datasets that are often needed by computational techniques.
We will discuss recent advancements and datasets, especially focusing on COVID-19
fake news, which aim to address this challenge [3, 4, 7].
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Reza Zafarani is an Assistant Professor of electrical engi-
neering and computer science at Syracuse University. His
research interests are in Data Mining, Machine Learning, Social
Media Mining, and Social Network Analysis. His research has
been published at major academic venues and highlighted in
various scientific and news outlets. He is the principal author of
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bridge University Press and the associate editor for SIGKDD
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The Explanatory Gap in Algorithmic
News Curation

Hendrik Heuer(B)

Institute for Information Management (ifib) & Centre for Media, Communication
and Information Research (ZeMKI), University of Bremen, Bremen, Germany

hheuer@uni-bremen.de

Abstract. Considering the large amount of available content, social
media platforms increasingly employ machine learning (ML) systems to
curate news. This paper examines how well different explanations help
expert users understand why certain news stories are recommended to
them. The expert users were journalists, who are trained to judge the
relevance of news. Surprisingly, none of the explanations are perceived
as helpful. Our investigation provides a first indication of a gap between
what is available to explain ML-based curation systems and what users
need to understand such systems. We call this the Explanatory Gap in
Machine Learning-based Curation Systems.

Keywords: Algorithmic transparency · Algorithmic experience ·
Recommender system · Algorithmic news curation · Machine learning

1 Introduction

Machine learning (ML)-based curation systems are frequently applied to sug-
gest products, restaurants, movies, songs, and other content. Such systems have
become a ubiquitous part of users’ daily experience of information systems [25].
On social media sites like Facebook and Twitter, ML-based curation systems
solve the challenging tasks of selecting, organizing, and presenting news from a
variety of sources [12]. While curation is necessary considering the large num-
ber of users of social media sites and the immense number of available news
stories, ML-based curation systems pose important challenges regarding algo-
rithmic transparency and algorithmic experience [3,8,24,36]. In the past, news
curation was a task predominantly performed by skilled journalists, who assessed
the newsworthiness of content [48]. Increasingly, this task is performed by com-
plex and opaque algorithms that lack transparency. This is problematic since
social media platforms, which rely on ML-based curation systems, are becoming
an important source of news [6,14,18]. Two-thirds of 18–24 year-olds worldwide
rely on social media for news [33]. Facebook’s News Feed is the canonical exam-
ple of an ML-based curation system that is used daily by a large number of users.
A large majority of U.S. adults using Facebook’s News Feed thinks they have
little (57%) or no control (28%) over the news curation system [44]. More than
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half of the respondents also said they do not understand why certain posts are
included by the ML-based curation system. Only every seventh person (14%)
thinks that they understand the curation on Facebook very well.

This paper explores how the simplicity, intuitiveness, and interactivity of
explanations influences users’ understanding of personalized recommender sys-
tems for news. Despite the active research on adaptation and personalization,
little is known about how to best implement explanations for such systems and
how such explanations are perceived by users [31]. While researchers try to take
aspects like novelty, diversity, unexpectedness, and utility into account for the
evaluation of recommendation systems [25], a research gap exists regarding the
understanding of explanations for personalized recommender systems. With this
paper, we address this research gap and conduct a user study where expert users
use an ML-based curation system. The system provides three types of ML expla-
nations that we selected based on the design criteria simplicity, intuitiveness, and
interactivity [9,42].

We conducted a user study with 25 professional journalists who trained per-
sonalized curation system by rating news stories in blocks. The ML-based cura-
tion system included the following explanations: (1) system predictions grouped
by the confusion matrix (intuitiveness), (2) performance metrics like accuracy,
precision, and recall commonly used to evaluate machine learning systems (sim-
plicity), and (3) an interactive ranking of the most important keywords accord-
ing to the curation system (interactivity). Users were able to interact with the
(3) ranking of keywords by changing the importance of individual words which
changed the feature importance in the model. Participants used all three expla-
nations six times. After reviewing the recommendations and explanations with
varying levels of system performance, participants rated how well the explana-
tions supported their understanding of the curation system and how helpful they
found the explanations. We also compare their understanding of the curation sys-
tem to how well they think they understand Facebook’s News Feed. Our analysis
provides a first indication of an explanatory gap between what is available to
explain curation systems and what users need to understand such systems. This
gap exists for all three explanations, regardless of whether they are designed to
be simple, intuitive, or interactive.

2 Background

Adaptive systems for news personalization have a long history [5,16,41]. Face-
book, as one of the most widely used ML-based curation systems, cites three
signals that are used to predict and rank the relevance of the content: what kind
of content it is, who posted it, and how users interact with the content [13]. In
our investigation, we focus on the basic specialization use case of selecting news,
i.e. we do not take postings from other users into account. Our research con-
nects to Hamilton et al., who highlight the importance of studying where, when,
and how users are made aware of algorithms and how the perception translates
into knowledge about the process at hand [21]. Amershi et al. argue that explic-
itly studying the users of learning systems is critical to advancing the field [4].
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This connects to a large body of research on explanations that are derived in
specific contexts, but whose helpfulness is not evaluated in experimental user
studies [38,45]. Konstan and Riedl identified the most important open research
problems and key challenges of recommender systems. They argue that the user
experience of such systems needs more attention [28]. For Konstan and Riedl,
the user experience is the delivery of the recommendations to the user and the
interaction of the user with those recommendations. This view is supported by
Jugovac and Jannach, who found that a large body of research is focused on
the problem of rating prediction and item ranking while other aspects receive
comparatively little attention [26]. This paper focuses on the classification of
news, not the ranking of news or the prediction of ratings.

In the context of ML-based curation systems, transparency is especially
important since research showed that it positively influences users’ trust in
systems [25]. Eiband et al. analyzed 35,000+ app store reviews of three pop-
ular Android apps regarding interaction problems that can be attributed to
algorithmic decision-making [11]. They investigate user reviews of the mobile
applications of Facebook and Netflix, which both rely on ML-based curation
systems. Their analysis shows how timely the call for more transparency and
better explanations of curation systems is. Eiband et al. highlight the impor-
tance of user control and explanations of output. They identified problems with
the curation algorithm, e.g. the biases enacted by the algorithm and the way
the algorithm ranked the results. They also found that users want more control
over their feed. Overall, the investigation highlights the importance of intuitive,
simple, and interactive explanations, which motivated this research.

Despite a large consensus that explanations are helpful and that algorithmic
transparency is important [8,15,47], the amount of empirical research that inves-
tigates explanations of curation systems in experimental user studies is limited,
with a few notable exceptions focused on Facebook [36,37] and YouTube [2,23].
Furthermore, McNee et al. found that user satisfaction does not always correlate
with high recommender accuracy [30]. They show that the evaluation of such
systems can be classified as the similarity of recommendation lists, recommen-
dation serendipity, and the importance of user needs and expectations in a rec-
ommendation [30]. Experimental studies in specific contexts are crucial because
the context of recommender systems is known to shape the evaluation crite-
ria of users [25]. We, therefore, focus on news recommendations. Prior research
showed that the task of providing explanations for an ML-based curation system
is difficult. Green et al. found that insufficient research has considered how the
interactions between people and models influence human decisions [19]. This is
especially important for news, which directly influence how people perceive the
world and which can potentially affect their political opinions. Rader et al. inves-
tigated how explanations can support algorithmic transparency in the context
of Facebook’s News Feed [36]. They explored different explanation styles rang-
ing from black-box scenarios describing the motivation of a system over white
box scenarios that describing inputs and outputs of a system or how the system
works. They found that all explanations made participants more aware of how
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the system works and helped them detect biases. At the same time, the expla-
nations were not helping participants evaluate the correctness of the system’s
output, which directly informed our research questions about whether explana-
tions improve expert users’ understanding of the quality of ML-based curation
systems. Their research motivated us to focus on explanations of the model as a
whole and to design novel explanations that go beyond the different explanation
styles they explored.

3 Method

We designed three explanations based on the design criteria simplicity, intuitive-
ness, and interactivity regarding their helpfulness in the context of ML-based
curation systems. These explanations make it transparent to users how well the
system they are interacting with performs and how well the recommendations of
a system are personalized to the user. This study addresses the following research
questions:

– Do explanations focused on simplicity, intuitiveness, and interactivity improve
expert users’ understanding of an ML-based curation system (RQ1)?

– Which of the explanations is perceived as the most helpful in understanding
news recommendations (RQ2)?

– How does the ability to change the curation system affect system performance
(RQ3)?

To answer these research questions, we conducted an online study with pro-
fessional journalists who trained personalized ML-based curation systems. The
study consisted of two parts: rating news articles and evaluating curation sys-
tems. Before the study, participants were asked basic demographic questions
regarding gender, age, and highest education. In the study, participants rated
individual news articles using a Tinder-like swiping interface. The swiping inter-
face was explained with a video. Participants rated six blocks of 12 news stories.
After each block, a new machine learning model was trained. We trained the
models with different amounts of training data, ranging from 10 to 60 news
stories for each of the 25 users. The ML systems were trained with an 80%-
train-20%-test-split so that the amount of test data to compute accuracy, preci-
sion, and recall was proportional to the amount of training data. For the sixth
system, 60 news stories were used to train the system and 12 news stories were
used to evaluate it. To compute reliable ML statistics, we performed 5-fold cross-
validation [32].

Participants were presented with personalized predictions by the systems
and three explanations based on design considerations explained in the follow-
ing section. At the end of the experiment – after having used the explanations
six times – participants rated the helpfulness of the three explanations on an
11-point Likert scale. Participants also rated how well they understood why cer-
tain posts are included by the system and others are not. The possible answers
included “Not well at all”, “Not very well”, “Somewhat well”, “Very well”, and
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“Don’t know”. We compared this to how well the participants understood why
certain posts are included in Facebook’s News Feed, a widely used ML-based
curation system that does not provide such explanations.

3.1 Sampling and Participants

Our sampling strategy was aimed at recruiting professional journalists who are
an ideal target audience to compare different explanations of curation systems
because journalists are familiar with the task of news curation. This connects
to prior research with extreme users which showed that they can provide rich
insights into issues like customization in communication apps and can be gen-
eralized to other users [7,10,20]. Journalists are trained to judge what content
is relevant and whether the content provided is balanced and fair. To recruit
journalists, we identified newsletters of associations of journalism and communi-
cation science as well as online groups focused on journalism on a career-oriented
social network. We also contacted local news outlets through their executive edi-
tors and their press spokespeople. On all channels, we published the same call
for participation. Each participant had a chance to win one of ten 10e vouch-
ers or to have 10e donated to charity. Seventy-seven percent of participants
decided to donate their incentive to charity. Through this self-selection sam-
pling, we recruited 25 professional journalists from Germany. The mean age of
participants was 41.76 years with a standard deviation of 12.76. The youngest
participant was 26, the oldest participant was 70. Thirteen participants identi-
fied as male (52%), ten as female (40%). Two chose not to disclose their gender.
Our sample is highly educated. The large majority of participants (84%) have a
university degree. All participants had a high-school equivalent education. Regu-
latory requirements regarding the welfare, rights, and privacy of human subjects
were followed.

3.2 Explanations for ML-Based Curation System

In the study, each participant trained a personalized news curation system on
a binary text classification task. The system was trained using the ratings that
the user provided. Users interacted with the ML-based curation system through
a web application. The task of the curation system was to predict whether a
news story is interesting to a particular user or not. We developed the curation
system from scratch to be able to change the ML model. The system predicts the
interest in a story (y) given the nouns (xi:n) in the story. We selected the Gaus-
sian Näıve Bayes classifier as one of the most efficient and effective inductive
learning algorithms for classification [34,50]. The Gaussian Näıve Bayes classi-
fier is a supervised ML algorithm that applies Bayes’ theorem while assuming
conditional independence between words [29]. The Gaussian Näıve Bayes clas-
sifier is based on conditional probability, which makes the classifiers efficient
to compute, straightforward to directly manipulate, and comparatively easy to
explain. To train the curation system, participants were presented with a diverse
mix of randomly selected news articles, political articles, cultural articles as well
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Fig. 1. Three explanations were shown to journalists. 1. System Predictions, i.e. predic-
tions grouped by the confusion matrix, 2. Performance Metrics like accuracy, precision,
and recall. 3. Influential Keywords and whether their influence on the model is weak,
moderate, or strong.

as articles about football. For this, we collected 413 recent news articles from
the German public-service broadcaster (ARD) and the news magazine with the
widest-circulation (DER SPIEGEL). Participants rated a subset of these arti-
cles. These ratings were then used to train the personalized curation systems.
For both the rating and the training of the curation system, we used the nouns
in the teaser of the article, which empirically provided sufficient information for
the prediction task in our investigation.

In this study, we compare three explanations shown in Fig. 1 that we designed
based on the design criteria simplicity (System Predictions), intuitiveness
(Performance Metrics), and interactivity (Influential Keywords). The
System Predictions explanation presents participants with all predictions
made by a personalized ML-based curation system. Participants were shown
the headlines of all news from the test set in the four groups of the confusion
matrix [32]. These groups include true positives (tp), true negatives (tn), false
positives (fp), and false negatives (fn). True positives (tp) are interesting news
stories that are correctly predicted as interesting news stories, true negatives
(tn) are uninteresting news stories correctly predicted as uninteresting. False
positives (fp) are uninteresting news stories that are predicted as interesting.
False negatives (fn) are interesting news falsely predicted as uninteresting. We
included the system predictions as intuitive explanations because they present
the predictions in a format that is similar to how news recommendations are
encountered by users [4,32,35]. We also presented the participants with the three
most important Performance Metrics for ML systems: accuracy, precision,
and recall [17,22]. Accuracy is defined as the percentage of correctly predicted
news, i.e. tp+tn

tp+tn+fp+fn
. Accuracy is one of the most widely used ML metrics in

textbooks [17,32]. We also included precision as the proportion of the predicted
news that is relevant [39]: tp

tp+fp
. Recall is the proportion of interesting news
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covered by the predictions [39]: tp
tp+fn

. The performance metrics were selected
for their simplicity. Accuracy, precision, and recall all provide a single number
that indicates the performance of a system, thus reducing the complexity of
evaluating the quality of a system to a single, comparable number. Participants
were also presented with the Top-15 most Influential Keywords of the Näıve
Bayes classifier. The most influential keywords are the words with the highest
prior probability for the class interesting. To render the prior probabilities of the
Näıve Bayes classifier more human-interpretable, we scaled the probabilities to
values between 0 and 100. We classified the influence of a keyword on the pre-
diction into the three categories weak, medium, and strong. Weak are keywords
with a score smaller than 25. Medium keywords have a score between 25 and 50.
Strong keywords have a score between 51 and 100. The thresholds were deter-
mined empirically based on the experience gained from training a large number
of models. The Influential Keywords explanation was motivated by work on inter-
active machine learning and the explainability of machine learning [27,40,46].
The approach is modeled after the feature importance that can be computed for
decision trees [32]. We implemented it as a Näıve Bayes classifier, which allowed
us to directly manipulate the posterior probability of individual keywords. Since
prior research shows that interactivity influences the user experience of ML sys-
tems [4,46,49], we also investigated how users interact with a curation system
and how this affects system performance. Half of the participants were able to
change the influence of the Top-15 keywords. Those with even IDs were able
to change the influence of the keywords, those with odd IDs were not able to
change the influence.

4 Results

We presented expert users with the three explanations shown in Fig. 1 and stud-
ied whether the three explanations support them in understanding the news
recommendations they receive. The large majority (60%) of participants stated
that their understanding of why news stories were included by the system was
“not very well” (44%) or “not well at all” (16%). Every third participant (36%)
said their understanding was at least “somewhat well”. This is worse than how
well they understood why certain posts are recommended by Facebook’s News
Feed algorithm. For the News Feed, the majority (56%) self-assessed their under-
standing as “not very well” (48%) or “not well at all” (8%). This means that the
three explanations did not have a measurable effect on the self-reported under-
standing of users. We also found no difference between those who were able to
interact with the systems and those who were not. In the following, we com-
pare the answers of the journalists in our study to the U.S. citizens surveyed by
Pew Research Institute [44]. The majority of U.S. citizens (53%) regarded their
understanding of Facebook’s News Feed as “not very well” (33%) or “not well
at all” (20%). A larger fraction of U.S. adults thought that their understanding
of News Feed is “somewhat well” (32%). 14% regarded their understanding of
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Table 1. The three explanations did not help participants understand the personalized
curation systems in Study I. Participants rated the helpfulness from 0 (very little) to
10 (very much).

Static Interactive

Helpfulness X σ Mdn X σ Mdn

System predictions 4.67 2.77 4.5 3.54 1.90 3.0

Performance metrics 2.67 1.67 2.0 3.62 2.18 4.0

Keywords 3.50 2.91 3.0 3.85 2.30 4.0

Table 2. The table shows that participants changing the influence of keywords (inter-
active) led to worse system performance.

Accuracy Precision Recall

System X σ X σ X σ

Static 78.71 7.89 75.53 18.43 77.17 26.66

Interactive 65.87 18.02 53.09 30.66 62.00 39.49

the News Feed as “very well”. This implies that the explanations in our inves-
tigation did not improve how well participants understood the system and did
not improve algorithmic transparency (RQ1) (Table 1).

Next, we review how the helpfulness of the explanations is perceived by the
participants. Those who interacted with the keywords rated performance metrics
like accuracy, precision, and recall as the least helpful (with an average rating
of 2.67). System predictions, i.e. seeing the correct predictions as well as false
positives and false negatives, were rated as most helpful (4.67). The keywords
received an average rating of 3.50. Those who did not interact with the system
rated the system predictions as least helpful (3.54) and the keywords as the
most helpful (3.85). The performance metrics were rated as 3.62. All of these
ratings are below the neutral condition of 5, which indicates that the helpfulness
of all three explanations is perceived as low. We found no significant statistical
differences between the explanations as measured by the Mann–Whitney U tests,
which means that the differences between the ratings could be due to chance.
We also found that the ability to interact with the system had no measurable
effect. This means that none of the explanations were considered helpful by our
participants (RQ2).

Table 2 shows that curation systems where participants changed the impor-
tance of keywords performed considerably worse than those where they did not
(RQ3). Personalized ML-based curation systems without participant keywords
have 12.84% better accuracy, 15.17% higher recall, and 22.44% better preci-
sion. This comparison is based on 5-fold cross-validation. Our in-depth analysis
showed that interactive systems for which participants changed a small num-
ber of keywords expressing interest performed much better than systems trained
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by participants that assigned a large number of keywords expressing a lack of
interest. One possible explanation for this could be that the keywords selected
by participants are not suited to guide ML systems in capturing participants’
interests. This is especially surprising considering the framing of the interaction.
Participants were not able to freely choose keywords. They only reranked the
keywords proposed by the curation system. Nevertheless, the changes they made
led to worse system performance. This suggests that the keywords selected by
the participants have detrimental effects on the prediction performance of the
systems.

5 Discussion

We studied explanations in the context of algorithmic news curation. This means
that our findings are particularly relevant for those who want to apply ML to
recommend news or other content like books, songs, or videos. We found no
difference between simple, intuitive, and interactive explanations. None of the
three explanations were perceived as helpful by the expert users. Only the intu-
itive explanation that showed system predictions was rated close to the neu-
tral condition of 5 on the 11-point rating scale. This could imply that the best
way to explain an ML-based curation system would be showing the system pre-
dictions. This, however, would have some important disadvantages. Unlike ML
metrics like accuracy, precision, and recall (simplicity), or the most influential
keywords (interactivity), it is hard to compare two systems based on their predic-
tions (intuitiveness). Moreover, the goal of news curation and other ML systems
is automation. Evaluating systems by reviewing individual predictions requires
a significant time investment. This means that even though system predictions
are the most highly rated, they are the least practical of the explanations that
we considered. One possible explanation for their appeal is that in contrast to
the performance metrics and the influential keywords, the system predictions
are directly interpretable and easy to understand. Correct predictions, false pos-
itives, and false negatives are straightforward to understand. Overall, our results
imply that common strategies of exposing ML systems focused on accuracy, pre-
cision, and recall (simplicity) or the most influential keywords (interactivity)
could be an overextension for users. We, therefore, conclude that intuitiveness
is the best paradigm of the three that we tested, even though it was not rated
highly in absolute terms. Further research is needed to corroborate this, but
considering our highly educated sample of expert users who are familiar with
the curation task, it would be surprising if less experienced users benefit from
the more complex explanations.

The key takeaway of the paper is that none of the three explanations were
provided as helpful. When users were able to interact with the systems, the
performance of the system was much worse. This could imply that the keywords
that are important to participants are not the keywords that are important
for the curation system. This poses important challenges regarding the direct
manipulation of ML-based curation systems and might limit the possibilities
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for the interaction with curation systems. This is especially problematic because
the Gaussian Näıve Bayes classifier used in this investigation is a straightforward
application of conditional probability, which means that the poor performance
is not merely a limitation of this specific classifier. Our findings extend to other
statistical machine learning classifiers based on conditional probability because
they show that the mathematically important words do not correspond to the
words that the user considered to be most important.

Our findings imply that the three approaches to expose curation systems
are misguided and need to be reconsidered. None of the three explanations are
perceived as helpful by our expert users. The explanations did not improve par-
ticipants’ understanding of the curation system. More than half of the partici-
pants said their understanding of the system is “not very well” (33%) or “not
well at all” (20%). This is comparable to how well they think they understand
Facebook’s News Feed and how well Facebook’s News Feed is understood by
the average U.S. citizen [44]. This implies that the explanations did not improve
understanding.

Our results indicate a lack of coincidence between the information that can
be extracted from a curation system and the information that is meaningful to
users. Based on these findings, we introduce the Explanatory Gap in Machine
Learning-based Curation Systems to describe the gap between what is avail-
able to explain curation systems and what users need to understand such sys-
tems. This has important implications for a large body of research on how to
explain ML systems [27,38,46]. The Explanatory Gap in Machine Learning-
based Curation Systems connects to research on the semantic gap in multi-
media [43] and the social-technical gap, which Ackerman defined as “the great
divide between what we know we must support socially and what we can sup-
port technically” [1]. While the socio-technical gap concerns the lack of technical
mechanisms to support the social world, we identified a similar gap regarding
the lack of technical mechanisms to support individuals that face complex algo-
rithmic systems. Like the social-technical gap, the Explanatory Gap in Machine
Learning-based Curation Systems is unlikely to go away. It is a conceptual fram-
ing that can encourage researchers to better understand what is available to
explain curation systems and what is needed by users. We hope to encourage
further research on how to approach and manage this gap. The finding extends
on prior research, e.g., by Rader et al. (2018) [36], who showed that their explana-
tions did not help users evaluate the correctness of a system’s output. However,
Rader et al. found that the explanations can make users more aware of how an
ML-based system works and that these explanations helped users detect biases.
These findings are corroborated by our findings. The findings imply that explana-
tions need to be very simple and easy to understand. Considering the complexity
of ML systems, how to achieve this remains an important open question.

This paper is limited by two factors in particular. The professional experience
of expert users like journalists could have shaped their perception of how news
curation should work and what explanations they consider as helpful. While
this potentially limits the generalizability of our findings, if expert users who
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are familiar with the task of news curation do not benefit from explanations, it
is unlikely that users without this background will be able to benefit from the
explanations. Our findings are also limited by the high level of education of our
participants. The large majority of participants had a university degree (84%).
However, if even this highly educated subset of the population did not under-
stand these explanations, less educated participants are unlikely to understand
them better. Furthermore, we compared our participants’ understanding of Face-
book’s News Feed to a nationally representative sample of U.S. citizens [44] and
found that our findings are generalizable beyond the expert users.

6 Conclusion

In this paper, we introduce the Explanatory Gap in Machine Learning-based
Curation Systems which describes the gap between what is available to explain
ML-based curation systems and what users need to understand such systems.
To improve users’ understanding of curation systems and to inform algorithmic
transparency research, we need further research that explores how such sys-
tems should be exposed to users and how the predictions of the systems can be
explained. We hope to motivate further experimental studies that explore expla-
nations with real-world tasks like news curation. Future work could investigate
how the helpfulness of such explanations is perceived when they are used over a
long period, e.g., days, months, or years. The findings indicate that explanations
like the most important keywords and interactivity could be an overextension
for users. Further research on how well users can understand machine learning
systems and, by extension, statistics, would be beneficial. We propose conduct-
ing within-subject studies to advance ML explanations and algorithmic trans-
parency. In addition to that, qualitative investigations are needed to explore why
the explanations are not perceived as helpful by users. Explorative design studies
will be crucial to examine what kind of explanations can help users understand
ML-based curation systems.
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Abstract. Selective formulations and selective reporting of facts in political
news are deliberately used to create particular identities of different political
sides. This becomes evident in media dialogue reporting about political conflicts.
In contrast to most NLP-based studies of linguistic bias, we engage critically with
its nature, aiming at a later de-biasing or at least raising awareness about linguis-
tic bias in political news. We found inspiration in conversation analysis (CA),
membership categorisation analysis (MCA) and a game-theoretic approach to
discourse called epistemic message exchange (ME) games. We identified three
types of bias: selective reports about facts, selective formulations when reporting
about the same facts, and different histories built up by the differences in the first
two. We extend the epistemic ME games model with findings from a qualitative
study.

Keywords: Linguistic bias · Epistemic message exchange games · Political
news · Membership categorization analysis

1 Introduction

Different political parties use different formulations to describe the same events in order
to create different opinions and attract voters. Neutral, unbiased descriptions are diffi-
cult to find. The most recent critical survey on bias in NLP by Blodgett et al. [7] empha-
sises that the majority of scholarly articles on NLP-based bias analysis or detection fail
to engage critically with the nature of bias, which is a multidisciplinary issue.

Prior academic research describes three types of bias in media: (1) the selection bias
(gatekeeping) by which a channel selects whether an issue needs reporting or not; (2) the
coverage bias in which a channel chooses how much space an issue is allocated; and (3)
the framing bias, also called linguistic bias in which a channel chooses a particular way
to describe a fact or an event. While multiple academic works report about statistical
approaches to bias detection relying on word similarities (e.g. works cited in [7]), they
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rarely take the sequentiality of media discourse into account. The role of the discourse
or conversational structure in the linguistic bias still needs analysis.

Our research objective is to evaluate and to extend a formal model of linguistic
bias [3] that takes into account the dynamics and structure of discourse to descrip-
tions of events. For our empirical study, we have focused on descriptions of events
in Belorussian Telegram channels—including official Belorussian news channels ONT
NEWS, BelTA and Pool Pervogo, and opposition channels BelSAT, Belarus Seychas,
and TUT.BY with posts in Russian and Belorussian languages. The analysis is mostly
based on the dataset of 140.388 Telegram posts (76.918 opposition and 63.470 state);
109.721 posts contain text (58.976 opposition and 50.745 state). We created this dataset
using the “Export chat history” function of the Telegram desktop application1. The
data cover messages from 1.08.2020 (shortly before presidential elections in Belarus)
to 14.04.2021 (date of the download). While “established” social media (e.g. Facebook,
YouTube) played a huge role in political protests a decade ago, current political move-
ments find main support in messengers like Telegram [1] and new social networks like
TikTok [9]. Researchers need to catch up with these changes.

We use a mixed-method approach to data analysis as explained in Sect. 2 to identify
types of biases in our dataset, and to validate the game-theoretic model [5]. Following
[7], we explicitly include the effect of linguistic bias in our formal model, i.e. what bias
is harmful in what way and to whom. We show that the formal model explains causal
factors of linguistic bias in our data. We also show how the model captures aspects of
approaches to bias in membership categorisation analysis, in particular the important
function of labeling.

Linguistic labels help to give content to types, a key element, in epistemic ME
games. Labelling is also a strategic device. In political news, biases are used purpose-
fully and consciously; labelling is not systematic, but invented and opportunistic [18].
We also show how labels evolve over time by considering the extended discourse struc-
ture of the interactions between different media sources.

After the intuitive explanation of the epistemic ME games in Sect. 2, we present
the formalisation in Sect. 3. We evaluate the formal model in Sect. 4. We show in
Sect. 4.1 how category choices manipulate meaning in order to construct particular iden-
tities for various actors and make actions towards particular social categories account-
able [12]. Section 4.2 shows on examples from our dataset that it is nearly impossi-
ble to find a neutral, unbiased description of events in media associated with one or
another side of a political conflict. Section 4.3 shows how two identified prototypical
types called PROTESTER and POLICE interact. Section 4.4 shows how unbiased labels
become biased over time and how bias becomes more and more stable over time. We
discuss the results in Sect. 5.

2 The Basic Model and Method

Most NLP-based bias detection models work with the definition of linguistic bias as “a
systematic asymmetry in word choice” reflecting “social-category cognitions” [6]. The

1 Available at https://github.com/sviatlanahoehn/BelElect.

https://github.com/sviatlanahoehn/BelElect
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key idea is that, using social category labels for individuals communicates category and
stereotype-congruent information, which can be benevolent or harmful [10].

For us, linguistic bias manifests itself not only at the lexical level but at the discur-
sive level as well. In addition, linguistic bias is the product not only of choices of the
author of a text but also of its interpreter, and the choices the author makes are geared to
how the interpreters will understand them. This reflects a theme of conversational anal-
ysis, on which speakers construct their utterances for a specific recipient in a specific
context (recipient design as set of recipient-directed practices and membership cate-
gorisation as analysis of assigned categories) [11, Ch.2]. To frame the issue of bias, let
us suppose that our author A wants to convey information about some event or object
e, which we formalize as the set of formulas F(x), satisfiable by e. We say satisfiable
because A may of course choose to convey falsehoods about e; our only constraint is
that A only conveys content that is logically and semantically consistent (i.e. does not
violate selectional or other restrictions).

As shown in [3], an author’s bias reveals itself in part in what set of facts CF(x) ⊂
F(x) about e she chooses to convey, what lexical choices she makes to describe CF(x)
(lexical semantics), how those lexical contents combine together (compositional seman-
tics) and how they weave their descriptions of elements of CF(x) into a consistent and
coherent story, narrative or what [5] call a history. To build a history, the author must
link the chosen basic facts together with semantic or what are known as discourse rela-
tions that convey causal, temporal, or thematic information. A narrative should make
clear how each object or event in CF(x) chosen by the author fits into a coherent whole.
The author’s bias thus manifests itself at the level of lexical semantics, compositional
semantics and discourse semantics.

Screenshot Example 1 Screenshot Example 2

Example 1. ONT 15.11.2020 12:48 https://t.me/ontnews/21504
On Sunday, ordinary people want to rest, but the protesters don’t think about them,

the people who live in these houses! Noise, yelling, wild chants and car horns, a vir-
tually completely barricaded yard and entrances to it... A typical example of how an
aggressive minority can poison the life of an entire city.

To give an illustration, compare Example 1 posted by a Belorussian state news channel
ONT and Example 2 posted by an opposition news channel TUT.BY. The screenshots

https://t.me/ontnews/21504
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from the videos that were part of the messages look very similar, they were recorded at
the same time and at the same place, the so-called Square of Changes2. The correspond-
ing text messages, however, emphasize different aspects of the events reported (framing
bias). While Example 1 complains about noise caused by “an aggressive minority” on
a weekend, Example 2 reports about people who chanted the opposition slogans and
refers to the video, leaving the interpretation to the reader; it does not mention “vir-
tually completely barricaded yard and entrances to it”. Example 3 posted by the same
opposition news channel reports about law enforcement bodies who use stun grenades.
The state channel ONT does not say anything about using stun grenades on that day.

Example 2. TUT.BY 15.11.2020 12:04 https://t.me/tutby official/19429
Minsk. This is what the Square of Changes looked like at 1:45 p.m.

People chanted “We believe, we can, we win!”

Example 3. TUT.BY 15.11.2020 12:21 https://t.me/tutby official/19429
Law enforcement bodies arrived at the “Square of Changes” in Minsk. They use

stun grenades - eyewitnesses report four explosions.

An additional parameter in bias comes from the interpreter. The author may choose
ambiguous expressions or leave certain discourse connections unspecified. It is then the
interpreter’s role to resolve the ambiguities and create a coherent history about e. It is
in the interaction of author and interpreter choices that the game theoretic side of bias
becomes clear. For A will make her choices in the light of how she thinks her interpreter
I will construe those choices, in particular how I chooses to resolve the ambiguities and
to fill in the underspecified elements. This part of the model reflects the requirements
of minimality (not to overspecify) and recognisability (provide enough information for
the recipient’s sense-making), as explained in, for instance, [11, Ch. 2]. In turn I will
make her choices based on her beliefs about A and the context. Biases are concretized
and conveyed via the interaction of A’s and I ’s conversational strategies.

Our model of bias comes from the game-theoretic framework of Epistemic Mes-
sage Exchange (ME) games [5], but it has links to membership categorisation analysis
(MCA) [21,23] and conversation analysis (CA) [22]. In particular we analyse labels and
rights and obligations that those labels evoke [20,21]. Labels incorporate a range of pro-
totypical associations that authors and their interlocutors can exploit to draw inferences.
Categories may have constitutive features that at least partially define the denotation of
the label, but also occasioned features, features that members of the category on occa-
sion possess that one can exploit for strategic purposes. We also analyse the sequential
structure of media discourse. Although the contributions of our prototypical speakers
PROTESTER and POLICE are not adjacent, they are analysably next to each other, i.e.
they are type-fitted and the speakers of each second orient to their firsts [25].

CA, and MCA in particular, have been successfully applied to understand identity
construction in language [13,17]; but it is difficult to formalize let alone operationalize.
Epistemic ME games, on the other hand, build on a sophisticated formal analysis of dis-
course and conversational structure, which permits us to capture important insights of
CA and MCA for bias [5]. Following [12, p. 6], “a warranted analysis of the contextual

2 https://en.wikipedia.org/wiki/Square of Changes.

https://t.me/tutby_official/19429
https://t.me/tutby_official/19429
https://en.wikipedia.org/wiki/Square_of_Changes
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meaning of the categorisation is based only on evidence in the text analysed.” We have
tried to interpret the use of labels cautiously.

3 The Formal Model of Bias

The intuitive picture presented in Sect. 2 is not yet an explanatory model. To do this we
follow [5] and formalize the intuitive picture in the following way. A Message Exchange
(ME) game involves two players 0 and 1, each with a set of discourse moves, V0 and V1.
Formally,

Definition 1. A Message Exchange game (ME game), G , is a tuple ((V0 ∪V1)∞,J )
where J is a Jury.

In the definition, the Jury determines which player (or players) has achieved her goal in
the conversation; in other words, it fixes the winning conditions in an objective fashion
for the players. The Jury is typically an agent distinct from the players 0 and 1 of a ME
game, but we can also sometimes identify the Jury with one of the players.

Definition 2 (Jury). The Jury of an ME game is a tuple J =(Win0,Win1) where Wini ⊂
(V0 ∪V1)∞ for each i.

The notion of a Jury also helps capture the intuition that the interpretation of what
happened in a conversation may not solely be a matter of what the conversationalists
themselves think; each conversationalist might remember or “spin” the conversation in
such a way so as to show that she had won.

An ME game proceeds in turns where, by convention, player 0 starts the game by
playing move x1, player 1 follows with x2, player 0 then plays x3 and so on. These
moves are understood to be formulas of a language V representing the semantic content
of natural language conversational turns; as such they will include not only formulas
representing individual items in CF(e) but also the semantic relations holding between
them, as in Semantic Discourse Representation Theory (SDRT) [4,5]. This results in the
sequence x1x2x3 . . .. Given our language V , this sequence is a concatenation of formulas
from V0 ∪V1, where concatenation is viewed as conjunction. Consider the conversation
between two conversationalists, our 0 and 1 in Example 4.

Example 4. 30.09.2020 14:15 Belarus Seychas https://t.me/belarusseichas/12032
Basketball player Elena Levchenko was sentenced to 15 days of administrative arrest.
Shouts of “Shame” were heard in the hall.

(1) a. ρ1 = (Basketball player Elena Levchenko was sentenced to 15 days of administrative
arrest. Shouts of “Shame” were heard in the hall, 0)

b. ρ2 = (Do you know why they shouted “Shame”?, 1)

Assume player 0 plays the sequence ρ1. This sequence yields a formula of V0—
a pair consisting of the V formula together with the index 0 for player [(〈π1 : φ1〉 ∧
〈π2 : φ2〉∧R (π1,π2)),0)] where π1 and π2 mark elementary discourse units or EDUs
given by the two sentences in (1-a), and R is a relation on such discourses. Player 1
then plays the sequence ρ2 which translates into a formula of V1, itself a pair consisting
of a formula in V for the EDU introduced by the question paired with 1. This results in
the sequence ρ1ρ2. This motivates the following definition of a play of an ME game.

https://t.me/belarusseichas/12032
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Definition 3 (Play). A play ρ of an ME game is a sequence in (V0 ∪V1).

ρ can be underspecified like that for ρ1 above where the semantic connection between
the sentencing and the shouts is left open. This motivates the following:

Definition 4 (History). A history h of an ME game is a play that is a semantically fully
specified unit.

Given a play ρ, H (ρ) denotes the set of all histories generated by specifying or remov-
ing ambiguities in ρ. H (ρ) can contain multiple, distinct, even incompatible histories.
For example there are at least two possible histories for the play ρ1 in (1-a): (i) one in
which shouts of shame are a Result of the sentencing by the institution—and hence the
shouts of shame are directed towards the sentencing institution; (ii) one in which the
shouts of shame are an Acknowledgment and Comment on the player’s behavior that
led to the sentencing and thus directed towards her.

(2) Histories for ρ1 in (1)

a. h1(ρ1) = [(〈πa : φa〉∧ 〈πb : φb〉∧ res(πa,πb)),0]
b. h2(ρ1) = [(〈πa : φa〉∧ 〈πb : φb〉∧ack(πa,πb)),0]

Let |ρ| denote the number of turns in a play ρ and |H | denote the same for H . We let
P (resp. H ) denote the set of all plays (resp. histories).

Definition 5 (Winning plays/histories). A play ρ (or history h) is said to be winning
for player i if ρ ∈ Wini (or h ∈ Wini).

Players’ strategies are an important element for developing and conveying biases. A
strategy of player i tells us how i reacts to player 1− i’s moves.

Definition 6 (Pure strategy). A pure strategy σi for player i in an ME game is a func-
tion from the set of (1− i)-plays to moves in V+

i , the finite positive sequences in V ∗
i . That

is, σi : P(1−i) → V+
i . Let Si denote the set of strategies for player i and let S = S0 ×S1.

Let ρ = x0x1 . . . be a play in an ME game and let ρ j = x0x1 . . .x j for j > 0 be the set of
prefixes of ρ. We say that ρ conforms to a strategy σi of player i if for every (1− i)-play
ρ j, x j+1 = σi(ρ j). Given a finite play ρ, we let Sρ

i denote the set of all strategies σi of
player i such that ρ conforms to σi and let Sρ denote the set of all strategy pairs (σ0,σ1)
such that ρ conforms to (σ0,σ1).

To see some examples of strategies, let’s return to (1). Suppose 0 has played ρ1;
one strategy of 1 is to play a clarification question ρ2′ like did you mean that the shouts
of “Shame” were addressed to the court? to understand better which history h1(ρ1) of
(2-a) or h2(ρ1) of (2-b) was intended. Another strategy is to assume that the intended
history was (2-a) and to ask for an explanation of why there were shouts of “Shame”. It
is this latter strategy that conforms to the actual play in ρ1,ρ2 of (1).

We now turn to the epistemic component of ME games. Players’ beliefs, or the
subjective probabilities they assign to plays, moves, and strategies affect how they rea-
son in an ME game, i.e. what they say or how they react to some conversational turn.
And for this, a player’s beliefs must include beliefs about other players’s strategies and
beliefs about them. This nested structure of higher order beliefs (beliefs about beliefs)
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can be expressed in different ways, but a natural way to do this is to exploit the type
of a player [14]. The type Ti of a player i is a property of the player that encodes his
behaviour, the way he strategizes, his personal biases, etc. The i − types for a player
i are the possible properties, possible behaviors relevant to the ME game, that i could
instantiate. Rubrics like “protester” and “police” describe types that we will use below.
We will assume probability distributions, written Δ(A), for sets A that could be sets of
types or of strategies. We will assume types for the players of our game as well as of
the Jury.

Crucial to our view of bias, the beliefs of the players affect what content they get
from a message and how those messages affect their beliefs. Following [5], we separate
out the effect of types both on beliefs about other players and on interpretations of a
conversation that result in particular histories.

Definition 7 (Belief function). For every play ρ ∈ P the (first order) belief β̂ρ
i of player

i at ρ is a pair of functions β̂ρ
i = (βρ

i ,ξ
ρ
i ) where βρ

i is the belief function and ξρ
i is the

interpretation function defined as:

βρ
i : Ti ×H (ρ) → Δ(T(1−i))×Δ(Sρ

(1−i))×Δ(TJ )
ξρ

i : Ti ×T(1−i) ×TJ → Δ(H (ρ))

The (first order) belief β̂ρ
J of the Jury is described by a similar pair of functions.

Intuitively, by fixing a type for the players and the Jury, the respective interpretation
function says how they interpret the current play; that is, what are the probabilities that
they assign to each possible history arising from the current play. The belief function
returns the beliefs about the types and the strategies of the other players and/or the
Jury given a history and a particular player type; together the interpretation and belief
functions show a codependence between beliefs and interpretation.3

We now have the pieces to define our tool for analyzing linguistic bias:

Definition 8. An Epistemic Message Exchange game (Epistemic ME game), G , is an
ME game, with set of types for the players and the Jury and belief functions for 0, 1 and
the Jury, as defined in Definition 7.

In some cases, the beliefs or the interpretations of the players or the Jury may be inde-
pendent of one or more components or those components may be fixed.4 In that case
we can simplify our notation. For example, player i’s beliefs concerning the type of
player (1 − i) and her strategies might be independent of what player i believes about
the type of the Jury. In that case the belief of i is the function βρ

i : Ti ×H (ρ) →
Δ(T1−i)×Δ(Sρ

(1−i)). We will simplify the interpretation function similarly.
Let’s return to Example (1) to see how types and interpretations might play out in

a very simple scenario. Suppose we have two types for 0, roughly one, te
0 according to

which 0 intended to link πb to πa via the discourse relation of Result and another type tr
0

3 Using the definitions of first order beliefs, S, the set of strategies, and types, [5] define higher
order beliefs, beliefs that players or the Jury have about the beliefs of other players (and the
Jury) and fill out the epistemic picture of our players.

4 For a definition of independence see [5].
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according to which 0 intended to link πb to πa via Acknowledgement. Suppose 1 only
has one type. In that case, the play ρ1 together with βρ

1 : H (ρ) → Δ(T0) determines a
probability distribution over the types for 0. In turn these types via ξρ

1 : T0 → Δ(H (ρ))
determine a probability distribution over the two histories (2-a) and (2-b) for player 1.
[5] shows how such distributions evolve as a conversation proceeds.

4 Analysing Linguistic Bias with ME Games

In what follows, the protests will be the event e, and the messages will select sets of
formulas Ct

F(x) to construct histories, depending on the type t of the author.
Media publications through these channels build up a dialogue between conflicting

parties with distinct strategies. The recipients are distributed over time and space (not
restricted to e.g. a single TV discussion), and there are multiple groups within the recip-
ients. As Fig. 1 shows, the dialogue evolves over time. The quantity of protester con-
tributions (red line) follows an inverse power law with intermittent peaks reflecting the
increase of activities during the regular weekend marches, and also some extraordinary
events such as the inauguration of Lukashenko on September 23, strikes on October 26,
the death of Roman Bondarenko on December 11 (peak from 15/11). The most mes-
sages from the opposition come right after the elections and with the first protests, and
then gradually die down. Government posts (in blue) stay relatively constant with cer-
tain peaks and gradually come to dominate in number the opposition posts. While oppo-
sition channels mainly report about protest (selection and coverage bias), state media
start reporting about protests after 12 h from their start (selection bias), and allocate in
the beginning only a small part of the news to protests (coverage bias).
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Fig. 1. Dynamics of the conversation (Color figure online)

We analyze this extended conversation as an ME game G between the protesters
(0) and the government (1). Player i constructs a narrative during his turn either about
some contemporaneous event or as a reply and “counter-narrative” to player 1 − i’s
narrative on some previous turn. We will consider two types t0 for PROTESTER and t1
for the type POLICE, which includes the government controlled media. G is zero sum;
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the winning condition for player i is to convince his readership that her history, which
portrays the type t1−i of player 1 − i in negative terms, is the correct one. The Jury of
this ME game are the interpreters or readers of the posts, either be of type t0 or t1,
of the contribution. This Jury will assign either favorable or unfavorable ratings to the
author’s play at a given turn. Player i wins in a game with Jury of type t j just in case i
has more favorable ratings than Player 1− i. Figure 1 suggests from the number of posts
that arguably player 1 wins G .

We will examine on the strategies that the players use in this game. We focus first
on how authors try to invest the type of their opponents with content. We then turn to
the dialogue-like structure of this exchange.

4.1 Identities of Protesters and Police

As we have said, authors of each type build quite different histories. Authors of type
t will use Ct

F(x) to make plays ρt . One of the principal tasks of a history built by ti
is to build a negative identity for the opponent t1−i and indirectly then to paint ti in a
positive light. The identities of the interacting participants are constructed via their own
contributions, the contributions of all participants and the entire interaction history [24].
The aim in these messages for authors of type t0 is to build sympathy and support for
the protesters, and one strategy to do this is to depict the type of opposition as evil—
though not always true, the adage, the enemy of evil is good, is an effective strategy.
We have seen this strategy already at work in our Examples 1 and 2. Both examples
use the word people to refer to some social categories. For ONT, ordinary people are
those who are tired from protests, and protesters are an aggressive minority, while for
TUT.BY people are the protesters. Thus, the category people evokes different sets of
rights and obligations, and different standartised relationship pairs, depending on the
speaker who uses this category. This illustrates how framing or linguistic bias works at
the level of membership categorisation.

The post in Example 5 by a player of type t0, uses a definite description that brings
with it a host of associated negative concepts to develop a strategic attack on t1 (though
the use of punishers needs some background history to be properly understood).

Example 5. 09.08.2020 20:56 Belsat https://t.me/belsat/10308
On Masherova Avenue in Minsk, people clashed with OMON5. At least one of the

punishers had their head smashed.

The term punishers was used to refer to a Nazi division operating in Belarus during
the Second World War; the term thus is associated with a number of other concepts
[nazi, soldiers, enemy, aggressors, defenders, partisans, army, . . . ]. It associates people
of t1 (via, in MCA terms, the membership-categorization device or MCD) with war, not
protests. The historical usage and associations of punishers in turn define a character-
istic activity of t1 people: acting with special cruelty against Belorussian people. By
using punishers in the context of the description of a protest, the author of t0 implies
that people of t1 are waging war against people of t0. Labelling with terms loaded with

5 Otryad Militsyi Osobogo Nasnacheniya, En.: Special police detachment.

https://t.me/belsat/10308
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a historical meaning is thought by the authors to be an effective strategy for painting the
opponent in negative terms, and to justify the injuries of the police caused by protesters.

Example 6. 09.08.2020 21:06 https://t.me/belsat/10321
In Mogilev, cosmonauts block the streets.

Attacks by ti against t1−i do not always use the strategy of depicting t1−i as evil or
cruel. In Example 6, the word cosmonauts refers to OMON officers wearing their full
equipment and helmets, visible in the accompanying photo. The discourse structure of
this last example is rather complex as it involves multimodal information. The concept
cosmonauts evokes a category like space travel and a collection of concepts like [cos-
monauts, engineers, scientists, aliens, . . . ]. The defining property of this class includes
wearing protective clothes and helmets. This attribute makes them visually similar to
OMON police. A certain displacement and ridiculing happens when cosmonauts block
streets in Mogilev (far away from any space-travel area). This is also an effective strat-
egy to promote t0, the type of the protesters. By ridiculing the opposition t1, the author
puts t0 in a position of authority and gravitas. Both punishers in Example 5 and cos-
monauts in Example 6 are marked: punishers with anger and fear, and cosmonauts with
displacement.

The government information sites also use various labeling strategies to characterize
their opponents in negative terms. State channels report events in the night from 9th to
10th August (bold added by us) as follows.

Example 7. 10.08.2020 10:57 ONT https://t.me/pressmvd/1890
On the night of 9 to 10 August 2020, Focal gatherings of citizens... were recorded

in the country.
In total, about 3 thousand people were detained throughout the country for partici-

pating in unauthorized mass events... As a result of the clashes, more than 50 citizens
were injured, as well as 39 police officers, some of whom are currently hospitalized.

In Minsk at 22.00 in the area of the stele “Minsk - Hero City”, protesters lit fire-
works, threw spikes and nails on the roadway, erected barricades from mobile turnstiles,
dismantled paving slabs and threw them and other objects at law enforcement officers.

An active resistance to the law enforcement bodies was rendered in Pinsk, where a
group of aggressively minded citizens, using pointed stakes, rods, stones and reinforce-
ment bars, tried to organize an attack on police officers. Some of the citizens taken to
the country’s medical institutions were in a state of alcoholic intoxication.

! It should be noted that military weapons were not used against violators. There
are no fatalities.

The news channel ONT refers to the protests first as focal gatherings and unauthorized
mass events. Crucially no mention is made of why the protesters are gathering. The
category protesters is used in the third paragraph of the news bulletin, but it assigns to
them rather violent properties against police officers and law enforcement bodies. All in
all the protesters are painted in a negative light, which justifies the actions of the police.

https://t.me/belsat/10321
https://t.me/pressmvd/1890
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Example 8. 10.08.2020 11:54 BelTA https://youtu.be/BjS1uHqbRaY
Video: We detained the organizers who were hiding and running around the cor-

ner. About three thousand - half of them in Minsk - stoned, Sergei Nikolaevich6, there
are many drunks, with drugs, horror.

The President of Belarus on the same day describes the events in Example 8 and then
two days later introduces a new theme (Example 9).

Example 9. 12.08.2020 14:24 Pool 1, https://t.me/pul 1/1250 Lukashenka: “The basis
of all these so-called protesters are people with a criminal past and are unemployed
today”. There is no job, which means they can “walk the streets and avenues”.

Examples 8 and 9 characterize protesters as unemployed alcoholics, addicts and crimi-
nals. What is used as an occasional feature in Example 7 (being in a state of alcoholic
intoxication) becomes at least a tight feature in Example 8 (stoned, many drunks, with
drugs). Example 9 uses the description of activity walk the streets and avenues as a jus-
tification of the presence of people on the streets. This activity in turn, is a consequence
of the people’s unemployment. The marker so-called modifies protesters giving it an
ironic or sarcastic reading distancing its meaning on this occasion from its normal one
[15]. Table 1 summarizes the way t0 and t1 are characterized.

Table 1. Labeling of protesters and police by opposition and state channels.

Types By t0 (protesters) By t1 (police)

t0
(protesters)

People, protesters People, citizens, protesters, violators, so-called
protesters, people with criminal past,
unemployed, sheep, drunks

Attributes Stoned, drunk, with drugs, people with
criminal past, unemployed, aggressively
minded, in a state of alcoholic intoxication

Actions Gather in the center of
Minsk, clash with
OMON, smash heads of
OMON, build
barricades, throw bottles
at OMON, break
through the cordons

Lit fires, threw spikes and nails on the roadway,
built barricades, dismantled paving slabs and
threw them and other objects at police, attack
police officers, use pointed stakes, rods, stones
and reinforcement bars, hiding, running around
the corner, are being controlled, do not
understand what they are doing

t1 (police) Riot police, OMON,
punishers, cosmonauts

Law enforcement bodies, law enforcement
officers, police officers

Actions Clash with protesters,
use flash bangs, block
streets

Did not use military weapons, detain
organisers

To sum up, different news channels use different labelling strategies, picking out
different defining features for our types, to get complex messages across.

6 Lebedev, Executive Secretary of the CIS.

https://youtu.be/BjS1uHqbRaY
https://t.me/pul_1/1250
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4.2 The “Neutral” View Point

As shown in Sect. 3, a play may develop different histories depending on the type of
the interpreter (see discussion of Example 4). Thus, the histories ht0 and ht1 constructed
by interpreters of the two types may also differ, even though they both arise from the
interpretation a single play ρ, as in Example 10:

Example 10. 09.08.2020 20:11 Belsat https://t.me/belsat/10272
About 20–30 locals, including children, gathered in the park on Hrybaedava Street

(Minsk) near Stella. Two paddy wagons came to the park, police officers said that
people had 2 min to go away, after which they started to push people out of the park. A
Belsat correspondent witnessed how one person was detained but later released. After
trying to evict people from the park, the paddy wagons left and the people returned
to the park. There are 3 ambulances on duty, near to them people in plainclothes are
standing.

Example 10 labels persons as locals and children. The action attributed to them gathered
in the park together with these labels evoke a scene of leisure activity in which parents
and children are going to the park (some of those people were with children, they must
be parents to those children)—which all sounds innocuous.

The narrative then changes as paddy wagons and police officers enter the scene and
the actions now contrast with the scene of leisure activity evoked above. The police
arguably confront the people by saying that people had 2 min to go away and then by
starting to push out people of the park. These events need to be related to the gathering
in a coherent history, but the author does not explicitly say why the paddy wagons
arrived or the police acted in this way. The police actions towards locals, children and
people arguably cause us to interpret a gathering in the park as an undesired event.

At this point an interpreter has two interpretive strategies with two distinct semantic
relations relating the sentence contents: (1) The gathering was illegal and hence the
actions of the police are a natural and legitimate Result; OR (2) The gathering is legal
and in Contrast the police are acting in a wrong way.

These readings depend on the readers’ prior beliefs and political preferences. Gov-
ernment supporters would read it as “police prevented escalation”, opposition support-
ers would read it as “government uses power for oppression”. This example shows how
interpreters or readers contribute to a biased reading by inferring semantic relations
between discourse units to form a coherent narrative.

The last sentence then introduces people in plainclothes which are arguably not the
same as locals or just people, although locals usually wear plainclothes. The attribute
plainclothes refers to the appearance of people who are supposed to wear something
different but wear plainclothes, probably in order to hide their identity. Again depending
on the type of the interpreter, this second paragraph has two messages: (1) a reassurance:
police officers are still there, protecting law and order; OR (2) a warning: if you go to
this park, you might by observed by the people in plainclothes or even detained.

Example 11. 09.08.2020 21:04 Belsat https://t.me/belsat/10317
In the center of Minsk OMON uses flash bangs against protesters.

Even messages that use only unmarked references to police and protesters, such as
Example 11, will be colored by the reader’s bias in a positive or negative way.

https://t.me/belsat/10272
https://t.me/belsat/10317
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4.3 Interaction Between PROTESTER and POLICE

We have examined strategies by the players in our game that are used on individual turns
to convince their readership. Here we detail strategies for player i’s replies to previous
turns by 1− i. Player 1 POLICE plays the move from Example 12:

Example 12. 10.08.2020 13:24 ONT t.me/ontnews/13864
We identified calls from abroad. The calls came from Poland, UK and Czech Repub-

lic, they controlled our - excuse me - sheep: they do not understand what they are doing,
and they are being controlled.

In response, player 0 PROTESTER plays the move as illustrated in Example 13, in which
a photo of a person holding a piece of white cardboard with text written on it in red
letters conveys the message that protesters reject the attributes, such as unemployed and
sheep, assigned to them by an author of type t1 in the previous message. The visual is an
effective strategy; rather than the author verbally rejecting the negative labels provided
by player 1 of type t1, it is a winsome, smiling protester who is conveying the message
rejecting the government’s labelling strategy. In addition, she is using the symbolic
colors of the opposition (red and white) to do it.

Example 13. 13.08.20 13:37 Belarus Sejchas https://t.me/belarusseichas/5827

Today in Minsk.

Text on the picture:
We are not sheep, we have jobs.

Another strategy by player 0 to attack the histories proposed by 1 is to point out incon-
sistencies and contradictions. Example 14 illustrates this. Part of 1’s strategy is to attack
the identity of player 0 via attributes not related to political content such as employ-
ment, alcohol consumption, bad parenting, and affiliation to particular profession. But
this conflicts with other labelling strategies.

Example 14. Belsat 12.01.2021 12:26 https://t.me/belsat/38767
Video: “The basis of this protest is made up of these IT people who are snickering,

excuse me, who were nearly kissed the ass. . . ”
Text: Wait, but some alcoholics, drug addicts and parasites come out to protest.

Apparently, state television is finally confused in its own versions.

Examples 12, 13 and 14 show that messages produced by the prototypical speaker of the
type POLICE build first pair parts, and responses produces by the prototypical speaker of
the type PROTESTER build second pair parts. Although these first and second parts are
not adjacent in terms of face-to-face conversation, they analysably form adjacency pairs.
While the PROTESTER frequently responds to the POLICE’s messages in our dataset,
we found only few adjacency pairs in which the PROTESTER produced the first, and the
POLICE the second pair part.

https://t.me/belarusseichas/5827
https://t.me/belsat/38767
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4.4 Dynamics and Bias Hardening

Asher et al. [3] use the model explained in Sect. 3 to predict that interpreters’ biases
become more entrenched through the co-dependence of belief and interpretation: prior
beliefs or the distribution over types will guide I to a particular interpretation. In turn,
that interpretation can reinforce those initial beliefs over time. We see empirical evi-
dence of bias hardening in the corpus.

One strategy is to appropriate a label from an opponent and reassign it in negative
connotations. For example, opposition channels use the label ‘unbelievable’ as adjective
to emphasize the bravery of the Belorussian protesters: https://t.me/belarusseichas/7388
from 14/08/2020 shows a video of a peaceful demonstration with the text “Unbelievable
people”. State channels, however, then re-use this to label protesters ‘the unbelievables’
and to link it with actions described as meaningless or aggressive (Example 15).

Example 15. ONT 19.10.2020 18:37 https://t.me/ontnews/19205
Protests of the ‘fighters’ have long ceased to be peaceful. The participants intention-

ally take to the streets and provoke ordinary citizens, throwing themselves with aggres-
sion at those who do not agree with their views. The footage shows the unbelievables
starting fights and doing everything they can to heat up the situation in society.

Over time, the unbelievables becomes synonymous with pointless aggressive protests
and is used alone without further explanations. Figure 2 shows the successful appropri-
ation of the term unbelievable by state media.
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Fig. 2. State takes up the use of ‘unbelievable’ to label protesters

These examples show the non-cooperative nature of the dialogue between state and
opposition players. Participants do not co-construct meaning; rather, they present differ-
ent versions of meaning to the readership or Jury, typed as POLICE and PROTESTER. We
showed in Sect. 4.1 how selective formulations create different identities of protesters
and police. The sequential organisation of those selective formulations results in differ-
ent interpretations of entire conversations.

https://t.me/belarusseichas/7388
https://t.me/ontnews/19205
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Fig. 3. Opposition takes up the use of ‘yabatska’ to label state supporters

Example 16. Belarus Seychas 17.10.2020 15:03 https://t.me/belarusseichas/13064
This is nothing new. It’s just that the yabatskas stipulate the amount they get for

participation in pro-Lukashenko events

Similarly, the opposition successfully appropriates the term yabatska which is a com-
posite of ya-mi-batskka, En.: me-us-father. Originally used to express solidarity with
the president (e.g., https://t.me/belta telegramm/15842), the term taken up by the oppo-
sition media to describe state supporters as uncultivated, uninformed and unable to
think critically (Example 16). Figure 3 shows how the opposition appropriated the label
yabatska.

5 Discussion and Conclusions

Our corpus confirms [16] observations concerning gatekeeping or selection bias (the
choice of a channel to report an issue or not), coverage bias (how much space in the
media is dedicated to an event) and framing bias (the way a fact is presented). Our
model, however, sharpens the notions of framing and coverage biases by linking them
to strategies at the lexical and discursive level that can be opportunistic and evolve over
time. We also see the confirmation of different levels of bias granularity in our corpus:
category-level, message-level and media source level [2,8]: The examples discussed in
Sect. 4.1 illustrate how choices of marked categories (punishers, cosmonauts) create
biased identities. Examples in Sect. 2 illustrate how message-level bias is implemented
by selective reporting (stun grenades vs. blocked entrances) and selective formulations
(people vs. aggressive minorities). We discussed how entire channels are biased in the
beginning of Sect. 4, Fig. 1.

In addition, our game theoretic model captures the important role of the recipi-
ent/interpreter of messages, even when those are neutrally formulated. We have shown
how different histories arise from different although valid interpretations of the same
message. In contrast to previous bias-detection work based on static models [10,19],
our model is able to deal with dynamics in linguistic bias. We explained how biases
can harden into established opinion and exploit strategies for appropriating terms from

https://t.me/belarusseichas/13064
https://t.me/belta_telegramm/15842
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an opponent for one’s own discourse purposes. In line with [7], we have shown these
discourse purposes can encode normative reasoning and specific rationales for physi-
cal harm and restrictions of freedoms of the opponents. Our qualitative study shows that
complex historical background and values of the target recipients, which we can express
as types in our model, play an important role in bias construction and detection. None of
the existing static models is able to capture these factors. Embedding-based approaches
may be helpful to find collocations and discover asymmetries based on word choice
even for an unknown set of labels [10], however, they cannot discover omitted facts
or details, nor are they able to express the dynamics of the conversation. The training
corpora used for any machine-learning approach only provide a snapshot view on the
histories, and the models need to be continuously retrained on new data in order to learn
new labels. The opportunistic nature of labelling, as explained in Sect. 4.4, questions
lexicon and embedding-based approaches. In addition, seemingly neutral labels (such
as people vs. ordinary people vs. people in plainclothes) are usually not considered as
potentially biased, especially in lexicon-based approaches, such as [2].

Finally, our study issues a challenge to automated de-biasing of political news. A
completely neutral viewpoint does not exist. If it were to exist, it should be non-selective
in terms of issues to report (what is important enough to be reported?), equally covering
(all parties must have access to all channels equally), and non-selective in terms of
formulations (lexical choice) and details (how complete is the picture?). Examples in
Sect. 4.1 illustrate this finding.

This study has empirical limitations: we analysed only one political event in only
one country. Although we understand the import of the cultural context, more compar-
ison is needed with other events of a similar controversial degree, e.g. Navalny protests
in Russia, the US Black Lives Matter movement, anti-Corona restrictions movement
(mis)used by right radicals and protests in Hong-Kong, just to name a few. Analyz-
ing such data is also technically difficult. Messengers like Telegram typically become
the main source of communication in many political conflicts. They galvanize public
opinion and can move masses of people in real time. However, messages with photos
and videos pose challenges to computational analysis beyond those from newspaper
articles.
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Gesprächen. Verlag für Gesprächsforschung, Radolfzell (2002)
25. Stivers, T.: Sequence organization. In: Sidnell, J., Stivers, T. (eds.) The Handbook of Con-

versation Analysis, chap. 10, pp. 191–209. Wiley (2012)

http://arxiv.org/abs/2010.10652


Identifying Topical Shifts in Twitter
Streams: An Integration of Non-negative
Matrix Factorisation, Sentiment Analysis
and Structural Break Models for Large

Scale Data

Mattias Luber1 , Christoph Weisser1,2(B) , Benjamin Säfken1,2 ,
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Abstract. We propose an integration of Non-negative Matrix Factori-
sation, Sentiment analysis and Structural Break Models to identify sig-
nificant topical shifts on the social media platform Twitter. For the topic
modelling, we compare Latent Dirichlet Allocation and Non-negative
Matrix Factorization in terms of their applicability to short text doc-
uments. The extraction of sentiment is done by the rule-based VADER
model. Structural breaks in the relative frequency and daily sentiments
of topics over time are identified with the Bai-Perron model. Combining
these methods, we provide a valuable and easy to use exploratory tool for
social scientists to study the discourse on Twitter over time. Detecting
statistically significant shifts in topics over time enables researchers to
perform statistical inference and test hypotheses about the discourse on
Twitter. The framework is implemented efficiently to ensure that it can
be used on average consumer hardware in a reasonable amount of time.
A case study with COVID-19 related tweets in the UK is provided. Our
method is validated by linking the topical shifts to real world events by
the use of the timestamps of the COVID-19 related tweets.

Keywords: Twitter · Social media · Topic model · Non-negative
Matrix Factorisation · Sentiment analysis · Structural Break Models

1 Introduction

For research in the social sciences, the content of discussions on social media and
on micro-blogs such as Twitter are highly relevant as they allow to capture shifts
in public sentiment and discourse. We provide a user-friendly framework to model
the discourse on Twitter by applying natural language processing methods to
user-generated Twitter data. We compare Latent Dirichlet Allocation (LDA) [7]
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and Non-negative Matrix Factorization (NMF) [9,19] in terms of their applicabil-
ity to short text documents and find that the NMF leads to substantially better
results. Sentiments are extracted with the rule-based VADER model [12] and
shifts in the topical prevalence are identified endogenously with the Bai-Perron
model [6]. We provide efficient implementations to ensure that our framework
can be used on average consumer hardware in a reasonable amount of time. By
combining these methods, we provide a tool for social scientist to study the dis-
course on Twitter over time. In particular, our approach allows users to detect
statistically significant shifts in the discourse of topics.

Our framework is tested in a case study relying on COVID-19 related tweets
in the UK. We identify topics that are linked to the context of COVID-19,
determine their sentiment, and model their development over time. The results
are validated by linking the topical shifts to real world events by the use of the
timestamps of the COVID-19 related tweets.

The remainder of the paper is structured as follows. Section 2 discusses
related work. Section 3.1 outlines the data collection and pre-processing. Since
the data is streamed directly from Twitter, there are specific requirements to
be met to enable a time efficient analysis with average consumer hardware.
Section 3.2 introduces the sentiment analysis with the VADER model. The esti-
mation of topics models and a comparison of the LDA and NMF is provided
in Sect. 3.3. Section 4.3 outlines the Bai-Perron model. Results are presented
and linked to real word events in Sect. 4. Section 5 discusses and concludes and
provides suggestions for further research.

2 Related Work

Sentiment analysis in general is a well researched topic across multiple domains,
but especially in context of social media data and micro-blogs. The pro-
posed methods are quite diverse and range from lexicon-based, over rule-based
approaches up to complex deep neural networks [22]. An extensive overview
and comparison of different methodologies in particular for Twitter data can be
found in [11] or [33].

For topic modelling, several NMF [9,19]- or LDA [7]-based approaches exists.
However, not all of them are directly applicable for micro-blog data because of
the specific challenges of short and sparse text. There are extensions that take
these into account and it has been shown that this can indeed improve the
estimates [29]. Despite its potential limitations, we build our framework on the
basic configuration of NMF since it provides good results and furthermore is well-
researched, robust, and intuitive to understand. More details on this decision can
be found in the methodology section. A probabilistic alternative for short text
would be the Dirichlet Multinomial Model [28].

On the framework level, current approaches are still often either build heuris-
tically or require manual annotations, especially in the context of socioeconomic
analysis. PoliTwi [20] as an example narrows down the concept of topics to single
hashtags and then tries to track emerging political topics by simply visualizing
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their occurrence over time. In a similar manner, Adedoyin-Olowe et al. [1] use
automated rule mining to detect events through trending hashtags. Yaqub et al.
[27] associate keywords with sentiment scores to gather insight about the US
elections 2016. Cases where manual annotations are required [33] are problem-
atic as Twitter data is usually unlabeled and the process of labeling is generally
extremely time consuming and not scalable.

Nevertheless, it also has been shown that the connection of sentiment analysis
and topic modelling can provide valuable insights for better understanding the
discussion on social media [2,4,18] and that topic models can be used to trace the
change of events [26,32]. We extend those insights by applying the Bai-Perron
model [5,6] for detecting structural changes in the topics discussed on Twitter.
The Bai-Perron model is specifically designed to identify multiple structural
breaks in a time series, without a-priori information about the break point.
Thereby we can not only detect the presence of an event or change points in
sentiment, but also provide statistical confidence intervals for their time-points.

In a broader context the modelling of the Twitter discourse is a quite diverse
field, which also includes fundamentally different approaches like frame detec-
tion [13], network analysis [25] or evaluation of disinformation campaigns[14].
An overview about the current literature on Twitter analysis can be found in
Antonakaki et al. [3].

3 Methodology

An overview of the framework is provided in Fig. 1. After collecting tweets via
the Twitter-API, the data are pre-processed such that hyperlinks and mentions
are removed and the texts were set to lowercase. After that, the workflow splits
into two major branches, which are topic modelling and sentiment analysis.
Topic modelling is used to identify the most influential topics that are discussed
on Twitter and delivers word-clouds for each of them. In parallel to that, the
sentiment analysis annotates each tweet with a sentiment score. These two types
of outcomes are aggregated into a time-series of daily relative frequencies of
topics and their average daily sentiment, Finally, the structural break models
are run on each topic separately to detect statistically significant shifts in their
frequency and the related sentiments. Finally, the user is provided with valuable
information about the topics, their occurrence, as well as with time-points of
structural breaks in the frequency of topics as well as in topic-specific sentiment.
Each component is explained in more detail in the following sections.

3.1 Data Collection and Preprocessing

The data was collected with the Twitter API in the time period between 25th
October 2020 and 14th January 2021 with the python package Tweepy [21] and
a geo-location filter for the United Kingdom. Tweepy connects to the Twitter
sample stream, which provides access to a random 1% subsample of all tweets
published in the given area in real time. At the time point of data collection,
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Fig. 1. Visualization of the overall workflow of our framework

no additional filters were applied to ensure that the data is as complete and
unbiased as possible. The tweets were accessed as they were published. This was
explicitly intended to ensure that later deletions or modifications of tweets would
not affect the analysis.

One key difference between the study of Twitter data and classical text min-
ing is that the documents can have fundamentally different properties that have
to be taken into account. Users on social media platforms often use a distinct
vocabulary that contains more slang, emojis, and hashtags than standard lan-
guage does. Furthermore, especially on micro-blogs like Twitter, the documents
tend to be extremely short.

This gives rise to new challenges as most of the algorithms for text analysis
were designed for classical documents and are not guaranteed to work on non-
standard language. To compensate for that, only ‘extended tweets’ were included
in the analysis, which are at least 160 characters long. In addition, retweets and
replies were excluded to get the true user-generated content only.
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After data collection, a lexicon-based filtering is applied to extract the share
of tweets that are associated with COVID-19. Only posts are included that
contain at least one word of the lexicon in Fig. 2. The lexicon is designed heuris-
tically by identifying words and hashtags that are often used in the context of
the COVID-19 pandemic. It contains words and hashtags that are expected to
be used neutrally, but also most exclusively within the context of the pandemic.
For instance, words like “stay” and “safe” would not be good choices because
they are too generic while the hashtag ‘staysafe’ is nowadays almost exclusively
used in association with COVID-19 and can as such be used for filtering. After
pre-processing and applying the filtering procedure, about 71.000 COVID-19
related tweets remain. This is about 10% of the original data.

Fig. 2. A wordcloud of the lexicon, which was used for filtering COVID-19 related
tweets.

3.2 Sentiment Analysis

The streamed data does not contain true sentiment labels, so that supervised
machine learning based models cannot be used. Instead, we implement the rule-
based VADER model [12]. The outcome of the prediction is a compound score,
ranging on a continuous scale from the most negative (−1) over neutral (0) to
the most positive (1).

VADER works with lists of positive and negative words, but in contrast to
other rule-based models, it also takes basic grammatical and syntactical features
into account. For example, some amplifying words like “very” or “extremely”
would not change the sentiment, but increase its intensity. “But” on the other
hand, is used to detect sentiment changes. Here the weights of preceding words
are lowered while the upcoming words are amplified. The biggest advantage of
VADER is probably, that it is designed with social media applications in mind
and hence it can deal with common slang phrases and emoticons. Moreover,
it does not require any training steps and despite its simplicity, it scores sur-
prisingly well across various domains. The original paper states that correlations
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up to 0.88 with user ratings could be observed and in a self-conducted evaluation
on the SemEval2018 dataset [17] of labeled tweets a correlation of round about
0.7 is reached. This is indeed in a similar range of the more complex models,
which score between 0.7 and 0.8.

Sentiment in the context of this analysis does not necessarily reflect the
opinion towards a certain topic. It rather gives an indication if the discussion
about a certain topic has heated up or is loaded with strong positive or negative
emotions.

3.3 Topic Modelling

Topic modelling describes the extraction of underlying topics as hidden semantic
structures in text documents. Two algorithms, which are often recommended for
this tasks, are Latent Dirichlet Allocation (LDA) [7] and Non-negative-Matrix-
Factorization (NMF) [9,19]. Both work with a Bag-of-Words representation of
documents, which means that a document is fully defined by its words, while
the semantic structure is neglected. LDA models topics as hidden variables and
follows a probabilistic approach. By contrast, NMF is essentially a matrix fac-
torization that tries to minimize a reconstruction error.

In the following, the applicability of both algorithms is briefly outlined with
particular attention to the special characteristics of micro-blogs and tweets. Since
the NMF turned out to work better for the analysis of COVID-19 related tweets,
the further evaluation is carried out with this model only.

Latent Dirichlet Allocation. For topic modelling, LDA is often considered
the established state of the art since it yields good results and furthermore comes
with an implicit measure of uncertainty due to its probabilistic perspective. LDA
assumes a data generating process, where each document can be described by
a distribution over k latent topics, and each topic is a distribution over the
vocabulary. New documents are then generated by repeatedly drawing a topic
first and then sampling a word from its distribution.

While LDA performs well on longer texts it shows shortcomings on short and
sparse documents such as tweets. Chen et al. [29] conducted a comprehensive
exploratory study for various topic modelling algorithms and find that LDA
indeed leads to worse results for short and spare text. A reason is the extremely
sparse document-feature matrices for short and spare text which makes word-
word co-occurrences harder to estimate. Especially for the probabilistic approach
this compromises the ability of the model to capture the underlying structure
since the estimates are affected by a high variance [29]. Furthermore, one key
assumption of LDA is that each document can contain more then one topic.
However, due to the short and sparse nature of tweets, it is reasonable to suppose
that they are mostly mono-thematic.

To overcome the sparsity, various pooling procedures are proposed, where
several tweets are aggregated into pseudo-documents, e.g., based on their hash-
tags [16]. Within our analysis, such a hashtag-pooling would interfere with the
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chosen filtering approach since tweets are collected based on certain hashtags
like “covid19” or “coronavirus”.

Those hashtags occur in a substantial amount of posts. If hashtags are then
used for the aggregation, some extremely large documents are created, while the
vast majority is still very short. Besides the highly skewed document length,
this results in an unnaturally imbalanced number of topics per document since
general purpose hashtags are used with basically every subtopic, while really
specific ones are still mono-thematic.

Non-negative-Matrix-Factorization. NMF treats topic modelling as a
matrix factorization problem. It approximates the data matrix of observed doc-
uments X as the product of a coefficient matrix W and a component matrix H,
i.e., X ≈ W ∗ H. The matrices W and H are derived by minimizing the recon-
struction error in respect to the Frobenius norm with the additional constraint
that all coefficients have to be non-negative. Documents are hence modelled as
linear combinations of the components, and due to the non-negativity of the
coefficients, the components become interpretable as topics.

Fig. 3. Top-level visualization of the Non-negative Matrix Factorization algorithm.

Note that NMF also makes the assumption that tweets can contain a mixture
of topics. However, we find that NMF performs substantially better than LDA
in terms of the extreme sparsity of short mono-thematic documents, since it can
be initialized with sparse components [8] and has clustering properties [10,15].

3.4 Time Series Generation

By default, topic coefficients as well as sentiment scores are defined on the level
of individual tweets.

To calculate a metric that measures the daily prevalence of a topic over time,
all rows from the coefficient matrix of the NMF are normalized, (with the sum
of the coefficients in a row) such that the coefficients add up to 1. This makes
the scoring comparable between different tweets. After that, a post is said to
contain a sufficient amount of a topic i if the corresponding coefficient exceeds
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a threshold of 0.3. For each topic, the coefficients that fulfill this criterion are
aggregated per day to show at which times a certain topic was mostly discussed.
Setting this threshold can help to improve the signal in the daily topic prevalence.
This is because after the normalization, tweets which can not be assigned to any
topic at all end up with approximately uniformly distributed coefficients across
all topics. Aggregating coefficients without filtering would therefore lead to a
high noise ratio in the time-series caused by unassigned tweets.

This approach was chosen in accordance to the assumptions made by the
NMF algorithm, which explicitly allows a document to contain more the one
topic. As an example, if any tweet consists of two topics in equal shares, it
now contributes to both related topic time series in that ratio. A totally mono-
thematic post would respectively contribute to its time series with its full coef-
ficient.

The sentiment scores are binned into “negative”, “neutral” and “positive”
and here the fraction of negative tweets within each day is used as a time-series.
The series are once derived globally across all tweets and in addition for each
topic separately.

3.5 Structural Break Models

The structural break model by Bai-Peron [6] was developed to identify multiple
change-points in time series data. The general idea is to fit a linear model for
each segment between two change-points and to derive the optimal number and
location of the breaks based on the overall residual sum of squares (RSS). Even
if the true number of changes would be known in advance (which is not the case
in most applications and also not in our analysis) the derivation of the optimal
placement would still be computationally expensive, since m breaks and n time-
points imply

(
n
k

)
possible combinations. For an unknown number of break-points

this gets even more problematic. As a solution the estimation is done by the help
of dynamic programming to ensure an efficient implementation [31].

Since this model is essentially approximating the time series by piecewise
linear functions, additional breakpoints would always lead to an improvement
of the total RSS. To compensate for that, the optimal number of break-points
are determined via the Bayesian Information Criterion (BIC) which penalizes
additional model complexity. As a result a new break is only introduced, if it is
justified by an sufficient improvement in terms of RSS [30].

One of the biggest advantages of the Bai-Peron model is that each break-
point comes with a statistical confidence interval, which allows a quantification
of the uncertainty and hypothesis testing. Furthermore, as the segments between
two breakpoints can be interpreted as linear models, the slope and intercept
coefficients can be used to quantify the impact and development of structural
changes [5].
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4 Application on COVID-19 Related Tweets

Since the outbreak of COVID-19 in early 2020, the pandemic has certainly been
one of the major topics in almost every aspect of life, but it especially affected
public opinion and discourse on healthcare, politics and society. While the effect
of measures and restrictions on the spread of the virus can be more or less
directly assessed by analysing changes in the number of reported infections, the
public perceptions of those measures are harder to capture directly.

Our framework can help to measure the topic-specific public opinion in Twit-
ter data and help to assess the public acceptance if certain policy measures. This
is relevant not only for socioeconomic research purposes, but also for pandemic
monitoring as acceptance matters for behaviour [23,24].

4.1 Encoding Sentiment

The sentiment for each tweet is predicted with VADER and the resulting com-
pound scores are binned into three classes. Scores between [−1,−0.3) are classi-
fied as negative, [−0.3, 0.3] as neutral and (0.3, 1] as positive. Then the fractions
of negative as well as positive tweets are calculated per day and tracked over
time to visualize how the sentiment developed.

Fig. 4. The fraction of negative and positive Covid-related tweets per day. Especially
during December a strong increase in negativity can be observed.

4.2 Establishing Topics

The evaluation of the NMF-based topic model was primarily done by plotting
word-clouds of the highest scoring words per topic of the component matrix
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of the NMF. Twitter is used for commercial purposes to a great extent, and
despite the filtering, still quite a lot of advertisements were contained in the
data. However, those clustered together in shopping related topics and did not
impair the quality of the topics of interest. Some of the identified topics are
clearly related to COVID-19, such as the topics “lockdown”, “vaccine” or “tier
system” as shown in Fig. 5, others reflected some general events that took place
during that time, like e.g. New Years Eve and Christmas.

Fig. 5. Selected NMF-topics visualized as wordclouds. Some of them are clearly event
related, while others reflect a more continuous discussion about e.g. restrictions in
context of COVID-19.

Figure 6 reveals that different topics hold different characteristics. While some
are clearly event related and mainly discussed around certain time points, others
reflect a more continuous discussion. In context of the evaluation, the time series
visualization can be used as a consistency check for the topic model results. In
general, the evaluation of topic models is not trivial, since no such thing as a
ground truth exists. However, in this case we know the major historical events
during the investigated time period. If events can be clearly linked to topics
that are related to those events, this shows that the discussion actually indeed
centered around those events. For example, if the “New Year” topic would have
been discussed at any other time-point then the actual New Year’s Eve, it would
be highly questionable that the model actually captured the real life concept
behind it. For the topics on “Vaccine”, “Lockdown” and “Tier System”, this
evaluation is done in detail in Sect. 4.3 in combination with Bai-Perron models
that are used to detect events and structural breaks.

4.3 Event Detection with Structural Break Models

To formalize the process of event detection in the generated time series, the Bai-
Perron model is applied with a relatively small trimming factor of 0.05. Thus,
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Fig. 6. The occurrence of some selected topics along the timeline. The occurrence is
measured by the number of tweets, which had a corresponding normalized coefficient
of at least 0.3. The y-axis reflects the summed coefficients per topic for those tweets
within a six hour window and is smoothed over a day.

the model is able to frame event-related peaks quite closely and therefore yields
good results in regard to their detection.

For the evaluation of the event detection, the breakpoints are of special inter-
est. As mentioned, an in depth investigation is done for the “Vaccine”, “Lock-
down” and “Tier System” topics, since here the major real-world events during
that time are well captured by classical media sources and therefore can be
verified.

The complete comparison is listed in the following table. The results show,
that indeed for the topics and break-points a clear linkage to a corresponding
real-world event can be drawn. For the “Lockdown” topic, the events are cen-
tered around the announcement and first implementation of lock-downs. For the
“Vaccine” topic, important press releases and vaccine approvals are linked to
structural breaks in the topic. For the “Tier System” topic, each major tier level
change was detected as a separate event.
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Fig. 7. Event detection for event related topics with Bai-Perron models.

4.4 Detecting Sentiment Changes in User Discussions

To track and identify major change-points in the sentiment of Covid-related
discussions, the Bai-Perron model is applied to each topic’s sentiment timeline,
which represents the fraction of negative tweets per day. Through the integration
of topic modelling, sentiment analysis and structural break detection, the frame-
work is now able to not only detect whenever a major shift in the public opinion
took place, but also can separate the shifts across different topics. This is useful
for the socioeconomic analysis since it can provide a more detailed quantification
of the reception of various events within the Twitter active population.

An example can be seen in Fig. 8 where the fraction of negative tweets is
displayed for different topics. It can be observed that an event around the 8th to
10th of November lead to an increase in negative tweets for the discussions about
politics and ‘covidiots’, but the sentiment in the restriction discussion remain
unchanged. On the other hand, between the 9th and 20th of December, the
sentiments for all these topics moved more synchronously, therefore the related
events impacted those topics in a similar manner.



Identifying Topical Shifts in Twitter Streams 45

Topics Detected breakpoints Related real-world events

“Vaccine” 2020-10-31 2020-10-31 Press conference, Johnson expects
vaccine in first quarter of 2021

2020-11-09 - 2020-11-13 2020-11-09 Pfizer and BioNTech published
press release that stated a 90% effec-
tiveness of their candidate

2020-11-23 2020-11-23 AstraZeneca publishes a press
release that stated a 70% efficacy
of their candidate

2020-12-02 - 2020-12-08 2020-12-02 First vaccine against COVID-19
was approved by the Medicines
and Healthcare products Regula-
tory Agency (MHRA) in the United
Kingdom

2020-12-08 - 2020-12-12 2020-12-08 First patient receives a shot of the
BioNTech vaccine

2020-12-24 Christmas

2020-12-30 - 2021-01-03 2020-12-30 MHRA approves the AstraZeneca
vaccine candidate

2021-12-03 - 2021-01-07 2021-01-04 First patient receives a shot of
AstraZeneca’s vaccine

2021-01-07 - END Wider rollout of the vaccine pro-
gram

“Lockdown” 2020-12-31 - 2020-11-04 2020-10-31 Boris Johnson announces the second
national lockdown

2020-11-04 - 2020-11-08 2020-11-04 Second national lockdown takes
place

2020-11-08 - 2020-12-19 Long tail of lockdown discussion

2020-12-19 - 2020-12-26 2020-12-19 Johnson announces that tight
restrictions also hold during Christ-
mas

2021-01-04 - 2021-01-08 2021-01-04 The third lockdown for England and
Scotland is announced

“Tier system” 2020-11-01 Late Oct 2020 Various areas reach another tier
level within the old 3-level system

2020-11-26 - 2020-11-30 2020-11-26 Introduction of the new 4-level tier
system

2020-12-14 - 2020-12-19 2020-12-14 London, south and west Essex, and
south Hertfordshire are announced
to enter Tier 3

2020-12-19 - 2020-12-23 2020-12-19 Johnson announces that major
parts of areas England will enter tier
4

2020-12-30 - END 2020-12-30 Press conference announces that
various other areas are entering tier
4 as well
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Fig. 8. Detection of sentiment break-point in the daily fraction of negative tweets per
topic. An increasing slope reflects an increasing negativity of the sentiment within the
topic.

5 Conclusion

Our framework provides an easy to use tool for social scientists to study the
discourse on Twitter over time. In particular, it allows the user to detect sta-
tistically significant shifts in the sentiment and occurrence of topics. We find
that the non-probabilistic NMF algorithm is more suitable for topic modelling
on micro-blog document, since it is able to extract topics directly from the orig-
inal tweets. In contrast, the probabilistic LDA would require the generation of
larger pseudo documents via tweet pooling. Furthermore, the properties of NMF
in respect to shortness and sparseness are better reflecting the mono-thematic
structure of the data.

In a case study about COVID-19 in the UK, we are able extract COVID-19
related topics and their sentiment to gain insights into the discourse during the
pandemic. Further, we showed, that with Bai-Perron models the outcomes of the
topic models can be used to detect significant shifts in the topic occurrence, that
can be matched very well with historical events. In combination with sentiment
analysis the same model can help to detect and quantify significant structural
breaks in the sentiments per topic.



Identifying Topical Shifts in Twitter Streams 47

References

1. Adedoyin-Olowe, M., Gaber, M.M., Dancausa, C.M., Stahl, F., Gomes, J.B.: A
rule dynamics approach to event detection in twitter with its application to sports
and politics. Expert Syst. Appl. 55, 351–360 (2016)

2. Andry, A., Wirawan, R., Adhi, N.D.D., Farhan, R., Siti, S.: Dynamic large scale
data on twitter using sentiment analysis and topic modeling. In: 2018 6th Interna-
tional Conference on Information and Communication Technology (ICoICT), pp.
254–258 (2018). https://doi.org/10.1109/ICoICT.2018.8528776

3. Antonakaki, D., Fragopoulou, P., Ioannidis, S.: A survey of twitter research: data
model, graph structure, sentiment analysis and attacks. Expert Syst. Appl. 164,
114006 (2021)

4. Bahja, M., Lycett, M.: Identifying patient experience from online resources via
sentiment analysis and topic modelling. In: Proceedings of the 3rd IEEE/ACM
International Conference on Big Data Computing, Applications and Technologies,
BDCAT 2016, New York, NY, USA, pp. 94–99. Association for Computing Machin-
ery (2016). https://doi.org/10.1145/3006299.3006335

5. Bai, J., Perron, P.: Estimating and testing linear models with multiple structural
changes. Econometrica 66(1), 47–78 (1998)

6. Bai, J., Perron, P.: Computation and analysis of multiple structural change models.
J. Appl. Economet. 18(1), 1–22 (2003). https://doi.org/10.1002/jae.659

7. Blei, D.M., Ng, A.Y., Jordan, M.I.: Latent Dirichlet allocation. J. Mach. Learn.
Res. 3(null), 993–1022 (2003)

8. Boutsidis, C., Gallopoulos, E.: SVD based initialization: a head start for nonneg-
ative matrix factorization. Pattern Recogn. 41(4), 1350–1362 (2008)

9. Févotte, C., Idier, J.: Algorithms for nonnegative matrix factorization with the
beta-divergence. CoRR abs/1010.1763 (2010)

10. Ding, C., He, X., Simon, H.D.: On the equivalence of nonnegative matrix fac-
torization and spectral clustering. In: Proceedings of the 2005 SIAM Interna-
tional Conference on Data Mining (SDM), pp. 606–610. https://doi.org/10.1137/
1.9781611972757.70

11. Giachanou, A., Crestani, F.: Like it or not: a survey of twitter sentiment analysis
methods. ACM Comput. Surv. 49(2) (2016). https://doi.org/10.1145/2938640

12. Hutto, C., Gilbert, E.: VADER: a parsimonious rule-based model for sentiment
analysis of social media text. In: Proceedings of the International AAAI Conference
on Web and Social Media, vol. 8, no. 1 (2014). https://ojs.aaai.org/index.php/
ICWSM/article/view/14550

13. Johnson, K., Jin, D., Goldwasser, D.: Modeling of political discourse framing on
twitter. In: Proceedings of the International AAAI Conference on Web and Social
Media, vol. 11, no. 1, May 2017. https://ojs.aaai.org/index.php/ICWSM/article/
view/14958

14. Keller, F.B., Schoch, D., Stier, S., Yang, J.: Political astroturfing on twitter: how
to coordinate a disinformation campaign. Polit. Commun. 37(2), 256–280 (2020)

15. Lu, H., Fu, Z., Shu, X.: Non-negative and sparse spectral clustering. Pattern
Recogn. 47(1), 418–426 (2014)

https://doi.org/10.1109/ICoICT.2018.8528776
https://doi.org/10.1145/3006299.3006335
https://doi.org/10.1002/jae.659
https://doi.org/10.1137/1.9781611972757.70
https://doi.org/10.1137/1.9781611972757.70
https://doi.org/10.1145/2938640
https://ojs.aaai.org/index.php/ICWSM/article/view/14550
https://ojs.aaai.org/index.php/ICWSM/article/view/14550
https://ojs.aaai.org/index.php/ICWSM/article/view/14958
https://ojs.aaai.org/index.php/ICWSM/article/view/14958


48 M. Luber et al.

16. Mehrotra, R., Sanner, S., Buntine, W., Xie, L.: Improving LDA topic models for
microblogs via tweet pooling and automatic labeling. In: Jones, G.J., Sheridan,
P., Kelly, D., de Rijke, M., Sakai, T. (eds.) Proceedings of the 36th International
ACM SIGIR Conference on Research and Development in Information Retrieval,
New York, NY, USA, pp. 889–892. ACM (2013). https://doi.org/10.1145/2484028.
2484166

17. Mohammad, S.M., Bravo-Marquez, F., Salameh, M., Kiritchenko, S.: SemEval-
2018 task 1: affect in tweets. In: Proceedings of International Workshop on Seman-
tic Evaluation (SemEval-2018), New Orleans, LA, USA (2018)

18. Patil, P.P., Phansalkar, S., Kryssanov, V.V.: Topic modelling for aspect-level sen-
timent analysis. In: Kulkarni, A.J., Satapathy, S.C., Kang, T., Kashan, A.H. (eds.)
Proceedings of the 2nd International Conference on Data Engineering and Com-
munication Technology. AISC, vol. 828, pp. 221–229. Springer, Singapore (2019).
https://doi.org/10.1007/978-981-13-1610-4 23

19. Pedregosa, F., et al.: Scikit-learn: machine learning in Python. J. Mach. Learn.
Res. 12, 2825–2830 (2011)

20. Rill, S., Reinel, D., Scheidt, J., Zicari, R.V.: PoliTwi: early detection of emerging
political topics on twitter and the impact on concept-level sentiment analysis.
Knowl.-Based Syst. 69, 24–33 (2014)

21. Roesslein, J.: Tweepy: Twitter for Python! (2020). https://github.com/tweepy/
tweepy

22. Severyn, A., Moschitti, A.: Twitter sentiment analysis with deep convolutional
neural networks. In: Proceedings of the 38th International ACM SIGIR Conference
on Research and Development in Information Retrieval, SIGIR 2015, New York,
NY, USA, pp. 959–962. Association for Computing Machinery (2015). https://doi.
org/10.1145/2766462.2767830

23. Siegrist, M., Luchsinger, L., Bearth, A.: The impact of trust and risk perception on
the acceptance of measures to reduce COVID-19 cases. Risk Anal. (2021). https://
doi.org/10.1111/risa.13675

24. Siegrist, M., Zingg, A.: The role of public trust during pandemics. Eur. Psychol.
19(1), 23–32 (2014). https://doi.org/10.1027/1016-9040/a000169

25. Soares, F.B., Recuero, R., Zago, G.: Influencers in polarized political networks
on twitter. In: Proceedings of the 9th International Conference on Social Media
and Society, SMSociety 2018, New York, NY, USA, pp. 168–177. Association for
Computing Machinery (2018). https://doi.org/10.1145/3217804.3217909

26. Suri, P., Roy, N.R.: Comparison between LDA & NMF for event-detection from
large text stream data. In: 2017 3rd International Conference on Computational
Intelligence and Communication Technology (CICT), pp. 1–5. IEEE (09022017-
10022017). https://doi.org/10.1109/CIACT.2017.7977281

27. Yaqub, U., Chun, S.A., Atluri, V., Vaidya, J.: Analysis of political discourse on
twitter in the context of the 2016 US presidential elections. Gov. Inf. Q. 34(4),
613–626 (2017)

28. Yin, J., Wang, J.: A Dirichlet multinomial mixture model-based approach for short
text clustering. In Proceedings of the 20th ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining, pp. 233–242 (2014)

29. Chen, Y., Zhang, H., Liu, R., Ye, Z., Lin, J.: Experimental explorations on short
text topic mining between LDA and NMF based schemes. Knowl.-Based Syst. 163,
1–13 (2019)
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Abstract. This work investigates the functioning of YouTube’s recom-
mendation system with focus on the autoplay function. The autoplay
function was often referred to as “radicalizer” in the past, as it was con-
sidered to lead towards more extremist content. By an automated data
collection through browser remote control, we simulate different usage
scenarios (allowing and disallowing autoplay) with personalized accounts
as well as with anonymous users. This leads to multiple recommenda-
tion paths, which are analyzed. The presented analyses suggest that while
YouTube continues to rely on familiar mechanisms for capturing users’
attention, ongoing public criticism with respect to the recommendation
system has seemingly led to changes in YouTube’s algorithm parameter-
ization and to more cautious recommendations.

Keywords: YouTube · Recommender system · Autoplay ·
Radicalization · Misinformation

1 Introduction

Recommender systems [2,7] are part of our daily use of the Internet. They are
embedded in search engines, in social media, and in trading platforms. As such,
they are used - usually unnoticed - by billions of users. These systems go beyond
simply ‘sorting’ unorganized information on the Internet. Unlike early search
engines from the ancient days of the Internet, they deliver individualized infor-
mation (i.e., information tailored to the user or a user group). They try to deduce
which information artifacts are useful and which are less helpful with respect to
user preferences, semantic contexts, and behavioral patterns [1]. Their superior-
ity in providing mostly appropriate content has largely contributed to the success
and market dominance of Google as the search engine of our time. In fact, rec-
ommender systems are absolutely necessary components of today’s platforms
and often essential for them to survive in the battle for the attention of Internet
users on a relevant scale.

In addition to the (attention) economic benefits of recommendation systems
for platforms and users, the social problems associated with these systems are
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increasingly being discussed and highlighted as e.g. by Stöcker [27]. These prob-
lems include the use of user interaction as a relevance signal and the misinter-
pretation of those signals by the recommender system. At the same time, these
signals can be deliberately set from the outside to influence the recommenda-
tions of the system. The interaction of the user signals, the deliberately designed
user interface, the preparation of information and, of course, commercial inter-
ests lead to a complex amalgamation that can result in misdevelopments or even
radicalization. In a system that classifies user interests on the basis of user sig-
nals, captures emotions and combines them with seemingly suitable suggestions
to direct attention, there can be no question of informational objectivity and
freedom from bias.

YouTube, one of the world’s largest video platforms, uses a recommendation
system for suggesting videos [10], as do other social media platforms for sug-
gesting other content. The stated goal of this system is, on the one hand, to
offer videos to users, which match their interests or satisfy their personal need
for information. On the other hand, out of economic interest, users should nat-
urally spend as much time as possible watching videos on the (ad-supported!)
platform [20]. At the beginning of 2018, YouTube’s Chief Product Officer Neal
Mohan stated that 70% of total video consumption (in terms of video viewing
time) is due to suggestions from the recommendation system [26]. In addition to
the actual video being viewed, YouTube displays other recommended videos. In
2015, YouTube also introduced an autoplay function, which automatically rec-
ommends another video at the end of a watched video and plays it automatically
without user interaction [5].

However, the recommendation system of YouTube, which most of the time
works inconspicuously for users, sometimes attract attention by making and
realizing (in the autoplay case) recommendations that seem unusual or even
frightening and dangerous. For example, in the context of the 2016 U.S. elec-
tion campaign, the New York Times reported YouTube as “The great radical-
izer” [31] and noted that extreme videos on YouTube quickly became part of
the recommendations. The autoplay function in particular is attributed with
the property of delivering radical or inappropriate content, disinformation and
fake news [19,24], and in some cases even promoting a convergence toward this
content [28,31] (also in the sense of a filter bubble [22]).

Also as a reaction to these reports and their public resonance, YouTube
has recently announced in many blogs and articles [14,21,32] that it will react
to problematic algorithmic behavior and adapt its recommender system. This
should be accompanied not least by measures that promote quality content and
combat fake news and disinformation.

Since YouTube’s business model is of course centrally based on its recom-
mendation system, the algorithms and possible changes are classified as a trade
secret and are not disclosed. An audit of the announced measures is only carried
out by YouTube itself and is difficult to perform in an independent way. From
a methodological point of view, external testing of these announcements means,
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above all, that the functioning of the recommender system (as a black box) must
continue to be challenged on a regular basis.

This work reports a recent experimental and exploratory study focusing in
particular on the autoplay mechanism and its functioning. Therefore, the study
follows the autoplay recommendations for several steps “in depth” and analyzes
the diversity or convergence of recommendation paths - starting from different
profiles and subject areas. This is a first systematic, experimental step towards
evaluating previous models, simulations, and observations as e.g. reported by
Stöcker and Preuss [28].

In addition, however, other current features of the recommender system can
be derived from the experimentally collected data, allowing limited insight into
the recommender’s operation and thus some speculation on the design and con-
trol issues that arise for YouTube with the recommender system and its public
perception.

After a brief review of the literature in the context of this work in Sect. 2,
the next Sect. 3 moves on to the experimental design. Section 4 presents and
analyses the results. Eventually, Sect. 5 discusses the results, the necessity to
further investigate recommender systems in platforms, and points to an inherent
design and control problem for YouTube.

2 Related Work

Scientific analysis of commercial recommender systems faces the major prob-
lem that these systems are considered trade secrets of the companies which use
them [23]. This secrecy of algorithms and processed data is essential for the
economic existence of the companies whose entire business model is based on
these recommender systems. In this respect, an investigation of these black box
systems from the outside is always limited and only of restricted significance.
At the same time, however, it is important that these investigations - be they
individual observations or systematic surveys of specific aspects - are carried out.
They allow small insights into complex systems such as search engines or even
video platforms such as YouTube, but in their totality they can also provide a
framework for simulating [28] and even evaluating these systems, including in
terms of individual or societal impact [11,33].

We briefly consider here some of these approaches to what is often called
auditing of recommender systems. We specifically focus on the context of
YouTube, the impact of these audits on public perception, and the response
of the platform itself.

2.1 Analyzing How the YouTube Recommender Might Work

As mentioned before, YouTube’s recommendation system is a black box and can
only be analyzed to a limited extent by external parties. An analysis always
means that aspects of the system can be checked for their behavior in a very
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selective way. Already very early investigations, which often focused on mea-
suring popularity development of videos in YouTube’s platform [8], relied on
crawling data from the platform [8,35] or on additional measurement of network
activity, e.g. at an university campus [37]. Other approaches used search queries
and crawling as strategies to acquire insights into personalization [13] of content
delivery by YouTube. Only very rare publications of YouTube itself allow some
restricted insights into the recommender system. As such YouTube published in
2012 that it had reconfigured video recommendation to weight watch time more
strongly [20]. In 2016, some developers of the recommender AI presented the
basic structure of the filtering and recommendation system (using deep learn-
ing) without providing too much detail [10]. Most interesting, the recommender
system is - according to the developers - parameterizable. This ensures that the
YouTube product can be adjusted constantly regarding its behavior. This large
dynamic of the recommender system makes a reliable analysis and an explana-
tion of observed effects even more difficult. Therefore, on the one hand, it is
important to continuously re-survey the behavior of the recommendation sys-
tem [15,16]. On the other hand, approaches like those of Stöcker and Preuss [28]
are worth emphasizing. Based on insights gained so far through other studies and
YouTube’s publications, the authors have created a simple simulation model to
study the effects of autoplay and demonstrate observed effects (such as the con-
vergence of autoplay recommendations towards problematic content).

This paper fits into the context of the ongoing investigation of YouTube’s
recommendation system, and at the same time tries to pick up some of the pre-
vious findings and simulation results in order to assess YouTube’s development
- also under the impression of the larger public perception of societal issues with
recommendations.

2.2 Issues with Recommendations in YouTube

In recent years, scientific research, various experiments and newspaper reports
or data journalistic investigations have had an ever-increasing impact on the
perception of YouTube’s recommendation system, which actually works in the
background. Former employees of YouTube and journalists have analyzed the
proposals of the YouTube recommender system - especially in the context of
the US presidential election in 2016 - and found that this system was able to
help extreme and radical content gain visibility [17,18,31]. In a paper on the
major social media platforms as an ecosystem for disinformation, Stöcker [27]
reports on various examples that show that the optimization of criteria such as
watch time can lead to the disproportionate presentation of radical or conspiracy-
theory content, as can a focus on the frequency of clicks on a video or ratings.
In the context of science communication, Allgaier [3] confirms this assessment
and provides another example: he experimentally demonstrates that the recom-
mendation system disproportionately suggests video content, which contradicts
the mainstream science in the context of climate change.

These insights and their media reappraisal have certainly contributed signif-
icantly to the critical view of the public on YouTube’s recommendation system
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(and also the systems of other platforms). In the context of YouTube, this can
also be seen in two very recent surveys: in their study Zimmermann et al. [36]
report on young people’s consumption of YouTube content on political and social
issues and find greater skepticism about the trustworthiness of the content pre-
sented there. The videos on the YouTube platform are seen as more entertaining
than classically produced TV content. At the same time, however, YouTube con-
tent is also described as less objective, opinion-oriented, more emotional, and less
credible. Further it is considered to be manipulative. Another study reveals that
people live in an ambivalent relationship with recommendation systems [4]: On
the one hand, people rarely trust the decisions of artificial decision makers. At the
same time, a majority of respondents are convinced that artificially intelligent
recommendation systems make better decisions than human decision-makers do.

The scientific study of YouTube’s recommendation system and the media
discussion partly based on it thus seem to influence also the perception of rec-
ommendation systems among users of YouTube and other platforms. It can be
assumed that these reactions have contributed to the fact that, on the one hand,
regulatory considerations have been made and, at the same time, containment
measures have been announced by YouTube [14,21,32].

Interestingly, a recent dissertation [15] research (and conducted parallel to
this study) investigates the recommender system by following suggestions in an
automated way and concludes that some of the previously observed and reported
anomalies (especially the convergence to critical content) are no longer present.
The study could be seen as a first indication of changes in YouTube’s recom-
mendation system. However, the data basis is still very insufficient even for a
preliminary statement - also due to a limited number of experiments conducted
in the mentioned study. This study strives for providing further exploratory
experiments and thus additional insights into the functioning of the recommen-
dation system in order to build a first picture of YouTube’s reactions and their
effects.

3 Experimental Design

The recommendation system of YouTube is examined with the help of an
exploratory experiment. The focus is on the video suggestions that are displayed
on the right side of the website when a video is played. This investigation is
intended to provide insights into the underlying algorithmic systematic of the
platform. Although this work focuses on data collection along the automated
recommendations of the autoplay function, additional information is collected
during this process. This allows additional analysis and inductive research based
on the gathered data.

Figure 1 shows the general setting of the implemented experiment. YouTube-
offered videos from different categories were played with 30 personalized
accounts. After finishing a video, the next suggested autoplay video was allowed
to start, finally resulting in a graph of videos with start and end nodes at a
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Fig. 1. The created accounts start the experiment by watching a prior chosen video in
‘depth 0’ and play the first recommended video afterwards, which is the video of the
autoplay function. This process is executed for each run until ‘depth 10’.

depth of 10. The watched videos were saved along with the top-five video recom-
mendations at each stage. All relevant information about the collected videos,
the users, and the runs were stored in a database to be analyzed afterwards.

This setting provided a database of almost 30,000 video recommendations
collected between February and March 2021 to expose underlying mechanisms
of YouTube’s recommender system. These videos were automatically played on
a server of the University of Münster, partly with logged-in accounts and partly
without accounts. As the server was operated behind a shared IP address, watch
histories cannot be allocated directly to one person by YouTube. At the same
time, however, this limits the variety of possible users to people who have access
to this network, to academics and students, making it not representative for the
German population.

Out of these 30 accounts 28 were manually created while two had already
been actively used before. The accounts were created with the intention to appear
as realistic as possible and also to represent a sample size of randomly chosen
YouTube users. To achieve this, first personal profiles were created for each
account, which took into consideration demographic aspects like age or gender
as well as personal interests. The average age of the users was 35 with more
young users than older ones and the genders were evenly distributed. These
aspects were aligned to a statistic of YouTube user demographics [29].

Subsequently each of the accounts watched ten to fifteen videos in a clean
browser to give the recommender system a chance for classifying them according
to their account properties and interests. ‘Clean’ means that the browser data got
deleted every time an account watched a couple of videos and the users changed
web browsers in order to hinder YouTube in spotting links between accounts.
Each account played videos that were partly random and partly inspired by their
demographic aspects. Here the goal was to get many distinct video topics but
also some overlapping ones. In the end each user had his or her own distinct
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starting page with video recommendations of which the first 20 videos also got
collected.

The users (or no user) played each video for a relative amount of time. This
amount was either 5%, 50% or 95% of the videos duration. After the completion
of each run, the search history got deleted which led to no traces of activity in
the recommendations of the starting pages.

To determine whether the recommender system behaves different for indi-
vidual video categories, four starting videos were chosen. The first video (News)
was selected as a daily news video from the German channel ZDF, which is a
public broadcaster. The next video (Music) was a music video of a song by the
American artist Post Malone. The third video (Covid) dealt with the Covid-19
crisis. The video cannot be found directly via the search bar anymore and it
criticizes a famous German virologist and the WHO. The last video (Trend) was
a short video from the trend section that got re-uploaded from the platform
TikTok. It shows a family doing a funny challenge. Time and capacity limits
lead to the conclusion that four starting videos would be the maximum. The
categories ‘News’ and ‘Covid’ are of social and political interest and center of
critique which is why they were chosen, also because ‘News’ is a big section on
YouTube. ‘Music’ is the category with YouTube’s most watched videos. ‘Trend’
is full of videos that are currently famous and full of different types of created
content.

For the automated data collection, a script was created, which initiated a
Google Chrome web driver with the help of the test-software Selenium. This
driver can start either with or without the user data of the accounts. This also
allows video suggestions to be collected that are not dependent on the users’ pro-
files. The script can then be executed for different starting videos, numbers of
runs and percentages of watch time and it collects the URL addresses of the auto-
play videos and five other recommended videos. The autoplay video is the video,
which is recommended first for each watched video and starts automatically after
a video ends, if the autoplay function is not deactivated. For the automated skip-
ping of advertisements, an additional browser extension was downloaded from
the Chrome Web Store, customized with the help of another script, and added
to the web driver. The video URLs were then fed into the YouTube Data API
and the outputs were saved with the user data into a SQL-based database.

4 Experiments

The following chapter provides insights into the collected data. Mainly, the diver-
sity of the recommendations was compared to each other, the starting page, the
relative playing time, the autoplay function or to the non-personalised sugges-
tions. Furthermore, metadata such as video length, ratings or number of views
were examined.
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What Are the Effects on the Length of the Videos?
In the following, the influence of the various parameters on the duration of the
suggested videos is analyzed. For this part of the evaluation, all videos longer
than two hours were omitted, as it is unrealistic that overlong videos will be
watched in their entirety. These long videos are often summarized live-streams
or music compilations. In addition, these outliers strongly distort the statistics
of the data.

Fig. 2. The video lengths of the proposals seem to be generally longer than the videos of
the starting pages. Especially without the category ‘Music’ there is a sharp difference.

Figure 2 shows box plots of the lengths of the videos of the users’ starting
pages, the recommended videos of the users, in comparison those without logged-
in users and the recommendations without the category ‘Music’.

We will exclude the category ‘Music’ oftentimes during the following evalua-
tions, since the system acts significantly different for this category. About 73%
of the channels that appear in this category have the channel tag ‘Music’ and
most of the videos are between three and five minutes long. This segmentation
makes sense for both YouTube and the user, since YouTube is used as a music
platform by a lot of users and music videos have the most views [30].

It is apparent from Fig. 2 that the suggested videos are longer compared to
those on the starting page, especially without the category ‘Music’. Note that the
videos of the starting pages (without the omitted overlong videos) are 18:30 min
long at median and the starting videos of the three categories are also each
shorter than 16 min. There is no significant difference between the personalized
and non-personalised suggestions.

Additionally the video lengths of the runs in which videos were played for
a short, medium, or long amount of time are compared. The category ‘Music’
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is again omitted because the data of this category scatters minimally around
three to five minutes and thus weakens the effects for the other categories. The
difference in the mean values of the long and short watched videos is 9:59 min.
The Wilcoxon rank sum test for the median video lengths of the runs as random
variables yields a p-value of 4.5277 × 10−117. The hypothesis that the median
lengths of the long and short watched video runs is the same, can therefore be
rejected.

How Diverse Are the Recommendations for Different Users?
Table 1 shows for each depth of the runs how many of the recommended videos
were suggested to more than one of the 30 users. The measured values were
further subdivided into the four categories and the relative amount of video
watching. The values range from 0 to 100%, where 100 (%) states that every
video recommendation appeared in all of the thirty users. A value of 0 (%) on the
other hand indicates that no video recommendation appeared more than once.
Intermediate values should be interpreted accordingly. If there is an effect that
groups the 30 users and could thus indicate filter bubbles or similar undesirable
effects, then the percentage values should at least not flatten out completely.
However, as can be seen, especially in the ‘trend’ category, the common video
suggestions seem to disappear completely.

Table 1. Proportion (in %) of videos occurring multiple times per depth of a run
across the 30 subjects.

Depth of run News Music Trend Covid-19

Short Long Short Long Short Long Short Long

1 43 47 75 74 24 26 22 36

2 14 22 53 67 23 21 16 19

3 13 14 38 58 16 18 12 18

4 13 11 33 51 9 12 9 17

5 10 14 21 44 6 10 13 12

6 14 15 10 43 3 4 11 13

7 7 12 9 40 6 1 9 11

8 7 14 7 37 3 2 6 12

9 8 13 10 31 1 0 6 11

10 7 11 7 26 2 1 1 11

The partly high percentages for the music videos can again be explained
by the fact that YouTube seems to be transforming into a music platform for
these videos. In this case, similar songs are played rather than suggesting user-
specific videos. For news videos, there seem to be cases of groupings. These
connections rarely involve more than two users and are rather caused by the
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fact that there is only a limited amount of channels that get recommended in
this category. In general, for news videos, it is almost mainly documentaries or
news from other news channels that are suggested. As long as videos are watched
for a long time, videos from a similar category continue to be suggested. In the
category ‘Covid-19’, too, mainly documentaries or talk shows were suggested,
which rarely contained inappropriate or false content. The only user for whom
there were partially critical recommendations, as evidenced by the fact that the
suggestions were politically one-sided, is the one who also played exclusively
one-sided political content in the course of the personalization. A comparison
of the channels that uploaded the video recommendations in the two similar-
looking categories returns a rather high value of 0.652 for the cosine similarity1.
In comparison, the categories ‘News’ and ‘Trend’ have a cosine similarity of
0.043.

Table 2. Proportion (in %) of channels occurring multiple times per depth of a run
across the 30 subjects.

Depth of run News Music Trend Covid-19

Short Long Short Long Short Long Short Long

1 74 79 73 69 25 32 49 54

2 62 62 57 69 21 23 42 46

3 50 53 46 63 19 18 46 54

4 45 54 46 56 20 16 40 47

5 40 51 31 51 13 13 35 38

6 44 49 20 53 13 10 34 39

7 43 51 20 52 11 3 33 40

8 35 48 15 56 6 6 27 32

9 31 54 20 53 5 0 27 30

10 31 52 14 45 5 3 17 35

The same methodology was used for the channels that uploaded these videos.
Table 2 shows how many of the channels were recommended more than once per
depth. Again a value of 100 (%) would indicate that the same channels got
recommended for all of the 30 accounts per depth of the run and a value of 0
(%) would show no same channel recommendations. It was expected that the
values would be at least as high as those of the videos. In a few places this
is not the case, as some videos were deleted by the platform before they were
inserted into the API and therefore do not appear for the channels, but for

1 The cosine similarity [25] is computed as angle between two vectors, which represent
the frequency distribution of video tags in the compared categories. A value of 0
denotes maximum dissimilarity, while a value of 1 denotes equality.
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the videos. Once again, there is a slightly recognizable difference between the
different relative duration of the played videos.

Does It Matter How Long Videos are Watched?
Another investigation was conducted on the consumption duration of watched
videos, which collected the average number of unique channels per total run.
This metric is meaningful because a low number of unique channels cannot in
any way indicate high diversity. The long and short watched videos respectively
provide a mean of 20.02 and 28.97 unique channels per run. This means that the
60 videos collected in one run originate on average from 20 different channels in
the first case and from 29 different channels in the second case. The Wilcoxon
test returns a p-value of 8.5433 × 10−20 for the two distributions. The hypothesis
that long or short viewing has no influence on the number of unique channels per
run can be rejected at any relevant level of significance. The recommendation
system notices when a user skips videos, considers this as negative feedback, and
tries (as a kind of compensation strategy) to vary the content, or at least the
channels for matching the users interests (again).

Does the Autoplay Function Act Different?
The autoplay function was analyzed by comparing the channel that uploaded
the next video with the previous one. If video A from channel C starts and video
B from channel C is suggested next, we assume that the suggestions do not differ
strongly. For the autoplay videos, this happens 57.17% of the time for the 30
accounts. Even without users, this value is in a similar range at 58.75%. For the
remaining five video suggestions of each run, the values are 29.62% and 32.23%
respectively. The Wilcoxon rank sum test gives a p-value of 4.2642 × 10−45 for
accounts and 1.6373 × 10−16 without an account. The random variables in this
test are the values of the average consecutive same channels in the runs. This
shows that the autoplay function tends to suggest more videos of the same
channel. Breaking this further down into categories shows that this effect is
slightly stronger for news videos (61.11%) and weaker for music videos (50%).
There is also a difference for the breakdown between long and short viewing:
64.5% of the channels match their previous one for long viewing, whereas it
is only 49.58% for short viewing. Testing the hypothesis that short and long
viewing have an equal median for this random variable can be rejected with
a p-value of 7.4756 × 10−9. The measured values of the autoplay condition are
generally high and accordingly also had an influence on the other results, since
in each case the autoplay video was played next. If one of the other five videos
had been played instead, the collected data and the resulting analysis could have
deviated strongly.

How Does the System Change for a Personalized Account?
The difference between video recommendations with or without an account in
terms of content diversity has not been considered, yet. Once again, the average
number of unique channels per run was calculated. This is μ = 24.08 with a
standard deviation of σ = 8.97 for accounts and μ = 23.11 with σ = 8.09 for
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no account. Under these circumstances, the use of an account does not seem
to have a great influence on the calculated parameter. A comparison of the
collected channels of the video suggestions with or without an account results in
a value of 0.748 for the cosine similarity. This high value can be justified with
the already mentioned characteristics of the categories ‘Music’, ‘Covid-19’ and
‘News’. Moreover, the runs started on the same videos.

Ratings, Clicks and Content Partnerships
The ratio of likes to dislikes for the video suggestions is 4:1, that is, 79% of the
ratings are positive. Note that only 1.86% of the videos were rated. For 85% of
the video suggestions there are even more than 90% positive ratings and only
0.5% of the suggestions have more negative than positive ratings. The latter are
mainly videos about Germany’s Covid-19 policy.

The average number of views is 138,718,992. This value breaks down for
the four categories as follows: ‘Music’: 527,544,424, ‘News’: 1,424,238, ‘Covid-
19’: 2,085,894 and ‘Trend’: 23,389,197. For each of the categories, the value is
increased compared to the initially chosen video. The videos of the users’ home
pages were viewed on average 20,119,423. Moreover, the platform seems to favor
the biggest channels when it comes to the order of suggestions and directs the
user to videos from these channels via autoplay. For example, for the category
‘Trend’, the three channels that account for the most suggestions in depth 10
have an average subscriber base of 32 million, placing them among the largest
channels on YouTube; 75.32% of the suggested videos are from channels that
have a partnership with YouTube that allows them to monetize their videos.

5 Discussion and Conclusion

The results of this study show that YouTube has retained features of the rec-
ommendation system in many areas despite criticism from outside. As already
confirmed in previous studies and also by YouTube itself, the recommendation
system tends to suggest longer videos starting from the initial video. At the same
time, the consumption duration of videos is used as a rating or satisfaction mea-
sure as feedback to the system. This is also important because the percentage of
direct user ratings per video view is only about 1.86%. Thus, individual rating
responses by users would not be sufficient as feedback for the recommender.

At the same time, however, the study showed that playing videos with and
without an account has neither a significant influence on the diversity of the
suggestions nor on the length of the videos. However, due to the fact that the
recommendation system includes the watching history of an account, the sugges-
tions for users with logged in account fit well with the previously set interests.
It can be speculated that the basic functionality of suggestion generation is the
same, but history is an important influencing factor - also in order to fit con-
tent to user preferences and to preserve their attention and interest in watching
further content.
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When looking at the autoplay function, we were able to show that this leads
to a lower diversity of suggestions. However, the restriction of diversity refers
to the channels, not videos. Again, the selection is influenced by the overall
account watching history, but the immediate history also seems to be weighted
more heavily.

It is also noticeable that the developers of the recommendation algorithm
apparently provide quite different parameterizations for different categories.
While YouTube apparently ‘mutates’ into a music platform for the music cat-
egory, news channels and channels critical of governmental Covid-19 measures,
for example, are treated very similarly when it comes to suggesting content.
Especially in the last category, mainstream content (news, talk shows, and doc-
umentaries) is suggested to compensate for criticism presented. This can be
interpreted as a manifestation of YouTube’s responses to persistent criticism of
the recommendation system.

The present results (cautiously) suggest that YouTube’s interventions in the
recommendation system show some effects. By its own admission, YouTube is
very active in combating problematic content2. Its latest transparency report
shows that YouTube has already removed more than 2 million channels and
close to 10 million videos in the first three months of 20213. Both YouTube’s
response and consideration of the characteristics of the recommendation system
allow for two conclusions:

1. The continuous external analysis and monitoring of the Black Box recom-
mendation system, despite their mostly exemplary nature, can be helpful to
uncover problems and needs for action and thus influence (also through public
discussion) the development of these systems. This can and should motivate
scientists and journalists to continue to critically question the decisions of
automated systems.

2. The investigation and the apparent adaptation of the decision-making sys-
tem, while at the same time maintaining various optimization goals of the
recommender system, suggest that platforms like YouTube are in a dichotomy
between public pressure due to decision errors and the economic necessity of
the recommender system (and thus the necessity to accept deviations from
‘normal’). If YouTube follows the rules of exploiting users’ attention (see
also attention economy [6,12,34]), it cannot completely dispense with stimuli
that keep users completely away from surprising new content - perhaps even
content tending toward the extreme or sensational - in an attention-binding
spiral [11]. Therefore, YouTube (unless regulations force it) will certainly con-
tinue to offer problematic content. Filtering content only when it enters the
system or when moderation is triggered by users are only partly effective
measures.

2 https://blog.youtube/news-and-events/more-information-faster-removals-more/.
3 https://transparencyreport.google.com/youtube-policy/removals?hl=en.

https://blog.youtube/news-and-events/more-information-faster-removals-more/
https://transparencyreport.google.com/youtube-policy/removals?hl=en
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Limitations
Just like any other study of black box systems, the presented experiments have
limitations. The collection of recommendations originated from four different
starting videos. For other videos the results could be different. Furthermore, the
results can only be verified for the time span of February till March of 2021 as
afterwards the system could have changed significantly (due to new parameteri-
zation by YouTube). Also the sample size is rather small and could be influenced
subjectively as the accounts were created manually. The assumption, that users
always follow the autoplay function is also possibly unrealistic. Although it was
the explicit focus of this study, several (possibly more realistic) configurations
of user interaction are still open to be investigated.

Future Work
The data collection methodology presented here (and related methods in pre-
vious work, e.g. [15]) provides the ability to automatically and systematically
collect data on the behavior of YouTube’s recommender system. It is impor-
tant that analogous experiments are repeated to verify the presented analyses
and to track developments in the YouTube system over time. At the same time,
however, analyzing the effects and the impact of scientific and media reports
on how recommender systems work in an interesting field of research beyond
statistical evaluation. The question of how people deal with machine decisions
and which social and concrete economic effects these systems have needs to be
further investigated from a diverse and interdisciplinary perspective (see e.g. [9]
on open aspects in algorithmization, attention economy, and ethics).

Acknowlegments. Both authors appreciate the support of the European Research
Center for Information Systems (ERCIS).

References

1. Adomavicius, G., Tuzhilin, A.: Toward the next generation of recommender sys-
tems: a survey of the state-of-the-art and possible extensions. IEEE Trans. Knowl.
Data Eng. 17(6), 734–749 (2005). https://doi.org/10.1109/TKDE.2005.99

2. Aggarwal, C.C.: Recommender Systems: The Textbook. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-29659-3

3. Allgaier, J.: Science and environmental communication on YouTube: strategically
distorted communications in online videos on climate change and climate engineer-
ing. Front. Commun. 4, 36 (2019). https://doi.org/10.3389/fcomm.2019.00036

4. Araujo, T., Helberger, N., Kruikemeier, S., de Vreese, C.H.: In AI we trust? Per-
ceptions about automated decision-making by artificial intelligence. AI Soc. 35(3),
611–623 (2020). https://doi.org/10.1007/s00146-019-00931-w

5. Brinkmann, M.: Google tests new video autoplay feature on YouTube (2015).
https://www.ghacks.net/2015/01/28/google-tests-new-video-autoplay-feature-
on-youtube/. Accessed 29 Mar 2021

6. Brynjolfsson, E., Oh, J.: The attention economy: measuring the value of free digital
services on the internet. In: ICIS 2012 Proceedings (2012)

https://doi.org/10.1109/TKDE.2005.99
https://doi.org/10.1007/978-3-319-29659-3
https://doi.org/10.3389/fcomm.2019.00036
https://doi.org/10.1007/s00146-019-00931-w
https://www.ghacks.net/2015/01/28/google-tests-new-video-autoplay-feature-on-youtube/
https://www.ghacks.net/2015/01/28/google-tests-new-video-autoplay-feature-on-youtube/


64 S. Markmann and C. Grimme
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Abstract. The topic of fake news is not new but its rise is fueled by the digital age
era. The increased proliferation of fake news has been observed since the coro-
navirus disease 2019 (COVID-19) started, thus introducing controversy regard-
ing its origin, conspiracies about 5G causing COVID-19 and COVID-19 home
remedies or prevention methods. This information may be harmless, or could
potentially pose a threat by misleading the population to depend on unjustified
and unsubstantiated claims. Several studies worldwide are investing towards this
topic, however, very little has been done in the South African context. Therefore,
this study aims at analysing fake news about COVID-19 spread during the South
African national lockdown on social media platforms and news outlets; together
with the measures put in place by the government i.e. social relief funds and food
parcels. This study took place between March 2020 and October 2020 whereby
a Google form was used to collect data. The collected data was verified using
fact-checking websites like Africa Check and techniques such as Google reverse
image for image verification. Thereafter, the data was coded according to these
categories, namely; misinformation, disinformation, malinformation, propaganda
and scams, and annotated according to 11 annotation classes. The analysis showed
that Twitter was the leading source of fake news at 59% followed by WhatsApp
at 22%. In addition, most discussions were in reference to COVID-19 cures and
treatments. Overtime, a correlation was observed between events (e.g., change in
regulations) that occurred and the spread of fake news. To dispel and delegitimise
the sources, a publicly accessible dashboard was created where all verified fake
news were shared for easier access. This study has established an understanding
of the nature of fake news and draws insights that offer practical guidance on how
fake news may be combated in the future.

Keywords: COVID-19 · Misinformation · Social media

1 Introduction

Social media has changed drastically in the past few years from being just a means of
entertainment to becoming a daily part of our lives [1]. Websites and applications that
allow the fast transfer of information in the form of short texts, links, videos or photos
[2], have transformed the way we work and communicate immensely. This has resulted
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in it having great influence on all aspects of our lives. Participating on social media
discussions is very simple, only the creation of an account is required and afterward, one
can create, share and engage in discussions [2]. This has had a rather dramatic impact
when it comes to how stories and opinions are shared, giving people access to important
stories and latest in-formation. However, with the easy distribution of information, the
spread of fake news is one of the downsides of social media. Nowadays, a simple retweet
or share diffuses fake news more rapidly than before [3]. Social media has become the
most influential source of uncensored information and it has becomeharder to distinguish
between what is true and what is not [4]. Studies show that 62% of United States (US)
adults get their news on social media, one of the sources being Facebook [5].

Since the emergence of the coronavirus disease 2019 (COVID-19), the spread of
fake news has been very alarming. COVID-19 has posed a concern to the health of many
humans globally [6]. When the World Health Organization (WHO) declared the virus
as a global pandemic on 11 March 2020, this caused a panic to many. It rapidly spread
in a short space of time, “the number of cases outside China increased 13-fold and the
number of countries with cases in-creased threefold” [6]. The fact that COVID-19 is an
illness with incomplete clinical knowledge on the cause and treatment led to a gap that
allowed many to speculate as they had limited facts [7].

The spread of misleading information about COVID-19 has led to the WHO to warn
of an-ongoing “infodemic” which is an overabundance of information – especially mis-
information – during an epidemic [8]. This makes it harder for people to find trustworthy
and reliable information when they need it. Thus, we have experienced a surge of fake
news since COVID-19 was reported, it has been at the center of fake news [9] and
has made headlines on various social media platforms [10]. The spread of fake news
related to COVID-19 covers a range of topics, and some of the common fake news topics
range from COVID-19 treatment, home remedies, COVID-19 origin and general human
behavior. A lot of people were led to believe that COVID-19 could be cured by drinking
salty water and drinking bleach [11]. Other prominent fake news attached to COVID-
19 include conspiracy theories about its source whereby the Chinese government was
blamed for creating COVID-19 [9] due to the fact that the first case was discovered in
China. This just goes to show how fake news has great influence on people’s perceptions,
beliefs and actions [9].

Fake news is a worldwide problem and countless studies have been conducted to
address its impact including finding various methods to detect and dispel fake news
[12]. Despite the vast research that is available, it is not prevalent in South Africa (SA)
and not much is drawn from the spread of fake news to help understand its dynamics
and mitigate its negative impact. Therefore, this study aims to address the gap identified
by analysing the fake news stories that were collected during the SA national lockdown,
from online platforms such as WhatsApp, Twitter, Facebook and mainstream media
related to COVID-19 and to understand the impact caused by creating and sharing fake
news.

1.1 Study Context

This study focuses on the proliferation of fake news in SA during which the COVID-19
pandemic was causing severe restrictions and limitations on citizens’ lives and mobility.
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This continued even after these restrictions were slightly lifted. According to Statistics
(Stats) SA mid-year estimates, SA has a population of 59.62 million people [13], of
which around 55% of the people have access to the internet and approximately 36%
are Facebook subscribers, as of 30 September 2020 [14]. The use of social media plat-
forms continues to increase even during the time of COVID-19. On 5 March 2020, the
first COVID-19 case was confirmed in SA. This caused the government to monitor the
situation closely. On 15 March 2020, a national lockdown was announced in-order to
curb the spread of the virus. This was meant to last for 21 days, but it was extended and
later categorised into different alert levels ranging from one to five (five being the most
stringent in regulations). With each step down a level, more services, economic sectors,
social activities etc. were allowed to operate. With that, people started sharing more
information and their views on social media about the pandemic as well as lockdown
restrictions. However, some of the stories shared were misleading or fake news, thus
leading to this study.

In this paper, we start by giving background information on fake news, theories
of fake news as well as fake news on social media in Sect. 2. In Sect. 3, we provide
details about the methodology followed to collect, process and verify data. In Sect. 4,
we present the analysis and results. In Sect. 5, a discussion is provided which includes
findings, limitations and future work; and in Sect. 6, we conclude the study.

2 Related Work

2.1 Fake News

News these days is not only published by journalists but the digital age has allowed
almost anyone to share information about current events that are taking place, creating
a tremendous information influx which poses a threat to those consuming this infor-
mation. The term fake news is used interchangeably with other terms such as false
information, misinformation, disinformation, inaccurate news, and rumors [14, 15]. All
these different terms have a single commonality, i.e. it inhibits good communication and
impedes decision-making [16]. Numerous researchers have done work on this subject
and each researcher uses a term that best suits what they wish to convey. Duffy [17],
described fake news as information that imitates legitimate news but has content that
is false and misleading. Wardle and Derakhshan [18] completely avoid using this term
and state that it is popularly used by politicians to describe news they disagree with and
therefore undermining journalism. Instead, they refer to the term information disorder
and introduced a conceptual framework to examine information disorder. They identify
three different categories that make up information disorder; misinformation, disinfor-
mation and malinformation. These categories are depicted in Fig. 1 with the usage of
two dimensions false and harmful.

Despite this, one of the purposes served by fact-checking is to ensure that the true
intention of the one who shared information is established by assessing its authenticity
and truthfulness [3]. Zhou and Zefari [3], in their study also helped to clarify the fact that
no universal definition for fake news exists, which is one of the reasons why numerous
definitions exist. Despite this, when fake news is clearly defined in a study it assists
in laying a substantial foundation for the analysis of fake news and the evaluation of



Understanding the Impact of and Analysing Fake News About COVID-19 69

related studies [3]. Further, a suggestion was made by Egelhofer and Lecheler [19] to
differentiate fake news when it comes to its usage to describe disinformation and labels
used by politicians to undermine media. Hence, in this research study the term fake news
is used and defined as inaccurate or untrue information that is created or disseminated
unintentionally or intentionally on social media platforms or websites. In this definition,
the dissemination of information might be intentional or unintentional, owing to the fact
that some people unknowingly share inaccurate information with the intention to assist
others [20].

Fig. 1. The Conceptual Framework for examining information disorder [18]

2.2 Theories of Fake News

Theories have been developed by numerous disciplines, e.g. social sciences and eco-
nomics, which have shown a substantial contribution by providing priceless insights
when analysing fake news, and facilitating the construction of well-justified and inter-
pretable models for detecting fake news. In this section, a few theories are listed which
can possibly be used when studying fake news. These theories pertain to the news and
the users who are spreaders [3].

News-Related Theories. Fake news has been revealed to possess possible characteris-
tics that differ from truthful news, in writing style, quality, word count which is stated
by the information manipulation theory and the expressed sentiments which is stated by
four-factor theory. Four factor theory was described by Walczyk et al. [21] as an influ-
ential theory of deception further stating that deception requires generalised arousal,
anxiety, guilt (which is behavior control) and other expressed sentiments to appear truth-
ful. These theories were formulated by forensic psychology and are aimed at deceptive
statements but have shared attributes identified in fake news and are therefore pointed
out as similar contexts. These are some of the attributes that can be used to detect fake
news [3].
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User-Related Theories. These theories examine the characteristics of users that par-
ticipate in fake news activities, for instance posting, sharing, liking and commenting.
Fake news perpetrators and normal users can be attracted by fake news, albeit malicious
users spread fake news intentionally and are often driven by the benefits they derive
[3]. Normal users can unintentionally spread fake news as well, without discerning the
falseness of this information. This vulnerability often originates from social impact and
self-impact theories such as categorized in Table 1.

Table 1. Table fundamental theories [3].

Theories Phenomenon

News-related theories Information manipulation
theory

Extreme information
quantity often exists in
deception

Four-factor theory Lies are expressed
differently in terms of
arousal. Behavior control,
emotion, and thinking from
truth

User-related theories Social Impact Validity effect Individuals tend to believe
information is correct after
repeated exposure

Bandwagon effect Individuals do something
primarily because others
are doing it

Self-impact Confirmation bias Individuals tend to trust
information that confirms
their preexisting beliefs or
hypotheses

Selective exposure Individuals prefer
information that confirms
their preexisting attitudes

In a study conducted by [3], various theories from multiple research studies are
depicted, but for the purpose of this study only a few are depicted in Table 1. One of the
theories, i.e. validity effect, states that all it takes for one to trust fake news and share
unintentionally is the exposure to more fake news spread particularly on social media.
Wardle and Derakhsham [18] share similar sentiments and refer to this as a challenge of
echo chambers, in most cases when humans are presented with a choice to select who to
connect with, we are inclined to build relationships with those that share the same views
with us. We then spend a lot of time in echo chambers. Trusting unverified information
can also be fortified when fake news confirms preexisting beliefs which is known as
confirmation biases and selective bias theories, amongst others, which is also a result
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of spending time in echo chambers [18]. In this instance when looking from the user’s
perspective, a strategy to dissolve the spread of fake news should be designed taking into
consideration the user’s intentions. However, it is difficult to prove someone’s intentions
especially on social media [18], since people use social media for various reasons, good
and bad. For example, removing fake news perpetrators and disabling their accounts is a
sensible action to take, but not for normal accounts. Rather, education and availing true
news sources can better assist in this regard [3].

2.3 Fake News on Social Media and the Knowledge Gap

Researchers study the topic of fake news in different ways and use cases. Currently, the
most prevalent use case includes news about COVID-19 during which a lot of people
seek information on socialmedia platforms rather thanmainstreammedia. Hence, efforts
have been invested towards studying fake news especially during the time of the COVID-
19 pandemic. A study about the connection of social media and fake news during this
pandemic era has been conducted by [19, 20]. Frenkel [10] and Russonello [22] shows
how the spread of fake news has become more pronounced on social media. A lot of
fake news has been shared about COVID-19 and some examples mentioned in literature
include preventive cures, how to cope with the virus [9], etc. which presents health risks
and undermines the efforts introduced by the government in implementing preventative
measures [11]. It is important to note that most of these stories started on social media
and were disseminated amongst different users.

With that, different countries started studying the impact and spread of fake news
on social media. In Vietnam, a study showed that the spread of fake news exceeds the
verified information announced by the government [23]. In Taiwan, numerous posts
on social media suggested that the country had witnessed a considerable number of
infections and that the Taiwan president was infected, which was later found to be false
[10]. In the US, findings on how people failed to reason whether the content is true or
false before sharing have been shared and this study further suggests the importance of
verifying information before sharing it [9].

In the African context, from the onset of the pandemic, there were misconceptions
that the virus would not thrive due to the geographical conditions i.e. temperatures and
because Africans have strong immune systems [24]. However, this was debunked by the
sudden rise of the virus in the continent which was alarming to those who believed the
speculation [20, 25]. A study by Alpert [26] demonstrates the growing number of false
information on social media in Nigeria, Kenya, SA, and other African countries. With
that, not much research about the impact of fake news in SA has been done or conducted.
Most recent studies document comprehensive reports on the virus [27]. Thus, examining
the impact of fake news in the context of SA is very crucial to assist in raising awareness
on the impact of fake news.
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3 Methodology

3.1 Data Collection

This section discusses the different methods and tools employed to collect COVID-19
related data from five online media platforms. The following describes the techniques
and the breakdown of the data collected from each platform:

• Mainstream media - One of the tools used was Really Simple Syndication (RSS)
feed, a web-based feed that uses a standardised content distribution method to allow
users and applications to be up to date with websites. The news outlets (News24,
IOL, Daily Maverick, Times Live and The Citizen) that were reporting on COVID-19
were monitored and tracked automatically by the RSS feed that was enabled on the
data collector’s side. It feeds update notices in real time and links back to the articles
reporting on COVID-19.

• Youtube – was not the main platform we focused on. However, we have entries in
the dataset from this platform because the video link was shared on either Twitter or
Facebook, thus indicating the originator of the data or story shared.

• WhatsApp – It is difficult to collect data from this platform as it is a private platform.
Therefore, the data collected in this study (at a very minimal scale) was only collected
when data collectors spotted suspicious posts from their WhatsApp contacts. Thus,
there is not many details on how data was collected as it was not structured at all.

• Facebook – we manually retrieved relevant data using the keywords listed in Table 2.
• Twitter – Twitter’s Application Programming Interface (API) was used to collect data
based on the keywords and hashtags defined in Table 2. Twitter is one of the most
popular and commonly used social media platforms which allows users to easily
communicate with each other and share concerns [26]. This is an observation that was
made in this study aswell. Hence, it was used for collecting data. TwitterAnalyticswas
used to search for keywords as it allows access to both historical and real-time feeds,
and allows one to search or query tweets containing specific keywords or hashtags.

Having the correct keywords for the search on Twitter Analytics was very important,
because it produced accurate results. A Tweet Sentiment Visualisation Tool [26] was
also used to collect data based on trending hashtags. Some of the constant hashtags were
monitored on a daily basis. Table 2 shows some of the popular hashtags and keywords
used in SA during the course of the data collection.

To create a dataset, a Google formwas used, which allowed data collectors to capture
information from the above platforms in various formats i.e., images, text, and links.
The dataset was collected over a period of seven months from March 23 to October 30,
2020, certain days were missed i.e. weekends. The study excluded data shared or written
in other languages other than English.
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Table 2. Popular hashtags and keywords used in SA

Type Terms

Keywords Covid19, lockdown, social relief funds, covid19 cases, covid19 tests, coronavirus

Hashtags #Covid19SA, #Covid19inSA, #CoronavirusInSA, #CoronaVirusSA,
#CoronavirusSA, #LockDownSouthAfrica, #COVID19SouthAfrica, #Day[number
since lockdown started]OfLockDown, #lockdowninsouthafrica,
#lockdownextension, 21daysLockdownSA, #SocialDistancing, #StayHomeSA,
#endlockdownSA, #Lockdownlevel4, #Covid19fund

3.2 Data Processing

This section describes the techniques undertaken to clean and process the dataset. This
was accomplished through the following steps:

• All the data entries were automatically saved in a spreadsheet. There was more than
one data collector hence some of the entries were duplicated, as different sources
would repeat the same story. Therefore, the removal of duplicates was necessary to
obtain unique entries.

• Categorisation of data - this includes assigning each data entry to any of the five
categories defined inTable 3. This tablewas used to distinguish between the categories.
It can be noted that a data entry can belong to more than one category.

After processing, the resulting dataset was unique, thus making it easier for it to
undergo the analysis process.

Table 3. Defining the categories

Category Definition Checklist

Misinformation Information that is inaccurate or
misleading, but the person who is
disseminating it believes that it is true
and the spread could be unintentional
[4]

False context, misleading, mistaken,
omissions, satire or parody and no
harm intended

Malinformation Information that is based on reality,
but used to inflict harm on a person,
organisation or country [18]

Based on reality, false context, hate
speech, harassment, deliberate leaks
and cause harm

Disinformation Information that is false, and the
person who is disseminating it knows
it is false. It is a deliberate,
intentional lie, and points to people
being actively disinformed by
malicious actors [18, 28]

False context, inaccurate, misleading,
cause harm, imposter content,
manipulated content and fabricated
content

(continued)
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Table 3. (continued)

Category Definition Checklist

Propaganda Information that tries to influence the
emotions, attitudes, opinions and
actions of target audiences for
political, ideological, and religious
purposes through the controlled
transmission of deceptive, selectively
omitting, and one-sided messages
[29, 30]. The intent varies from
opinion manipulation and attention
redirection to monetisation and traffic
attraction [31]

Promoting agenda, harm or support
and rumors

Scams Meant to deceive and defraud
someone [32]

False context and defraud

3.3 Data Verification

This section discusses the methods and tools that were employed to verify and debunk
fake news spread about COVID-19. All the fake news reported on the pandemic came in
different forms, namely: images, videos, articles, chain messages, and posts containing
only text. In some incidents, it was very difficult to verify and debunk the authenticity
of reported news. For instance, there were cases where images used were modified,
altered or recycled and shared across the Internet. In such cases where images were
involved, FotoForensics [33] was utilised to analyse these images focusing mainly on
the areas where they could have been modified. FotoForensics was started by Dr. Neal
Krawitz, a computer scientist, it is a web application that is used widely to detect image
manipulation [34]. This tool analyses images and provides details unidentifiable by the
human eye, and was used alongside the Google reverse image search tool to discover
other similar images that exist on the Internet.

Another issue encountered across social media platforms was a proliferation of fake
user accounts. These newly created fake accounts were spreading fake news and causing
turmoil across the country. Open source web applications, such as Foller.me [35] were
used to analyse fake Twitter accounts. In a study done by Komendantova et al. [36],
Foller.me is listed as one of the tools that can be used to counter misinformation. All the
fake user accounts were reported and suspended to avoid more fake news on COVID-19
being disseminated.

Virustotal [37], a framework that allows various vendors to contribute with an
antivirus engine was used to identify and detect different malwares on websites, and
to provide detailed information on non-reputable websites that were reporting any sus-
picious news. This tool was analysed in a study by Menéndez et al. [38] and was found
to be very effective for this purpose. Another technique used on the verification of arti-
cles was cross-checking news reports with two or more reputable news outlets including
verified fact-checking websites like Africa Check to confirm the authenticity of the news
and verify articles and posts containing text. This provided the teamwith a solid baseline
for assessing the news that was reported on various media platforms.
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After the verification process which was used to debunk the data in all the categories
such as misinformation, disinformation, etc. Some stories were eliminated because of
the criteria adopted for verification as well as duplicated stories, thus, a total of 120
unique fake news stories were recorded during the collection period. Numerous stories
were duplicated and shared by various sources in various formats, but the main story was
the same and in that case, we only recorded it once in the final dataset which trimmed
the dataset tremendously.

3.4 Data Annotation

Data annotation is broadly defined as the technique of labelling data (with the aim of
enriching textual data) with additional data [39, 40]. The main purpose is to label the
data with meaningful classes which will support the process of data analysis [41]. The
process of labelling data must be performed repeatedly, which makes up individual
annotations [42]. For the purpose of this study, class refers to a department or sector
the data entry directly affects. We performed manual verification and labelling of the
stories obtained from the data verification step. We employed 3 annotators to label and
verify the labels. Each annotator went through the dataset and defined labels by breaking
down each story in the dataset to a smaller insightful unit, that they deemed fit for each
story as the annotators were familiar with the data and its context. This is also known
as the open coding process [43]. Afterwards all appointed annotators went through a
step of recontextualisation to check all aspects of the dataset and make sure it covers
the aim of the study. They then collated and categorized the dataset according to the
labels identified for use. This process was cross checked and repeated to ensure that no
inaccuracies existed. After several revisions, 11 departments that were linked to most
data entries were identified. These annotations are depicted in Table 4 alongside their
definitions and examples, which are referred to as keywords. These annotations aim
to assist in determining the impact caused by the dissemination of misinformation to
various departments. This technique is similar to a process used in a qualitative study
that applies qualitative content analysis [43].

Table 4. Data annotations and definitions.

Department Keywords Definition

Education Schools, Colleges,
Universities etc.

All the topics related to lower
or higher education

Correctional Services Correctional service training Topics related to justice and
correctional services

Rural Development and Land
Reform

Deeds Topics related to development
and land

Defence South African National
Defence Force (SANDF),
soldiers

Topics related to the Defence
Force which is responsible for
defending South Africa

(continued)
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Table 4. (continued)

Department Keywords Definition

Trade, Industry and
Competition

Competition Commission All the topics related to the
competitive economy

Social Development Relief funds, grants, South
African Social Security
Agency (SASSA)

Topics related to social
transformation, reducing
poverty etc.

Health COVID-19 cases, Personal
Protective Equipment (PPEs),
COVID-19 vaccines,
COVID-19 prevention

All the topics related to the
prevention of illnesses,
promoting healthy lifestyles
and healthcare systems

Miscellaneous 5G technology, China, million
body bags, COVID-19 is lab
made

All topics that can be
classified and can affect
different departments i.e.
theories about the Gates
Foundation, conspiracies,
theories about COVID-19 etc

Employment and Labour Workers Topics related to reducing
unemployment

The Presidency Lockdown, regulations,
lockdown extension, alcohol
ban, evictions

All topics related to efforts
the government took to curb
the spread of COVID-19 i.e.
introducing lockdown

South African Police Service
(SAPS)

SAPS, Police Topics related to the police
service

4 Analysis

In this section, we analyse the distribution of the collected data to obtain insights on the
topics shared, trends, and impact caused. The results on how the identified categories
are distributed among various social media platforms are also provided in this section.

The collected data was analysed using descriptive statistics to obtain insight into the
following:

• which period was flooded with fake news stories as well as reasons for the flooding
at that time.

• which of the identified categories were most prevalent.
• which topics were most prevalent and,
• which social media platforms were the main sources for these stories.

Provided in Fig. 2 are the observations formulated from the analysis of the data.
Figure 2 depicts that the highest peak of fake news stories occurred mostly between

23 March 2020 and 28 May 2020. During this period, more than one story was recorded
a day and these stories formed part of all the identified categories described above,
with the misinformation category being the most occurring. Regarding the topics, the
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Fig. 2. Number of fake news incidents per fake news category

most occurring stories were around means for treating and curing COVID-19 at home,
followed by COVID-19 relief aids offered by the government. The COVID-19 relief aids
were meant to assist SA citizens by introducing aids in a form of social grants and food
parcels, which led to misinformation around the application process and distributions
of food parcels. Between 15 July 2020 to 20 August 2020, another wave of fake news
hit (mostly more than one story was recorded a day), though lower than the first one.
The stories recorded during this time fell mostly on misinformation and disinformation
categories.

Another topic trend was around the education sector as schools closed when the
lockdown started and it was unclear as to when they would reopen. Consequently, issues
pertaining to the reopening of schools, students repeating same grades in 2021, reopening
of other school grades (as the opening of schools was phased in, starting with Grade 12s,
7s and Rs which is the year of schooling before a learner attends Grade 1), consequences
of late reopening of schools and the closure of schools again due to the rise of COVID-
19 infections became more prevalent. The education sector was not the only sector
affected by fake news, a lot of stories were shared about the health sector as well.
These stories varied from hospitals recruiting employees, increase of COVID-19 cases
in certain hospitals, lack of PPEs. This impacted the health sector, as people started
having concerns about the readiness of the sector to fight against the pandemic. Fake
news relating to the COVID-19 vaccine introduced vaccine hesitancy, which is delayed
acceptance or refusal of the vaccine. Vaccine hesitancy has been a challenge for years
towards vaccine preventable diseases like Haemophilus influenzae type b (Hib) [44].

To analyse the impact of misinformation dissemination, annotations were used
whereby the stories were categorised by departments. Out of 11 identified annotations,
it can be observed that the health sector was impacted the most and was leading at
36.5%, which supports that most prominent topics were around preventing COVID-19
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and home remedies for the virus. The second most affected department was The presi-
dency at 21.7%, which in this case focuses on topics related to means put together by the
government to curb the spread of COVID-19 i.e. lockdown, and providing assistance to
those in need or affected by the pandemic. Depicted in Fig. 3, is the distribution of all
the identified annotations.

Fig. 3. Distribution of annotations identified

When analysing the sources, it was observed that out of the five sources used for
collecting data, most of the data came from Twitter contributing 59%, followed by
WhatsApp at 22% and YouTube contributing the least of data at 1%. These results are
depicted in Fig. 4.

Fig. 4. Percentage of fake news incidents per fake news source

Figure 5 provides insight on how the categorisation of datawas distributed among the
platforms used for collecting data. It can be observed that Twitter was the main source
for three categories, namely:misinformation,malinformation and disinformation. Scams
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were mainly from WhatsApp followed by Twitter. Twitter and WhatsApp contributed
equally in spreading propaganda and were the only sources that spread propaganda.

Fig. 5. Source of fake news vs fake news categories

There have been many data visualization projects worldwide around the topic of
COVID-19. However, most of them focused mainly on COVID-19 cases including daily

Fig. 6. Confirmed fake news dashboard in SA [37].
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increase in reported cases, increase in the number of deaths recorded, mapping where
cases are increasing rapidly etc. For this study, a data visualisation dashboard portraying
all the confirmed fake news stories was created with the aim to provide easy access
and bring awareness to South African citizens. Figure 6 depicts the home page of the
dashboard whereby users can search for confirmed fake news stories based on a date or
category and it also allows users to filter data based on different filters.

The above section demonstrated how fake news was analysed based on the different
factors mentioned. Conclusions were drawn to provide insight on how the spread of fake
news can be further monitored and controlled in SA.

5 Discussion

5.1 Findings

The study stems from an observation that was made during the lockdown period as it was
quickly realised that there were COVID-19 related fake news circulating across different
social media platforms and mainstream media and fake news about the lockdown in
general. It was observed that, whenever announcements were made by the President and
Government officials regarding lockdown restrictions, fake news would pop up which
confused the citizens. This is depicted in Fig. 2. From the results, it was noted that topics
about COVID-19 cures and COVID-19 relief aids were largely shared. This caused
panic, and more importantly emphasised on lack of health education or awareness, as
people were receiving wrong information concerning something vital to their health.
This impacted the health sector as people started losing confidence in their capability
to fight against the pandemic and introduced vaccine hesitancy. The content of fake
news also affected the government aids provided to assist citizens and families during
the pandemic. Therefore, people identified opportunities to spread false stories with the
intent to scam people on how they can get funds by dialing a certain number or providing
their confidential banking details. From the results it is clear that most of the scams were
mainly from WhatsApp as it is easier for users to make voice calls or send messages
since most of the scams require users to reply via text. The general public was vulnerable
during this period, and so it became easier to mislead them. Overall, it can be observed
that, in SA social media especially Twitter is the largest contributor of fake news. A
lot of articles exist about the spread of fake news via social media and SA is catching
up, but there is a need for awareness and more research pertaining to reasons behind
people spreading fake news during such a time. Social media makes it particularly easy
to spread fake news because of thewide audience, but also the lack of substantial filtering
of posts from a third-party, there is little to no fact-checking or even editorial judgement
so people are free to share any information [38]. As the lockdown period progressed,
more stories were shared depending on the popular topics discussed in the country.

The education sector was also impacted as there was a lot of discomfort about pupils
and students going back to school in the middle of a pandemic. The government took
time deciding on the course of action when it came to the curriculum because there were
adverse consequences to missing school, such as interrupted learning and missing out
on education. Thus, fake news emerged about the closing and reopening of schools. This
caused panic among those affected, as they did not know what was true or false at this
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point. The sharing of fake news during the social media era is a great concern because
it allows users to hide their real identity, write freely without being vetted, and their
geographical location is not always known [39].

5.2 Limitations and Future Work

Even though the study was a success, it was not without limitations and this section
highlights some of the limitations that were encountered. Firstly, the study excludes any
data that is not published in English (there are 11 official languages in SA) which means
there were omissions of relevant information published in other languages. Secondly,
there is an incomplete representation of the populace, as the study only focuses on social
media platforms which are not used as often especially in rural areas, thus limiting the
sample size. Thirdly, the difficulty of collecting real-time social media data which can
enable timely assessment of public reactions to opinions, epidemic control measures,
and the timely clarification of rumors. This leads to the difficulty in capturing a story’s
originator which results in finding the story when a government or department official
account orwebsite has confirmed that the story is fake. Lastly, limited resourceswere also
a constraint in verifying the authenticity of the news. With technology rapidly evolving,
there is so much one can do in verifying sources of the news. To some extent, it becomes
difficult to stay updated with the evolution of media platforms, this results in having a
few limited technologies at your disposal to monitor and verify the news.

There are several directions for future work to address this large-scale infodemic
surrounding COVID-19 in SA. Firstly, to improve fake news detection by having an
automated process for collecting data. Secondly, to conduct a sentiment analysis (to
understand people’s behavior and intentions when sharing fake news), which would
provide insights for future cases. Lastly, to analyse how algorithmic correction can be
utilized by a platform (i.e. social media platform like Twitter) and by users for correction.

6 Conclusion

In this paper, an exploratory study that analyses the impact of sharing fake news during
the COVID-19 pandemic is presented. Despite the vast reviews of literature presented so
far, nothing much has been studied in the case of SA. This is evident from the literature
study, which goes into depth about the theories of fake news, and fake news on social
media. Although this study explains the impact of fake news, it is limited by its ability to
empirically explain the causes and effects of fake news proliferation. The methodology
followed to collect, process, verify and analyse data, has been provided.

The data collected and analysed for this study is over a period of seven months. From
the beginning of the study, it can be noted that the spread of fake news in SA was high
and there was a lack of awareness since the exposure to fake news is often overlooked
by people. However, towards the end of the data collection period, the records of fake
news decreased tremendously as the government invested time to raise awareness about
the impact of fake news. With that said, efforts still need to be invested in educating
people, raising awareness about fake news, and coming up with strategies for the future.
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The findings detailed in this study can assist the government in developing successful
interventions in the future.

The analysis shows that Twitter is the leading platform used to disseminate fake news
at 59% followed by WhatsApp at 22%. From this, it is evident that in the South African
context, people tend to use Twitter the most to share their concerns and this can be
leveraged in the future. Thus, this provides insights, i.e. knowledge on which platforms
to focus on during a pandemic or to curb the spread of fake news and these findings can
assist the government and other organisations in developing successful interventions and
coming up with strategies in the future.
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Abstract. Recent studies have shown that group communication on
WhatsApp plays a significant role to foster information dissemination at
large, with evidence of its use for misinformation campaigns. We analyze
more than 40K audio messages shared in over 364 publicly accessible
groups in Brazil, covering six months of great social mobilization in the
country. We identify the presence of misinformation in these audios by
relying on previously checked facts. Our study focuses on content and
propagation properties of audio misinformation, contrasting them with
unchecked content as well as with prior findings of misinformation in
other media types. We also rely on a set of volunteers to perform a
qualitative analysis of the audios. We observed that audios with mis-
information had a higher presence of negative emotions and also often
used phrases in the future tense and talked directly to the listener. More-
over, audios with misinformation tend to spread quicker than unchecked
content and last significantly longer in the network. The speaker’s tone
from the audios with misinformation was also considered less friendly
and natural than the unchecked ones. Our study contributes to the liter-
ature by focusing on a media type that is gaining mainstream popularity
recently, and, as we show here, is being used as vessel for misinformation
spread.

Keywords: WhatsApp · Audio messages · Misinformation

1 Introduction

WhatsApp has become a major communication platform worldwide. In fact, as
of January 2021, two billion users were accessing the messenger app on a monthly
basis1, surpassing, by far, the monthly usage of other popular platforms such as
Facebook Messenger, Telegram, and Snapchat. The app stands out for offering a
simple and easy-to-use set of features that allows anyone to quickly share texts,
images, audios, videos, or files with individual users or several people at once,
through the so-called group communication.
1 www.statista.com/statistics/258749/most-popular-global-mobile-messenger-apps.
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The widespread use of WhatsApp motivated several studies on different
aspects of the platform [7,13,15,18,20–22]. Most studies exploited the fact that,
though private spaces by default, WhatsApp groups can be made publicly acces-
sible as group managers share invitation links in public websites. By clicking on
those links and joining these publicly accessible groups, researchers were able to
gather data for further analysis. These studies showed that WhatsApp is not a
mere communication tool but rather exhibits characteristics of social networks
like Facebook, and Reddit, with the emergence of robust networks interconnect-
ing users which facilitate the quick spread of information [18,22]. With a partic-
ular focus on the misuse of the platform for spreading fake content, some authors
analyzed content properties and general propagation dynamics of misinforma-
tion shared in WhatsApp groups, aiming at identifying distinctive properties of
this type of content in image [22] and textual [21] messages.

However, online users in general, and WhatsApp users in particular [9], have
been showing a growing interest in audio content. On one hand, neither text
nor image messaging can fully convey the sender’s tone, urgency, emotion, or
purpose [23] as audio content can, and some prior studies relied on audio media
to capture these peculiarities [8]. As such, audio conversations may lead to fewer
misinterpretations than textual content. On the other, sharing audio content
can be more convenient, especially for the sender. Unfortunately, the increase in
popularity of audio messages on WhatsApp has been followed by reports on the
use of this type of media as an effective vessel to spread misinformation on the
platform2. Indeed, in a preliminary analysis of audio messages shared in publicly
accessible WhatsApp groups in Brazil, we showed some initial evidence of the
presence of audios with previously checked fake content [13].

We build on our prior work [13], focused mostly on developing a methodology
to analyze audio content gathered from WhatsApp groups. Following the evi-
dence raised in that work, we here delve into WhatsApp audio messages, offering
what we believe to be the first analysis of the spread of misinformation in audio
messages. Specifically, we aim to tackle the following research questions (RQs):

RQ1: What are the characteristics of audio messages with misinformation shared
in publicly accessible WhatsApp groups in terms of content properties and prop-
agation dynamics? How do they compare to prior findings of misinformation in
other media types on the platform [21,22]?

RQ2: How do the content and dynamics properties of audio messages carrying
previously checked misinformation compare with the properties of the other
audio messages?

To address these questions, we rely on a dataset obtained from [22], consisting
of over 43 thousand messages collected from publicly accessible and politically-
oriented WhatsApp groups in Brazil. Our study relies on qualitative and quanti-
tative analyses to unveil content and propagation properties of misinformation in
audio, comparing them against similar properties of unchecked audio messages
as well as properties of misinformation in other media types reported in [21,22].

2 https://www.politico.com/news/2020/03/16/coronavirus-fake-news-pandemic-133
447.

https://www.politico.com/news/2020/03/16/coronavirus-fake-news-pandemic-133447
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Our main findings reveal that audio communication is widely used in the
364 monitored WhatsApp groups, with more than 42 thousand audio messages
across six months. Based on the misinformation detection, we marked over 120
unique audios that were shared more than 2,000 times across 260 groups during
the monitored period. We observed that audios with misinformation appear in
more groups and are shared by more users than their counterparts. Lastly, we
noticed many particular characteristics that emerged more often in audios with
misinformation, such as a call to action (actively asking the listener to take some
action, such as share the audio) and being more related to negative emotions.

This paper is organized as follows. Section 2 presents related work. Section 3
describes our methodology to analyze audio content share on WhatsApp groups,
notably how we identified audios containing misinformation. Our analyses on
content properties, including the results of a qualitative investigation, are pre-
sented in Sect. 4, whereas results on propagation dynamics are discussed in
Sect. 5. Conclusions and future work are offered in Sect. 6.

2 Related Work

Recent studies investigated the dissemination of misinformation on social media
platforms. Since the 2016 U.S. presidential election, the spread of misinformation
is increasing around the world. The so-called fake news may contribute to polit-
ical polarization, decrease trust in public institutions, and lead people to have
less faith in the political process. Social media bots on Twitter were observed
during the 2016 U.S. Presidential election [3]. Out of almost 3 million distinct
users involved in political discussions, 400 thousand were bots being responsi-
ble for 3.8 million tweets (one-fifth of all collected tweets). These numbers are
worrisome since these bots can act in an orchestrated way to influence and pro-
mote discussion, impulsing content with misinformation, and influencing what
is being discussed by real users [1]. Bots are not only targeting politics, but also
several other areas, such as debates regarding vaccination campaigns [5], and are
present in several social networks [10].

Recently, a few studies have looked into user behavior and content dissem-
ination in WhatsApp groups. Garimella et al. [11,14] proposed a general data
collection methodology for collecting Whatsapp public groups and analyzed mis-
information in images shared groups in India. Josemar et al. [7] analyzed political
and non-political groups using cascade model as well as dissemination of misin-
formation. They observe that cascades with misinformation tend to be deeper,
reach more users, and last longer in political groups than in non-political ones.
Bursztyn et al. [6] focus on understanding the differences between right and left-
wing Whatsapp groups during the 2018 Brazilian Presidential election. They
found that right-wing groups are more abundant, tightly connected, and geo-
graphically distributed, while also sharing more multimedia messages. Melo et
al. [15] evaluate the dynamics of the spread of misinformation in WhatsApp
groups. Using an epidemiological model, the authors showed how the forwarding
feature contributes to the content virality, and why system limitations are not
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effective to prevent a message to reach the entire network quickly. Resende et al.
[22] studied the types of content shared in publicly accessible WhatsApp groups
during two events in 2018 in Brazil. The authors proposed a method to iden-
tify misinformation in images shared across the groups. They found that images
with previously checked misinformation tend to be reshared within shorter inter-
vals and are more often shared first on WhatsApp and then on the Web. Later,
the same authors extended their prior work by focusing on shared textual mes-
sages [21]. The analysis of psychological elements in the text showed a frequent
presence of the insight category in messages with misinformation, often used in
chain messages. In terms of propagation dynamics, textual messages are shared
more times, by a larger number of users and in more groups. The ones containing
misinformation tend to spread faster within particular groups, but take longer
to propagate across different groups.

Lastly, our preliminary work [13] focused on studying audio messages in
WhatsApp, going over a basic content analysis of all audio messages as well as
some evidence on misinformation in audio messages. We build on this prior work
and focus on identifying the differences of audio messages with misinformation
versus unchecked content.

3 Methodology

In this section we describe the methodology we employed in our study, focusing
particularly on the WhatsApp dataset used. We briefly review how we gathered
and processed the dataset, following steps described in detail in [13]. We also
present how we identified misinformation in the audio messages collected.

3.1 WhatsApp Dataset

This work relies on the same raw dataset collected in [21,22], which contains
messages collected from publicly accessible WhatsApp groups from 21st of May
to 28th of October of 2018. Those studies focused on analyzing messages con-
taining textual and image content only. More recently, we complemented those
studies by looking into audio messages, offering a preliminary analysis of content
properties, audio type (music vs. speech) and propagation dynamics [13].

To that end, we employed a multi-step methodology to process the audio
content collected, consisting of (i) pre-processing, to guarantee that all audios
are in the same format; (ii) similarity detection, to group audios that have simi-
lar content together; and (iii) speech recognition phase to transcribe the audios,
allowing for the use of natural language processing tools to analyze their content.
Very briefly, to identify and group audios with similar content, we employed the
open-source library called Chromaprint3, which processes and transforms the
audio frequency in musical notes and uses this new representation to compare
different files. Using the fingerprints produced by Chromprint, we performed a

3 https://acoustid.org/chromaprint.

https://acoustid.org/chromaprint
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pairwise comparison of audios, grouping as “similar” (or near-duplicates), audio
pairs for which Chromaprint returned a score of similarity above a given thresh-
old, which was selected after a manual investigation of a sample of audios pairs.
For each group of near-duplicates, we elected one audio as representative of the
content. Moreover, to be able to analyze that content, we used Google’s Speech-
to-Text API4 to produce a transcription of each (unique) audio content. This
API returns a score of confidence on the transcription produced. Based on a
manual evaluation, we selected a threshold of confidence of 0.8, only keeping
transcriptions whose confidence exceeded this defined threshold. In this phase,
we also filter audios that were not in Portuguese, as those yields a low confidence
threshold since the API is set to Portuguese. We refer the reader to [13] to a
detailed description of how these steps were performed.

Table 1. Dataset overview (* users and groups with at least one audio message).

Truck drivers’ strike Election campaign Whole collected period

# Groups 117 330 364

# Users* 1,134 6,002 8,056

# Audio message 5,780 28,593 42,869

# Unique audios 1,450 8,505 16,503

# Transcripted audios 987 5,913 11,700

Table 1 shows overall statistics about the dataset for the whole period of
analysis, as well as for each of the two selected periods separately, the national
truck drivers’ strike (between May 21st and June 2nd) and the general election
campaign in Brazil (from August 16th to October 28th). It shows the total
number of audio messages shared, the total number of users who shared at least
one audio, and groups where at least one audio was shared. Overall, we have
more than 8 thousand different users who shared almost 43 thousand audio files
in 364 different groups. The table also shows the total number of unique audio
contents as well as the number of unique audios for which a transcription with
enough confidence was obtained, identified following the methodology described
above. The latter, corresponding to around 71% of all audios, was indeed the
content used in our analysis. We note that the same audio content was shared
3–4 times on average. However, as we will see later, some audio contents were
shared a much larger number of times.

3.2 Misinformation Detection

We expand the methodology developed in [13] by adding a fourth step: misinfor-
mation detection. Detecting misinformation is a challenging task. Prior efforts
relied on various strategies, including the use of fuzzy analytic hierarchy process
[2] and the detection of social bots as an initial step for computation fact-checking
4 https://cloud.google.com/speech-to-text/.

https://cloud.google.com/speech-to-text/
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[16]. Another approach is by relying on fact-checking journalists and agencies,
which are experts in assessing the truth of a public claim by seeking reliable
sources, analyzing facts, images, and videos as well as directly contacting those
involved in these claims [12].

Following prior analyses of misinformation in textual and image content on
WhatsApp [21,22], we here chose to rely on fact-checking agencies to find mis-
information in the content of the audios in our dataset. We used a dataset
containing a list of fact-checked claims, made available by [22], gathered from 6
important fact-checking agencies sites in Brazil. We identified audios with mis-
information by comparing each audio transcription in our dataset with a fact-
checked claim marked as containing misinformation by at least one of the fact-
checking agencies. Specifically, we first pre-processed all audio transcriptions and
checked-as-fake claims by removing stopwords and using lemmatization. Next,
we represented each transcription and checked-as-fake claim by a TF-IDF vec-
tor [17]. Then, we calculated the similarity of each audio transcription a with
a checked-as-fake claim b by computing the cosine similarity between the corre-
sponding TF-IDF vectors. We did that for each pair (a, b) of transcription a and
checked-as-fake claim b.

We manually analyzed the 300 pairs of texts (audio transcription and
checked-as-fake claims) with the highest cosine similarity. Our goal was to assess
whether the audio transcription contained the same content as the previously
checked fake claim. As per the manual analysis, we found that only 100 out of
the 300 transcriptions analyzed indeed carried the same content as the claim
they were matched to with the highest similarity. These audios were marked as
containing misinformation5, and are the focus of our analyses in the following
sections. All other 200 audio messages, as well as all other audios with lower
similarity compared to the collected claims, were marked as unchecked. We use
the term unchecked to emphasize that all we can state is that they are not
similar to any previously checked-as-fake claim collected. Thus, strictly speak-
ing, they might or might not carry misinformation. However, we do expect that
we were able to catch most audio messages containing misinformation in our
dataset, especially those with greater impact on users, as they most probably
were reported by at least one of the fact-checkers. As future work, we intend to
explore other text similarity methods such as word embeddings.

4 Content Analysis

We now analyze the content of the audios shared, distinguishing between audios
with misinformation and unchecked content. To that end, we focus on the audio
transcriptions. We start by uncovering the main topics of discussion conveyed
in each set of shared audios, and then we look into some psychological linguistic
features extracted from their transcriptions. Next, we rely on volunteers to offer
a qualitative analysis of the content of a sample of audios.
5 These 100 audios represent distinct content that was shared during the period of

analysis. As we will see, each content was indeed shared multiple times.
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Table 2. Most representative words for each topic inferred by LDA method

Topic Most representative words

1 Brazil, Country, Person, Brazilian, Politician, Year, PT, Family, Govern, Defend

2 Expensive, Talk, Stay, See, Understand, Marry, End, Impose, Woman, Nobody

3 Federal, Public, Congressperson, Million, Lula, Paulo, Money, Year, Candidate,
Politician

4 Military, Brazil, Stop, Truck Driver, Army, World, Brazilian, Military
intervention

5 Bolsonaro, Vote, Brazil, Haddad, PT, President, Jair, Election

6 God, Lord, Jesus, Life, Word, Day, Love, Heart, Father, Name

7 Guys, People, Talk, Understand, Stay, Do, Happen, Find

8 Day, Hour, Guys, City, Car, Night, Today, Come, Friend

4.1 Topic Analysis

To infer the topics conveyed by the audio messages, we employed the Latent
Dirichlet Allocation (LDA) algorithm [4] on our collection of audio transcrip-
tions. LDA receives as input all audio transcriptions and the desired number
of topics k, and it computes the topic distribution, which can be interpreted
as k clusters, each one represented by a word distribution. Words with higher
weights in this distribution are more representative of the given topic, thus for
each input audio transcript, we can infer the most related topic.

We pre-processed all the transcriptions by removing punctuation marks and
stopwords, lowercasing, and stemming all the words.

As a next step, we used all the (pre-processed) transcriptions as input to the
LDA model. We used the LDA implementation provided by Gensim6, a Python
library that implements LDA algorithm. Based on this, we obtain the words
associated with the k topics learned by the model, and with those words, we can
get a better understanding of what is discussed in each topic. To select the best
number of topics k, we ran the algorithm varying the number of topics k from 2
to 20 and assessed the quality of the results, measuring the topic coherence c v.
We found the best topic coherence at k = 8 topics.

Table 2 presents the top-10 most representative words of each topic. Note
that topics 1, 3, and 5 are closely related to politics since they are character-
ized by words such as “Campaign”, “Brazil”, “Mayor”, “Politician”, “PT” (an
important political party in the country) and so on. Topic 4 is closely related to
the truck drivers’ strike event, identified by the words “Trucks”, “Truck Driver”
and “Military Intervention” (a topic largely discussed during the truck driver’s
strike). Topic 6 contains mostly words related to religion, suggesting that many
audios were recordings of members of Christian denominations members. Finally,
topics 2, 7–8 are more loosely connected and encompass more general narratives.

To analyze the distribution of topics across different audio transcriptions, we
first assigned to each transcription the most prevalent topic according to LDA
6 https://radimrehurek.com/gensim/.

https://radimrehurek.com/gensim/
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(a) LDA topic distribution (b) Relative difference in prevalence of
LIWC attributes between misinformation
and unchecked

Fig. 1. Content properties of audios with misinformation and with unchecked ones.

results, i.e., the topic with the highest probability associated with the transcrip-
tion. Figure 1a presents the distributions of topics across different transcriptions,
separately considering audios with misinformation and unchecked ones. Note
that 52% of audios with misinformation are characterized as containing content
related to topics 4 and 5, which are the most strongly related topics to the social
mobilization events that happened in the period – the truck drivers’ strike and
the elections. These two topics are characterized by words such as “Military”,
“Truck Driver”, and “Election”. Topic 7 is the third most predominant topic
among audios containing misinformation: 18% of them are characterized by this
topic which covers words such as “Guys” and “Do”. Unchecked audios are more
equally distributed across all topics. The topic that holds the largest fraction of
audios with unchecked content is Topic 2, which is characterized by words like
“Understand” and “Talk”, with almost 21% of audios falling into this category.

4.2 Psychological Linguistic Features

We also analyzed the psycholinguistic properties of the audio transcriptions
using the 2015 Linguistic Inquiry and Word Count (LIWC) lexicon [19]. LIWC
that categorizes words into linguistic style, affective and cognitive attributes.
We ran each audio transcription through the Portuguese version of LIWC7,
computing the distributions of each LIWC attribute among audios that were
marked as containing misinformation as well as the audios with unchecked con-
tent. For each LIWC attribute, we compared the two distributions to identify

7 Provided by http://143.107.183.175:21380/portlex/index.php/pt/projetos/liwc.

http://143.107.183.175:21380/portlex/index.php/pt/projetos/liwc
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which attributes were significantly different across the two sets of audio mes-
sages. To compare each pair of distributions, we use the Kolmogorov-Smirnov
test, selecting attributes that had a p-value < 0.05 as significantly different.

Aiming at contrasting the most common LIWC attributes in audio tran-
scriptions classified as misinformation and transcriptions containing previously
unchecked content, we computed, for each LIWC attribute that was marked
as being significantly different in the two types of messages, the ratio of the
difference between the values of the attribute in audios with misinformation
and audios with unchecked content to the value of the attribute in audios with
unchecked content. This ratio implies how much more prevalent, percent-wise,
the attribute is among audios with misinformation, compared to audios with
unchecked content. Positive ratios imply that the attribute is more present in
audios with misinformation, whereas negative ratios mean a greater prevalence
among unchecked content.

Figure 1b shows the relative differences for attributes identified as signifi-
cantly different across the two sets of audios. We note that audios with mis-
information tend to be longer, with a higher word count (WC). Furthermore,
messages with misinformation tend to be more related to work, characterized
by words such as jobs and employment, have more negative emotions (e.g.,
“hate”, “ugly”), use words from the third person singular, such as “she” and
“he”, carry phrases in the future tense and have words related to insights, such
as “think” and “know”. Moreover, audios with misinformation also tend to use
words such as “you” or “your” (e.g., “it is your problem”) and use words related
to causation, such as “because” and “to that effect”. In contrast, messages with
previously unchecked content tend to carry more positive emotions, use the first
person singular and cover words related to health, religion and friendship. These
observations point towards a clear distinction in discourse in the misinformation
audios. Interestingly, when comparing these results with those obtained for tex-
tual messages [21], we notice that in both audio and textual messages, there is
the predominance of the insight attribute on misinformation. However, in textual
messages, words such as “we” and “they” appear more frequently in misinfor-
mation, which is not the case here, with “you” being more frequent. Textual
messages with misinformation also had a high presence of the sexual attribute,
however we found no significant presence of this attribute in audio messages
with misinformation. Lastly, textual messages also tend to be associated with
the present, whereas audios are more often associated with the future tense.

4.3 Qualitative Analysis

To delve deeper into the content of the audios, we conducted a qualitative anal-
ysis of a sample of 100 audios by volunteers. The study is composed of two
phases: an interview and a survey. The goal of the interview was to gather the
perceptions of selected volunteers on the audios’ content with a limited number
of audios and use the insights to develop an online survey to reach a broader
public.
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First Phase: Interview. We interviewed three volunteers separately, with each
interview consisting of a one-hour online session, using a semi-structured format,
with a defined list of questions to be answered by the volunteers. Each volun-
teer filled a consent form to allow the use of their responses in this study in
an anonymous format. Each interview can be divided into two phases. The first
phase consists of questions aimed at learning more about the volunteers, their
participation in WhatsApp groups, and their perception of audio in general.
During the second phase, the volunteers were asked to listen to four randomly
selected audio files. After each audio, they were asked to answer questions regard-
ing their perception of it. Out of the four audios, two contained misinformation,
and two had unchecked content.

Regarding the volunteers’ perception of the listened audios, we analyzed their
answers separately for audios with misinformation and audios with unchecked
content. Audios with misinformation were spotted easily as potential sources
of misinformation, possibly due to the volunteers’ close familiarity with studies
on misinformation8. In some cases, they also reported finding a certain tone
of artificiality in the tone of the speakers of these audios. The volunteers often
pointed out that often the speaker of audios with misinformation tried to create a
link with someone important as a strategy to bring credibility to the information
being transmitted (e.g., the speaker was related to a famous newscaster) as well
as trying to back their claims with sources. The volunteers also noted that audios
with misinformation tried to engage more with the listener, often trying to create
the illusion of familiarity and intimacy, referring to the listener by terms that
relate to friendship or family. Overall, we noticed some peculiarities common
in audios with misinformation, such as the feeling of uneasiness and the use
of strategies to engage more with the public. With these peculiarities mapped
out, we moved into the second part of the analysis to identify whether these
characteristics were frequent.

Second Phase: Online Survey. Based on the insights collected in the inter-
view, we set up an online survey to gather more information on differences
between audios with misinformation and unchecked content. We also wanted to
check whether the previous remarks collected were also noticed by a larger group
on a broad set of audios. The online form is composed of two sets of questions,
one related to volunteers’ demographics and the frequency of usage of audios
in WhatsApp groups, and the other related to impressions they had after lis-
tening to the selected audio. We selected a random sample of 100 audios, 50
with unchecked content and 50 with misinformation content. Each audio was
evaluated by 3 different people while each volunteer evaluated 5 different audios.

In total, 25 volunteers participated in the online survey. Starting with the
responses to the first set of questions, the volunteers were, on average, 27 years
old, 16 of them identified themselves as male and 9 as female. Moreover, the
largest group they participated in varied from 25 to 256 members, with an aver-

8 This potential bias of the volunteers is not problem in itself as the main focus of this
phase was to raise the general impression that audios with misinformation evoked
on the volunteers.
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Fig. 2. Emotions felt by listeners of misinformation and unchecked content.

age of 88, which coincides with previous observations that WhatsApp groups
tend to connect a large group of people [7,21]. In general, our volunteers reported
that they receive audios more often than send them on WhatsApp.

For the second part of the survey, each answer was tied to a specific audio
file, and we discuss them separately for audios with misinformation and with
unchecked content. First we asked which emotion did the volunteer feel when
listened to the audio. Figure 2 shows the percentages of audios for which different
emotions were selected by the volunteers when listening to them. For each audio,
we considered all the emotions selected by all volunteers. Thus, note that the
percentages may exceed 100%. Note that volunteers felt more negative emotions
when listening to audio messages with misinformation. This might be due to the
higher presence of negative words, as we discussed in Sect. 4.2. Sadness, surprise,
fear, disgust, and especially anger were most felt while listening to audios with
misinformation, whereas trust and joy were most reported when listening to
audios with unchecked content.

When asking whether did they think the audio contained false information,
when presented audios with misinformation, our volunteers spotted them 76%
of the time. When asked whether the audio had some form of data or source to
back the information, 58% responded yes when presented an audio with misin-
formation and only 17% responded yes when presented an audio with unchecked
content. However, when asked whether the provided source increased the cred-
ibility of the audio, only 24% of the volunteers said it did indeed increase the
credibility. This reaffirms some points raised by the volunteers of the interview:
many audios with misinformation try to back their history with some study or
data, but they are often not reliable enough. This also links back to the greater
prevalence of the insight attribute in audios with misinformation, as reported
in Sect. 4.2. Words that characterize this attribute, such as “think”, “consider”,
“know”, are often used to create a storyline. Overall, most volunteers said they
would not share any of the audios with friends or family: indeed, for audios with
misinformation, only 9% of the volunteers mentioned that they would share
them, whereas, for audios with unchecked content, this fraction drops to 5%.
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We then preceded to ask about the naturality, excitement, and friendliness of
the audio. Each volunteer was able to select a number from zero to four for each
of the three questions. For naturality, zero indicated “Very Artificial” whereas
four indicated “Very Natural”. As for excitement and friendliness, zero indicated
“Very Sad” and “Very Hostile”, and four indicated “Very Excited” and “Very
Friendly” respectively. We found a significant difference in the answers of vol-
unteers regarding the naturality and friendliness of the speakers for audios with
misinformation and with unchecked content, but no significant difference with
respect to excitement. Volunteers reported that speakers of audios with misinfor-
mation tend to be more often less friendly (average score of 1.78) than speakers
of audios with unchecked content (average score of 2.34), with a statistically
significant difference according to a t-test (p-value ≤ 0.05). As to the natural-
ity of the speaker, the gap is even larger: the average score was 1.65 for audios
with misinformation and 2.56 for unchecked content (statistically significant dif-
ference with p-value ≤ 0.05). That is, speakers of audios with misinformation
tend to more often give the impression of an artificial tone. Lastly, when asking
whether the audio had any call to action, volunteers reported that they could
often identify this characteristic in audios with misinformation. Indeed, some
type of instruction to be executed by the listener (e.g., share the audio in more
groups) was reported in 72% of the cases of audios with misinformation. For
audios with unchecked content, this fraction falls to 32%.

In sum, the survey results suggest the following key observations. Audios with
misinformation tend to make the listeners feel more negative emotions, such as
sadness, fear, anger, and disgust, and more often mention some source to try
to support their claims, although these sources were often seen as unreliable
and, in many cases, did not make the information more believable. Moreover,
the speaker’s tone of audios with misinformation was considered less friendly
and less natural than the audios with unchecked content. Finally, audios with
misinformation more often resorted to some type of call to action, notably as a
strategy to help spread the content.

5 Propagation Dynamics

In this section, we look into the propagation dynamics of audio messages, looking
into the metrics lifetime and inter-share time. The former is the time interval
between the first and the last times a particular audio content was shared in any
monitored group, tn − t1, where n represents the number of times the audio was
shared in any group, whereas the latter is the time interval between consecutive
shares of the same content (regardless of the group in which it was shared),
t2 − t1, ..., tn − tn−1. We also look into how many groups each audio message
reaches and how many unique users share the same audio.

Figure 3a shows the distributions of lifetimes for audios with misinformation
and unchecked content. As shown, audios with misinformation tend to last longer
on the platform: 75% of audios with misinformation remained being (re-)shared
by up to 31 days, whereas the same fraction of audios with unchecked content
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(a) Lifetime (b) Inter-share times (c) Number of sharing
users

(d) Number of groups (e) Number of shares

Fig. 3. Propagation dynamics of misinformation and with unchecked audios.

lasted at most 7 days. These numbers represent a significant increase compared
to prior results on image messages. According to [22], no significant difference in
the lifetimes of images with misinformation and unchecked content was observed,
as roughly 70% of images in either category lasted up to 100 h. With respect to
textual messages, on the other hand, prior results [21] are somewhat similar to
what was observed here for audios, though with longer lifetimes. For instance,
50% of textual messages with misinformation lasted up to 10 days in the system.
In contrast, here we observe that the same fraction of audios with misinformation
lasts for up to 6 days.

Figure 3b shows the distributions of inter-share times. We see only a small dif-
ference in the distributions for misinformation and unchecked content. Roughly
speaking, around half of the audios with misinformation are re-shared within
40 min whereas the same fraction of audios with unchecked content are re-
shared within 65 min. Thus, audios with misinformation tend to spread slightly
more quickly than unchecked ones. This result is consistent with prior findings
that misinformation in both image and textual content spreads faster. However,
audios with misinformation tend to spread much more quickly than images with
misinformation: according to [21], around 80% of the images with misinforma-
tion are re-shared within 100 min, but we found that only 65% of the audios
with misinformation are re-shared with the same time interval.

We now turn to the analysis of the reach of the audio messages, in terms of
number of users who shared them and number of groups where they were shared.
Note that the latter gives an idea of the potential audience of these messages.
Figure 3c shows that audios with misinformation tend to be shared by a larger
number of distinct users: around 80% of audios with misinformation are shared
by at least 12 different users, while 80% of unchecked audio are shared by at
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most two people. Also, as shown in Fig. 3d, audios with misinformation tend to
reach a much larger potential audience: 90% of audios with misinformation are
shared in at least 27 different groups, while the same fraction of audios with
unchecked content appears only in three groups. Ultimately, Fig. 3e shows that
audios with misinformation tend to be shared a much larger number of times:
20% of them were shared more than 13 times, while 80% of the audios unchecked
content had a maximum share count of only two.

These numbers show the greater potential of “viralization” that audios with
misinformation have over general, unchecked audio. Indeed, audios with misin-
formation tend to often target topics that are incredibly relevant to the political
scenario that they appear in, such as political candidates during the electoral
period, or involving major opinions toward strikes, as seen in Sect. 4.1. They
also bring many psychological attributes that catch people’s attention and have
a direct impact on our emotions, such as the use of negative words, or attributes
regarding future, as seen in Sect. 4.2 and even in the response from the inter-
views conducted in Sect. 4.3. Finally, they include contents that make them
potentially more engaging, such as “sources” that try to back their stories or
employ strategies to engage the listener in actions (e.g., re-sharing), as seen in
Sect. 4.3. These observed characteristics of audios with misinformation are con-
sistent with prior findings for images and textual messages as well [21,22] and
may contribute to their attractiveness and virality. An avenue of future work is
to explore the greater presence of these properties in the design of methods to
detect misinformation and mitigate its harmful impact.

6 Conclusions and Future Work

Recent studies looked at the propagation of textual and image content in What-
sApp, but to our knowledge, no study focused on misinformation in audio con-
tent. In that context, our goal was to understand of how audio messages with mis-
information are used in publicly accessible WhatsApp groups. We first focused
on understanding the characteristics of these audio messages in terms of content
properties and propagation dynamics, while also looking at the differences to
prior findings for text and images.

Regarding the topics discussed in the audios, four were directly related to
politics and had the largest fraction of misinformation. Other discussion topics
were related to religion and chatter. Analyzing the psychological attributes, we
identified a higher presence of words related to negative emotions and insight
states in audios with misinformation. They also had more phrases in the future
tense and referring directly to the listener using pronouns such as “you”. Prior
analyses on WhatsApp textual content found the frequent presence of terms
that aggregate people, such as “we”, and verbs often in the present tense. Thus,
indicating different types of approaches depending on the type of media used.

We conducted a qualitative analysis to deepen our knowledge about the audio
messages, gathering the perception of selected volunteers on the audio’s content
and potential feelings the speaker’s voice triggered, analyzing audios with mis-
information and with unchecked content separately. One key result from that
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analysis is that audios with misinformation tend to more often make the listener
feel negative emotions, such as sadness and anger. Also, audios with misinforma-
tion often tried to back their claims by citing some sources, often perceived by
the volunteers as unreliable. The speaker’s tone from the audios with misinfor-
mation was considered less friendly and less natural than audios with unchecked
content. Lastly, volunteers also noted that audios with misinformation carried
some instruction for the listener, such as sharing the audio with other groups.

Finally, we looked into how these audios propagated in these groups. We
observed that misinformation audios appear in more groups, are shared by more
users, and have overall more shares than unchecked content. Many factors can
explain it, such as being targeted for incredibly relevant topics to the political
scenario that they appear in and having attributes that catch people’s attention,
and directly impacting the listeners’ emotions.

A possible direction for the future consists of expanding our analysis to
account for audios shared across many years, looking into how these proper-
ties behave across time, and possibly detecting seasonal events. We also would
like to compare how the messages behave across the same topics of discussion.
Lastly, another direction is to expand our misinformation detection pipeline to
reliably and automatically detect audios with misinformation, thus expanding
our current analysis to a larger quantity of audio files.
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Abstract. The proliferation of misleading or false information spread by untrust-
worthy websites has emerged as a significant concern on the public agenda in
many countries, including Slovakia. Despite the influence ascribed to such web-
sites, their transparency and accountability remain an issue in most cases, with
published work on mapping the administrators and connections of untrustworthy
websites remaining limited. This article contributes to this body of knowledge (i)
by providing an effective open-source tool to uncover untrustworthy website net-
works based on the utilization of the same Google Analytics/AdSense IDs, with
the added ability to expose networks based on historical data, and (ii) by providing
insight into the Slovak untrustworthy website landscape through delivering a first
of its kind mapping of Slovak untrustworthy website networks. Our approach is
based on a mix-method design employing a qualitative exploration of data col-
lected in a two-wave study conducted in 2019 and 2021, utilizing a custom-coded
tool to uncoverwebsite connections.Overall, the study succeeds in exposingmulti-
ple novelwebsite ties.Our findings indicate thatwhile some untrustworthywebsite
networks have been found to operate in the Slovak infosphere, most researched
websites appear to be run by multiple mutually unconnected administrators. The
resulting data also demonstrates that untrustworthy Slovak websites display a high
content diversity in terms of connected websites, ranging from websites of local
NGOs, an e-shop selling underwear to a matchmaking portal.

Keywords: Untrustworthy websites ·Wayback machine · Slovakia · Google
analytics · AdSense ·Website networks

1 Introduction

The burgeoning of misleading or false information in cyberspace has emerged as a
central concern on the public agenda in recent years [1], fueled by, among other things,
the sprouting of untrustworthy websites across many countries around the world, with
Slovakia being no exception [2]. Notwithstanding that these untrustworthy websites [3],
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in some instances, have been ascribed to exercise far-reaching influence over the public
discourse [1, 4], transparency and accountability of suchwebsites remain an issue inmost
cases [5], with multiple websites remaining shrouded in anonymity. A useful approach
that has crystallized in data journalism to uncover connections among websites and map
untrustworthy website networks [6], has been a technique utilizing third-party tracking
IDs mainly used by web analytics and ad serving services.

Web analytics is an indispensable tool for any website to understand and optimize its
web usage [7], with a significant number of website administrators opting for a freemium
third-party service such as Google Analytics [8]. Given that the client sides of such third-
party services report to the same centralized backend, the client requests need to contain
distinctive identifiers for the backend servers to differentiate between clients. However,
such a setup is not exclusive to technologies tracking web usage but is also present in
various other third-party services, such as thewidely utilized ad serving serviceAdSense.
The utilization of these third-party services among Slovak and Czech untrustworthy
websites is high, with themost popular analytics technology being Google Analytics [9].
For convenience and in some cases also per the services’ applicable terms and conditions
[10], website administrators often manage their websites under a single identifier (ID).
As a side result of using a single ID across multiple websites, it is possible to uncover
connections between domains that otherwise seem unconnected. As this tracking code
technique has garnered wider attention, it is possible that website administrators might
have dissociated their IDs across their websites, which in return poses threats to the
current widely utilized approaches aimed at uncovering such networks.

Notwithstanding that the threat posed by untrustworthy websites is a central concern
on the public agenda [1], published work on untrustworthy website network detection
remains limited, with work on this topic largely confined to reports and articles by non-
governmental organizations, enthusiastic code developers and investigative journalists
[11, 12]. As for the work exploring untrustworthy website networks in Slovakia, the
inquiry remains even more so limited, with only a few investigative reporting pieces
by local journalists [13, 14]. Thus, the aim of this paper is two-fold, (i) to provide an
effective open-source tool to uncover untrustworthy website networks utilizing the same
Google Analytics and AdSense IDs, with the added ability to expose networks based
on historically associated IDs; and (ii) to provide insight into the Slovak untrustworthy
website landscape by delivering a first of its kind mapping of Slovak untrustworthy
website networks. To achieve the above aim, the presented article first offers a short state
of the filed overview as well as background information on the untrustworthy websites
landscape in Slovakia. Then, it introduces themethods and results of our empirical study,
utilizing a highly effective custom python script used to uncover website connections in
a longitudinal study of untrustworthy Slovak websites, with data collection undertaken
first in April/May 2019 and then in April/May 2021. In the results section of this article,
we then also present a short qualitative description of two untrustworthy Slovak website
networks. Finally, based on the findings of our study, at the end of this article, we provide
a brief discussion highlighting limitations as well as charting possible avenues for future
research.
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1.1 Related Work

The utilization of website tracking codes to uncover hidden connections between web-
sites was likely first reported by Baio in 2011 [15]. However, the technique garnered
wider attention in the disinformation research community mostly after a social media
analyst named Lawrence Alexander published in 2015 an investigative report in which
he utilized Google Analytics IDs to uncover a pro-Kremlin web campaign [11]. How-
ever, the published approach was laborious and hardly scalable as it heavily relied on
a manual component. This laboriousness prompted Seitz and Alexander to release a
computer script in 2015 [16], which automated some of the tasks. The script was in
2017 updated as a number of the backend services it relied upon closed down [17].
It is around this time that also some academic scholarship on this topic emerged [7].
The utilization of Google Analytics and Google AdSense IDs to uncover untrustwor-
thy website networks has become nowadays a staple in data journalism, however, with
journalists still oftentimes relying on manual data collection [6]. As the tracking code
linking technique has become better know also among the wider public, it might be
argued that untrustworthy website administrators might have taken steps to dissociate
their Analytics and AdSense IDs across their websites, which in return poses threats to
the current publicly available scripts aimed at uncovering such networks [17]. As for the
work exploring untrustworthy website networks in Slovakia, the inquiry remains scarce,
confined mainly to a couple of traditional qualitatively based investigative journalism
pieces, notably by Benčík [18] and Šnídl [19], and investigative data journalism pieces
notably by Breiner [13, 14]. With the latter one mentioned succeeding in uncovering
two higher-profile untrustworthy website networks, both spreading predominantly false
health claims [13, 14].

1.2 The Slovak Untrustworthy Website Landscape

Untrustworthy websites have in recent years started to burgeon across many countries
around the world, with Slovakia being no exception to this practice. However, the exact
number of such websites, including in Slovakia, is difficult to pinpoint. This situation is,
among other things, fueled by the fact that websites can, in general, get easily taken down
or redirected to a different domain,while newwebsites can, due to relatively low entrance
barriers, be created also reasonably quickly [2]. As for the Slovak untrustworthywebsites
landscape, themost comprehensive publicly available list of suchwebsites is compiled by
a localmediawatchdognamedKonšpirátori.sk [20]. The list,which is heavily relied upon
by local researchers and policy experts [2, 21], ranks websites on a ten-point scale. Those
scoringmore than six points are considered to have highly dubious, deceptive, fraudulent,
conspiratorial or propaganda content [22]. As of the end of May 2021, konspiratori.sk
lists 210 websites with a score higher than six [20]. Thematically the websites tracked
in the konspiratori.sk list cover a wide range of topics, including, among others, health
disinformation, Russian propaganda, and the paranormal. According to website traffic
data estimates by SimilarWeb, some of the Slovak untrustworthy websites boast a high
number of monthly visitors, with some of these websites even ranking in the top 100
most visited websites in Slovakia [2, 9]. However, transparency remains an issue in most
of the cases. Multiple websites were shown to be actively trying to conceal their identity
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by, among other things, utilizing various domain privacy services or offshore hosting [5].
From a financial perspective, untrustworthy Slovak websites rely on various business
models to sustain operation, with popular income sources including tax designation,
e-commerce, crowdfunding, and advertising [5].

2 Methods

To study the networks of untrustworthy Slovak websites, we used a mix-method
approached employing a qualitative exploration of data collected from a custom coded
python script tasked to uncover websites using the same Google Analytics/AdSense
identifier. The research was approved by the Matej Bel University (UMB) Ethics Com-
mittee (Reference no.: 1113-2017-FF). All methods were performed in accordance with
UMB ethics guidance and regulations. Data Collection was conducted in twowaves, first
in April/May 2019 and then in April/May 2021. For the April/May 2019 data collection
phase, our initial untrustworthy websites list consisted of 144 websites, available at that
time, taken from the konspiratori.sk database. For the April/May 2021 data collection
phase, our initial untrustworthy websites list consisted of 205 websites, also taken from
the konspiratori.sk database [20]. Inclusion of a website in the database is based on
a set of publicly available criteria, against which a Review Board consisting of, inter
alia, prominent historians, political scientists, medical professionals, journalists and civil
society representatives assess a website [23]. In utilizing the konspiratori.sk database,
we followed best practices used in Slovak disinformation scholarship [2, 5, 21]. Second,
each website in our dataset was during the respective data collection phases manually
checked to determine its availability status and primary language. Unavailable websites
and websites with a primary language other than Slovak were discarded. For the data
collection phases, we build a python script, coded in python 2.7.10. The script builds
upon code by Alexander and Seitz [16] and Seitz [17]. However, as opposed to their
script, our script is based on a modified data collection setup designed to mitigate irrel-
evant data ballast and filter out data relics from third-party services that it utilizes, such
as the Spy on Web API. In addition, our script also incorporates various novel features,
most notably a history function, i.e., the ability to collect tracking codes from historical
versions of websites, thus helping to evade possible measures undertaken by website
administrators to dissociate their Google Analytics and AdSense IDs. For a simplified
flowchart of the script, see Fig. 1.

The script underwent multiple rounds of testing and validation, including against
manually collected data. The first phase of data collection using our custom python script
was carried out during April/May 2019. After downloading the data, the script automat-
ically linked websites based on the utilization of the same Google Analytics/AdSense
identifier and created a graph file. Concurrently with the automatic data collection utiliz-
ing our script, we also performed a manual data collection, downloading the necessary
data about all websites on our untrustworthy website list. The manually collected data
represented a validation dataset against which the python-script-based data was com-
pared. The second phase of data collection was carried out in two separate streams
during April/May 2021. The first stream aimed to validate the history function of our
script, i.e., the ability to collect tracking codes from historical versions of a website. The
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second stream represented a longitudinal continuation of the first data collection phase
conducted in April/May 2019.

Fig. 1. Simplified flowchart of our custom unmasking script.

After eachdata collection phase ended, all datasets underwent data cleansing to detect
and correct corrupt or inaccurate records. Subsequently, we calculated basic descriptive
statistics for the cleansed datasets and identified the most salient disinformation net-
works. The resulting data from the two data collection phases were then content-coded
and qualitatively examined, focusing mainly on the success rate of our approach in
uncovering untrustworthy website networks. Last, we formatted the resultant datasets
and visualized the data.

3 Results

Out of our initial sample size of 144 untrustworthy websites in the first data collection
phase undertaken in April/May 2019, 21websites appeared to cease to exist, and 74were
found to be primarily in languages other than Slovak, and therefore were discarded from
our dataset. In addition, we also discarded three micro-blogging websites, as tracking
codes present on such websites are managed by the respective platform operator, e.g.,
livejournal.com. Thus, our final list of untrustworthy websites for the first data collection
phase consisted of 46 entries. As for the second data collection phase, out of our initial
sample size of 205 untrustworthy websites, 51 appeared to cease to exist, and 87 were
found to be primarily in languages other than Slovak and were therefore discarded
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from our dataset. In addition, two micro-blogging websites were discarded. Thus, our
final list of untrustworthy websites for the second data collection phase consisted of 65
entries. A manual content-coding of the final lists of untrustworthy websites, utilizing a
modified framework [9] based on the one developed by Mintal and Rusnak [5], showed
that the majority of websites under investigation were in both data collection phases
News-Focused; for a more detailed breakdown per each content category see Table 1.

Table 1. Frequency table of websites according to their content category.

Content category Frequency Frequency

(April/May 2019 data) (April/May 2021 data)

News-Focused 20 39

Ideological or Supporting Cause 9 13

Health and Lifestyle 13 12

Paranormal 4 1

After extensive code review, syntax check and debugging, our custom python script
demonstrated a data retrieval accuracy of = 100.00%, validated against four rounds of
manually collected data from 20 randomly selected websites. Testing was conducted
from December 2018 to February 2019. In addition, the data for all 46 untrustworthy
websites on our listwas concurrentwith the automated data collection utilizing our script,
also collected manually. A comparison between the automated and manually collected
datasets, with the later one used as a validation dataset, revealed a data retrieval accuracy
of = 100%.

The data collected using the script during the April/May 2019 data collection phase
showed that 84.79% of websites under investigation contained either a Google Analytics
or Google AdSense tracking ID. Out of the 46 websites on our list, 14 websites were
uncovered to belong to a network of linked websites, with such ecologies amounting
to (n = 11). The largest number of uncovered networks (n = 6) were connected to
News-related content-coded untrustworthy websites, (n = 3) were connected to Health
and Lifestyle websites, and (n = 2) were connected to Ideological or supporting cause
websites. The obtained data about the uncovered networks were during July/August
2019 qualitatively benchmarked against publicly available investigative pieces and data
from the Business of Misinformation Project at CEU. The project employed a predomi-
nantly qualitative approach to uncover untrustworthywebsite ownership data inSlovakia,
relying on investigative reports, the Investigative Dashboard Databases, self-reported
data, and WHOIS data [5]. The benchmarking exercise yielded positive results, with
our quantitative approach uncovering ten at that time unknown networks, with some
of them internally classified as high-interest ones (e.g., pub-2531845767488846/UA-
12857229; pub-9657897336906985; UA-1374898). The classification was based on
external and internal consultations with relevant stakeholders. A qualitative analysis
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of the 12 uncovered networks showed a high diversity of linked websites in these net-
works, with websites belonging to a local NGO (e.g., UA-5743998), an e-shop sell-
ing underwear (UA-1374898), a matchmaking portal (pub-4883385023448719), but
in some cases also to multiple other untrustworthy websites spreading dubious health
claims (pub-9657897336906985). The descriptive statistics for the uncovered networks
for both data collection phases are shown in Table 2.

For the second phase of data collection, set during April/May 2021, the script passed
repeated code review and testing. The history function of the script, i.e., the ability to
collected tracking codes from historical versions of a website, was validated against data
collected in 2019, with a data retrieval accuracy of = 100%. The data collected using
the script during the second data collection phase revealed that 67.69% of websites
under investigation contained either a Google Analytics or Google AdSense tracking
ID. Out of the 65 websites on our untrustworthy website list, 12 websites were identified
to belong to a network of connected websites, with such ecologies amounting to (n =
11). The largest number of uncovered networks (n = 7) were linked to News-related
content-coded untrustworthy websites from our list, (n = 2) were linked to Health and
Lifestyle websites, and (n= 2) were linked to Ideological or supporting cause websites.
A qualitative analysis of the 11 uncovered networks again showed a high diversity of
affiliated websites in these networks. Compared to the previously identified networks,
one network appeared to cease to exist, and a new one was detected (UA-24461628).
The descriptive statistics for the uncovered networks for both data collection phases are
shown in Table 2.

Table 2. Descriptive statistics for uncovered networks.

Dimension of networks (n = 11) Dimension of networks (n = 11)

(April/May 2019 data) (April/May 2021 data)

Min—Max 2—9 2—7

Mean 3.636 3.181

SD 1.919 1.465

When exploring the degree of change among the two datasets (2019 and 2021) in
terms of websites modifying their Google Analytics ID, Google AdSense ID, or both
—out of 46 websites tracked in the first data collection phase, one website has deleted its
AdSense ID, one its Google Analytics ID, while three websites have added an additional
ID type to their already used one. Comparing the degree of change for the uncovered
linked websites is, however, higher, with multiple instances of websites deleting the IDs
that connected them to one of the 46 websites on the konspiratori.sk list, with examples
including the official website of a high-profile Slovak actor (UA-12857229), or a website
of a high-profile Slovak singer (UA-1374898).
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3.1 Sample Description of Two Uncovered Networks

As for a qualitative exploration of some of the uncovered networks, considering the
nature and page limitations of this short study, we offer a brief case description of two
thematically different networks, with the second one being publicized for the first time.

The first network concentrates around AdSense ID— pub-9657897336906985. The
network comprises multiple untrustworthy websites spreading dubious health claims,
with the network and its perpetrator being publicly disclosed in national media by a
local data journalist in 2020 [13]. Breiner’s discovery of the existence of such a net-
work was undertaken independently from our 2019 findings, as the data from our first
data collection wave were only disclosed on a need-to-know basis to certain stakehold-
ers due to the nature of the information. However, contrary to our research, Breiner’s
investigative journalism piece also focused on uncovering the identity of the perpetrator
— a young man from southern Slovakia [13], who appeared to be running the website
network purely due to profit-making. These findings underscore the strong business-
focused motives of some perpetrators operating untrustworthy websites. Such motives
have also been highlighted by earlier research findings from the Business of misinfor-
mation project at CEU, which uncovered that 38 out of 49 researched untrustworthy
Slovak websites operating in 2019 displayed ads or sold goods and services [5].

The second network, a previously unpublished one— pub-2531845767488846/UA-
12857229 seems to be concentrated around a local IT services company, with a member
of the company management shown in the past to directly back the establishment of a
now-notorious untrustworthy website named panobcan.sk [24]. The network concen-
tered around panobcan.sk’ AdSense/Analytics ID is mainly interesting as in the past
it used to be among others connected to a website of a high-profile Slovak actor, or
that of Slovenské národné noviny, a newspaper officially published byMatica slovenská
— a Slovak government-funded cultural and scientific institution primarily tasked with
cultivating and presenting Slovak national cultural heritage [25]. While it is possible
that the linkages among the observed websites stemmed from purely business-oriented
grounds, as the company at the center of the website network focuses on providing IT
services, at least in the case of the Slovenské národné noviny, a connection also appears
to be on the content side, with researchers observing various dubious and at times also
pro-Kremlin narratives spread in the past by the publisher of the newspaper — Matica
Slovenská [26].

However, it should be noted that the presented motives or thematic narratives of
the two described networks are in no way exhaustive, as the two networks were chosen
based on internal and external consultations labelling them as high-interest ones. A
narrative analysis of untrustworthy Slovak website networks would, however, represent
an interesting avenue for future research.

4 Discussion

The results described above indicate a high data retrieval accuracy, precision, and effi-
ciency of our script in uncovering untrustworthy Slovak website networks. The Slovak
data obtained using our script show thatwhile someuntrustworthywebsite networks have
been found to operate in the Slovak infosphere, most untrustworthy websites appear to
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be run by multiple mutually unconnected administrators. However, our data has also
demonstrated that untrustworthy Slovak websites display a high content diversity of
connected websites, ranging from websites of local NGOs to a matchmaking portal.

Our findings run somewhat counter to popular discourse and published investigations
from other countries, in which large-scale foreign influence operations utilizing vast
untrustworthy website networks administered from abroad have been discovered [27].
Our data on untrustworthy Slovak website networks rather indicates that they are largely
domestically based.

However, the inhere presented approach of uncovering untrustworthy website net-
works is certainly not without limitations, which stem mainly from four interlinked
sources. First, even though the utilization rate of Google Analytics and AdSense IDs is
generally high, especially among the inhere researched Slovak websites, not all untrust-
worthy websites use these services. Second, it has to be noted that while the usage
of the same ID across multiple websites administered by the same publisher is highly
convenient and, in the case of AdSense, also mandated as per the services’ Terms and
conditions [10], publishers can still theoretically find ways to circumvent this require-
ment. However, such bypassing would require ample resources, as AdSense technically
prohibits accounts with duplicate payee records, which get verified using the user’s bank
details, and in some countries also via an SMS code, or a physically mailed out PIN
code. The third source of limitation is more of a technical nature as due to the vast and
dynamically growing number of websites in existence, it cannot be ruled out that not all
websites with the same ID have been yet indexed or recently crawled by the third-party
services that our script relies on. However, owing to the setup of the utilized services,
it is likely that such possibly occurring websites are assumably either very recently
established, lower traffic or both. The fourth source of limitation of this study stems
from the fact that some untrustworthy websites might potentially be connected through
financially or otherwise related parties outside of the digital realm, such as relatives,
business partners, shell companies, and others. Hence, although the benchmarking exer-
cise of our approach indicates high precision and efficiency in uncovering untrustworthy
Slovak website networks, this does not mean that our approach is able to uncover all
connections of untrustworthy websites. Steaming from the discussed limitations and our
results, we consider several avenues for future work. First, given among others, the pos-
sible differences in utilization rates of Google Analytics and AdSense across different
websites leaves room for future work on modifying our script to extend its functionality
and be able to link websites also based on other types of tracking IDs. Moreover, as
other untrustworthy networks get discovered in the future, the collected data opens up,
among others, possibilities for better understanding the motives and behaviour of the
perpetrators administering such websites.

In conclusion, besides providing an effective open-source tool to uncover untrust-
worthy website networks, with the added ability to expose networks based on historical
data, our article also delivered a first of its kindmapping of untrustworthy Slovakwebsite
networks, showing among others that untrustworthy Slovak websites appear to be run by
multiple mutually unconnected administrators. Overall, we hope that our open-source
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script and this study’s resultswill assist not only various actors combating online disinfor-
mation but also encourage further work on uncovering and understanding untrustworthy
website networks and the possible ways of addressing issues related to this vital topic.
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Abstract. Online comment sections revolutionised the participatory
discourse as enabled by news media, limiting the hurdles to participate
and speeding up the process from submission to publication. What was
initially meant to strengthen public debates and democracy turned out
to suffer from abusive use: Be it insulting journalists, posting misinfor-
mation, or pure hate. While many publishers and journalists are eager
to create an engaged audience, user-generated content typically does not
create direct revenues. However, keeping the abuse at bay is often oblig-
atory from an ethical and legal perspective and can be costly. Germany
has been highly affected by abuse in combination with strict regulation,
leading to the shutdown of many comment sections. While reports in
2014 indicated closure rates of 50% and more, a structured overview of
the situation in 2020/21 is missing. We conducted a structured assess-
ment of 114 German newspaper websites containing all major outlets
to account for this. Our analyses indicate that the deteriorating trend
regarding the availability of comment sections slowed down in Germany.
However, there are still open issues such as a high number of outlets
using post-moderation and limited audience participation options. This
provides a reference to researchers and practitioners working on (semi-)
automated moderation systems regarding the expectable market and
problem size.

Keywords: Web content analysis · Comment sections · Newspapers ·
Structured overview.

1 Introduction

For a long time, one of the central roles of journalists and journalism has been the
so-called gatekeeping: Filtering events, information, and options that are deemed
relevant for the audience [4]. Beyond the distribution of factual information and
journalistic opinion pieces, the facilitation of public discourse and debate have
been part of the journalistic self-understanding as well [20,32]. Traditionally,
letters to the editor have been one of the approaches to allow for reader feedback,
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still leaving the journalists and editors far-reaching gatekeeping options [34].
Beyond this, letters to the editor are inherently biased to a small subset of the
overall population—predominantly educated, white, middle-aged men [11].

With the advent of the internet and linked technologies the means became
available that allowed to broaden the range of participants [5,26,28]. Further-
more, the journalist’s gatekeeping role was limited by these new technologies [1],
as content generated by readers was increasingly published in almost real-time
in direct proximity to the article being commented [1]. Even though the share
of actively participating readers is still low, research shows that people are tak-
ing up these given opportunities to share their opinions—with both journalists
and fellow readers [28]. In numbers, this means, for example, in Germany, only
less than 25% of the readers regularly contribute comments, but 42% read these
actively, indicating a considerable audience [48]. Despite other forms of interac-
tivity being available, commenting is the key feature aimed at participation and
expression that is subjected to discourse [25]—and will hence also be at the core
of the study at hand.

For newspapers and publishers, comment sections and other forms of partic-
ipatory journalism have been a complex topic right from the beginning. While
early on, many understood that increased reader engagement might be the key
to ongoing economic success, limitations such as legal and organisational prob-
lems were on decision makers’ minds too [1,38]. One of the core problems soon
turned out to be what is nowadays subsumed under terms such as “incivility”
or “abusive language”—a trend that has been observed by journalists [2,18] and
academics alike [10,29]. Some even phrased this as a constant decline from a
promising concept to a necessary evil [25], whereas more radical voices even
proclaim a complete failure of comment sections (for such voices cf., [23]).

To counter incivility—and this is required from newspapers, be it due to
legal obligations or fears of scaring away their audience—newspapers are left
with basically two ample choices: invest into moderation and community man-
agement to keep incivility at bay or to get rid of their comment sections [23].
Especially the investment into moderation and community management is often
significant because commenting is free of charge. However, increasing reviewing
quantities takes up considerable amounts of journalists’ time [25]. As a con-
sequence, an increasing number of newspapers is deciding against moderated
on-site comment sections [15]—reaching up to 50% of newspapers in Germany
reporting the cancellation of their comment sections [40].

However, many of the reports available—as indicated above—are already 3–
5 years old. Furthermore, many are anecdotal reports [15] or based on surveys
with only limited response rates [40]. Academics such as [1] also point out that
many of the studies conducted in the overall area are strictly qualitative. This
is problematic, as a growing stream of research sets forth to tackle this issue
with machine learning-based systems [16,33]—however, it is unclear how large
the problem is and how big of a potential customer base they might expect.
Therefore, an up-to-date, structured, quantitative overview of available comment
sections is needed in order to assess the impact on newspapers and their users.
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As Germany is one of the countries that is caught in a conflict between ensur-
ing free speech but having strict restrictions on illegal speech [14] and exhibiting
one of the highest closure rates of comment sections, it makes for an interest-
ing case for an assessment of the status quo. Hence, the research goal of our
work is to create a structured overview of the German commentscape in online
newspapers, outlining the existing opportunities for participatory discourse.

The remainder of this work is structured as follows: Sect. 2 provides an
overview of central concepts discussed throughout the paper. In Sect. 3, we
explain the sampling procedure for the analysed newspapers and the analyti-
cal process itself. The results are outlined in Sect. 4, before the paper is closed
off by the discussion in Sect. 5 and the limitations in Sect. 6.

2 Research Background

2.1 Audience Pariticipation in Digital Newspapers

Historically, the term “newspaper” refers to a printed product distributed as a
physical copy “broadcasting” news to an audience. The audience itself had few
options for participation—typically, at most, the letters to the editor. Through
digitalisation and interactive media such as the internet, this classical role distri-
bution changed. The inhibition threshold for communication has fallen notice-
ably in recent years [8]. First with the introduction of e-mails (digitising the
letter to the editor) and followed by the technical possibilities to include user-
generated content directly on websites [19]. This content is usually created by
the user in a guided/fixed form (e.g., surveys) or can be freely edited (e.g.,
comments, pictures, URLs). Furthermore, comment sections offer opportunities
to reply to or rate other users’ comments, enabling direct interaction between
the readers. To allow users to generate content, they have to interact with the
presented articles or advertisements. Technically, many newspapers realise this
through proprietary, individual solutions or the embedding of third-party soft-
ware; so-called plug-ins [9]. Apart from comment sections, users can leave com-
ments on the newspapers’ social media representations (e.g., Facebook, Twitter,
YouTube, and Instagram) [22]. From the newspaper’s perspective, the develop-
ments in participation opportunities for readers are positive, as comments can
draw attention to errors, provide pointers for further reporting, and clarifications
for other readers. User-generated content can thus be used in various work steps
for the creation of the articles. In addition, by sharing the articles via social
media, there is a chance that readers also forward these to their friends and
families, resulting in a wider reach and awareness, which is an important part
of their business model [27].

On the contrary, the additional participation opportunities pose new chal-
lenges to newspapers. If the user-generated content contains abusive language
or hate speech, it might represent a criminal offense, and the outlets must react.
Therefore, newspapers have explored different opportunities to create hurdles
for posting user comments. With the knowledge that there are topics that elicit
certain reactions in readers [10,24], some newspapers decided not to open up
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the comment sections for such articles at all (e.g., on the subject of the refugee
crisis or court rulings) [4,17]. However, as this approach also hinders democratic
discourse, additional approaches can be considered to contain the publication of
critical comments. Countering the online disinhibition effect [3], the anonymity
of users can be weakened or completely lifted. Towards this end, newspapers
have introduced participatory hurdles for the reader. Commenting without a
hurdle means commenting anonymously without any form of registration. Thus,
the first hurdle is only to allow users to comment if they are registered on the
respective website—still using a nickname. Next, users can be forced to reg-
ister with their real identity, linking their comments to their offline persona.
As a further step, users can be forced to comment via their social media pro-
files. Another possibility is only to allow those users to write comments which
have already purchased the newspaper, introducing a monetary hurdle. However,
even the addition of multiple hurdles does not guarantee a clean and construc-
tive discourse. Therefore, newspapers can also use pre- and post-moderation
efforts in order to reduce the number of critical comments [37]. In case of pre-
moderation, the written comment is not immediately publicly visible. Instead,
it is forwarded to the journalists or community managers, checked, and then
released if it does not violate any law or community guidelines, thus prevent-
ing the publication of illegal content [24]. In this way, quality assurance of the
content occurs, and the newspaper retains control over its comment sections.
By utilising post-moderation, content is first published and later reviewed [36].
The advantage of this type of moderation is that not every comment has to
be reviewed, but only those that have been classified as problematic by other
readers [35] or those that are found through a review of the comment sections.

2.2 Previous Research on the State of Participatory Options

Currently a structured review of how many newspapers offer comment sections,
employ which types of moderation, and introduce which types of hurdles to
ensure their comment section remains as constructive as possible is missing in
literature. Most scientific sources analyse the content of comments itself, or the
influence of different factors on user comments’ generation [8,10,39]. However,
few scientific sources analyse the general comment landscape, forms of participa-
tion, and moderation forms. Domingo et al. [13] explore participation forms in 16
western newspapers to identify the formats of user-generated content published
on the websites. These include, among others, comments, polls, and forums.
Likewise, Thurman [45] analyses ten large British newspaper sites for the type
of user-generated content (comments, polls, chat rooms, etc.). Some non-peer-
reviewed sources offer a general overview of the available amount of comment
spaces available. According to Thomä [44], in 2008, around 42% of German
newspapers, which had an online presence, offered comment sections. A year
later, Neuberger [31] measured that amount to 65%. However, while Thomä
[44] analysed comment functions, Neuberger [31] searched for discussion forums.
Therefore, the two figures cannot be compared directly. As the most recent con-
tribution, the dissertation of Zimmermann [49] depicts the 35 largest German



116 M. Niemann et al.

news-outlets and found 83% offering comment sections, a figure which corre-
sponds well to our findings (Sect. 4).

Apart from the mentioned sources, we did not find any structured overview
over the comment sections of both English or German newspapers to the best
of our efforts.

3 Method

To provide additional and novel information to the previously published inter-
view or survey pieces (e.g., [40]), we conducted a structured assessment of the
webpages of the individual newspapers and additional meta data. To achieve
this, we first selected a sample of German newspapers to analyse in our research
(see Sect. 3.1). Secondly, we collected a set of criteria for each of the identified
newspapers (see Sect. 3.2).

3.1 Sample Selection

The first step to start our research was to establish a ground truth of newspapers
to work with. As the news landscape of Germany is complex and broken down
into various news outlets of local, regional, and national interest, we procured a
list of all active newspapers from the German Newspaper Publishers and Dig-
italpublishers Association1—the official association of newspaper publishers in
Germany. The list encompasses 598 titles as of 1st February 2021. The list is
enhanced by a substantial amount of additional meta data such as the type of
paid content, special interests, and the URL of the newspaper (the only relevant
data point for our research). Iterating through the data, it became clear that
the data is not processable without further filtering, as several newspapers listed
were only clones of other newspapers, and several of the listed outlets seemed
too local to be of relevance. Against this backdrop, the following filters were
applied:
– all advertisement papers (in German typically called “Anzeiger”) were

removed, as they usually do not constitute news media but rather news-
enhanced advertisement

– newspapers sharing the same top-level domain (TLD) were reduced to the
newspaper being primarily attached to this TLD (filtering of duplicates)

After these criteria were applied, we were left with a sample of 270 individ-
ual newspapers. To have additional filtering criteria available we complemented
the available list with the publicly available media data of each listed outlet.
Media data are information for advertisers published by the newspapers or their
publishers, which typically include information regarding their circulation and
the dominant regions of the newspaper. Despite the availability of website data
for many newspapers, we decided to go for the print circulation2 as the relevant
1 official German name: Bundesverband Digitalpublisher und Zeitungsverleger

(BDZV); https://www.bdzv.de/.
2 To normalise different amounts of publishing days only circulations from Monday to

Friday were taken into consideration.

https://www.bdzv.de/
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locality criterion. The problem with website data is that the computation meth-
ods vary and clicks might be inflated if the newspaper website offers additional
functionality like a job market. Based on an initial assessment of the print circu-
lations, we decided to filter out super local newspapers with circulations lower
than 30,000. This reduced our sample size to 114 newspapers. A check for the
adequacy of the sample size to cover the overall sample of 270 newspapers with
the confidence of 95% and an error rate of 10% indicates that 72 items would
have been sufficient—a number we are surpassing by 42 items.

3.2 Analysed Aspects

After selecting the newspapers, we had to determine the data points to collect for
further analysis. The collection follows the general idea of web content analysis
[21]: We inspected each of the 114 newspaper websites and checked the individual
aspects.

The central aspect of interest was the options for reader participation. Here
we distinguished between three options: letters to the editor, surveys, and the
comment sections—where the latter were at the heart of our analysis (cf., [25]
and Sect. 4 for reasons for the importance of comment sections). For this, all
websites were listed as offering comment sections that offer these either per
article, for a selection of articles, or only offer aggregated, commentable articles
(e.g., Süddeutsche Zeitung). External, non-embedded commenting options (e.g.,
Twitter) were not considered, being outside of the newspapers’ governance area.

Furthermore, we surveyed the requirements for creating comments on the
individual websites. For each newspaper website we tested, whether posting
without any registration was possible or if registering was required. Whenever
registrations were necessary we distinguished whether it could be done anony-
mous, if it required clear names or social media accounts, or even a paid account.
This follows reports of [24] that high hurdles might increase civility. The require-
ments were checked through the terms of services and—where required—through
registration attempts on the individual newspaper webpages.

Linked with this, we surveyed whether the corresponding outlet has codified
regulations regarding their comment sections. Whenever codified regulations are
present, we checked whether commenters are made aware nearby the comment
section (at write time) or only in the terms and conditions (at registration time).

For each comment section, we also collected information regarding the imple-
mentation (self-developed or plug-in solution) and existing options to interact
with the comments of others: Is it possible to answer to existing comments, rate,
or report them? We finally determined whether a newspaper opted to go for pre-
or post-moderation through experimentation with test comments.
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4 Analysis

4.1 General Findings

Based on the collected data, the first finding is that 87% (n = 99) of the assessed
newspapers still offer at least one option for reader participation. In Fig. 1 the
distribution of these options is broken down further: The most common par-
ticipatory feature is the comment section with 63 observations (∼55% of the
sampled newspapers), closely followed by the traditional letters to the editor
with 59 observations (∼ 52%), and a bit detached, surveys with only 39 observa-
tions (∼35%). While combinations of different participatory features exist, they
are comparatively rare with not more than 30 newspapers, e.g., offering comment
sections and letters to the editor. A combination of all options only happens in
13 instances.

Fig. 1. Options for participation and comment interaction options

As comment sections allow more than a one-directional interaction of the
user with the newspaper, we further assessed which interaction and feedback
options publishers give to the users of their comment sections. Here the vast
majority allows their readers to engage with other readers’ comments. Primar-
ily, this happens through an “Answer”-option (44 observations; ∼70%) and the
ability to report problematic posts (37 observations; ∼59%). Rating of other
people’s post is the least popular option, only implemented 33 times (∼52%).
Differing from the options for participation, options are typically combined: the
combination of reporting and answering are observed 34 times (∼54%), and even
the combination of all three options can be counted 24 times (∼38%).

While the internet generally allows for anonymous participation, all of the
analysed newspapers prohibit commenting without any prior registration (cf.,
Fig. 2). The second lowest hurdle, registering with a nickname, is only allowed by
the minority of newspapers (n = 14/22%), while the absolute majority requires
their audience to give them their full names. Approximately half of these outlets
(n = 21/34%) only require registering with full/clear names and address data,
which, however, still leaves room for the creation of fake accounts. In our tests,
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(a) Distribution of Hurdles (b) Hurdle Explanation

Fig. 2. Application of commenting hurdles (incl. explanation) in the analysed 63 news-
papers with comment sections

only one of the newspapers deleted our fake profile because the provided address
data was found to be incorrect3. While this step is tailored to link peoples’
opinions to their real identities, the leeway for anonymity is still massive. To
encounter this, 17 newspapers (27%) force their audience to register with their
social media account. Finally, 11 newspapers (17%) only allow the creation of
comments for paying customers. An approach that, based on discussion with
industry experts, seems to gain popularity in the future, as it is the most reliable
way to identify people safely.

(a) Commenting Rules (b) Pre- vs. Post-Moderation

Fig. 3. Moderation guidelines and enforcement

As indicated in Fig. 3a, newspapers do not only require their readers to reg-
ister to become active participants—the majority also subjects them to rules
and guidelines regarding how to comment. 53 newspapers—84% of the analysed
set—have rules in place that regulate the code of conduct; only 10 (16%) let

3 The Badische Zeitung blocks profiles created with data such as “Musterstraße 13”
(“Sample Street 13”) and “Musterhausen; PLZ 12345” (“Sample City; ZIP: 12345”).
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their audience act unrestricted. While almost 50% of the outlets use the “tra-
ditional” terms and conditions approach to implementing rules, 22 newspapers
(35%) implement a more visible approach: They display parts of the rules as
short texts or symbols close to the commenting area to remind their audience
of the code of conduct on every commenting occasion. We even discovered com-
menting regulations in the terms and conditions of four newspapers that were
not offering comment sections at the time of analysis. The two available mod-
eration policies to enforce commenting guidelines are almost evenly split (cf.,
Fig. 3b). However, the stricter pre-moderation is applied slightly less often, with
29 outlets using it (46%), while 34 outlets (54%) opted for a post-moderation of
their comments.

(a) Highlighting of Commenting Option (b) Implemented Commenting Tool

Fig. 4. Implementation specifics of the used commenting solutions

Further, we analysed whether the newspapers highlight respectively advertise
their comment sections to their users—or whether it is a rather hidden feature.
The majority has small indicators showing the availability of comment sections
and often the number of comments. Typically, these can be found on their main
landing pages (n = 24/38%). Alternatively, 14 outlets (22%) indicate this on
the respective article pages. The remaining 25 newspapers (40%) decided not to
visually highlight the existence of comments at all. To conclude our analysis, we
had a look on the implementation of the comment sections. Only 17 newspapers
(27%) use a recognisable foreign implementation, with Disqus being the leading
third-party implementation. Most newspapers resort to custom or more propri-
etary solutions that come with their content management systems or have been
self-programmed—these have been subsumed as “in-house solutions” in Fig. 4.

4.2 Findings by Newspaper Size

To analyse the impact of newspaper size on the participation offering we further
analysed data we gathered—as described in Sect. 3.1—according to their circula-
tion numbers. The range of sold copies lies between 1.2 million (Bild4) and 1,050
4 https://www.bild.de.

https://www.bild.de
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copies (Borkumer Zeitung5). The share of newspapers that have a total circula-
tion of more than over 30K copies is 47%. The distribution of the newspapers and
the group sizes are shown in Fig. 5. The x-axis shows the newspapers studied,
represented as dots. The names of the newspapers have been omitted for the sake
of readability. The y-axis shows in increments of 100K that only two newspapers
have a circulation higher than 300K copies. Under a sold circulation of 300K, the
distribution continues evenly to the right, observing that the majority of news-
papers have a paid circulation of less than 100K copies. The paid circulation
figures of the newspapers follow a characteristic long-tail distribution, whereby
a few newspaper copies have a very high circulation and thus represent a mass
product [7]. In order to analyse the impact of newspaper circulation numbers on
the user-participation opportunities, we grouped the newspapers based on their
circulation numbers. For this reason, newspapers were counted in the first group
of high circulation (HC) with a paid circulation of 150K or more. The second
group, medium circulation (MC), newspapers with a paid circulation between
150K and 50K were added. The last group, small circulation (SC), contains all
newspapers with a paid circulation of less than 50K copies. The subsets consist
of the sample sizes HC with n = 23, MC with n = 59, and SC with n = 32
newspapers examined.

Fig. 5. Log-scaled newspaper circulation numbers

The first consideration of the groups is done via the relative shares of the three
characteristics, participation opportunity, positioning of the comment section,
and rules & regulations, which are listed in Table 1. The proportion of at least
one participation option offered is very high in all three groups. It can be seen
that almost every newspaper in the SC group offers one of the three participation
options. This high value occurs due to the fact that SC offers the most comment
sections with 63% and polls with 47%. The HC group only offers the most letters
to the editor. Comment sections are not even implemented by half of all outlets
the in the HC group. The MC group has similar figures for comment sections
and letters to the editors to those of the other two groups. In the survey metric,
the share of 24% deviates more strongly from the other results.
5 https://www.borkumer-zeitung.de.

https://www.borkumer-zeitung.de
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Table 1. Relative share of selected characteristics in the groups high circulation (HC),
medium circulation (MC), and small circulation (SC)

HC MC SC

Participation opportunities

Comment sections 48% 54% 63%

Letter to the editors 65% 49% 47%

Polls 43% 24% 47%

Opportunities offered 83% 85% 97%

Positioning of comment section

Below article 72% 53% 75%

Comment section rules

Are available 81% 86% 80%

Positioning next to comment section 66% 54% 62%

5 Discussion

Given the lack of quantitative studies and the rising amount of research setting
forth to find ways to semi-automate comment moderation, we created a struc-
tured overview of the German comment landscape using a substantial sample
of 114 newspaper websites. Germany serves as a typical example of a country
being caught between maintaining free speech and restraining illegal speech.

Despite many disheartening articles of both scholarly and journalistic nature
outlining the failure and demise of comment sections [15,23], our analysis indi-
cates that comment sections are still active for 63% of the analysed outlets and
are even the preferred means for audience engagement in Germany—at least
from the perspective of the offering side. In our sample, the option to post com-
ments even outranks the traditional and still well-accepted letter to the editor.
This is a strong indication that comment sections are still perceived as a valid
or required format by many newspapers [1]. The fact that 83% of all assessed
newspapers offer comment sections for free is a further indication that even with-
out directly generated income, comment sections are economically viable—and
in 60% of the cases even advertised on the main page or the article page itself.
While recent reports indicate that only between 10% and 23% of the German
newspaper audience regularly use comment sections [22,48], roughly 42% are
reading comments at least once per week [48]. In this regard, the anticipated
audience is extant and substantial enough to support the observed behaviour of
the newspapers. One reason for this observed behaviour might be the increasing
focus on audience engagement, which is often measured by time spent on a news
page, page clicks, and interactions and is often used to determine advertisement
revenue [12,30,41].

Furthermore, the higher share of comment sections in smaller—and hence
typically more local—newspapers align with observations made by other
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researchers: Local journalism is considered to be one of the rising concepts in
journalism—and one where connecting with the audience is both easiest and
most promising [30]. One reason, according to Nelson [30], might be the rising
focus on what he calls “production-oriented journalism”. Production-oriented
journalism ascribes the audience an active role in the creation of news content,
and especially for local news people have been found to be interested in this kind
of engagement [30,42,43]. One potential problem of this development is that Su
et al. [43] observed local newspapers to be most seriously affected by problematic
comments while at the same time experiencing the higher economic pressures
(which eventually will affect moderation as well).

Upon closer inspection, it stands out that newspapers are not very inclined
to combine multiple options to engage with their audience. Only 13% use com-
ments, letters to the editor, and surveys; the share at max. increases to 30%
for comments and letters to the editor. This reflects observations and theories
from the literature depicting journalists’ eagerness for engagement as rather low
[28]. Sometimes engagement is even seen as an unwanted management task and
a burden—especially when comment sections are involved [1,25,38]. However,
when it comes to facilitating audience-internal engagement newspapers seem to
be more open, as more than 50% of the newspapers enabling such interaction
also allow for a combination of all analysed forms (answering, reporting, rating).
This partially maps with the prior observations that journalists rather leave the
comment sections to the audience, with some even perceiving them as a form of
sub-communities/external communities [6].

To account for some of the management and moderation efforts generated
through online participation, none of the assessed German newspapers allow for
anonymous commenting without registration—and only 22% allow for anony-
mous commenting with registration. This is considerably less than observed in
the US, where up to 40% of the outlets still accept this mode of interaction [39].
The lower share and the observed regular enforcement of clear name registration
or even the use of social media make sense against the backdrop of the results
of [24,39]. They point out that reducing anonymity is a key factor to reducing
incivility, which, however, should be carefully considered, as authors such as Su
et al. [43] identified this effect to be non-existent. In line with this we found the
majority of newspapers provide guidelines for their audiences explicitly outlining
allowed and disallowed behaviour. 35% of the observed outlets even apply digi-
tal nudging [47] through the placement of guidelines near the comment sections
to ensure a more civil discussion environment. The fact that 54% still decide
to post-moderate their comments is, however, conflicting. Post-moderation is
comparatively risky, as abusive comments might be online for multiple hours
before deletion [46]. This is why authors such as [24] linked post-moderation
with increased incivility. However, as pre-moderation is typically more resource-
intensive than post-moderation [24,46] many outlets might resort to the cheaper
option to be able to offer comments at all. Hence, the increasing work on automa-
tion and decision support for comment moderation and community management
[16,33] is well justified and might turn out beneficial in keeping comment sections
alive.
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6 Conclusion and Limitations

By assessing 114 German newspaper websites and analysing the extant options
for user participation, associated hurdles, and limitations, we provided the, to our
knowledge, most extensive, quantitative overview of this kind. While it could be
shown that comment sections—against the trend five years ago—are still extant
and important, we found out that German newspapers are so far mostly trying to
restrict incivility by implementing hurdles to comment. Regarding the modera-
tion policies and the nudging of audiences, there is still room for improvement—
and/or automation. Especially for large outlets, there appears to be a need for
development, as they dropped comment sections more often than their smaller
counterparts.

However, our study is not without limitations or areas for extension. While
the quantitative approach helped establish a neutral and objective picture of the
commenting and participatory landscape in German newspapers, it methodolog-
ically cannot deliver insights into the “why” behind the status quo. Based on
the numbers outlined in this paper, future research could elaborate on reasons
for dropping comment sections, justifications for post-moderation, etc., by com-
plementing the statistics with interview data. Furthermore, Germany is not the
only country affected by incivility and the closing of comment sections. Hence,
similar studies for other countries caught in the conflict zone of free speech and
abusiveness—such as the US, the UK, or the Scandinavian countries—would
make excellent candidates for further quantitative studies complementing the
picture outlined in this paper. Last but not least, the sketched method could
serve as a basis for regular updates to better monitor the state of participatory
options in the future.
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Abstract. Societies across the globe suffer from the effects of disinfor-
mation campaigns creating an urgent need for a way of tracking false-
hoods before they become widely spread. Although building a detection
tool for online disinformation campaigns is a challenging task, this paper
attempts to approach this problem by examining content-based features
related to language use, emotions, and engagement features through
explainable machine learning. We propose a model that, except for the
textual attributes, harnesses the predictive power of the users’ interac-
tions on the Facebook platform, and forecasts deceptive content in (i)
news articles and in (ii) Facebook news-related posts. The findings of the
study show that the proposed model is able to predict misleading news
stories with a 98% accuracy based on features such as capitals in the
main body, headline length, Facebook likes, the total amount of nouns
and numbers, lexical diversity, and arousal. In conclusion, the paper pro-
vides new insights concerning the false news identifiers crucial for both
news publishers and consumers.

Keywords: Fake news detection · Disinformation · Fact-checking ·
Digital journalism · Natural language processing · Machine learning ·
Explainable AI

1 Introduction

The intentional spread of false and concocted information serves many purposes
such as financial and political interests, influencing public discourse against
marginalized populations, has a negative impact on society and democracy
[16,30], and can expose the public to immediate danger. Examples of false stories
that went viral on social media platforms like the “Pizzagate”, a conspiracy the-
ory that threatened the lives of the employees of a pizzeria [29] and coronavirus-
related false content that led people to drink toxic chemicals with at least 800
people dead and thousands hospitalized1, show that online virality can become
1 https://www.bbc.com/news/world-53755067.
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dangerous. More specifically, previous research has found that social bots are
crucial in the spread of misinformation [27] since search engines, social media
platforms, and news aggregators use algorithms that control the information a
user sees. For instance, algorithmic curation on Google can promote a greatly
visited news article very high on the search results, thus improving the likeli-
hood of it being shared, read, and emailed. Audience metrics such as page views,
likes, shares, and so on, unquestionably influence the number of people who see
a given article on their screen. Therefore, experts in disinformation and online
radicalization take advantage of these known algorithmic vulnerabilities by cre-
ating fabricated accounts which generate fake traffic that results in virality [27].
Virality in turn guarantees that disinformation, trolling rumors, and coordinated
campaigns are rapidly propagated across the internet, and as Lotan [12] high-
lights what we need is “algorithms that optimize for an informed public, rather
than page views and traffic”. Nevertheless, after much debate about the need
for Facebook to change its algorithm to reduce filter bubbles, and the platform’s
avoidance of taking responsibility for the distribution of deceptive content on its
News Feed, since mid-December 2016 it started to alter its algorithm to make
misleading information to appear lower and Google followed with raising the
fact-checked stories higher [3]. However, the Covid-19 pandemic proved those
measures were insufficient, while also highlighting the challenges that journalists
face as they need to manually check countless requests of potentially deceptive
information daily2, without sometimes possessing the necessary skills, or having
the resources, time, and expert personnel to fight disinformation [3].

The urgent need for disinformation detection led many scientific disciplines
in the search for new effective ways to mitigate this problem with promising
approaches coming from various fields. In line with this, this paper proposes a
computational approach to detect potentially fake information, by identifying
textual and nontextual characteristics of both fake and real news articles and
then using machine learning algorithms for disinformation prediction. More pre-
cisely, we consider two sets of machine-readable features i) content-based, and ii)
engagement-based, and we conduct our analysis in two distinct phases. In phase
A, only content-based features are explored, while in phase B we add features
that correspond to the users’ interactions on Facebook and test them on a subset
of the original fake and real news dataset.

2 Related Work

Fake and manipulated information is circulated in all forms and platforms, unver-
ified videos are shared on Facebook, rumors are being forwarded via messaging
apps, while conspiracy theories are being shared by Twitter influencers, and
these are only a few of the distribution patterns of disinformation. According
to Tandoc and his colleagues [32] the role of social media platforms is crucial
to understand the current state of disinformation globally since Facebook and
Twitter changed both the news distribution and the trust to traditional media
2 https://www.poynter.org/coronavirusfactsalliance/.

https://www.poynter.org/coronavirusfactsalliance/


130 C. Sotirakou et al.

outlets. As they vividly note “now, a tweet, which at most is 140 characters long,
is considered a piece of news, particularly if it comes from a person in authority”
[32]. In this work, we consider real news as defined by Kovach and Rosenstiel
[11] to be “independent, reliable, accurate, and comprehensive information”,
and “not include unverified facts”, thus disinformation campaigns threaten to
curtail the actual purpose of journalism, which is “to provide citizens with the
information they need to be free and self-governing” [11]. In addition, to define
fake news we use the description by the European Commission [5] “disinforma-
tion is understood as verifiably false or misleading information that is created,
presented, and disseminated for economic gain or to intentionally deceive the
public, and may cause public harm”. Journalists and professional fact-checkers
can determine the correctness of potential threats based on their expertise and
the use of many digital tools designed to detect a plethora of manipulated ele-
ments inside a fake story. Finally, news verification can be a procedure done
inside a news outlet that checks all the information before publication or it can
be done after the piece is published or shared in social media networks.

The rise of disinformation has attracted strong interest from computer sci-
entists who employ machine learning and other automated methods to help
identify disinformation. Fake news detection in computer science is defined as
the task of classifying news by its veracity [19] with many studies of this phe-
nomenon aiming to extract useful linguistic and other types of features and
then build effective models that can identify and predict fake news from real
content. A useful overview of the computational methods used for automated
disinformation detection [6] separates two categories, notably machine learning
research using linguistic cues, and network analysis using behavioral data. In
this section, we will focus only on previous work around the former category,
linguistic approaches.

The thought behind linguistic approaches for fake news detection based on
content is to find predictive deception elements which can lead to distinguishing
the fakeness of news [25]. Rubin et al. [25] built a Support Vector Machine (SVM)
model to identify satire and humor articles. Their model performed with 87%
accuracy and the results showed that the best predictive features were absurdity,
grammar, and punctuation. A similar study from Horne and Adali [9] compared
real news against satire articles using also SVM with an accuracy of 91%, and
found that headlines, complexity, and style of content are good predictors of
satire news. However, when classifying real and fake news the accuracy dropped
dramatically. Ahmed et al. [1] experimented with n-grams and examined differ-
ent feature extraction methods and multiple machine learning models, to find
the best algorithm to classify disinformation. The results showed that overall
linear-based classifiers are better than nonlinear ones, with the highest accuracy
achieved by a Linear SVM. Furthermore, Shu et al. [30] conducted a survey
providing a comprehensive review of fake news detection on social media. They
discussed existing fake news detection approaches from a data mining perspec-
tive, including feature extraction, model construction, and evaluation metrics.
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For the fake news corpuses, many researchers use ready-to-use datasets,
such as BuzzFeedNews3, BuzzFace4, BS Detector5, CREDBANK6 and Face-
bookHoax7 [29] and others construct their own using potentially false stories
from websites marked as fake news by PolitiFact [2,34]. Wang et al. [34] intro-
duced LIAR, a benchmark dataset for fake news detection about politics created
from manually labeled reports from Politifact.com. In this work, the authors used
a Convolutional Neural Network and showed that the combination of meta-data
with text improves disinformation detection. Asubario and Rubin, [2] down-
loaded fabricated articles from websites marked as fake news sources by Politi-
Fact.com and matched them with real news around the same political topics.
Their computational content analysis showed that false political news articles
tend to have fewer words and paragraphs than the real ones although the fabri-
cated stories have lengthier paragraphs and include more profanity and affectiv-
ity. Finally, the titles of the fake stories are bigger and more emotional, including
more punctuation marks, demonstratives, and fewer verifiable facts.

Several studies related to fake news detection examined social media aim-
ing to extract useful features and build effective models that can differentiate
potentially fabricated stories over truthful news. The study of Tacchini et al.
[31] focused on whether a hoax post can be identified based on how many people
“liked” it on Facebook. Using two different classification techniques, which both
provided a performance of 99% accuracy, the research proved that hoax posts
have, on average, more likes than non-hoax posts, indicating that the users’ inter-
actions on news posts on social media platforms can be used to predict whether
posts are hoaxes. Similarly, the study of Idrees et al. [10] showed that the users’
reactions to Facebook news-related posts are an important factor for determin-
ing if they are fake or not. The authors proposed a model based on both users’
comments and expressed emotions (emoji) and suggested that a future Support
Vector Machine approach would increase its accuracy. Finally, the work of Reis
et al. [24] examined features such as language use and source reliability, while
also examining the social network structure. The authors studied the degree of
users’ engagement and the temporal patterns and evaluated the discriminative
power of the features using several classifiers with the best results obtained by
a Random Forest and an XGBoost which both had an F1 score of 81%.

In line with previous work in Communication and Computational Linguis-
tics, this study proposes that the detection of disinformation campaigns can be
examined in great detail if it is treated as a classification problem, leveraging
explainable machine learning models that can provide new insights on how to
identify potentially misleading information. Taking previous findings into con-
sideration, we created a model that uses content-based and engagement features

3 https://github.com/BuzzFeedNews/2016-10-facebook-fact-check/tree/master/
data.

4 https://github.com/gsantia/BuzzFace.
5 https://github.com/bs-detector/bs-detector.
6 http://compsocial.github.io/CREDBANK-data/.
7 https://github.com/gabll/some-like-it-hoax.

https://github.com/BuzzFeedNews/2016-10-facebook-fact-check/tree/master/data
https://github.com/BuzzFeedNews/2016-10-facebook-fact-check/tree/master/data
https://github.com/gsantia/BuzzFace
https://github.com/bs-detector/bs-detector
http://compsocial.github.io/CREDBANK-data/
https://github.com/gabll/some-like-it-hoax
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as potential predictors of disinformation. Our goal is twofold, first to examine the
effectiveness of the proposed model and second provide conclusions concerning
which factors predict fake news stories and especially why particular character-
istics of news articles are more important in classifying them as fake. Finding
answers to these questions is crucial for journalists, editors, and the audience.

3 Model and Feature Extraction

The main purpose of this study is to create an inclusive model to detect disinfor-
mation campaigns in (i) news articles and in (ii) Facebook news-related posts.
The backbone of the model is structured based on an extensive review of pre-
vious studies in both communication and computational linguistics. In the light
of the literature, we identify the following types of features:

3.1 Content-Based Features

Linguistic: The length of the article and the length of the headline are considered
good predictors for potentially false content [2,9], while the use of capitalized
words in the body and title of the stories [4] along with certain POS tags such as
nouns, demonstratives, personal pronouns, adverbs [2,9] help detect deceptive
content. Furthermore, complexity measures like the level of lexical diversity and
readability have been used in previous studies with lower levels of complexity
to point to fake content [9]. Also, the high number of swear words increases the
probability of an article being false [2].

Emotional: Emotionality is linked to disinformation in many studies [7,9] with
false stories containing more negativity than real news [9] while provocative mis-
leading content on social media has been found to express more anger in an effort
to exasperate the audience [7]. In this study, we focus on two different aspects of
emotionality to capture i) the actual emotion expressed in the text by measur-
ing the intensity scores for anger, fear, sadness, joy, based on theories of basic
emotions [21] and ii) the overall affect that includes the level of valence, arousal,
and dominance as described by Russel [26]. The difference between emotion and
affect is explained by [28], and defines the emotion as the demonstration of a
feeling, whereas the intensity of the non-conscious response of the body to an
experience relates to the affect.

3.2 Engagement Features

Facebook likes have been identified as significant predictors of hoaxes [24,31], and
users’ comments and reactions to Facebook news-related posts provide patterns
that can point to disinformation [10]. Hereafter, the main features of our model
are explained in detail along with the rationale for their selection in Table 1:



Evaluating the Role of News Content and Social Media Interactions 133

Table 1. Creation of the features.

Feature Description

Content-based

Linguistic

Body length The text size in characters. Real news articles are significantly

longer than fake news articles [9]

Title length The title size in characters.The total number of words in fake news

titles is higher than in real news titles [9]

Capital letters in the story In fake news articles are used more capitalized words [9]

Parts of speech The identification of words as nouns, verbs, adverbs, adjectives,

pronouns, prepositions, conjunctions, etc. The study [22] showed

that words used to exaggerate, such as superlatives, and modal

adverbs are indicative of fake news. However, the survey [14]

indicated that trustworthy news writers tend to use more personal

pronouns, proper nouns, adverbs, numbers [22] and name entities

[25]

Noun/verb The ratio of nouns to verbs in all words of the text [15]

Lexical Diversity Refers to the ratio of different unique words in a text [9]

Readability The Flesch readability score indicates how easy it is for someone to

read a particular text, with high readability levels associated with

real news [20]

Profanity The number of swear words is a feature of fake news [9]

Title and body similarity The relevance of content between the title and the main body,

clickbait headlines are often different from the main story [33]

Subjectivity The quality of news is characterized by the personal author’s tone,

and personal opinions expressed in a text [23]. Specifically, we

measured the degree of weak or strong subjectivity using the

MPQA Subjectivity Lexicon [35]

Emotional

Emotions For the emotion extraction, the NRC Affect Intensity Lexicon

(NRC-AIL) was used that identifies the existence of four basic

emotions, anger, fear, joy, and sadness [18]

Affect We used NRC VAD Lexicon which identifies the sentiments of

valence, arousal, and dominance [17]

Engagement

Likes The number of likes of the post [10]

Love Represents more appreciation than liking and expresses more

empathy [10]

Wow Indicates a surprising feeling that the post expresses something

unexpected [10]

Haha Represents a funny reaction, the post causes real laughter or an

ironic expression [10]

Sad Shows sadness about the post’s content also is a sign of refusal [10]

Angry Represents the disliking of the post [10]

Shares The number of shares may be related to news content

truthfulness. [8]

Comments The total number of comments

Total interactions The total number of all interactions

Overperforming Score The overperforming metric is calculated automatically by

CrowdTanglea based on the performance of similar posts from the

same page in similar timeframes
a https://help.crowdtangle.com/en/articles/3213537-crowdtangle-codebook.

https://help.crowdtangle.com/en/articles/3213537-crowdtangle-codebook
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4 Method and Dataset

For this study, we collected news articles from both trustworthy and unreliable
English-language websites using the Python programming language. The dataset
consists of a total of 23.420 articles both real and fake that were published online
during the years 2019 and 2020, covering a variety of genres. This paper focuses
only on the article level, therefore characteristics such as the overall likes or fol-
lowers of a Facebook page and other contextual attributes like the genre were
not taken into consideration. To construct the dataset, we followed the method
of [2] and retrieved 12.420 articles from three widely acknowledged fake news
websites, listed in many disinformation indexes such as PolitiFact’s8 fake news
websites dataset and Wikipedia’s list9, namely, dailysurge.com, dcgazette.com,
and newspunch.com. For real news, we collected a total of 11.000 articles from
the following legitimate news sources: nytimes.com, businessinsider.com, buz-
zfeed.com, newyorker.com, politico.com, and washingtonpost.com. The articles
cover various topics and include the article’s full text, title, date, author, and
web address (URL). The dependent variable was calculated by setting all stories
scraped from fake websites the value of 1 and the truthful articles the value of 0.
Furthermore, all articles were processed for stop-words, NaN values, stemming,
tokenization, and lemmatization, while articles with less than 1K characters in
the main body were deleted since a lot of the fake stories were very small. The
total number of articles before the cleaning was 25.020, however, only 19.340
cases were qualified for consideration in the building of the model.

Furthermore, we gathered engagement data from Facebook, through the
CrowdTangle platform that belongs to Facebook, and provides access to metrics
about public pages and groups. More specifically, we searched for analytics for
each article in our dataset published on Facebook using the same headline or
URL. However, the query was not always successful because many articles did
not appear on Facebook. Thus, we matched only 4822 fake news articles from
the original dataset (from dailysurge.com, and newspunch.com.) with their cor-
responding Facebook metrics. Finally, to have a balanced dataset we included
analytics for the same amount of real articles, resulting in a total of 9.644 articles
for inclusion in the model.

For feature engineering, many Python libraries were used such as the py-
readability-metrics10 package and the Natural Language Toolkit11 (NLTK) to
perform basic text analysis and filtering. After the features of every category
(content-based, engagement-based) were created, redundant features were identi-
fied by using a correlation matrix, and the ones with a correlation higher than 0.7

8 https://www.politifact.com/article/2017/apr/20/politifacts-guide-fake-news-
websites-and-what-they/.

9 https://en.wikipedia.org/wiki/List of fake news websites.
10 https://pypi.org/project/py-readability-metrics/.
11 https://www.nltk.org/.

https://www.politifact.com/article/2017/apr/20/politifacts-guide-fake-news-websites-and-what-they/
https://www.politifact.com/article/2017/apr/20/politifacts-guide-fake-news-websites-and-what-they/
https://en.wikipedia.org/wiki/List_of_fake_news_websites
https://pypi.org/project/py-readability-metrics/
https://www.nltk.org/
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were removed from the data. Furthermore, several similar features were removed
using clustering techniques. For the model, the Decision Tree and the Random
Forest classifier from Scikit-learn Python library12 were used, and we compared
their results to find the one with the highest prediction accuracy. Afterward, the
importance of each feature in this fake news classification problem was deter-
mined.

5 Data Analysis and Findings – In Two Distinctive
Phases

For the data analysis, we separated the experiment into two phases based on
the two different datasets. In Phase A, the original dataset was used for the
evaluation of the importance of only the content-based features, notably the
linguistic and emotional features. Then, in Phase B, a subset of the dataset
that included Facebook activity (engagement features) was used twice. First,
using only the engagement features as predictor variables, and then with all the
features. The aim at this stage was to add the predictive power of the engagement
features and check their effects on the accuracy scores. Furthermore, the overall
goal of the analysis is to explore the different sets of features to be able to
understand what elements of a story increase the probability of it being fake,
thus we opted for models that are not complete black boxes but provide in-depth
explanations of the classifier’s predictions, such as tree-based models [13]. For
all the experiments, 70% of the stories were used for training and the remaining
30% for testing, and three classification methods were used for the evaluation of
the model, namely F-measure (F1), precision, and recall.

5.1 Phase A - Evaluating the Importance of the Proposed Model
Content-Based Features

For phase A of the experiment, the original dataset (fake and real articles) was
used to discover the most significant content-based features that can classify an
article before publication, meaning that engagement features were not being con-
sidered at this stage. The two different classification methods were applied, and
the algorithm with the highest accuracy was the Random Forest classifier with
an F1-Score of 91%. Our main interest lies in the feature importances of the clas-
sifier that will enable us to interpret what matters most as the model constructs
its decision trees, therefore except for calculating the contribution of every fea-
ture on the prediction (see Fig. 1), we also used the ELI513 Python package
for “Inspecting Black-Box Estimators” to measure the permutation importance
(Table 2).

12 https://scikit-learn.org/stable/.
13 https://eli5.readthedocs.io/en/latest/overview.html.

https://scikit-learn.org/stable/
https://eli5.readthedocs.io/en/latest/overview.html
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Fig. 1. Feature importance score for the content-based features

Figure 1 shows the importance of the content-based features. The category
of linguistic features is the most significant with capital letters in the body of
the article, POS tags (nouns, adpositions, particles), lexical diversity, headline
length, article length, and weak subjectivity to be amongst the top-ten important
predictors. From the emotional features, arousal is the only significant attribute
for detecting false content.

5.2 Phase B - Combining the Content-Based Features with the
Engagement Features

The objective of this phase is to examine if the combination of the textual char-
acteristics of an article (content-based features), together with audience metrics
(engagement features), provides better accuracy in distinguishing the fake from
real news. In this stage, we used the smaller dataset that includes the engage-
ment features, and ran the models twice; first, we examined the performance
results based only on the engagement features, and then we combined all the
features. The results of the two phases are presented in Table 3. When we ran
the model the first time using only the engagement features, the random for-
est correctly classified 95.8% of news-related posts into either fake or real class,
showing that even without any textual features such as headline length or lexical
diversity the model performs well based on users’ interactions with the Facebook
platform. Furthermore, the total number of Facebook users who “liked” the post
was the most important feature, followed by the overperforming score, calculated
by CrowdTangle based on the performance of similar posts from the same page
in similar timeframes.
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Table 2. Permutation Importance for the top 10 combined features

Feature Weight

Capitals in article 0.0758 ± 0.0095

Likes 0.0732 ± 0.0092

Title’s Length 0.0595 ± 0.0038

Numbers 0.0190 ± 0.0045

Overperforming 0.0128 ± 0.0053

Arousal 0.0088 ± 0.0023

Nouns 0.0063 ± 0.0027

Comments 0.0049 ± 0.0033

Readability Score 0.0040 ± 0.0006

Strong Subjectivity 0.0040 ± 0.0016

Table 3. Accuracy of machine learning classifiers

Features Measures in % Machine Learning Classifiers

Decision Tree Random Forest

News Content Features Accuracy 84.1 91.0

Engagement Features Accuracy 94.4 95.8

News Content Features + Accuracy 94.9 98.0

Engagement Features

As we can observe the combination of the content-based and engagement
features proved to have greater predictive power compared to any single group
of features. First on the top 3 of the permutation importance table (see Table 2) is
the number of capital letters in the body of the article with the significance of this
feature remaining stable in both datasets, while the second is the number of likes,
followed by the length of the headline, which was very important also in phase
A. Moreover, POS tags like numbers and nouns are significant predictors, while
the overperforming score is the fifth most significant characteristic. Similar to
phase A, arousal is the only emotional feature that contributes to the prediction,
while the total number of comments a news post received, the readability score,
and the expressed subjectivity are of lower importance.

6 Discussion of the Results

In general, as depicted in Table 2, the content-based features and especially the
linguistic ones are the most informative for distinguishing real from fake news
articles. The results are in line with previous studies [9,15,20,22] which found
that textual attributes can forecast the probability of a news item being decep-
tive. The second most important category of features is the engagement features,
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with the number of Likes being the best amongst them. Interestingly, the emo-
tional category of features is third, (that belongs to content-based) with only
the Arousal being significant for the prediction. The weights of the features
show what matters most for the classifications and seem to relate well with the
proposed categories of features.

Overall, the findings support several features recognized in studies method-
ologically close to this one. More specifically, features related to words in Cap-
ital letters were highlighted in the study of Horne and Adali [9], along with
the Headline Length, and the Article Length that was significant also in the
work of Marquardt [15]. Facebook Likes are essential for the model’s predictions
and have also been identified to distinguish hoax posts [24,31], and the use of
the audience reactions on the platform considered to provide patterns that can
point to disinformation [10]. Furthermore, our results show that the syntax of
the fake news articles is very significant, and this is one of the features recog-
nized by many researchers in the past, specifically, that false stories include more
Adverbs [2,9,22], fewer Nouns [9,15], more personal Pronouns [2,20,22], fewer
Numbers [22], and more demonstratives, [2]. Additionally, Lexical Diversity and
Subjectivity proved to be significant in phase A in line with the findings of [9]
that false stories have less lexical complexity and more self-referential words. On
the contrary, characteristics often related to disinformation like profanity, nega-
tive sentiment [15] and anger [7] were not identified by the model as significant
indicators of falsity.

7 Conclusion and Future Work

Many studies related to disinformation in news articles and social media treat
fake news detection as a text classification problem, therefore extract features
and build effective models that can predict false stories [6]. Accordingly, our
study employed content-based and engagement features drawn from previous
theoretical constructs in an attempt to model online disinformation campaigns
and cast light on its significant identifiers. To this end, we created two datasets,
one that included real and fake news and a subset of the original that contained
the audience’s interactions to the same articles posted on Facebook. Then we
performed a number of experiments, comparing the different sets of features and
two tree-based classifiers. Our findings revealed that the content-based features
such as Capitals in the article, Headline Length, POS tags, and the engagement
feature of Facebook Likes were the most important predictors of deceptive online
stories. The results provided us with insights of fake news attributes useful in
the light of combating disinformation, in terms of proposing a machine learning
approach to automatically detect false stories and of pointing to certain telling
characteristics of these falsehoods that could be incorporated in media literacy
education programs to bolster resilience against this devastating phenomenon.

However, the results of this study are based on a set of assumptions pro-
ducing the following limitations. First of all, the dataset was built based on
the fundamental assumption that all the articles from the sources listed as fake
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news websites by Politifact are 100% fake. Undoubtedly, there are better ways of
constructing a fake news corpus such as asking fact-checkers to verify the poten-
tially deceptive stories before incorporating them into the dataset or opting for a
human-in-the-loop approach where the model would not rely so heavily on Arti-
ficial intelligence but include more sophisticated human judgment. Except for
the dependent variable of our model not being the optimal one, there is the lim-
itation of the English language thus it is uncertain how the model would behave
with datasets in other languages. Based on the current study, future work could
use a more diverse dataset and design a study in which human fact-checkers
define false stories based on certain features and their respective significance
and then correlate their judgment with the feature importances of the model, or
focus on rule extraction and investigate more closely the effect of each feature
on disinformation detection.
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