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1 Information Technologies Institute, Informatics and Information Security Research
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Abstract. Price forecasting is a challenging and essential problem stud-
ied in different markets. Many researchers and institutions, academi-
cally and professionally, develop future price forecasting techniques. This
study proposes a data collection and processing pipeline to forecast the
next day’s price of a product in business to consumer (B2C) markets
using the price data obtained from web crawlers, preprocessing steps,
the deep features produced by the autoencoder, and the technical indi-
cators. For this purpose, we use web crawlers to collect different airline
companies’ ticket prices daily and create a price index. We apply the
discrete wavelet transform (DWT) preprocessing method to denoise the
price index data, calculate some technical indicators analytically, and
extract the deep features of the price data via three different autoen-
coders, linear, stacked linear, and long short term memory (LSTM). An
LSTM forecaster generates forecasts using deep and calculated features.
Finally, we measure the effects of autoencoder types, and mentioned fea-
tures on the forecasting performance. Our study shows that using LSTM
autoencoder on denoised time series price data with technical indicators
in B2C markets yields promising results.

Keywords: Deep learning · Feature extraction · Time series ·
Business to consumer market

1 Introduction

In the business-to-consumer (B2C) trade model, businesses market their services
or products to many buyers. This commercial model can be carried out either
face-to-face or online with the dramatic increase in e-commerce sales opportu-
nities recently. Positive developments in e-commerce show that this shopping
model has become widespread in recent years and will reach more consumers
in the coming years [1]. The volume of e-commerce in Turkey increased by 64%
in the first half of 2020 compared to the same period of the previous year and
reached 91 billion 700 million Turkish Liras [2]. E-commerce is becoming more
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and more common among individuals of different ages. The proportion of e-
commerce users over the age of 65 increased from 6% to 10% during the COVID-
19 pandemic [3]. In such an environment, forecasting the price of a product in
the next period has direct or indirect effects. It is an important research subject
in terms of direct reasons such as purchasing decision, choice of the seller, pro-
curement, price determination, and indirect reasons such as strategic planning
from sales volume information [4–8].

In the field of tourism, which is an example of B2C with many service buy-
ers and few sellers, price depends on many variables’ effects such as demand,
exchange rate, inflation, season, or supply [9,10].

Machine learning algorithms are often used to forecast the value of the fol-
lowing time period on price data [11]. The methods used in the deep learning
approach, an expert in feature extraction and a sub-branch of machine learning,
have achieved more successful results than classical machine learning methods
in recent years [10]. Price forecasting studies with deep learning are generally
used in consumer to consumer (C2C) or markets where stock movements are
determinant [12]. We observe that there is a lack of studies in the literature on
price forecasting in B2C markets. Furthermore, there exists studies that analyze
user-system interaction data [13–23]. These studies mainly focus on data lineage
of the user’ s interactions for various reasons such as debugging data and trans-
formations, auditing, evaluating the quality and trust in data. We also observe
that there is lack of studies on analyzing the user-system interactions in tourism
sector for the purpose of price forecasting.

In the tourism sector, where high capital is required in its establishment
and management, it is necessary for businesses to forecast the future price of a
product or service with deep learning supported solutions [10,24].

We perform data collection, data preprocessing, data processing, data anal-
ysis, and analysis result evaluation within the scope of this research to meet the
forecasting requirement. A prototype application developed runs to demonstrate
the performance of the proposed approach with different settings. This applica-
tion includes experiments based on 158 days with price data from three different
airline companies in Turkey. The results obtained from the methodology pro-
posed within the scope of this study show that deep feature extraction with the
LSTM autoencoder and technical indicators effectively reduces the forecasting
loss in B2C markets. These results obtained confirm the proposed methodology.

Other parts of the article have been arranged as follows. Firstly, in Sect. 2,
the requirements to start the study and the research questions arising from
these requirements are introduced. Section 3 includes a literature review where
related works are discussed. The methodology we propose for answering research
questions is introduced in Sect. 4. The details of the data set used, the details
of the experimental design, and the experimental results are included in Sect. 5,
while the technical information about the prototype application is presented
in Sect. 6. In the 7th Section, the answers given in the article to the research
questions of the experimental study are presented collectively. Finally, in Sect. 8,
some results are reported, and directions for future works are given.
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2 Research Questions

Forecasting the future price of a product or service in B2C markets is very
important, especially in sectors such as tourism, where demand forecasting is
strategically vital for organizations. After the price data obtained, their noise
should be removed by preprocessing studies. Technical indicators calculated used
to forecast prices in stock markets of similar interest are useful auxiliary features
for forecasting the price of a product in the future period. In addition to these
features, the use of deep features that can be obtained from price data with deep
learning methods for price forecasting in B2C markets can be beneficial for get-
ting more accurate results. Therefore, the data should be prepared for processing
by taking analytical methods and feature extraction methods as examples in sim-
ilar studies. Finally, a deep learning model should be trained to create a price
forecasting model, and then the trained model should be tested.

In line with these requirements, answers to the following research questions
are sought in this study.

1. In B2C markets, can the historical price data and deep learning algorithms
be used for forecasting the price of the next period of a product or service?

2. Which preprocessing methods can be used on price data?
3. Which deep learning methods can be used to extract features using price

data?
4. Are technical indicators that can be calculated from price data useful in

forecasting the next step ahead of price in B2C markets?

3 Literature Review

Discrete wavelet transform (DWT) method is used to transform a discrete time
series signal into discrete meaningful components called wavelets that make up
it [25]. It is frequently used as a preprocessing function to remove noise in the
field of signal processing. A.J. Conejo et al. used the DWT method as a noise
suppressor on electricity price data in their studies [26].

Autoencoder is an unsupervised deep learning approach used to learn domain
data patterns and represent them with an artificial neural network model. The
stacked autoencoder (SAE) is a derivative of autoencoders created by sequen-
tially linking the encoded outputs. W. Bao et al. used stacked autoencoders on
stock price data to reduce forecast loss [12]. L. Wang et al. used stacked autoen-
coders and their variants in short-term electricity price forecasting to reduce
forecast loss [27]. The autoencoder and its derivative techniques improve the
experimental performance in the studies by processing the domain data to make
it more qualified.

Deep learning, a sub-branch of machine learning study area, learns by
extracting high-level features using layers of artificial neural networks one or
more times. Long short-term memory (LSTM) is a deep learning architecture
with specialized recurrent neural networks (RNNs) for processing sequential
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data, thanks to feedback links [28]. J. Cao et al. got successful forecasting results
using LSTM in their financial time series price data forecasting studies [29]. S.
Bouktif et al. achieved successful forecasting results using LSTM in their study of
electricity load forecasting using France metropolitan’s electricity consumption
data [30].

The common feature of these studies and our study, time series price data,
shows that the DWT and autoencoder methods are useful in our research.
Inspired by these studies, we use different autoencoder kinds in our study. In
addition, the successful results obtained in the forecast of time series data in
previous studies using LSTM show that the forecasting infrastructure in our
study can be performed using LSTM.

4 Proposed Methodology

In tourism markets, since the service’s sale is possible over the internet, it is
possible to access price data from the sellers’ reservation sites easily. Automatic
web crawler scripts collect the data set used in this research on a daily basis by
querying the price of the next day in the ticket sales system of three different
airline companies. The collected data are included in the training of the LSTM
forecaster model after passing through preprocessing, technical indicator calcu-
lation, DWT, and autoencoder, respectively, in the data processing workflow.
The proposed data collection and processing workflow architecture is illustrated
in Fig. 1.

Fig. 1. Proposed data collection and processing architecture.
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4.1 Daily Web Crawling

The company website where the reservation can be made online supplies the
final price determined for the customer’s purchase. However, during the data
collection phase, this job should be done automatically on a daily basis, specific
to the designated departure and landing locations and for the next day. It is
very practical to use web crawlers to automate this job. The data collected,
stored daily in comma-separated files (CSV), includes the cities of departure
and landing airports, ticket prices, and date information.

4.2 Preprocessing

Collected data is read batch-wise from files and pass through some preprocessing
steps. The first step in preprocessing is to filter the batch data based on their
departure and landing location. Then, the collected data are averaged according
to the date and company criteria to ensure that they are singularized from the
date and the airline company criteria. In this way, only one price record per day
remains from each company. Preprocessing continues with the imputation of the
missing days, if any, by an average of the same day of the previous and next
week and creating the daily price index. The daily price index creation process
is the sum of the average ticket price of all companies on that day. Since our
study is similar to the various previous studies about using price data, we apply
the discrete wavelet transform to the tourism price data at the last step of the
preprocessing.

4.3 Technical Indicator Calculation

It is possible to calculate some well-known technical indicators using the price
index data introduced in the preprocessing section. We accept the index price we
calculated as the close price for that day and using this close price, the technical
indicators whose abbreviations are given in Table 1 are calculated. Please note
that only the close price is used to calculate these technical indicators.

Table 1. Abbreviations of technical indicators used.

Indicator name Description

MACD Moving Average Convergence Divergence

BOLL Bollinger Bands index

EMA20 Exponential Moving Average for 20 days

MA5 Moving Average for 5 days

MA10 Moving Average for 10 days

ROC Rate of Change
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4.4 Discrete Wavelet Transform

Discrete wavelet transform smooths out the outliers in the time-dependent price
data and reduces the data’s noise. S. Mallat proposed the wavelet representation
method to decompose a multilevel signal of content at a specific resolution [31].
In this method, discrete approximations considered to belong to the main signal
are calculated by passing through low pass and high pass filters. The low pass
filter gives the low-frequency component (φ), the high pass filter gives the high-
frequency component (ψ). Equation (1) and (2) formulate decomposed mother
and father wavelets at the J level [32]. Generally, the father wavelet refers to a
low-frequency component or approximate coefficients, and also the main wavelet
refers to high-frequency components or detailed coefficients.

φj,k = 2−j/2φ(
t − 2jk

2j
), ψj,k = 2−j/2ψ(

t − 2jk
2j

) (1)

∫
φ(t)dt = 1,

∫
ψ(t)dt = 0 (2)

A time dependent f(t) function is defined and projected onto low-frequency
and high-frequency wavelets, as in Eq. (3).

sJ,k =
∫

φJ,k(t)f(t)dt, dj,k =
∫

ψj,k(t)f(t)dt

where j = {1, 2, ..., J} , s = 2j , k = {1, 2, ...}
(3)

The sequence {Sj ,Dj ,Dj−1, ...,D1}, which stands for f(t), which is the sum
of approximate coefficients (Sj) and detailed coefficients (Dj), is expressed as in
Eq. (4).

f(t) =
∑
k

sJ,kφJ,k(t)+
∑
k

dJ,kψJ,k(t)+
∑
k

dJ−1,kψJ−1,k(t)+ ...+
∑
k

d1,kψ1,k(t)

(4)
Finally, with the resulting equation f(t), wavelet transform is applied on time

series data.

4.5 Autoencoder

Machine learning algorithms are classified as supervised and unsupervised. While
unsupervised algorithms do not need labels while working, supervised algorithms
work with ground truth and increase model performance in this way. Deep learn-
ing architectures are learning structures obtained by connecting different types
of layers one after another in various numbers and shapes. Autoencoders are
unsupervised deep learning architectures typically used to extract features or
remove noise by learning domain data. An example autoencoder constructed
with an encoder and a decoder is illustrated in Fig. 2.



Price Forecasting with Deep Learning in Business to Consumer Markets 571

Fig. 2. An example autoencoder consists of an encoder and a decoder layer.

Autoencoder architectures vary depending on the problem and the data they
are used. Autoencoder in different architectures is used in the feature extraction
of price data in different markets. W. Bao et al. used the stacked autoencoder
architecture to reduce the noise in the data in their study of estimating financial
time series [12]. In the study, the stacked autoencoder removed the noise of the
time series data and extracted the deep features. This study shows that the data
in time series format is feature engineered by a stacked autoencoder built with
feed-forward linear layers. The stacked autoencoder for the study is illustrated
in Fig. 3.

Fig. 3. A stacked autoencoder consists of 4 feed-forward linear autoencoders.

LSTM is an excellent feature extractor for time series data. In the literature,
we see that this type of autoencoder is often used for the machine translation
problem; however, there is a lack of its use with time series price data. We
propose the sequence-to-sequence method formed by LSTM units as a feature
extractor and noise suppressor. Note, LSTM is frequently used with time series
data as a forecaster. The autoencoder we recommend is illustrated in Fig. 4.

From RNN to LSTM. Recurrent neural networks, unlike feed-forward net-
works, contain memory cells that hold the state information corresponding to
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Fig. 4. An LSTM autoencoder with unrolled units.

the previous iteration. In addition to input data, state information is provided
as input to the cell, providing a loop within the network. The architecture of an
RNN cell is illustrated in Fig. 5. xt in the figure represents the input vector at
time t; st and st−1 represents the state vector calculated from the input vector
at t and t − 1; W and U expressions express the weights of the input vector.
The formula st is given in Eq. (5). The activation function f , which is used to
limit the output to a certain range; there may be special functions such as tanh,
sigmoid, ReLu [33].

Fig. 5. Architecture of RNN unit.

st = f(Wxt + Ust−1) (5)

LSTM is a special variant of RNN that solved the vanishing gradient problem.
An LSTM unit contains the RNN memory as well as the input gate that controls
the update of the cell state, the output gate that controls the value to be sent
to the next cell, and the forget gate that checks the previous state of the cell in
the cell [28,33]. The architecture of an LSTM cell is shown in Fig. 6.

The ft, gt, qt expressions given in Eq. (6) indicate the values for the forget
gate, input gate, and output gate, respectively. Xt is the input vector at time
t; ht−1 is the output vector at time t − 1; The U and W vectors represent the
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Fig. 6. Architecture of an LSTM unit.

input and recurring weights held for the respective gate. The activation function
σ is the sigmoid function that returns the output between 0 and 1.

ft = σ(UfXt + Wfht−1),
gt = σ(UgXt + Wght−1),
qt = σ(UoXt + Woht−1)

(6)

The expression st given in Eq. (7) gives the state value for the LSTM cell;
The expression ht refers to the output vector at the time t. U and W vectors are
input and recurring weights retained for the LSTM cell; φ represents the input
activation function (usually sigmoid or tanh) [28,33].

st = ftst−1 + gtφ(UXt + Wht−1),
ht = tanh(st)qt (7)

4.6 LSTM Forecaster

In general, our problem is regression-based as we try to forecast the next day’s
ticket sale price. The autoencoder section explains how the autoencoder extracts
deep features of the price data in a period. We use the LSTM forecaster to
forecast the next day’s price using deep encoded features and calculated technical
indicators.

An LSTM forecaster usually consists of a layer containing a certain number
of LSTM units and a dense layer that will produce the result attached to it; this
architecture is shown in Fig. 7. The matrix used as inputs to the LSTM forecaster
is the windowed data, which data can be raw or obtained from an autoencoder’s
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encoder layer. If the LSTM autoencoder is used, the hidden states vector of the
units of the autoencoder is also provided as the input vector to the forecaster (See
Fig. 7: Hidden States). The output of the dense layer is calculated as in Eq. (8).
The expression x in Eq. (8) represents the output matrix of the LSTM layer; W
indicates the weight matrix of the dense layer; f is the activation function.

output = f(Wx) (8)

Fig. 7. An LSTM forecaster takes the windowed input matrix and the extra hidden
states matrix as inputs.

5 Evaluation

This section shares the details of the data set used, the design of the experimental
setup, and the experimental results.

5.1 Data Set

Web crawlers collect the training and test data set daily for domestic flight ticket
prices in TRY currency between 27.07.2020 and 31.12.2020 (158 days). We filter
the route as flights from the most populous city of Turkey, Istanbul, to Ankara,
capital of Turkey and the second-most populous city. The route has a total of
4544 flight records from Istanbul to Ankara. Since the daily price index is created
for the route after preprocessing, the data set is reduced to a total of 158 records.

5.2 Experimental Design

We set up two different experimental setups to answer research questions. The
first experiment compares the performance of wavelet transform and autoen-
coders. The second experiment measures the contribution of the calculated tech-
nical indicators. Daubechies (db4) wavelet transform function is applied with 1
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level decomposition to the data in preprocessing phase. Window size for all
experiments is determined as five days by trial and error. In all experiments,
the sigmoid function is used as the activation function, and Adam, a special
stochastic gradient descent (SGD) function, is used as the optimizer. The LSTM
forecaster layer is the same for all experiments. The LSTM layer contains 100
hidden units and then connects to the dense layer to produce the forecasting
result. The first 67% portion (105 days) of the 158 days data is used for training
and the last 33% portion (53 days) for the test.

In the first experiment, using and not using the wavelet transform run as
separate configurations. There are four different configurations for the autoen-
coder; single layer linear autoencoder (Single AE), stacked linear autoencoder
(SAE), LSTM autoencoder (LSTM AE), and forecasting without autoencoder.
Thus, the first experiment results in eight different combinations. The SAE is
obtained by connecting four consecutive single layer linear autoencoders.

The second experiment investigates which of the calculated technical indica-
tors are appropriate to use together with the price data. All subsets of technical
indicators run as separate configurations to determine the technical indicators
that will provide the best benefit when used with price data. The second exper-
iment produces a possible result of 26 = 64, considering six different technical
indicators and one fixed feature. Since we search the technical indicators that
will provide the most benefit in our study, we share the best result of the group
with n and the technical indicators belonging to the group.

The encoded feature vector size of single layer, stacked, and LSTM autoen-
coders is determined as 16 by trial and error.

Performance Metric. The performances of the implemented forecaster models
are measured in terms of root mean square error (RMSE) and mean absolute
error (MAE) metric, which are frequently used in regression problems.

5.3 Experimental Results

In the configurations introduced in the experimental design section, measure-
ments are made with test data according to the metrics specified in the perfor-
mance metric subsection.

In the first experiment, the LSTM autoencoder performed better than other
autoencoders in the RMSE metric, and it seems beneficial to apply DWT regard-
less of the autoencoder used. Evaluation results of the Experiment 1 are pre-
sented in Table 2.

The second experiment shows that the most successful model is generated
according to the RMSE metric when the technical indicators MACD, BOLL,
MA5, MA10 are used in the group of 5 combinations. It is possible to make
a similar observation in the MAE metric. The striking point here is observed
when the second most successful model is examined. The second most successful
model is created using the EMA20 and ROC technical indicators, which are the
complete exclusions of the indicators used in the most successful model.
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Table 2. Evaluation results of Experiment 1.

RMSE MAE

With DWT Without DWT With DWT Without DWT

LSTM AE 0.0769 0.1285 0.0596 0.1032

SAE 0.0880 0.1191 0.0631 0.0916

Single AE 0.0815 0.1204 0.0586 0.0839

No AE 0.0782 0.1242 0.0566 0.0853

Table 3. LSTM AE encoded evaluation results of Experiment 2.

Feature

count

RMSE MAE

Features Loss

Value

Features Loss

Value

1 [close] 0.0769 [close] 0.0596

2 [close,roc] 0.0734 [close,ma10] 0.0562

3 [close,ema20,roc] 0.0698 [close,ema20,roc] 0.0521

4 [close,macd,boll,ema20] 0.0716 [close,ema20,ma10,roc] 0.0539

5 [close,macd,boll,ma5,ma10] 0.0684 [close,macd,boll,ma5,ma10] 0.0522

6 [close,macd,boll,ema20,ma5,ma10] 0.0756 [close,macd,boll,ema20,ma5,ma10] 0.0553

7 [close,macd,boll,ema20,ma5,ma10,roc] 0.0797 [close,macd,boll,ema20,ma5,ma10,roc] 0.0553

Hence, it is possible to say that the use of technical indicators achieves the
highest benefit when divided into two groups. The first group consists of MACD,
BOLL, MA5, and MA10 indicators, while the second group consists of EMA20
and ROC indicators; of course, the close price is included in both groups. Eval-
uation results of the Experiment 2 are presented in Table 3.

6 Prototype Application

The web crawler application used to collect data runs with Python 3.8.5 using
the Scrapy 2.3 package. Web crawler application collects ticket prices, together
with search keys and date information, from the online ticket search portal for
Pegasus, Turkish Airlines, and Atlas Jet companies. The departure and landing
cities are used as the search key, and the day after the web crawler is running,
as the departure date.

The data processing application is implemented in Ubuntu 16.04 operating
system and Python 3.6.9 using the Keras 2.4.3 application infrastructure with
TensorFlow 2.2.

The system used works with “Intel (R) Xeon (R) Gold 6138 CPU @ 2.00
GHz” processor, 504 GB memory, and 4 * “Tesla V100-SXM2-16GB” graphics
processors.
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7 Experimental Study

This section gives the answers to the questions in the research questions section
with the literature review results and the proposed methodology implementa-
tion’s results.

Similar studies in the literature review section confirm that deep learning
can make price forecasting to next step ahead on time series data of a product
or service. Since the answer to the first research question is positive, studies are
continued, and answers to other questions are sought.

The second research question, the selection of the preprocessing method, is
introduced in the proposed methodology section, and its effect on the result is
presented in the experimental results section. Accordingly, the positive contri-
bution of the DWT, which is the preprocessing method for removing the noise
and smoothing in the data, is shown in the experimental results section.

The third research question, in which deep learning methods can be used for
feature extraction of price data, is answered as linear, stacked linear, and LSTM
autoencoders. We show their performances comparatively in the experimental
results section.

The answer to the last question, which is investigating the benefit of technical
indicators in B2C markets, is presented in the experimental results section with
the comparison table made with the subsets of all technical indicators. It is
beneficial to use subsets of technical indicators for price forecasting in B2C
markets.

Please note that the validity of the proposed techniques and all results
obtained depends on the data. Different implementations or different data may
produce different results.

8 Conclusion and Future Work

Forecasting the next step ahead of price in different kinds of markets is being
more critical. It is strategically important to forecast the next price in B2C
markets dominated by competitive service providers, as well as in C2C markets
where consumer transactions are determinant. Eventually, various preprocessing
steps should be applied, and the domain data features should be extracted to
reduce the forecasting error. The problem of extracting deep and calculated fea-
tures and using them with different combinations at different stages to minimize
the forecasting error is always open to improvement.

We investigate the benefits of the DWT preprocessing method and the use
of calculated technical indicators in B2C markets. We also test the effect of the
LSTM autoencoder in the feature extraction phase on the time series price data.
Our benchmarking results for forecasting airfare prices in the B2C market show
that applying DWT in preprocessing, and using a subset of technical indica-
tors, and using LSTM autoencoder for feature extraction succeed the forecaster
to better results than not applying DWT, or not using technical indicators, or
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using other autoencoder types. The best model is obtained using moving aver-
age convergence divergence, Bollinger bands, moving average in 5 and 10 days
technical indicators.

In future studies, by extracting price types such as open, high, and low from
the raw data, various technical indicators to be calculated can be added to the
process. In addition, different feature extractors such as convolutional neural
network (CNN) can be used. Finally, even the feature extraction phase can be
done using candlestick charts created by new price types extracted.

Acknowledgments. This study is carried out using the data center and web
crawler facilities of Cloud Computing and Big Data Research Laboratory (B3LAB)
of TÜBİTAK BİLGEM.
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27. Wang, L., Zhang, Z., Chen, J.: Short-term electricity price forecasting with
stacked denoising autoencoders. IEEE Trans. Power Syst. 32(4), 2673–2681 (2017).
https://doi.org/10.1109/TPWRS.2016.2628873

28. Goodfellow, I., Bengio, Y., Courville, A., Bengio, Y.: Deep Learning, vol. 1. MIT
Press, Cambridge (2016)

29. Cao, J., Li, Z., Li, J.: Financial time series forecasting model based on CEEMDAN
and LSTM. Physica A 519, 127–139 (2019)

30. Bouktif, S., Fiaz, A., Ouni, A., Serhani, M.A.: Optimal deep learning LSTM model
for electric load forecasting using feature selection and genetic algorithm: compar-
ison with machine learning approaches. Energies 11(7), 1636 (2018)

31. Mallat, S.G.: A theory for multiresolution signal decomposition: the wavelet rep-
resentation. IEEE Trans. Pattern Anal. Mach. Intell. 11(7), 674–693 (1989)

32. Ramsey, J.B., Lampart, C.: The decomposition of economic relationships by time
scale using wavelets: expenditure and income. Stud. Nonlinear Dyn. Econ. 3(1)
(1998)

33. Chollet, F., et al.: Deep Learning with Python, vol. 361. Manning, New York (2018)

https://doi.org/10.1109/TPWRS.2016.2628873

	Price Forecasting with Deep Learning in Business to Consumer Markets
	1 Introduction
	2 Research Questions
	3 Literature Review
	4 Proposed Methodology
	4.1 Daily Web Crawling
	4.2 Preprocessing
	4.3 Technical Indicator Calculation
	4.4 Discrete Wavelet Transform
	4.5 Autoencoder
	4.6 LSTM Forecaster

	5 Evaluation
	5.1 Data Set
	5.2 Experimental Design
	5.3 Experimental Results

	6 Prototype Application
	7 Experimental Study
	8 Conclusion and Future Work
	References




