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Abstract. Media vehicles play an essential role in investigating events
and keeping the public informed. Indirectly, logs of daily events made by
newspapers and magazines have been built rich collections of data that can
be used by lots of professionals such as economists, historians, and politi-
cal scientists. However, exploring these logs with traditional search engines
has become impractical for more demanding users. In this paper, we pro-
pose StoryTracker, a temporal exploration tool that helps users query
news collections. We focus our efforts (i) to allow users to make queries
by adding information from documents represented by word embbedings
and (ii) to develop a strategy for retrieving temporal information to gen-
erate timelines and present them using a suitable interface for temporal
exploration. We evaluated our solution using a real database of articles
from a huge Brazilian newspaper and showed that our tool can trace dif-
ferent timelines, covering different subtopics of the same theme.

Keywords: Timelines · Search engines · Word embeddings

1 Introduction

Search engines’ evolution (e.g., Google Searching, Microsoft Bing, DuckDuckGo)
has increased access to information. Individuals and institutions feed these mech-
anisms daily, which indirectly document history through records of daily events.
These tools are based on keyword queries that aim to retrieve information by
associating the database’s information with a few keywords. This type of query
returns broad information about a topic and does not focus on details. For
example, an economist who needs to find news and information about the stock
market will provide some keywords (e.g., variations on the stock market price)
to the search engine. The result will be the latest news about events that caused
the stock prices to oscillate (e.g., the fusion between two companies) [20].
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Despite being efficient in retrieving recent and more comprehensive informa-
tion, traditional search engines still have limitations for users with more demand-
ing goals looking for more specific and temporally related themes. For example,
a historian interested in the stock’s behavior market over time from a particu-
lar event (e.g., the Mariana dam collapse in Brazil in 2015 or Brazilian President
Dilma Rousseff’s impeachment in 2016) will require costly and not always work-
able work. Therefore, it will force him to perform multiple queries, sort and filter
large volumes of data. Thus, from the perspective of more specific searches, per-
formed by more demanding users such as historians, we observe that there are still
two particular challenges during the search process: (i) generating good queries to
retrieve relevant and more specific documents in databases and; (ii) temporally
organizing large numbers of documents (e.g., news, articles) in such a way that
navigation through these data is efficient [1].

The present work aims to provide a tool for more demanding users to eas-
ily search, organize, and explore documents by presenting the results through
timelines. Our proposal consists of dividing a traditional query into two parts, as
described below. First, we perform a traditional search, in which the user defines
the keywords of the topic s/he wants to search. It uses a traditional search engine,
presenting several documents related to the topic sorted according to some cri-
terion predetermined by the search algorithm (i.e., often related to commercial
issues). In the second part, which corresponds to this work’s first contribution,
among the various documents returned by the search machine, the user chooses
the one s/he considers most relevant (reference). This reference document makes
it possible to construct a timeline through the algorithm we proposed, called Story
Tracker (ST). From an initial date (t0) determined by the user, the temporal cov-
erage for the timeline (e.g., five months) and the information related to the query
and the selected document, the ST algorithm divides the temporal coverage into
subspaces, e.g., weeks (e.g., t1, t2, ...tn) preserving the chronological order of the
subspaces. For the time subspace t0, the ST algorithm uses the representative vec-
tors of the documents generated via word embbedings doc2vecmodel and identifies
the documents most similar to the query and the reference document selected by
the user, which will be presented for time t1. Generally, to maintain consistency in
the relationship between documents in an ti interval with documents in the ti+1

interval, ST updates the reference document for each interval. This updated ref-
erence document in the ti+1 interval refers to the document most similar to query
and the reference document in the ti interval. This update process allows the user
to force the tool to induce the retrieval of documents associated with more specific
subjects addressed by the document and the query.

Our second contribution comprises a Web tool that uses the data retrieved by
the process described above and presents them using an intuitive visual metaphor,
which allows the user to explore the data in an organized way with convenience.
Our tool organizes the time intervals in a sequence of sections (slides). Each section
contains the documents from one interval to allow the user to explore the data
after performing the query for building the timeline. The tool also provides docu-
ment filters by categories (e.g., sports, market) to assist in the exploration process,
which can be used in the originally retrieved data and in the timeline’s construc-
tion, allowing specialized searches by categories. The tool also has a function that
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allows the user to define the number of documents he wants to view per interval.
With this functionality, the user can generate more summarized and specific time-
lines, relating few documents per interval or more comprehensive timelines with a
larger number of documents per interval.

We can integrate our tool with any search engine. However, to perform a con-
trolled and consistent evaluation, we simulated a search engine using a database
of the Brazilian newspaper Folha de São Paulo,1 with documents from January
2015 to September 2017, composed of 167 thousand documents of different cate-
gories. To instantiate our tool, we built a vector representation for each document
in the database considering the word embbedings doc2vec model. We also built
the vector representation of the user query with the word embbedings model. We
then select the most similar documents to the user query using cosine distance
between these vectorial representations. The N documents most similar to the
query are presented to the user, and within the N documents returned by the
simulated search machine, it must choose a reference document.

To evaluate the functioning of the proposed tool, we simulated a search for
the terms “the impeachment of Dilma Rousseff and its impacts,” choosing dif-
ferent reference documents and then detailing the timelines built from them.
Our results show that by varying the reference document resulting from the
original query, the proposed tool can trace different timelines, covering differ-
ent sub-topics of the impeachment process (e.g., lava jato investigation, public
manifestations). It would not be possible through a single query in a traditional
search engine. Also, we analyzed the impact of the query and the reference docu-
ment for the construction of the timelines. We observe that, as we increased the
importance of the reference document to the query, we retrieved documents with
topics more correlated to the reference document. This result is a strong sign
that the reference document works well as an information source. To the best
of our knowledge, we have found no work in the literature that aims to perform
more specific and temporally related topic searches. Moreover, our proposal is
generic enough that any current search engine can apply and use it.

2 Related Works

2.1 Query Expansion

Query expansion is a strategy widely known in the literature and employed in
search engines to optimize search results. Query expansion can change the user’s
original query by recalibrating the weight of terms or adding new terms. One
of the main reasons for using query expansion is that users rarely construct
good queries that are short on based on ambiguous words. Within the existing
lines for query expansion, many works focus on identifying new terms from the
analysis of an initial document ranking [3,6,17]. Basically, after an initial query
of documents, the search engine returns a ranking of K documents, and the query
expansion algorithm will use these documents to perform query enrichment. This
approach is known as feature distribution of top-ranked documents (FD-TRD)

1 https://www.kaggle.com/marlesson/news-of-the-site-folhauol.

https://www.kaggle.com/marlesson/news-of-the-site-folhauol
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and assumes that the K documents in the initial ranking are good sources of
correlated query information because of their proximity to the words.

We can classify FD-TRD application into two fronts, Relevance Feedback (RF)
andPseudo-RelevanceFeedback (PRF) [4]. The difference between the two strands
comprises the user interaction with the initial document ranking, returned from
the original query. PRF-based techniques assume that the initial document rank-
ing is consistent with the query and use it as a source of information for its expan-
sion. RF techniques rely on user interaction with the ranking documents and use
this interaction to learn about the user’s interests [17]. The system can learn about
the user’s interests in two ways, implicit or explicit. In the implicit form, the sys-
tem analyzes a user’s interaction with documents (e.g., the opened ones). In the
explicit form, the user voluntarily shows the system which documents are relevant
to him, and therefore should be used as a source of extra information. PRF-based
techniques are popular because of the convenience of not depending on the user to
collect information. However, that is hardly available, being more susceptible to
querying drift, adding irrelevant information to queries, which is not suitable for
real-time systems.

Since this work aims at users interested in conducting further research, and
the user’s explicitness about which documents are important is available, our
work closely resembles works that apply PR to query expansion. Among the
works that present approaches with PR, new proposals explore the potential of
word embbedings models. [18] presents a KNN-based approach, which computes
the distance between words using representation vectors based on the Word2Vec
model [14,15]. In [23], the authors present that approaches with word embbedings
trained on local data show better results than global approaches. Compared to
other literature approaches, wembb-based techniques are equal or superior to
traditional techniques (e.g., RM3) using RF [9]. Unlike all the work presented
above, our approach is the first to add to the original user query the vector
representations of documents.

2.2 Temporal Information Retrieval

Organizing and retrieving information in databases over time is a challenge
addressed in several works [1,2,5,7,12,13,16,20]. In [2], the authors conduct
a systematic review of time-focused information retrieval work and present the
main issues inherent in existing challenges in distinct lines (e.g., temporal clus-
tering, timelines, and user interfaces). In [7], the authors review temporal infor-
mation retrieval techniques and classify the existing challenges into temporal
indexing and query processing, temporal query analysis, and time-aware rank-
ing. In literature, we noticed efforts aimed at two research fronts: (i) to develop
models for using time as a variable to enhance classification, clustering, and
information retrieval techniques; and (ii) to create suitable visual metaphors for
users to easily explore the data returned by information retrieval models.

Following the first front, works in the literature introduce the time parame-
ter into various text processing tasks. In [1], the authors develop an add-on for
re-ranking search results from web content search engines (e.g., Google Search-
ing). The authors process the data returned by the search engines and use the
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creation and update dates of the documents with temporal data present in the
page’s content to generate timelines in the users’ browsers. Focusing on clustering
and summarizing social network data, in [12], the authors propose a technique to
extract and generate timelines from Twitter users. They develop a non-parametric
topic modeling algorithm able to efficiently identifying tweets related to important
events in users’ lives (e.g., getting a university place) amid tweets with low impor-
tance (e.g., comment about a movie). With the model, the authors can trace ordi-
nary users’ timelines andmore influential users (e.g., celebrities). In [5], the authors
present a model for detecting patterns of behavior, called episodes, by analyzing
social network user profiles. The authors propose a Bayesian model to generate
summarized timelines with important episodes.

Some works direct their efforts toward presenting information to users. [13]
presents the Time Explorer tool that explores graphical resources to generate
intuitive timelines for users, aiming to generate timelines. The tool allows users to
relate information extracted from the content of documents and make predictions
about possible future events involving entities (e.g., celebrities, companies). More
similar to our work, we found [20], which presents a topic coverage maximization
tool focusing on generating timelines for historians. The authors argue that the
way a historian seeks information differs from ordinary users. This type of user
gets broad and general views of an event and not one-off information.

The works presented in this section focus on building timelines and
exploratory research. Differently, we propose a complementary tool to tradi-
tional search engines. Our proposal is the only one focused on searching for
more specific and temporally related topics with RF query expansion.

2.3 Document Representation

Many works largely use document vector representation in word processing
because of its importance in document classification and clustering. Among the
state-of-the-art works in the vector representation of documents, word embbed-
ings models stand out. Traditional models based on Bag-Of-Words (BOW) have
two inherent weaknesses in their representations: (i) loss of semantic informa-
tion in the representations; and (ii) the vectors generated to represent documents
have large dimensions. Usually, the amount of dimensions is equal to the size of
the vocabulary of the document set.

Facing these problems, word embbedings models represent words in reduced
vector spaces, preserving the semantics of words and documents. Among the
existing works in word embbedings, [10,14,15] stand out. [14] proposes word2vec,
a widely used model. The work proposes to use words in a multi-dimensional
vector space so that a vector represents each word (usually 50 to 2000 thousand
dimensions) in which semantically close words have similar vectors. Following
the line of word representation, [10] extends word representation to sentence
and document representation with the widely used doc2vec model.

Regarding document classification, [19] compares several representation meth-
ods for binary document classification based on data taken from clinical records
to identify patients who are users of alternative medicines. In [11], the authors
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compare the doc2vec model with traditional representation models and with the
word2vec model. They investigate the performance of the representation tech-
niques for the task of classifying product categories from product descriptions.
They show that traditional models perform similarly to word2vec, being better
than doc2vec and suggesting that tasks, where semantic context preservation is
not required word embbeginds algorithms do not promote improvement. In the
paper [21], the authors use the doc2vec model and the HDBSCAN algorithm to
identify duplicate use case tests and reduce software testing costs. Focusing on
topic modeling, [8] uses vector representations with words embbedings to train clas-
sifiers and suggest to researchers topics for paper submission. Closer to our work, in
[22] they train a doc2vec model with a Twitter database and propose a new tech-
nique to measure document distance in information retrieval tasks. Thus, although
we have not found works that use word embbedings models to improve query results
in search machines and organize them temporally, the excellent results in other
areas motivated our proposal, detailed in the next section.

3 Story Tracker

In this section, we explain Story Tracker (ST), our proposal for performing query
result refinements in search engines that aims to make the search easier, organize
and explore documents by presenting the results using timelines. Figure 1 shows
an overview of the tool, and we describe each of the steps next.

(1) User makes the ini�al query enriched in 
the simulated search engine

(2) Simulated machine returns the ranking 
of documents related to the query

(3) User defines the reference document
and �meline filters

(4) ST algorithm returns the �meline in 
the user interface

Search engine

Story Tracker (ST)

Data base

Fig. 1. Overview of user interaction in the process of timelines generation

3.1 Enriching the Query

The ST’s first component uses query expansion to build timelines about spe-
cific subjects with the documents’ information. The technique developed here
comprises a variation of the Relevance Feedback technique by user interaction.
Our goal is to allow the user to create timelines based on specific subjects from
simple queries, exploiting information from few documents selected by the user.
To do so, we show to the user a ranking of documents related to a query before
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building the timeline from the results of a search. Among the documents in the
ranking , the user chooses a document that is closer to his interest. This docu-
ment will be used as a source of information to retrieve documents next to the
query in timelines creation (Sect. 3.2). We can see the process of choosing the
reference document in Fig. 1 in steps one and two.

Given a search engine operating on a document base D relative to all indexed
documents and a user-created query q with the keywords on the topic of interest,
we construct a tuple (q, Cq, pq,mq), where Cq, pq, mq are also user-defined. Cq

is a set of categories used for filtering where only documents (di ∈ D) with
categories in Cq are retrieved (Cat(di) ∈ Cq). pq consists of a base date for
document exploration by our solution. Finally, mq is a time period in months
that is used as a search radius for base date pq. From pq and mq, we define
the interval Tq = [(pq − mq), (pq + mq)[. For example, for pq = 2016/04/01
and mq = 2, documents in the period Tq = 2016/02/01 to 2016/06/01 will be
analyzed. Thus, the scope of documents to be analyzed by the ST is given by
Eq ∈ D (Eq. 1).

Eq = {di ∈ D|di ∈ Tq ∧ Cat(di) ∈ Cq} (1)

In this way, the new query Eq is submitted to a search engine, which will
return a set of documents Dq sorted by some criteria pre-defined by the search
algorithm (i.e., often related to commercial issues). Then, the user chooses a
reference document in Dq to be used as an information source in the timeline
building process described in Sect. 3.2. For each of the Dq documents, the ST
will create a vector representation using the word embbedings doc2vec model.
Similarly, the linear combination of all the vectors of each word of query q will
transform the query q into a vector representation. The similarity calculation of
these vector representations of documents and query will create the timeline.

3.2 Timeline Construction

The focus of the Story Tracker algorithm is to explore the similarity between
documents belonging to the result of a specific query published in closer periods
(e.g., published in the same week). This proximity is due mainly to the reac-
tive nature of publication vehicles such as newspapers and magazines, which, to
keep their audience updated, constantly publish stories about sub-events of a
broader event. As sub-events are the causes of new sub-events, the relationship
between them tends to be stronger, as does the similarity between the con-
tent of the stories that record them. Based on this assumption, the core of the
algorithm proposed here consists of correlating documents temporally. Given an
initial query and a reference document, documents published in neighboring time
intervals can be retrieved and become sources of information to retrieve other
documents. The application of the ST algorithm on the database is related to
Steps 3 and 4 of the example in Fig. 1.

As input, the ST algorithm receives a tuple of parameters (q, dr,Dq, Tq, s).
dr comprises the reference document chosen by the user, s refers to the gran-
ularity in days between the intervals that compose the timeline and q,Dq and
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Tq are defined as before. From these parameters, the ST algorithm divides the
construction of the timeline into two parts: past and future. Starting from the
publication date of the reference document dr (Pub(dr)), the algorithm creates
two sets of intervals (time subspaces) Tpas and Tfut referring to the past and
future of Pub(dr), respectively. These interval sets comprise dividing the period
Tq into T intervals of size s (in days). To generate the timeline, the expansion
process described below applies to the interval sets Tpas and Tfut similarly. After
an expansion of each interval set, the past and future outputs are concatenated
and presented to the user as a timeline.

Expansion
The expansion process is presented in Algorithm 1. For each time interval t ∈ T ,
the ST algorithm creates subsets of documents St (lines 5–8) with the documents
dt ∈ Dq, whose publication date is within the t interval. For each document, its
importance (semantic proximity) regarding the query and the reference docu-
ment dr (line 7) is calculated by the function util(q, dr, di) (Eq. 2). This function
balances the importance between query q and reference document dr, relative
to any given document dt through the parameter α, which varies in the range
[0,1]. Higher α, the higher the importance of query and vice versa.

Algorithm 1: Story Tracker (ST) Expansion

1 Input: (q, dr, Dq, Tq, s)
2 Output: Set S of documents for all intervals t

3 T ← Tq

s
;

4 foreach interval t ∈ T do
5 St ← {};
6 foreach document dt where ((dt ∈ Dq)&(Pub(dt) ∈ t)) do
7 dt.util ← util(q, dr, dt);
8 St ← St ∪ dt
9 sort util(St, descending);

10 dr ← MAX(St);
11 S ← S ∪ St;

12 return S

We control the amount of noise added in a reference document (dr) using the
α parameter since it can address several correlated subjects. Thus, using all the
document information, we may correlate more documents than expected by the
user, configuring the effect of query drifting, present in query expansion systems,
where irrelevant information is added to the initial query . This way, with higher
values of α, the user can reduce the impact of possible noisy information and
leave the results closer to the original query .

util(q, dr, di) = α.cos(q, dt) + (1 − α).cos(dr, dt) (2)
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Once the set St is built, we sorted it in descending order according to the
value of the util function calculated for each of its documents (line 9). This set is
concatenated to S, containing all the documents Dq sorted chronologically and
by their relevance to the created timeline.

Updating the Reference Document
ST relies on a reference document to add information to the user’s query and
assist in retrieving subsets of documents that make up the timeline. Based on the
assumption that documents in one interval tend to be more similar to documents
in their neighboring intervals, ST updates the reference document for each subset
of documents in each interval to search for more similar documents. Starting from
the time interval t0, ST retrieves the documents most closely related to query q
and the reference document choose by the user, named dr0. After constructing
the subset of documents from the t0 range, ST advances to the t1 range. In
constructing the subset of documents in this interval, the reference document
dr0 is replaced by another document named dr1 (line 10), by means of the MAX
function, which returns the most relevant document (util function) within the
time t0. We repeat this process for all remaining intervals so that the reference
document used in the interval tn comes from the interval tn−1.

3.3 Graphical Interface

According to Fig. 1, the timeline construction uses two separated steps: query
enrichment and timeline construction. The enrichment of the query comprises
the user’s first contact with the tool, interacting with the interface presented in
Fig. 2. In this step, the user enriches the query by configuring the base date and
the coverage of the timeline in Box 2 and Box 3, respectively. Figure 2 shows an
example of the initial ranking with the cards containing the document title and a
checkbox to mark the document as the reference document (Box 5). In Box 4, the
user can define the number of documents in the initial ranking . In addition to the
parameters present in the initial interface, the user can enrich their query with
advanced parameters, found in the “Advanced Search” button, as highlighted in
green in Fig. 2. The set of categories for document filters (Box 6), the granularity
of time intervals (Box 7), and the balance between the importance of the query
and the reference document (Box 8) are configured in this advanced tab.

After selecting a reference document and considering all the documents
returned by the query, ST builds the timeline and returns it to the user. The
interface depicts in Fig. 3. On this screen, the documents most associated with
the query and the reference document in the interval are presented to the user.
The title and date of the reference document are highlighted in blue in Box 1 and
Box 2. The buttons used by the user to navigate through the timeline intervals
are highlighted in Box 4 and Box 5. The interface offers another way to move
through the timeline via the bottom bar (Box 6). Each link in the bar contains
the title of the interval’s reference document and a redirect function.2

2 The code is available at https://github.com/warSantos/StoryTracker.git.

https://github.com/warSantos/StoryTracker.git
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(5) Checkbox for 
document selec on

(1) Field for query (2) Base date for 
query

(4) Number of documents 
in the ranking

(3) Time radius for 
base date

(6) Checkbox for 
category selec on (7) Control of granularity 

of the intervals

(8) Control of importance 
between the query and 
the reference document

Fig. 2. Screen for building the initial
document ranking

Fig. 3. Screen with documents from a
timeline interval

4 Experimentation Evaluation

4.1 Experimental Setup

Models of word embbedings are famous for capturing semantic information
between words and documents [10,14,15]. We explored the capacity of the
doc2vec3 model to find documents that are strongly correlated with each other.
To train our models, we used the Folha de São Paulo Newspaper document base4,
which contains over 167,000 documents, from January 2015 to September 2017.
Each document has the story title, textual content, publication date, category,
and link to the page. We extracted the textual content of the document and
removed the stopwords from each document. From this extraction, we trained a
doc2vec representation model using the Paragraph-Vector Distributed Memory
(PV-DM) algorithm, considering the default values for the algorithm parameters
(100 dimensions, ten epochs, . . . .).

As described in the Sect. 3.1 and Sect. 3.2, our tool supports filtering docu-
ments by category. However, starting from the database without preprocessing,
we found 43 different categories among the documents, with large overlapping
topics and unbalance in the documents’ volume among the categories. For this
reason, we chose six main categories (sports, illustrated, market, world, power,
and technology) before using a search engine. We redistributed the documents
from the other categories into these six categories using a logistic regression
model.5 This process reduces the redundancy of categories and balances the
volume of documents among them. For model training, we used the native doc-
uments from the main classes with the vector productions generated by the
Paragraph-Vector Distributed Bag-of-Words (PV-DBOW) algorithm (i.e., using
the algorithm’s default parameters).

To evaluate our entire strategy in a more consistent and controlled way, we
simulate a search engine over the database described in Sect. 4.1. Our search
3 https://radimrehurek.com/gensim/models/doc2vec.html.
4 https://www.kaggle.com/marlesson/news-of-the-site-folhauol.
5 https://scikit-learn.org/stable/modules/generated/sklearn.linear model.

LogisticRegression.html.

https://radimrehurek.com/gensim/models/doc2vec.html
https://www.kaggle.com/marlesson/news-of-the-site-folhauol
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
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engine operates on a subset of documents from the database defined by the
scope of an enriched user query (Sect. 3.1). It presents to the user the ranking of
the K documents closest to the user query . To estimate the similarity between
documents and the query q, we first create the vector representation vq of q as
a linear combination of the vectors of the words of q. The vector of each word is
extracted from the PV-DM model. Words not existing in the model are ignored
in the calculation. Given the vector vq, we measure the cosine similarity of vq
with all documents in the scope of the user-defined query and return the set of
K documents with the highest similarity score to the query .

4.2 Results

In this section, we discuss the impact of the proposed tool on timelines construc-
tion. We analyzed our method’s ability to build different timelines correlating
documents from a single input query , varying the reference document and the α
threshold. For constructing timelines, we used as a case study the impeachment
process of Brazil’s former president, Dilma Rousseff. We chose this topic because
the impeachment process lasted a long time, generating large volumes of news.

In our search engine input, we used the query “Dilma Rousseff’s impeach-
ment and its impacts”, with a base date 2016/08/01 (one month before the
impeachment date), time radius of one month (total of two months, one in the
future and one in the past) and the granularity of the intervals of 15 days. As a
set of categories, we considered power, market and world. On these parameters,
the search engine returned the ranking of documents contained in Fig. 4. The
results are presented in Portuguese as the original documents of our dataset.

Fig. 4. Ranking generated by the search engine from the query “the impeachment of
dilma rousseff and its impacts”. In this Figure are the six documents most correlated
to the user’s query. The documents used as reference documents in the analyses in this
section are highlighted in blue (Color figure online)

Given the ranking of news (Fig. 4), we took for analysis the document three
(D3) (“Should the Senate approve the impeachment of Dilma Rousseff? NO”
and document six (D6) (“BC President says private interests hinder fiscal adjust-
ment”) and built a timeline related to each document. We chose these documents
for dealing with topics that share the “impeachment Dilma Rousseff” theme,
with D3 having more emphasis on the impeachment process with political con-
tent and D6 with emphasis on the impacts of the impeachment on the Brazilian
economy. As the basis of the discussion of this paper, we generated four timelines
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TM1 and TM2 with α = 0.5 for documents D3 and D6, respectively; and TM3
and TM4 for document D6 with α = {0.2, 0.5}. For analysis, we selected the top
two documents from three intervals of the timelines and analyzed the variations
of these as the reference document and α threshold change as shown in Fig. 5.

Figure 5 shows the documents from the TM1 query related to the D3. We
observe that all the key documents of the three intervals deal with the main
topic impeachment. Among the topics covered by the documents, we have themes
such as “tax fraud”, “corruption investigations”, and “parliamentary coup”. The
themes share as their focus the process of impeachment using as background other
processes involved. As an example, we can mention the second document in TM1
(“Lula tells BBC that Dilma will expose herself to ‘Judas’ in the Senate”). It
deals with an interview of former president Lula to a newspaper, in which he
defends himself against accusations regarding corruption involving his political
party. Also, the third (“Impeachment brings “didactic effect” to future leaders; see
debate”) and fourth (“The judgment of history”) documents deal with the event
known as “pedaladas fiscais” (or pedaling fiscal). This event was used as an argu-
ment for the impeachment process. Comparing the documents in TM2 with those
in TM1, it is noticeable that documents dealing with the impeachment process
are still present. However, documents related to the economy show up as more
relevant. As main examples of this change, we have the second (“Odebrecht’s pre-
statement makes the dollar move forward; Stock Exchange goes up with Petrobras”)
and third (“Fate of reforms proposed by Temer worries investors”) documents in
TM2. These documents deal with “variation in stock prices” and “worry of for-
eign investors” topics, respectively, which are topics that use the impeachment as
background because of the economic instability caused in the country. Based on
this analysis, we can see the impact caused by the alteration of the reference doc-
ument, since with α = 0.5 it was already possible to direct the construction of the
timeline from the alteration of D3 to D6.

As described earlier, the second way to build different timelines is from the
variation of the parameter α for the same tuple of query and reference document.
Thus, the higher α, the greater the similarity of the documents to the query
and vice versa. To analyze this parameter’s impact, we use the D6 document
to generate the T3 and T4 timelines. We chose this document to observe how
much the variation of the α threshold distances and approximates the results of
topics on economics. For testing, we set α to 0.2 and 0.8, so that the results are
not radically dependent on the query or the reference document alone.

As shown in Fig. 5, varying α from 0.5 (TM2) to 0.8 (TM4), almost all the
documents with the main topic related to the economy were replaced, leaving
only one, the fourth document (“Readjustment for STF ministers causes a diver-
gence between PSDB and PMDB”) in T4. Although this document is slightly
related to economics because it contains several economic terms (e.g., salary,
unemployment, debt), reading this document, we noticed that it focuses on the
discussions between political parties caused by inappropriate salary adjustments
during the impeachment process. On the other hand, varying α from 0.5 (TM2)
to 0.2 (TM3), we can see that all the main documents of the intervals have an
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Fig. 5. Matrix with two most relevant documents by reference document and threshold
intervals

economic focus, in general, on topics like “stock prices”, “inflation”, and “GDP
growth”. As a visible example of the favoring of economic topics tangential to the
D6 document occasioned by the reduction of the α threshold, we can use the third
(“Odebrecht’s pre-statement makes the dollar move forward; Stock Exchange goes
up with Petrobras”) document in TM2. This document became the most impor-
tant document in its range in TM3. This article addresses the economic impacts
occasioned by the suspected crimes of the Brazilian company Odebrecht6 and
its association with the Brazilian oil company Petrobras7, Brazil’s leading state-
owned oil company. Investigations into the company at the time of the story’s
publication have caused distrust and oscillations in Petrobras’ stock price, con-
siderable economic impacts, which justifies the document’s increased importance
in its range.

Finally, comparing the main documents presented in TM3 with the documents
in TM4, we can observe that both timelines do not share any main documents,
even addressing constantly related topics. Observing the last document in TM3
(economic document), we observed it has no direct mention to the impeachment
process. However, we noticed it brings related sentences, such as “The Congress
may be in turmoil, running from the police” and “The public banks, stressed in the
DilmaRousseff years”, despite the threshold α = 0.2 drastically reducing the query
importance. This behavior shows to be successful in capturing semantic informa-
tion between documents by our models, allowing our method to correlate tangent
documents from implicitly shared information. It also shows us the efficiency of
the α threshold in directing the construction of timelines.
6 https://en.wikipedia.org/wiki/Odebrecht.
7 https://en.wikipedia.org/wiki/Petrobras.

https://en.wikipedia.org/wiki/Odebrecht
https://en.wikipedia.org/wiki/Petrobras
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5 Conclusion and Future Work

In this paper, we presented the StoryTracker tool, which can be integrated into
any search engine so that users can easily organize and explore documents com-
ing from a search by presenting the results through timelines. Our proposal is
composed of three main parts: (1) Query Enrichment; (2) Timeline Construction;
and (3) Summarization Interface. In the first part, we enrich the query by asking
users to specify, besides the words, the document categories and a time interval.
This query is then submitted to a search engine which returns several documents.
The user chooses one s/he considers most relevant (reference document) to build
a timeline. In the second part, our tool creates a vector representation using the
word embbedings doc2vec model for all returned documents and the set of words
that compose the query. The documents are then organized chronologically into
different time subspaces. For each of these subspaces, we use the vectors rep-
resenting the documents to identify the most similar documents to the query
and the reference document, thus establishing a timeline. For the same set of
documents returned by a search engine, the user can create different timelines,
which present the same selected topic from different perspectives, varying the
reference document. Finally, the third part comprises visual techniques to allow
the user to explore the data.

To evaluate StoryTracker, we simulated a search engine using a database of
articles published by the Brazilian newspaper Folha de São Paulo, from January
2015 to September 2017, composed of 167,000 documents. Simulating a search
for the terms “the impeachment of Dilma Rousseff and its impacts”, we build
different timelines evaluating two different perspectives: political and economic.
Our results show that our tool can trace different timelines using the original
query and varying the reference document, covering different subtopics of the
impeachment process (e.g., lava jato investigation, public manifestations). It
would not be possible through a single query in a traditional search engine.
As future work, our goal is to couple StoryTracker to different current search
engines, performing an online evaluation of this combination under the usability
perspective, considering different user profiles.
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