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Abstract. Flexible Query Answering Systems (FQAS) is a multidisciplinary
research field at the crossroad of Information retrieval, databases, data mining,
multimedia and geographic information systems, knowledge based systems, social
networks, Natural Language Processing (NLP) and semantic web technologies,
whose aim is to improve human ability to retrieve relevant information from
databases, libraries, heterogeneous archives, theWeb and theWeb 2.0. The present
paper has the objective to outline the perspectives and challenges offered by the
heterogeneous panorama of current techniques.

Keywords: Perspectives of flexible query answering ·Model based approaches ·
Data driven approaches

1 Introduction

Query Answering Systems (QASs) have the main objective of satisfying the needs of
end users to retrieve information contents they are interested in, including structured
data typically managed in databases, unstructured and semi-structured texts in natural
language such as Web documents typically managed by information retrieval systems
and search engines, documents containing spatial and/or temporal information, mul-
timedia documents containing audio, image and videos files, structured RDF data in
the Semantic Web, social posts within social networks and, last but not least, natural
language processing and knowledge based answers [1, 27–30]. In such a varied con-
text, formulating queries that can be flexibly interpreted by the systems is an essential
objective in order to satisfy users’ needs.

© Springer Nature Switzerland AG 2021
T. Andreasen et al. (Eds.): FQAS 2021, LNAI 12871, pp. 3–14, 2021.
https://doi.org/10.1007/978-3-030-86967-0_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-86967-0_1&domain=pdf
http://orcid.org/0000-0003-0075-1966
http://orcid.org/0000-0002-1283-1915
http://orcid.org/0000-0003-4187-5877
http://orcid.org/0000-0001-7636-0799
http://orcid.org/0000-0002-6775-753X
http://orcid.org/0000-0002-6642-0927
https://doi.org/10.1007/978-3-030-86967-0_1


4 T. Andreasen et al.

The International Conference on Flexible Query Answering Systems (FQAS), firstly
organized in 1994 in Roskilde, Denmark, has been the premier conference concerned
with this up-to-date issue of improving user systems interaction when searching for
information, by investigating the proposals of flexible querying facilities and intuitive
access to information. This was before the first question-answering (Q/A) evaluations
track started in 1999 as part of the Text Retrieval Conference (TREC) [2].

Traditionally, FQAS has been a multidisciplinary conference gathering research
contributors at the crossroad of different disciplines, such as Information retrieval,
databases, data mining, multimedia information systems, geographic information sys-
tems, knowledge based systems, social network querying andmining, Question Answer-
ing (Q/A), Natural Language Processing (NLP) and semantic web technologies, in order
to aid retrieval from information repositories such as databases, libraries, heterogeneous
archives, the Web and the Web 2.0.

Traditional flexible querying has been strongly related to human-computer interac-
tion (HCI) defined by the Association for Computing Machinery (ACM) as “…a dis-
cipline that is concerned with the design, evaluation and implementation of interactive
computing systems for human use and with the study of major phenomena surrounding
them”. It is easy to see that this has human and machine aspects. From the machine
point of view, issues exemplified by computer graphics or development environments
are relevant, while from the human point of view, issues related to communication, argu-
mentation, graphic design, natural language, cognitive and psychological analyses, to
just mention a few, are important.

More recently, it has become more and more obvious that virtually all problems
related to flexible querying, as well as many other related areas, are plagued by
uncertainty, imprecision, vagueness, incompleteness, etc. which should be reflected in
analyses, designs and implementations.

It has become obvious that the traditional widely employed logical, probabilistic
and statistical tools and techniques that have been used for decades cannot cope with
those problems with the omnipresent broadly perceived imperfect information. Luckily
enough, progression in view of both more sophisticated logics and probabilistic and sta-
tistical tools and techniques, including fuzzy logic, rough sets theory and their extensions
exemplified by intuitionistic fuzzy sets theory, possibilistic analyses, fuzzy rough/rough
fuzzy sets theory, etc. havemade it possible to deal with manymore aspects of the imper-
fection of information, notably uncertainty, imprecision, vagueness, incompleteness etc.
A high potential of these new fields has been recognized by the flexible querying com-
munity, and reflected in the list of topics considered, of the FQAS Conferences since the
very beginning.

Within elective frameworks to make human interaction flexible using such diverse
techniques, model-based approaches are defined with the main shared characteristics
to be representation based and human interpretable in the first place, i.e., “explainable
by design” ex-ante to their use. Furthermore, they are also ex-post explainable in the
second place, i.e., the criteria that yield results can be understandable to humans since
they accurately describe model behaviour in the entire feature space [3].
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These methods are increasingly competing with data-driven approaches based on
Machine Learning, mainly Deep learning (DL) and Embedding technologies, which
indeed exhibited high accuracy in many contexts, such as IR, NLP, speech to text, etc.

These approaches have polarized the landscape of papers presented in recent editions
of ACM SIGIR, ECIR, ACM CIKM just to cite the most renowned international venues
on the topics of IR, databases and knowledge based systems.

This dynamic is also reflected in the types of contributions submitted to FQAS in
recent years. In fact, in the case of FQAS being a traditional venue for model-based
approaches, the change of paradigm from model-based to data-driven, is also reflected
in the lower number of contributions submitted to the FQAS conference in the last years
and in a growing number of contributions proposing data driven approaches.

In an attempt to promote and stimulate the interest for the research on Flexible QAS
and possibly to pave the way to renewed editions of future FQAS Conferences, in the
following section we trace some challenges for future perspectives and views of the
research on Flexible QA and QAS.

2 Challenges for Research on Flexible Query Answering Systems

During the last editions of the FQAS Conference, an increasing number of contributions
applying data driven approaches is starting to appear, mainly exploiting Deep Learning
(DL) and Embedding techniques. Such approaches investigate the applicability of deep
learning and their comparison with representation based models for query answering
tasks. In the following we discuss some possible perspectives of the research on FQAS
that spring from the panorama of the techniques in use.

2.1 Coping with an Insufficient Effectiveness of Data Driven Models by Model
Based Approaches to FQAS

There are domain contexts in which the performance of deep learning approaches need
to be re-assessed since these can hardly be applied in the case of scarcity of training data
and in highly specialized contexts.

As an example, [4] reports that the state-of-the-art data driven approaches can only
achieve about 28% accuracy on the largest open question answering dataset in the legal
domain (JEC-QA), collected from the National Judicial Examination of China [5], while
skilled humans and unskilled humans can reach 81% and 64% accuracy, respectively.
This huge gap between humans and machines on this domain indicates that FQAS is a
current challenge in specialized domains.

Another issue of ML approaches is the fact that it can be unfair to rely on black box
approaches when the training was done using data affected by some systematic bias [6],
like for instance when using word embedding created from training texts expressing dis-
crimination and unfairness towards women, disabled, black people, or when recognizing
objects in images based on properties of the background [7, 8].

A current challenge is defining flexible query answeringmethods formining possible
bias affecting training collections: before training aDL approach for a given task it can be
useful to evaluate the data suitability by querying the training collection for identifying
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biased opinions and detecting unbalanced polarity relatively to facts, people, genre, etc.,
cf. also a recent growing interest in countering disinformation/fake-news spreading.

Besides, fairness, reliability and interpretability are also important properties of
QASs since to capture users’ trust, the connection between the query and the retrieved
documents should be understandable. This is a requirement in many contexts of high
risk such as the medical and legal domains and more generally in safety-critical tasks,
in which both retrieving relevant documents and answering questions require the ability
of logical reasoning that must be understood by humans to obtain fidelity and trust [9].

Here comes the problem of defining what an explanation should be provided by a
QAS, that we can regard as a decision making activity, whose objective is to retrieve a
pertinent answer by evaluating a request expressing criteria for contents’ selection.

There are two fundamental types of explanations: the first one is an ex-ante expla-
nation relative to the system’s general logic, and functionality. On the other hand, the
second one is an ex-post explanation that unveils the specific answer taken by the system,
which means explaining the rationale and individual circumstances of a specific answer.

We argue that this second type of explanation is what matters in a FQAS context in
order to explain “why” a given document/item/piece of information has been retrieved as
an answer to a query. To this end, since model-based FQASs are ex-ante explainable by
their very nature, ex-post explanations of their answers to a query can be easily derived
by knowing their logic.

Conversely, data drivenDLquery answering approaches, beingmostly opaquemech-
anisms, need to be translated into, or approximated by,model-based FQASsmechanisms
to generate ex-post explanations of their results.

In this respectwe envisage a synergic role ofDL andmodel-based FQAS approaches,
where the first type of systems is used to yield answers to the queries so as to exploit
their high accuracy for many tasks, while their translated/approximated version by a
model-based FQAS is used to derive explanations of the answers.

Indeed, it is a current issue to provide DL FQAS with the desirable characteristics
of ex-post explainability, which are also considered essential aspects of the European
Union’s way to Artificial Intelligence [10, 11], in line with the European General Data
Protection Regulation (GDPR) that restricted the use of black box machine learning
and automated decision-making concerning individuals [12]. Specifically, GDPR pro-
motes transparency of automated systems, by requiring that systems provide meaning-
ful information about the used logic, and a justification of outcomes in order to enable
understanding and, possibly, to contest their results [9]. As an example, microblogging
platforms such as Twitter have been used by many systems to report information about
natural disasters since real-time posts are useful in identifying critical events and plan-
ning aids [31, 32]. Such systems need to be interpretable so that decision-makers can
use them in real operational contexts. Nevertheless, they use NLP and DL methods to
classify tweets, and explaining the rationale of the classification of short, noisy tweets
is still questionable and has not been explored enough yet.

Methods for “transforming” DL approaches trained for a given QA task, for example
by exploiting classified query logs, into transparent models are then a current challenge.

To qualitatively explain the criteria justifying the answer to a query, the “transfor-
mations” can approximate the network’s behaviour [13].
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Besides that, making a model behind DL-based FQAS explicit can be useful to
assess if transfer learning of the models for new query intents can be applied without the
need of re-training the network. This predictive ability has great practical impact since
re-training a FQAS model for each new class of queries may be inefficient and costly.

There may be several kinds of explanations depending on several contextual factors
such as:

• The knowledge of the user who formulated the question; for example, data scientists,
domain experts, and decision makers need different explanations taking into account
their knowledge, history and profiles.

• The query intent, i.e., if it is informational, navigational, or transactional [15]; for
example, the results of a spatial query searching for restaurants may be explained with
different geographic granularity depending on the fact that the query was formulated
by a user in a specific location, who wants the best suitability possible in order to
reach the restaurant, in this case the explanation can be “it is the closest restaurant
to your current location”. For a travel agency that needs to identify areas with many
restaurants in a given city, the explanation can be “it is the densest area of restaurants
in the city”.

• Thekindof information: for example, in the healthcare domain there are basically three
main applications of FQASs: medical imaging interpretation in which explanations
can be visual by showing similar cases, FQAS in huge collections of health documents
in natural language, and FQAS for medical diagnosis in classic databases.

• Finally, also the level of the risks of the decision regarding fundamental rights, health,
privacy demands different explanations.

Depending on the context, the “explanation” should be evaluated by considering its
interpretability, describing the criteria used by the system in a way that is understandable
to humans, its completeness and fidelity, assessing to which extent the model is able to
imitate the black-box predictor by describing the functions of the system in an accurate
way [13], and its accuracy, assessing to which extent the model can correctly predict
unseen instances [14]. Nevertheless, accurate and complete explanations, for example
by mathematical formalization of all the operations performed by the system, are hardly
human interpretable for non-experts. Thus matching these evaluation criteria at the same
timemay lead to design persuasive systems rather than transparent systems. A persuasive
systemmaybe unethical if it oversimplifies the description of a complex systembyhiding
its undesirable characteristics in an attempt to attract trust of the user [13].

In this context, explanations of opaque FQAS mechanisms for example based on
decision trees and fuzzy rules providing a description of the functions executed in each
neuron of a DL configuration, or based on neuron clustering and summarizing their
functions, have the advantage of offering hierarchical explanations, where each level
reflects a distinct degree of complexity and interpretability: a high level qualitative
explanation using linguistic terms is human interpretable; a lower level quantitative
explanation based on fuzzy sets, allows to “precisiate” the semantics of linguistic terms.
This way both interpretable and transparent QA systems can be designed.
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2.2 Coping with Big Data

Other research challenges relate to the increasing use of big data. On the one hand,
novel technologies and applications like social media, sensors and Internet of Things
generate tremendous amounts of data. On the other hand, technologies for managing
textual documents evolved a lot, bringing along a demand for a seamless integration of
textual data in database and information management systems.

Data management of big data is generally recognized to be subject to challenges
related to, among others, volume, variety, velocity and veracity [33]. NoSQL and more
recently NewSQL database systems have been proposed as solutions for managing data
that cannot be (easily) transformed to fixed tabular structured data formats. Such systems
have the common characteristics to rely on a horizontal scaling, with distributed (cloud)
data storage and these are meant to (co)operate as components of a polyglot database
system architecture also containing conventional database systems. Hence, one system
is longer fitting everything, bringing along new system and data integration challenges.

Volume. QA being an essential component of any data management system also faces
new challenges when applied in a big data context. Querying large data volumes that
are subject to horizontal scaling [34] requires efficient distributed querying facilities
and indexing mechanisms. QA processing should efficiently cope with “sharding” [35],
distributed bitmap indexing and other horizontal scaling techniques. Querying heteroge-
neous data sources often involves (transparent) query decomposition and data integration
techniques being applied to query answers.

Variety. Due to the lackoffixeddatabase schemesQA inNoSQL ingeneral only supports
limited querying facilities (usually not supporting join operations). In NoSQL systems
data availability is usually a higher priority than data consistency and reflecting the so-
called eventual consistency in QA results is challenging. NewSQL [36] tries to solve
this problemwith advanced distributed transaction processing, bringing along new query
answering challenges as NewSQL currently only works under specific conditions (i.e.,
simple predictable transactions that are not requiring full database scans). Sensor data
and multimedia data require advanced content-based querying and indexing techniques,
which implies interpreting, processing and retrieving data not relying on metadata, but
on the content itself. Information retrieval in textual document collections has to cope
with data semantics and context. This should lead to better interconnections between
texts and novel query answering facilities.

Velocity. NoSQL systems are designed giving priority to fast data insertion. This implies
that no time is wasted on data transformations (to a fixed database schema format), nor on
data integrity checks and transaction processing. A disadvantage is that query processing
in general becomes more complex and time consuming. However, modern Internet of
Things and social media applications might also be demanding with respect to query
execution times. Hence, the demand for faster query execution techniques in distributed,
heterogeneous data environments.

Veracity. Large distributed heterogeneous data collections can only guarantee data con-
sistency under limited circumstances.Moreover, trust in data is an important issue as bad
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data propagates to bad data analyses and querying results [37, 38]. A lot of research is
spent on quality driven QA [39, 40] and on data quality frameworks being able to assess
and handle data quality in order to better inform users on the quality of data processing
results [41, 42]. Informing the users on the quality of QA or information retrieval results
and improving data quality where possible and relevant is considered to be an important
research challenge.

Last, but not least there are also the legal aspects of data management. General
Data Protection Regulation (GDPR) [43] requirements demand for techniques like
anonymization and pseudonymisation in order to guarantee the privacy of users and
can be quite challenging to develop in case of textual data or multimedia data [44].

2.3 Emerging FQAS Topics

For a human being the most convenient way of communication is using natural lan-
guage. Thus, the flexibility of man-machine interaction, notably in the context of query
answering, may be achieved via the use of natural language. This has been a point of
departure for the related domain of Question answering (Q/A), which aims at answering
requests in natural language on data sources and, therefore, combines methods from
NLP, IR and database processing. This is one of the traditional areas of interest within
classical artificial intelligence [27, 29].

In the global world, a large number of Q/A systems have been developed for various
languages. Some Q/A systems, specifically in English and Latin languages, have better
performances than systems using Arabic, Semitic and Sino Tibetan languages in gen-
eral. This may depend on the characteristics of the language and the different level of
maturity of the research. Cross-lingual text classification and retrieval methods working
on different language-dependent feature spaces and exploiting class-class correlations
can be a direction to explore to design more effective Q/A systems in different languages
[16].

As far as the types of systems are concerned, there is a current increasing trend of
asking querieswithin community based systems: this reflects the increasing popularity of
social networks and online communities in the acquisition of knowledge. Nevertheless,
in evaluating queries in community based systems, a major issue is to assess the quality
and veracity of the answers by estimating the trust of the information sources. Model-
based FQA applying multi criteria decision making and aggregation operators can be a
potential promising approach.

As stated in [17], the most crucial and ambitious goal of Semantic Web research
for user’s information needs is Q/A over Knowledge Graphs (KGQA). Users express
their information needs by a question using their own terminology and retrieve a concise
answer generated by querying an RDF knowledge base. This relieves them from the
need to know both a formal language like SPARQL and the domain terminology of the
knowledge base they are querying. This goal poses the problem of filling the lexical
gap: different users with the same information needs may use different words to query a
knowledge graph; on the other hand, answers to the same query with the same semantics
may differ from a lexical point of view.
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Besides, in distributed knowledge based systems, in which local domain ontologies
coexist to represent heterogeneous domains, alignments must be defined to interpret
knowledge from a given peer’s point of view. Queries may be expressed by select-
ing terms from a local ontology, and the retrieved answers extracted from different
knowledge based systems have to be translated into terms of the same ontology [24].

InKGQA, several approaches tackled the issues of answeringqueries asking for facts,
list of resources/documents and yes/no answers, since these queries can be mapped into
SPARQL queries using SELECT and ASK with distinct levels of complexity.

A novel issue is answering procedural queries, closely related to the one very well
known in the area of expert systems, involving “why”, asking for reasons, and “how”,
asking for instructions to solve a task. For example, people describe their disease symp-
toms by queries to search engines and want to know the reason why they experience
such illness, and how to solve their problem. One may ask “How to relieve back pain
preferably while sleeping” or “how to wrap a gift quickly”. Furthermore, procedural
queries may involve geography and time such as in requesting “how to reach a skiing
area on the Alps by passing near a picturesque lake where to stop for lunch around
midday”, or asking “why severe floods caused huge damages in North West Germany
during July 2021” [18].

Current research follows template based and natural language interfaces approaches
which aid non-technical users to formulate formal queries usingnatural languagebymap-
ping input questions to either manually or semi-automatically created SPARQL query
templates [25]. Other approaches exploit procedural knowledge automatically extracted
from textual documents, i.e. by classifying procedural documents, by applying neural
networks and language models. Finally, some approaches aid users in carrying out a
specific task by responding to the query interactively, step by step, such as in a Chat-
bot mechanism [19]. A possible alternative approach to answer procedural queries is to
retrieve multimedia documents in the form of images, audio files and videos illustrating
or exemplifying the requested procedures by leveraging on neural systems’ ability of
modeling multimodal information sources [26]. Finally, since procedural queries gen-
erally involve vague and imprecise conditions, such as in the above queries “near a
lake district”, “around midday” and preferences “while sleeping” model based FQA
approaches are a promising solution.

An emerging topic of Question Answering is Visual QA (VQA) in which a system
takes as input both an image and a question about the image content, expressed in natural
language, and produces a natural language answer as the output [20]; for example to aid
visually-impaired users recognize the content of an image. To solve such tasks, VQA
attention based approaches have been proposed inwhich a deep neural network, typically
a CNN, is trained to recognize objects in the images so that the attention mechanism
chooses from a predefined list of possible answers, the one that responds to the question.
Nevertheless, till now, a few approaches proposed to combine Visual QA with word
attention models, typically based on RNN [21]. To this end, flexible querying combined
with VQA attention models can be a viable alternative to RNN word attention in order
to highlight the different importance of the words in the questions on which the system
must place its attention.
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Finally, an important topic is answering queries which involve geographic entities or
concepts and that require evaluating spatial operations. The importance of geographic
searches is outlined by a Google survey reporting that four out of five people used
search engines to conduct local searches [22]. Currently, geographic questions are still
difficult to answer due to several limitations of QA systems that generally lack proper
geographic representations of both entities and spatial relationships, whose meaning is
generally vague. There are many entities with unsharp, imprecise or varying and context
dependent boundaries: for example, in winter and summer time the river’s border may
change and the boundary of a forest may be vague. Spatial relationships are costly to
evaluate in real time, and their meaning is strongly vague and dependent on both the
user’s context and the query intent. For example, the meaning of “near” changes if one is
moving on foot or by car, if one is young and healthy or a disabled person, and if one is
looking for either a restaurant “near” my hotel, or a small medieval town “near” Milano.
Moreover, the uncertainty affecting the geometries of spatial entities makes it difficult
to answer factoid queries, such as “howmany lakes are there in Finland” or “how long is
the coast of Norway?”, “how far is downtown Paris?”. Thus, current challenges are the
ability to deal with the variability and context dependent meaning of linguistic terms; the
ability to exploit several sources of data with distinct resolution; and, finally, the ability
to be robust in handling the vagueness and uncertainty of geographic information and
relationships [23].

Context plays an important role in QA, not only with respect to the geographic
searches. Admittedly it is not a new topic in QA (cf., e.g., [45, 46]) but there are surely
new avenues which should be explored, in particular with the use of a more flexible
understanding of the very notion of context. Relevance of a search result may depend on
external factors such as location of the user, time a query is posed, the history of other
queries posed within the same session etc. It may, however, also non-trivially depend on
the internal aspects of the search, i.e. on the content of the data source. In the database
querying framework, a good example of an approach providing means for taking into
account such an internal context are queries with the skyline operator [47] or, a more
general approach related to Chomicki’s preference queries [48]. A newer example of
such an approach are contextual bipolar queries [49]. Some new approaches in this
vein include [50] where some more flexible understanding of the sophisticated context
considered within analytic queries is proposed and [51] where a new idea of searching
for a context is proposed.

We believe that the cross fertilization of data-driven approaches with model-based
ones can offer more interpretable and explainable solutions to Flexible QA systems.
Investigating hybrid Flexible QAmodels can be a fruitful direction of research to design
more transparent systems.

3 Conclusions

This paper is motivated, first of all, by a long time experience of the authors and their
active and intensive involvement in research and practical applications in the field of
QA and related areas, hence a deep familiarity with the field. This has been amplified by
the involvement of the editors in the organization and running of practically all FQAS
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conferences which have always provided a premiere forum for the presentation of novel
developments by the whole research community in the respective areas. Moreover, the
FQAS have always provided a venue for the presentation of many new proposals and
solutions, often of a visionary type. This has made the FQAS one of those scientific
gatherings that have always inspired the community. This paper, on the perspectives and
views of the research on FQASs was written with the intention of further stimulating
the interest towards the synergic and hybrid application of two paradigms for FQAS, the
model-based and the data driven approach. We are aware that the identified challenges
and the described topics offer only a partial view of the research on FQASs, filtered by
our own expertise. However, we hope that it will help to reflect on the current situation,
to outline the limitations and vocations of the single FQAS conference.
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