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Foreword

AI for the Learning of Mathematics

Itwould have been good to have a precize and clear definition ofArtificial Intelligence
(AI) unanimously accepted. Unfortunately, it is not the case today as it was not the
case formerly.1 The common criterion, AI is a property of machines “exhibiting
certain behaviours which strikes as intelligent”,2 reminds us that this is a judgement
underpinned by a kind of human empathy. Looking closer, it appears that such a
judgement assesses both the task which has been achieved by the machine and the
way it has been achieved: a behaviour is striking because the task is acknowledged
complex and/or the way in which it has been achieved looks smart.

Let’s be back to the first Smart mathematical machines. In the middle of the
seventeenth century, the Pascal’s calculator performed four arithmetic operations,
achieving tasks that only humans could perform until then. With no doubt, it looked
striking as intelligent for some, but not to the eyes of Pascal himself who noticed
that his invention lacks “willingness” which cannot be separated from “spirit”.

The judgement of intelligence requires that the task considered is not merely
achievable by a definite technique; a technique described by an algorithm fully spec-
ified and determinist, even if it is difficult to implement (and to learn). What I call a
complex task is nothing but a problem which requires solving strategies and heuris-
tics with the associated risk to fail. Then by AI, I mean that a machine has knowledge
and reasoning capabilities to find solutions to problems. As mathematicians we are
interested in what AI can do for mathematics, and as mathematics educators we are
interested in what it can do for mathematics education. This book touches both, but it
insists on the latter for which it opens original perspectives. Before coming to them,
I will add a few words with an historical stance.

AI raised hopes in the 1970s with the mainstream research program on Intel-
ligent Tutoring Systems (ITS) inspired by one-to-one tutoring model, that would

1 e.g. Schank (1987); Wang (2008, 2019).
2 Steven Van Vaerenbergh and Adrián Pérez-Suay, this book, Chap. 12 MS p. 2.
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vi Foreword

allow personalized learning for all and, as a consequence, possibly make the teacher
unnecessary. The scientific program has evolved since then, but it keeps its genetic
signature: individualization of learning and autonomy vis-a-vis human interventions.
The methodological guideline was mimicking teachers’ strategies and behaviours.
This research in AI and Education really took off in the 1980s, and since then has
been very active and productive. Projects improved with the progress of AI research
and the advancement of cognitive sciences. Some ITSwent to the mathematics class-
roomwith evidence of success. Nevertheless, the dissemination of AI-based learning
environments remained limited and still is, although with differences among the
mathematical domains. Because of the prominence of their algorithmic dimension,
teaching itself focusing on learning technics, Arithmetic and elementary Algebra
received most of the attention. Geometry proved to be more challenging. In the
early 1970s, building an artificial geometer seemed accessible but the dream fell
short.3 Modelling human reasoning even in a knowledge domain as well formalized
as is mathematics encountered difficulties impossible to overcome without a drastic
limitation of the problem-space.

The solutions to the problem of computational knowledge modelling, essentially
rule based systems in the early period of ITS research, raised an epistemological
problem that was pointed by Allan Newell who criticized the de facto AI confu-
sion between knowledge and its representation. The ITS behaves as if learning a
piece of knowledge were learning its representation—writing and grammar—and
the associated skills—performing correctly procedures on and via representations.
Onemust acknowledge that this reduction is more pragmatic than theoretical, several
researchers saw in ITS research a theoretical stake. The classical Etienne Wenger
survey of AI and ITS had the subtitle: “computational and cognitive approaches of
communication of knowledge”4; the author chose not to define knowledge asserting
that the objective of ITS research is to understand it.

To understand mathematical knowledge is an old and complex issue often consid-
ered as specific when compared with the same issue for other scientific knowledge
domains; remember that the philosopher Karl Popper preferred to leave mathematics
aside. In actuality, mathematics is the best example which backs Allan Newell’s
claim: “Knowledge remains forever abstract and can never be actually in hand”.5

Mathematics is forever abstract: mathematical knowledge has no referent in the
material world: research in mathematics explores a world which is already math-
ematical.6 Yet, smart mathematical machines bring to reality mathematical objects
and offer to human perception physical manifestations of their properties. They open
the way to experimental studies of mathematical objects and the exploration of their

3 e.g. Balacheff & Boy de la Tour (2019).
4 Wenger (1986).
5 Newell (1982, p. 125).
6 This does not mean that there are no tight relations between mathematic and reality, but these
relations have a heuristic value for mathematics, as it is the case for the scientific disciplines which
use tools that mathematics provides them for knowing—with their own concepts and their own
methodologies—the world in which we live.
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property. Paraphrasing Alan Newell, one could say that knowledge serves as a spec-
ification of what the representation systems should be able to display,7 but these
representations are not the knowledge it refers to. This is a classical semiotic tension
that we need to understand and to overcome. I suggest that a solution is to bring back
problems on stage as an epistemological solution.

Problems are the raison d’être of knowledge. The relations between problems
and knowledge are dual and dialectic: problems are the source of knowledge and of
its evolution, and conversely.8 But, just as knowledge cannot be equated to a repre-
sentation, problems cannot be identified to a statement, especially in the learning
context because both knowledge and problematization are there under construction.
It is the role of situations9 to give birth to a problem by setting the scene for interac-
tions between students and a material and social space for actions, and creating the
circumstances to stimulate students’ engagement. Such situations can be designed
to make students experience the relevance and efficiency of a piece of mathematical
knowledge by solving problems. How could AI contribute to designing learning situ-
ations? ITSs have not proved being appropriate to provide an answer to this question,
but there is another line of research which is exactly addressing it.

In the beginning of the 1970s, Marvin Minsky coined the concept of microworlds
when looking for a strategy to make breakthroughs in robotic. He extended it, in
collaboration with Seymour Papert,10 to nourish a proposal for the learning of math-
ematics inspired by a firm critic of the evolution of mathematics teaching at the
time of the new math movement, and of educational models privileging instruc-
tion. They aimed at providing learners—not students—with a rich environment
offering the possibility to explore a mathematical domain in a way not foreign to the
concrete experience of the world, and evolving with the learners’ knowledge. Logo,
the seminal microworld they designed, had two faces: a programming language and
the image of a turtle moving in the space of the screen.11 A program driving the turtle
could be turned into a tool to be used by a new program, that is a “procedure”. We
understand that a procedure reflects the knowledge constructed by the learner. This
knowledge has multiple representations: at the symbolic level (a program) and at the
phenomenal level (drawings on the screen). The feedback to learners is a consequence
of the internal logical structure of the microworld and not from a tutoring decision.
The learner has all the benefit of an open environment with epistemic characteristics
favouring the evolution of his or her knowledge in a way coherent with his or her
project. As a matter of fact, Logo was not an environment specifically thought for the
learningof geometry, but it had interesting potential for this purpose. Thegapbetween
Logo’s geometry and the geometry of the curricula hindered its full dissemination.
But the screen as a field of experience12 offering genuine mathematical discovery

7 Newell (1982, p. 100).
8 Vergnaud (1990, 2009).
9 Brousseau (1986, 1997, 1970).
10 A tribute to Seymour Papert (Balacheff, 2017).
11 There was also a version with a concrete turtle moving on the floor.
12 Boero (1989, p. 65).
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was there, the next step was to fill in the gap with school mathematics. It came in the
1980s with Dynamic Geometry Environment (DGE); this is the contemporaneous
legacy of Logo. While Logo is primarily a programming language, a radical change
occurred in 1985 when Jean-Marie Laborde designed the first DGE, Cabri-géomètre,
introducing the revolution of direct access to manipulating and constructing objects
on the screen as if they were real and not mere representations (Laborde, 1995).
The behaviours of the objects are a consequence of their construction under the
constraints of geometrical primitives. The perceived visual invariants on the screen,
when messing up constructions, are theorems. Denying intelligence, one could claim
that a DGE does not know geometry but that it is its materialization based on a
computational model brought by analytic geometry. This is too quick a judgement.

In the seminal project, a microworld “is very schematic; it talks about a fairyland
in which things are so simplified that almost every statement about them would be
literally false if asserted about the real world.”13 In effect, Minsky had the idea of
microworld as a response to the complexity of the robotic problems he was working
on; in short, he decided that if he could not find a comprehensive model for coupling
the eye and the hand, then he had to look for solutions of these problems in “simplified
worlds”. The membership of this approach to AI has been criticized by some, and
sometimes it has been denied.14 However, Logo is not a microworld in the original
sense, it is a programming language which opens access to an unlimited universe
starting from a few primitive actions which semantic is moving around in a flat
land. If Logo is a “fairyland”, a land conducive of mind storms, this land has been
designed so that the behaviour of the drawings the turtle “leaves” on the screen offers
a terrain on which geometry could grow as could other mathematical or algorithmic
concepts. The invention of DGEs goes a step further. What is special with them, is
that it is the land where geometrical figures thrive: a drawing is more than what you
see, it is what you get when manipulating it, that is all drawings which satisfy the
constraints imposed by its construction. DGEsmaterialize a world whose inhabitants
are geometrical figures, not only their shadows (which are drawings), whose laws
conform Euclidean Geometry.

The DGE materialization of Geometry is more than visualisation. Borrowing the
words of Allan Newell, it is a symbol system which encodes a body of knowledge. It
is a semiotic instrument to grasp the objects of Geometry and to discover their prop-
erties in a space ruled by a rational principle: a visual invariant when manipulating
directly a free object on the screen is a graphical representation of a theorem; this
is a perfect translation of the theorems in action, as Gérard Vergnaud conceptual-
ized them. Moreover, learners can make the DGE evolve in parallel to the evolution
of their own knowledge by creating graphical procedures with specified inputs and
outputs and giving them a name. A DGE is a smart mathematical machine opening
a field of mathematical experiences, but… with no didactical agenda.

13 Minsky & Papert (1970, p. 36) section 5 of the report: “Why we are studying knowledge and
learning”.
14 Dreyfus & Haugel (1981).
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On the one hand, AI machines, the intelligent tutoring systems, have proved
promising results for the acquisition of technical skills but they are limited when
coming to problems, what limits their impact on developing an understanding of
mathematics. On the other hand, Smart mathematical machines are efficient tools to
design problem situations thanks to the possibility they offer to create fields of math-
ematical experience, but they have no didactical functions to direct students towards
the intended teaching objective. Moreover, one may emphasize that these machines
complexify the work of teachers. To get the best of both, the project QED-Tutrix
ambitions to design a platform which provides students with a space to explore a
problem and an artificial supervisor to feedback on the proof under construction
to ultimately validate a solution. There is another route to achieve the same, here
illustrated by the case of GeoGebra, which consists in augmenting a smart mathe-
matical machine with reasoning competences and the capacity to provide didactical
feedback. This is the project of designing an environment augmenting a DGE with
automated reasoning tools (ART).

The combination of smart machines and AI systems is more than an addition, the
properties of the whole emerge from the interactions among the parts. Interaction is
also a keyword of human-centred computer science. Onemay remember this claim of
JosephConrad: “Onewrites only half the book; the other half is with the reader.” This
applies nicely to AI for the learning of mathematics. The interactions between the
humans and the systems, aswell as among the humans, have to be considered from the
beginning of the design of the learning environment. Hence, its educational relevance
and efficiency is not a property of the technology itself but of the orchestration of its
use and the dynamic of the multiple interactions and feedback loops.

Eventually, reading a book on Artificial Intelligence and Education at the time of
a major pandemic cannot be done without a thought for problems which challenge
education, that is teaching and learning. The obligation to shut down classes—or even
schools—has put on the fore all expectations decision-makers and the society have on
the role that Technology Enhanced Learning (TEL) environments can play. A large
panel of technology is deployed since the beginning of 2020. It consists of video
communication channels, digital teaching platforms and MOOCs, mail and web-
based resources and software specific to the content to be taught. This unprepared
intense use of TEL has a mitigated success, but this is no surprise given the sudden
and urgent radical change in practice for both students and teachers, and families
as well. I don’t doubt that this is the start of a new era which will be marked by
a refreshed vision of TEL, maybe a less revolutionary than formerly claimed but a
more pragmatic and efficient one. A lesson we can already keep for the future is the
need students have for social interactions with other students, including sharing the
learning experience, its challenges and successes. Another lesson, not the least, is
that teaching is a profession that parents, technology and internet resources cannot
replace. As a profession, it requires specific knowledge, skills and attitudes. It needs
instruments and tools as well. Each new knowledge technology since the invention
of writing has inspired the design of new teaching tools and learning material. The
same is true in the fully digital era in which we live nowadays, where technology not
only improves representing, memorizing and communicating knowledge, but allows
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manipulating and treating it in a way which is not mechanical but intelligent. Here is
the challenge for research on AI and mathematics education of the future. The book
arranged by Philippe R. Richard, M. Pilar Vélez, Steven Van Vaerenbergh—and the
team of editors they brought together for this project—will be the source of questions
and inspirations to contribute to take up this challenge.

Nicolas Balacheff
Laboratoire d’informatique de Grenoble

Université Grenoble Alpes, CNRS, Grenoble INP
Grenoble, France
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General Introduction

The relationship between humans and machines is very old. As early as the Neolithic
period, machines emerged as sophisticated artefacts that could transform one move-
ment into another, for example, to enable a small group of people tomove heavy loads
and to set them up for a variety of uses. In English, the word machine comes from
the Middle French “machine” which is itself a borrowing from the classical Latin
“machina”,meaning ingenious invention, device, trick.As technologyhas developed,
machines havebecome increasingly sophisticated.Theyhavebecome stronger, faster,
more precise, more efficient and more tireless tools, capable of performing tasks that
man could no longer perform without them. They were equipped with a memory
and a program, usually computer-controlled, designed to perform several specific
tasks autonomously and in a coordinated manner. Then, their field of application
opened up infinitely, being able to perform complex tasks that were once thought to
be reserved for human intelligence, even surpassing it with a capacity for calculation,
prediction and learning that forces us to completely rethink the nature and effects of
the relationship we have with machines. If there has already been man–machine for
better or for worse, there is now artificial intelligence which extends the panorama.

In offering a book that straddles the line between artificial intelligence and math-
ematics education, another linguistic issue arises. In Latin, Germanic or Slavic
languages,wehave«didactiquedesmathématiques»and« informatique»as substan-
tives of reference, but in standard English, didactics and informatics are adjectives.
And if we speak, even partially, of « preuves » or « démonstration » in geometry, we
know that English prefers the action-oriented gerund proving rather than the noun,
which primarily evokes the idealized concept.What kind of artificial intelligencewill
we be able to talk about?We have no choice but to integrate various perspectives and
warn the reader when we take some linguistic liberties. Before the term « informa-
tique» came intouse, the syntagm«cerveau électronique»wasflirtedwith. InFrench,
the electronic brain is still visible in books andmedia from the 1950s to 1960s: it only
reappeared a little later, in the 1990s, in connection with the idea of computer intelli-
gence.While the comparison between human andmachine continues, it is clear that it
is alwaysposed in termsof thenatureof things, their characterizationandqualification,
from the conceptual aspects to the processes that these engage.

xi



xii General Introduction

Whether it is natural or artificial, whether it is addressed to a brain or a machine,
the notion of intelligence is polysemous. We have identified two trends. The first is
based on the principle that if we know what intelligence is in humans, for example,
because we have done our homework in philosophy or neuropsychology, then we
can characterize the intelligence of the machine by comparison with human intelli-
gence. This is a well-known position that is based on an induction hypothesis, just as
mathematicians do. The second is based on the ability of a living being to adapt to a
new situation, to understand and solve certain difficulties, to make sense of the things
around it, to act with discernment. It is intelligence in an ecosystem, ormore precisely
within an interaction that constitutes an evolving system in itself. Intelligence is then
seen on the level of knowledge and on that of mutual or reciprocal adaptation, if it is
a question of a human–machine interaction which aims at the same end, which can
be the fact or proceed by imitation, ruptures, accommodation, decision, calculation,
etc.

These two trends complement each other in the orientation of our book. Its spirit is
radically different from today’s ‘machinocentric’ viewpoint, which is mainly formu-
lated by computer scientists or policy makers, the opposite of the anthropocentrism
of yesteryear where humans were compared to machine systems. We often look at
artificial intelligence (AI) in terms of the effects of computer science, but we do not
question the causes that govern the choices made by decision-makers: humans are
always users of AI proposed by computer scientists and they seem to be in thrall
to the uses decided by third parties. However, our starting point is the teaching and
learning of mathematics and it concerns the interaction between the human and the
machine in both directions, as well as the emergence of the human–machine system
to characterize instrumentedmathematical work. This means that themachine we are
interested in is the one that is a partner in the construction of knowledge, and for this
to be the case, many questions need to be asked about the modelling of knowledge
and the learning of the machine that aims to serve the human. In other words, if
we were to undertake an ethical discourse on AI, we would have to start by asking
questions about modelling and learning choices, and continue the questioning when
the human is interacting with his or her partner.

At the same time, how can we not celebrate the revolution of machine intelli-
gence to make the world a better place? When it comes to using machine learning
algorithms in a traditional way or through deep learning, one surely thinks of auto-
matic driving (autonomous vehicles), pattern recognition or computer pattern iden-
tification (speech analysis, image search, etc.). One also thinks of decision support
in commerce or banking (intelligent assistants for routine work), measuring and
predicting of ecological disasters (prevention and reduction of damage risks), content
search engines (Google, WolframAlpha, etc.) or the possibility of asking more or
less complex questions on one’s mobile phone (Siri or equivalent). However, if a
neural network simulates human functioning, it is by analogy within a mathematical
model executed by a machine, and not a kind of laboratory reproduction of a reality
controlled by data. When we take a modern definition of AI, such as that found in the
Montreal declaration for a responsible development of artificial intelligence (2018):
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Artificial intelligence (AI) refers to the series of techniqueswhich allowamachine to simulate
human learning, namely to learn, predict, make decisions and perceive its surroundings. In
the case of a computing system, artificial intelligence is applied to digital data.

It is clear that the human is a source of inspiration but does not seem to be a
partner at all. Even if this is an entry that deserves to be highlighted, we must first
ask ourselves: artificial intelligence by whom, for whom? The ‘for whom’ of course
refers to possible uses, possibly in an instrumented perspective, while the ‘by whom’
cannot be limited to the world of industry and commerce. Despite their stratospheric
means, which, like a space program, can trickle down useful techniques into other
fields, their objectives are diametrically opposed to the public good and the develop-
ment of the mind. Mathematics education is first and foremost a matter of generosity
in a collegial dynamic. And it is up to us, authors and multidisciplinary colleagues,
wearing different hats and accustomed to reflecting on the relationships between
teacher/learner, trainer/student, administrator/colleague, politician/researcher and
computer scientist/user, to put forward the principles of mathematical human
learning and the vision of the mathematics education profession.

It must be said that the historical link between AI and didactics of mathe-
matics is well established. One example is the book Didactique et intelligence arti-
ficielle, published almost 25 years ago at Éditions de la pensée sauvage in the series
Recherches en didactique des mathématiques, which stated that advances in AI had
paved the way for a vigorous stream of research into the development of computer
environments for human learning and technology-enhanced learning. But after an
initial period of enthusiasm, when we imagined that we would be able to do incred-
ible things very quickly, we went through a somewhat more sombre period of disil-
lusionment when we realized that we had somewhat underestimated the difficulties.
Today, in a paradoxical turn of events, it seems that AI is joining didactics with
its non-routine problem-solving approaches, which involve learning, modelling and
prediction phases that evoke both mathematical work and the design of solutions
by specialists. If AI has a role to play in fostering academic success and providing
support for learning outcomes, any collaboration must begin with the consideration
of didactics in AI models to understand the needs of the student and the teacher, and
to be at their service. It is up to the system to adapt to the human and not the other
way around.

From this follows a guiding principle: the creation of any digital artefact that
respects didactic needs, while remaining epistemologically and cognitively sound,
requires the establishment of an ongoing dialogue in human–machine interaction
that values mathematical literacy. To be truly intelligent, these systems must first
remain flexible enough to adapt to the natural evolution of mathematical work in the
classroom, and then leave the parameterization to the teacher or trainer. Furthermore,
if we know enough about the resources, goals and orientations of a class, we can
come to understand, explain and model actions and decisions that seem unusual or
abnormal to the external eye. Intelligence is then revealed in an iterative process of
convergence between a priori and observed effects that is progressively refined in
use, hopefully releasing the bright side of uncertainty. In mathematics education, it
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seems then that AI cannot be formulated solely in terms of the machine, but above
all in terms of a finalized activity with humans. In a way, we are close to idoneism in
the sense of Ferdinand Gonseth, in relation to a double concern of truth and reality.

Our book weaves together “machine thinking” and “human thinking” by using
artificial intelligence in the continuation of the scientific work and achievements of
the book’s authors. The first part looks more at the machine and the third at the
human, as if they were the two vectors of the same interaction. As for the second
part, in a good intermediate section, it looks more at interaction as such, even if at
times a vectorial view is imposed.

More specifically, thefirst part introduces the reader to “machine thinking” through
different novel AI systems, always with a focus on the human use of them. Scien-
tific calculators, Computer Algebra Systems (CAS) andDynamicGeometry Systems
(DGS) are widely extended and used in mathematics teaching and learning, most of
the time, as tools to perform arithmetic or algebraic calculations or to visualize math-
ematical concepts or properties. Nevertheless, their potential extension to become
AI systems for “smart learning” has been developed by researchers with different
purposes but oriented to Mathematics Education. This part presents some of these
systems and their integration in the classroom, mainly in cooperation or symbiosis
with CAS or DGS. For instance, DGS provided with reasoning capabilities to decide
if a theorem is true or false, derive conclusions or discover properties starting from a
geometric configuration in a mathematically rigorous way; a tutorial system to guide
students in their solvingproblemsperformance; a systemwhereAIallowsdiscovering
the hiddenmathematics in amonument and the relation with its architectural style; or
a system of knowledge organization for the Mathematics curriculum.

The second part dealswith newways of buildingmathematical knowledge through
the interaction between the learner and different AI systems. The didactic implica-
tions and the development of digital competences when an AI system intervenes
are approached from different points of view: the design of a system based on the
experience of teachers and learners, the impact on the mathematical activity and on
the learning process or the learner–machine interaction in the development of activ-
ities and problem-solving. It also analyses the knowledge and skills required for this
transition towards the empowerment of “human thinking” in relation to “machine
thinking”.

The third part focuses on the human point of view when integrating technology
into learning spaces or generating digital milieus inspired by classic manipulative
resources. The reader can find some several years of studies such as a tertiary level
experience in technology integration through the use of CAS, teacher training using
expert systems able to simulate classroom situations and mentor–teacher interac-
tion, or classroom use of DGS from paper/pencil constructions to tasks especially
designed to take advantage of DGS potentialities. Furthermore, Virtual Reality (VR)
and educational approach to learning that uses Science, Technology, Engineering,
the Arts andMathematics (STEAM) are present: an empirical study on the potential-
ities for visualization and manipulation using a VR system in the classroom, and a
STEAMproject carried out in cooperationwithmathematics and technology teachers
who use 3D printing tools or programming environments.
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The theme of the book started from an incessant questioning of the authors of
the natural links between computer science, mathematics and their didactics at the
age of artificial intelligence. But the real trigger for the book came during several
informal discussions during the Applications of Computer Algebra conference, held
in Montreal in July 2019. We would like to thank Michel Beaudin for providing us
with a room and resources at the École de technologie supérieure (ÉTSMontréal) for
an off-program meeting where ideas, partnerships and first drafts of the project were
initiated. In February 2020 on the other side of the Atlantic Ocean, just before the
pandemic restrictions, the International Centre forMathematical Encounters (CIEM)
of the Universidad de Cantabria, in Castro Urdiales, hosted us so that we could crys-
tallize the editorial project with consensual and effective guidelines.Wewould like to
thankSpringerNature and, in particular, theMathematicsEducation in theDigital Era
series editors, Dragana Martinovic and Viktor Freiman, for their unstinting support
from the beginning.

Although the conception and planning of our work was carried out in face-to-face
meetings, the editorial process, developed in parallel with the COVID-19 pandemic,
has been online. Nevertheless, the digital coldness has been compensated by warm
and friendly (online) constructive discussions between the editors, the coordinators
of the sections and the emeritus contributors. Our thanks and acknowledgements
go to the coordinators Pedro Quaresma, Jana Trgalová and Jean-baptiste Lagrange,
who have ensured the quality and internal consistency of each section, as well as,
to the emeritus contributors, Nicolas Balacheff and Tomás Recio, for sharing their
extensive knowledge, experience and expertise. We are also certainly grateful that
all of them kept up with us editors throughout the entire project despite our edito-
rial extravagances, such as insisting to keep the communication between editors in
Spanish, to conduct the coordination meetings in French and to organize all other
correspondence in English.

Each chapter has undergone a review process by at least two experts, selected
from among the authors and external specialists depending on the topic, in addi-
tion to a review by the section coordinators. Thanks also to the reviewers for their
essential, generous and hidden work. To complement the spirit of collaboration, the
introductions to each section were reread by the authors. In short, we would like to
emphasize that this book is the result of a collective effort carried out by all these
authors and collaborators in a dynamic where the research of some, the experience
of others and the reflection of all have led us to the realization of a lasting work. We
are very grateful.

Finally, wewish the reader, who has this book in front of her or his eyes, a pleasant
and fruitful reading.

Philippe R. Richard
M. Pilar Vélez

Steven Van Vaerenbergh
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Creation of AI Milieus to Work
on Mathematics

Introduction to Section 1 by the Coordinator Pedro Quaresma

In the past decade, artificial intelligence (AI) technologies have accomplished several
breakthroughs in solving complex tasks, most notably in computer vision and
the development of autonomous agents. These achievements are driven mainly
by advances in machine learning and deep learning, and the availability of large
computing power and extensive databases.

Currently, modern AI techniques are starting to find their way into several aspects
of mathematical work and mathematics education. In interactive learning environ-
ments, for instance, AI can be used to extract mathematical knowledge from the
real world to generate new methods of content creation. On a more abstract level,
AI is a promising technology for automated learner modelling, motivated by results
from current research in AI for abstract mathematical reasoning. These technolo-
gies are, furthermore, expected to contribute to more intelligent tutoring systems,
as employed in online learning environments, which, at present, already use data
mining techniques to extract quantifiable insights from the learner’s actions.

One of the first approaches to AI, in the 1950s, was the construction of auto-
mated theorem provers for geometry, combining the axiomatic theories and forward
chaining deduction, with AI techniques. This combination was crucial to manage the
complexity of the synthetic proofs, using the geometric constructions as models. In
this way it was expected to be able to produce readable proofs, a goal with strong
impact in education.

In the first three chapters the question of formal deduction in geometry is
addressed. First, Quaresma gives us an account of the the history of automated
deduction, from the early development of automated theorem provers for geometry,
one of the early applications of AI, and from the emergence of the dynamic geometry
systems, to the current status where different application systems combine dynamic
geometry and automated deduction to create mathematical milieus where formal
deduction tools help in the pursue of mathematical rigour. In the next two chapters,
two such systems are described. Kovács et al. give us an account of the, recently
included in GeoGebra, tools for the mathematically rigorous proof and discovery in
geometry, and reflect on the potential educational impact of these new features. Font
et al. describe QED-Tutrix intelligent tutor, a computational platform that includes
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an automated proof generator, allowing the students to solve high school geom-
etry problems, tutored, with mathematical rigour, in any possible situation of their
resolutions, rooted in a sound educational approach.

The next chapter continues this path, a clever combination of automated deductive
andAI techniques at the service of education. Roanes-Lozano andMartínez-Zarzuelo
show us a decision-making tool, inspired by a rule-based expert system verification
approach, that, if an “official curriculum” exists, then it automatically checks the
completeness and soundness of a given “development of the official curriculum”. It
will allow to produce better (error-free), instances of the curriculum, e.g. textbooks,
project-based learning proposals.

The next two chapters deviate from this deductive tools path to show us more
generic AI techniques, techniques that can be put at service in the construc-
tion of milieus to work on mathematics. First, Van Vaerenbergh and Pérez-Suay
provide us with a bird’s-eye view of AI systems for teaching and learning mathe-
matics, proposing a classification that can help to choose the different “intelligent”
components needed for a milieu construction.

Last, but not in any way, the least, the chapter by Martnez-Sevilla and Alonso
Burgos describe a milieu where many AI techniques are in use to help its users to
achieve a better understanding of mathematics behind our artistic and monumental
heritage.



Evolution of Automated Deduction
and Dynamic Constructions in Geometry

Pedro Quaresma

1 Introduction

Logic appears in a sacred and in a profane form. The sacred form is dominant in proof
theory, the profane form in model theory

D. van Dalen, Logic and Structure (van Dalen, 1980)

Sacred Form

It can be said that the sacred form began circa 300 BC with the writing of Euclid’s
Elements. The Elements can be seen as a seminal work, establishing the basis for
proof theory, with a collection of definitions, postulates, propositions (theorems and
constructions) and mathematical proofs of the propositions. For centuries, it was
included in the curriculum of the majority of the universities. For example, in 1692
Tirso deMolina, Superior General of the Jesuit Order wrote a letter with very specific
orders to improve the teaching of Mathematics at the Portuguese province (i.e. Uni-
versities of Coimbra and Évora). One of the suggestions was the reproduction of the
figures in the Elements in such a way that all the students could see those figures and
discuss about the geometric properties behind those figures. The combination of that
letter with the Portuguese tradition of tilling (“azulejos”) gave rise to a collection of
tiles with faithful representation of many of the figures in the Elementa Geometriæ
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Fig. 1 Azulejos with figures from Elementa Geometriæ by André Tacquet

by the Jesuit priest André Tacquet (1612–1660) (see Fig. 1) (Gabriel Silva, 2017;
Simões, 2007).1

David Hilbert in his bookGrundlagen der Geometrie (1899) established the foun-
dation for a modern axiomatic treatment of Euclidean geometry (Hilbert, 1977).
Later, Alfred Tarski built a decision method for elementary algebra and geome-
try (Tarski, 1951) allowing constructive and even automated approaches for geome-
try (Beeson, 2015; Quaife, 1989) and, more recently, (1995) Jan von Plato proposed
another constructive approach to geometry (von Plato, 1995).

From a computational perspective, the history of geometry automated theorem
provers (GATP) began with the early computers and the birth of Artificial Intelli-
gence, in the 1960s. The different sets of axioms of Euclidean Geometry attracted
researchers to an attempt to implement synthetic methods, such as the approaches
by Gelernter (1995, 1960), Nevis (1975), Elcock, Greeno et al. (1977), Coelho and
Pereira (1979, 1986), Chou et al. (1993, 1995). The difficulties found with the syn-
thetic methods, where the need to find a suitable rule to be applied lead to a combi-
natorial explosion regarding all the possible choices. This resulted in the exploration
of other approaches, algebraic, semi-synthetic and logical approaches.

The algebraic style approach is characterized by the translation of geometric
problems to algebraic problems, and subsequent development of the proof by the
application of algebraic manipulations. The characteristic set method, also known
as Wu’s method (Chou, 1985; Wu, 1984), the elimination method (Wang, 1995), the
Gröbner basesmethod (Kapur, 1986a, b) and theClifford algebra approach (Li, 2000)
are examples of practical methods of this type. The algebraic approach led to efficient
implementations, but, given that all the proofs are developed by algebraic means, the
geometric meaning is lost, i.e. apart from a yes/no answer, it is not possible to have
a correspondent geometric proof where the axioms of geometry are used. This led
to the development of methods capable of, at least partially, combine the geometric
readability of synthetics methods with the efficiency of algebraic methods.

1 Unfortunately most of the tiles were lost after the expelling of the Jesuits from Portugal by the
Marquis of Pombal in 1759, the subsequent reformof theUniversity ofCoimbra and the construction
of new buildings on the expense of the old ones.
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The semi-synthetic methods use a set of specific geometric quantities, e.g. the
ratio of parallel directed segments and signed area, to build an axiom system where
the geometric relations and properties can be represented and the proofs developed
using a set of geometric lemmas and simple algebraic manipulations. Examples of
such methods are the area method (Chou et al., 1996a; Janičić et al., 2012) and the
full-angle method (Chou et al., 1996b). These methods combine the readability of
synthetic methods and the efficiency of algebraic methods, being able to prove many
geometric theorems, efficiently and with geometric, readable, proofs.

More recently (2000–till present), new synthetic approaches are being proposed;
the geometric deductive databasemethod combines the full-angle axiom systemwith
the techniques of deductive databases to develop an efficient GATP capable to prove
a large set of geometric problems (Chou et al., 2000). Also tutorial systems like the
QED-Tutrix (Gagnon et al., 2017; Tessier-Baillargeon et al., 2017) are proposed to
address the problem in a more contained form, i.e. instead of trying to implement
a generic GATP, the goal is to have an efficient and capable of readable geometric
proofs GATP, to specific areas of geometry.

Also to be considered are the logical approaches, like the quantifier elimination
method of Tarski (Collins, 1975; Tarski, 1951), or the use of axiom systems for
geometry (e.g. Tarski, Quaife (1989)) and then using generic automated theorem
provers (ATP) to develop the proofs. Many efficient and capable of proving many
geometric conjecturesATP are available, but, like in the algebraic approach, the proof
has no correspondence with any form of geometric reasoning. From the view point
of a geometer, it is difficult to follow (geometrically) the formal proofs produced by
the ATP.

Profane Form

The Profane form came with programs that allow to build and explore geometric
figures. The 1988 Turing prize was awarded to Ivan Sutherland for his pioneering
work in the area of computer graphics. The program Sketchpad changed the way
people interactedwith computers, fromnon-graphical to graphical (Sutherland, 1963,
2003). While the original aim was to make computers more accessible, introducing
graphical manipulations, while retaining the powers of abstraction that are critical to
programmers, the direct manipulation interfaces have since succeeded by reducing
the levels of abstraction exposed to the user.

The program Sketchpad can be considered as the point of origin for today’s
computer-aided graphic design programs (CAD). Not detracting from CAD pro-
grams, they are of little interest for the geometry practitioner, they are very high-
precision tools to draw figures, e.g. for architects, drawing building plans, but they
miss the step from drawings (static object) to figures (geometric construction), i.e.
a set of objects and geometric relations between then (dynamic object). Meanwhile,
dynamic geometry systems (DGS) allow building geometric constructions from free
objects and elementary constructions. It became possible to manipulate the free
objects (objects universally quantified), preserving the geometric properties of the
construction.
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Fig. 2 Gelernter—Angle bisection

The first software packages that can be classified as dynamic geometry systems
were Geometer’s Sketchpad (Jackiw, 2001), which appeared first in 1989, and Cabri
Géomètre (Laborde & Strässer, 1990), dating back to 1988, and they started another
revolution: computers could be used in school for teaching geometry. Since then
DGS become mature tools used by millions of users all over the world.

Dynamic geometry systems gave us the profane side of proofs in geometry. For
example Fig. 2 (if done with a modern DGS) would have the points A, B and C as
free points and point D as a constructed point (intersection of lines), moving the
free points we can conjecture that the segments AD and C D are equal in length, i.e.
we are exploring “all” possible configurations for a given geometric construction in
the Cartesian model. Although those manipulations are not formal proofs because
only a finite set of positions are considered and visualization can be misleading, they
provide a first clue to the truthfulness of a given geometric conjecture.

The DGS and GATP are in a collision course and that is a good thing. From the
development of GATP and DGS as completely separated tools, to the implementa-
tion of some GATP method in a DGS (e.g. Cinderella) or graphical components into
a GATP (e.g. GCLC and JGEX) to the integration of GATP and DGS (e.g. GeoGe-
bra). The fully integration of automated deduction components in other software is
becoming a reality and it is expected that in a near future it will be possible to have
those components broadly available.

Overview of the chapter In Sect. 2, the evolution of automated deduction in geom-
etry is presented and in Sect. 3 the integration of GATP and DGS is discussed. In
Sect. 4 other lines of research are presented and in Sect. 5 conclusions are drawn.
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2 Automated Deduction in Geometry

For the last five decades, automated deduction in geometry, the sacred form, has
been an important field in the area of automated reasoning. Various methods and
techniques have been studied and developed for automatically proving and discov-
ering geometric theorems (Chou, 1987; Chou & Gao, 2001; Chou et al., 1994).

2.1 Synthetic Methods

Adapting general-purpose reasoning approaches developed in the field of artifi-
cial intelligence (in the 60s of the twentieth century), synthetic methods, such as
the approaches by Gelernter (1995, 1960, Nevis (1975), Elcock (1977), Greeno et
al. (1979), Coelho and Pereira (1979, 1986), Zhang et al. (1995), were dedicated
to automating traditional proving processes (Chou & Gao, 2001). Making use of
axiomatic systems close to the ones used in secondary schools these systems tried
to provide readable (by students and teachers) proofs. See Fig. 2 for an example of
such proofs, from the GATP by Gelernter.

In many of these first attempts, the diagrams where used as a model (Coelho &
Pereira, 1986):

• the diagram as a filter (acting as a counter-example);
• the diagram as a guide (acting as an example, suggesting eventual conclusions).

As a filter the diagram permits to test the non-provability of a candidate sub-goal,
pruning the proof tree.

As a guide the diagram can be used as a positive indication. Quoting from Coelho
et al. (1986) Coelho and Pereira (1986) (see Fig. 3):

We want to prove two equal segments U V = XY , by congruent triangles. Suppose triangle
XY Z exists, and our purpose is to find a triangleU V W onU V to compare to triangle XY Z .
We need to search for existing or generated triangles on U V . The first thing is to find a
convenient third point W , which must be different from U and V . The possible coordinates
of the sought point W are computed from the coordinates of X , Y , Z , U and V , and a check
is made in the diagram to see if a point with such coordinates exists. The diagram is used in
a positive way for computing the possible coordinates for W .

Fig. 3 Coelho et al.
(1986)—Diagram as a guide

X Y

Z

U V

W
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The possibility of having geometric proofs, with natural language and (eventually)
visual renderings, is a key aspect of this approach. Unfortunately, the combinatorial
explosion while applying postulates implied the use of suitable heuristics that narrow
the scope of the GATP and prevent the development of a general-purpose efficient
GATP.

New synthetic approaches are being proposed. The geometric deductive database
method combines the full-angle axiom system with the techniques of deductive
databases, to develop an efficient GATP capable of proving a large set of geometric
problems (Chou et al., 2000). A coherent logic2 based GATP, ArgoCLP, is being
developed which can be used to generate both readable and formal (machine ver-
ifiable) proofs in various theories, primarily geometry. The possibility of, using a
top-down approach (from the conjecture to the conclusion), producing natural lan-
guage proofs is a positive point, but, efficiency considerations are still a major con-
cern (Stojanović et al., 2011).

2.2 Algebraic Methods

A different approach is given by the algebraic style methods, given by the trans-
lation of geometric problems to algebraic problems and the subsequent develop-
ment of the proof by the application of algebraic manipulations. The characteristic
set method, also known as Wu’s method (Chou, 1985; Wu, 1984), the elimination
method (Wang, 1995), the Gröbner bases method (Kapur, 1986a, b) and the Clifford
algebra approach (Li, 2000) are examples of practical methods based on the algebraic
approach.

Let us consider, for example, the Euler’s Line theorem.

Theorem 1 (Euler’s Line Theorem) In any given triangle, the orthocentre, the cen-
troid and the centre of the circumscribed circle are collinear (Fig. 4).

Transcribing it to algebraic form we get (GATP: JGEX, Wu’s method):

The Algebraic Form:
A: (0,0) B: (0,x4) C: (x5,x6) D: (x7,x8) E: (0,x10)
F: (x11,x12) G: (x13,x14) H: (x15,x16) I: (0,x18)
J: (x19,x20) K: (x21,x22) L: (x23,x24) M: (x25,x26)

The Equational Hypotheses:
1: D : midpoint(BC) 2x8 - x6 - x4 = 0 2x7 - x5 = 0
2: E : midpoint(BA) 2x10 - x4 = 0
3: F : midpoint(AC) 2x12 - x6 = 0 2x11 - x5 = 0
.
.
.

11: LF ⊥ CA x6x24 + x5x23 - x6x12 - x5x11 = 0
12: M : on line EL x23x26 + (-x24 + x10)x25 - x10x23 = 0

2 Coherent logic is a fragment of (finitary) first-order logic which allows only the connectives and
quantifiers ∧ (and), ∨ (or), � (true), ⊥ (false), ∃ (existential quantifier).
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Fig. 4 Euler’s line theorem,
JGEX construction

At this stage the geometric/algebraic connection is still possible, each geometric
element has a correspondent set of algebraic equations and vice versa. In the proof
itself, pure algebraic methods are used. In Wu’s method, this implies calculating
triangular systems and pseudo-remainders (Chou, 1985; Wu, 1984).

The JGEX’s proof (Wu’s method) is:

The Triangularized Hypotheses (TS):
h0: 2x7 - x5 = 0
h1: 2x8 - x6 - x4 = 0
h2: x9 = 0
.
.
.

h18: 2x5x25 + (-2x6 + 2x4)x8 + x4x6 - x5ˆ2 - x4ˆ2 = 0
h19: (2x6 - 2x4)x26 + 2x5x25 + (-2x6 + 2x4)x8 - x5ˆ2 = 0

The Conclusion (CONC):
L, G, K are collinear
(x21 - x13)x24 + (-x22 + x14)x23 + x13x22 - x14x21 = 0

Successive Pseudo Remainder of CONC wrpt TS :
R_18 = [x24, 6]
R_17 = prem(R_18, h_17) = [x23, 6]
.
.
.

R_7 = prem(R_8, h_7) = [x13, 6]
R_6 = prem(R_7, h_6) = [0, 0]
Remainder = R_6 = 0
The conclusion is true

GATP based on these methods are efficient and able to proof a large number of
geometric conjectures. The price to pay is the absence of geometric proofs and the
algebraic proofs, if any, are only (barely) readable by experts (Chou & Gao, 2001).
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2.3 Semi-Synthetic Methods

In order to combine the readability of synthetic methods and the efficiency of alge-
braic methods, some approaches, such as the areamethod (Chou et al., 1996a; Janičić
et al., 2012) and the full-angle method (Chou et al., 1996b), represent geometric
knowledge in the form of expressions with respect to geometric invariants.

For stating and proving conjectures, these methods use a set of specific geometric
quantities that enable treating geometric relations defining an axiom system. Con-
sidering the area method, we have:3

• ratio of parallel directed segments, denoted AB/C D. If the points A, B, C and
D are collinear, AB/C D is the ratio between the lengths of directed segments
AB and C D. If the points A, B, C and D are not collinear, and it holds AB‖C D,
there is a parallelogram AB P Q such that P , Q, C and D are collinear and then
AB
C D

= Q P
C D

.
• signed area for a triangle ABC , denoted SABC is the area of the triangle ABC ,
multiplied by −1, if ABC has the negative orientation.

• Pythagoras difference,4 denotedPABC , for the points A, B, C , defined asPABC =
AB

2 + C B
2 − AC

2
.

An axiom system based on these three geometric quantities allows expressing (in
form of equalities) geometry properties such as collinearity of three points (SABC =
0), parallelism of two lines (SABC = SBC D), equality of two points (PAB A = 0),
perpendicularity of two lines (PAC D = PBC D), etc. (Chou et al., 1996a; Janičić et al.,
2012).

To prove a given conjecture, we have to express the hypotheses of a theorem
using a set of starting (“free”) points and a set of constructive statements, each of
them introducing a new point, and to express the conclusion by an equality between
polynomials in the geometric quantities of the method (without considering Carte-
sian coordinates). The proof is developed by eliminating, in reverse order, the points
introduced before, using for that purpose a set of appropriate lemmas (see Fig. 5).
After eliminating all the introduced points, the goal equality of the conjecture col-
lapses to an equality between two rational expressions involving only free points.
This equation can be further simplified to involve only independent variables. If the
expressions on the two sides are equal, the conjecture is a theorem, otherwise it is
not.

In the example above (see Theorem 1), the conjecture can be expressed using the
signed area of triangles, SLG K = 0, i.e. the signed area of the triangle LG K is zero,
so we are considering a degenerate triangle, so the points are collinear. Using the
area method, both GCLC and JGEX failed to prove this conjecture (only using the

3 Negative and positive orientation are only a syntactic convention to disambiguate between “dif-
ferent” geometric constructions built from the same set of points.
4 The Pythagoras difference is a generalization of the Pythagoras equality regarding the three sides
of a right triangle, to an expression applicable to any triangle. For a triangle ABC with the right
angle at B, it holds that PABC = 0.
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Fig. 5 Euler’s line theorem, GCLC proof (area method)

algebraic methods they were capable of proving it), but for the same construction the
conjectureG K/LG = 2 is provable. The proof itself is a (readable) sequence of steps
preforming algebraic simplifications, geometric simplifications and the application
of lemmas allowing to eliminate the free points, but with 169 pages this formal proof
cannot be considered readable (see Fig. 5).

The GATP implementing these methods are efficient and capable of producing
formal, but readable (in some cases, small) proofs. Given the fact that these methods
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do not use the usual axioms systems used in secondary schools, the proofs produced
are readable, even by secondary schools’ students and teachers, but not without a
previous study of the axiom system used by the GATP.

2.4 Generic First-Order Provers

First-order ATPmust also be considered. Provers likeVampire, Leo andmany others5

are very efficient6 and capable of proving theorems in many areas. Using axioms
systems for geometry, e.g. Tarski, they can be used in geometry also. For example, the
Thousands of Problems for Theorem Provers (TPTP) repository (Sutcliffe, 2017) has
the GEO domain with many problems specified in the first-order logic (FOL), using
the Tarski Geometry (Quaife, 1989) or the geometric deductive database method
(GDDM) (Chou et al., 2000)7 axiom systems. The proof of those conjectures can
then be attempted by the different ATP.

For example, the Euler’s line theorem can be expressed in the following form
(using the GDDM):

%----Include Geometry Deductive Database Method axioms
include(’geometryDeductiveDatabaseMethod.ax’).

fof(exemploeulerLineGEO0315a,conjecture,(
! [ A,B,C,D,E,F,G,H,I,J,K,L,M ] :
((midp(D,B,C) & midp(E,B,A) & midp(F,A,C) & coll(G,B,F)

& coll(G,C,E) & perp(H,A,B,C) & coll(H,B,C)
& perp(I,C,A,B) & coll(I,A,B) & perp(J,B,A,C)
& coll(J,A,C) & coll(K,A,H) & coll(K,C,I) & perp(B,A,M,E)
& perp(C,B,L,D) & perp(C,A,L,F) & coll(M,D,L))

=>
(coll(L,G,K))) )).

the specification of the problem is done in First-Order Form (FOF). Using the
ATP Vampire, the conjecture is proved by refutation; below an excerpt of the proof
is given:

% Refutation found. Thanks to Tanya!
% SZS status Theorem for eulerLineGEO0315a
% SZS output start Proof for eulerLineGEO0315a
1. ! [X0,X1,X2] : (coll(X0,X1,X2) => coll(X0,X2,X1)) [input]
2. ! [X0,X1,X2] : (coll(X0,X1,X2) => coll(X1,X0,X2)) [input]

...

2754. $false <- (74) [resolution 1962,1558]

5 https://en.wikipedia.org/wiki/Automated_theorem_proving.
6 http://www.tptp.org/CASC/.
7 This is a recent contribution, by the author, to TPTP.

https://en.wikipedia.org/wiki/Automated_theorem_proving
http://www.tptp.org/CASC/
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2765. ˜74 [avatar contradiction clause 2754]
2766. $false [avatar sat refutation 1963,2749,2765]
% SZS output end Proof for eulerLineGEO0315a
% ------------------------------
% Version: Vampire 4.5.1
% Termination reason: Refutation

% Memory used [KB]: 6652
% Time elapsed: 0.062 s

Using this approach, the proof script (if any) would be a logical proof (e.g. using
the resolution method). As can be seen above, in the case of the proof done by the
ATP Vampire, the proof contains information about the lemmas used and, if some
post-processing is used, can be readable, but the connection with the geometric
construction is difficult, at best.

An advantage of this approach is the availability of many generic ATPs with very
efficient implementations.8 The unavailability of geometric proofs is the drawback.

2.5 Other Approaches

Rule-based approaches explore the possibility of building a sound, not necessarily
complete, axiom system. The idea is to have a minimal set of axioms, lemmas and
rules of inference that can characterize a given sub-area of geometry (Pambuccian,
2004).

One example of such an approach is given by the tutorial system QED-tutrix.
Exploring the logic programming language Prolog9 (Clocksin & Mellish, 2003) a
set of axioms, lemmas and rules of inference, adapted to the type of problems at
hand, are implemented and explored by the Prolog rule-based logical query mecha-
nism. The QED-tutrix tutorial system builds the Hypothesis, Properties, Definitions,
Intermediate results and Conclusion graph (HPDIC-graph). The HPDIC-graph con-
tains all possible proofs for a given problem, using a given set of axioms. Having
that (possibly, very large) graph the system can help the learner, validating the steps
already taken and providing hints for the next steps (Font et al., 2018; Gagnon et al.,
2017).

A project, still in its early stages, uses Maude10 (Clavel et al., 2007), an equational
(and rewriting) logic system to implement the Tarski axiom system as described by
Art Quaife (1989) (see Fig. 6).

8 For the Euler line theorem, GCLC’s Wu Method took 0.012s, Vampire took 0.062s.
9 https://en.wikipedia.org/wiki/Prolog.
10 http://maude.cs.illinois.edu/w/index.php/The_Maude_System.

https://en.wikipedia.org/wiki/Prolog
http://maude.cs.illinois.edu/w/index.php/The_Maude_System
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Fig. 6 Implementation, as a Maude module, of Tarski axiom system, as described by Art Quaife

Both approaches share the use of logic programming languages where the intro-
duction of specific lemmas, for specific purposes, can be easily made, e.g. SSS, SAS,
ASA and AAS lemmas for the congruence of triangles, or the alternate interior and
exterior angles of parallel lines.

As stated above, this systems can be used to implement sound, but not necessarily
complete, axiom systems. These kind of system can be useful in specific situations,
e.g. in secondary schools mathematics classes.
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3 Dynamic Geometry

Dynamic Geometry Systems

Dynamic geometry can be characterized by the construction of geometric figures (as
opposed of fixed drawings), built from free objects, i.e. universally quantified objects
(e.g. points) and elementary properties preserving constructions.

Analysing the example given in Fig. 7, the construction has A, B, D and E as free
points, these can be moved freely in the plane, points C and F belongs to AB and
DE , respectively, they have only one degree of freedom, being able to move in the
line they belong and, finally, points G, H and I are the intersections of two lines,
they do not have any degree of freedom.

Dynamic geometry systems give us the profane side of proofs in the Cartesian
model of Euclidean geometry. By moving the free points, we can conjecture that
the points G, H and I are collinear (red line), i.e. we are exploring “all” possible
configurations for that geometric construction. Although these manipulations are
not formal proofs because only a finite set of positions are considered and because
visualisation can be misleading, they provide a first clue to the truthfulness of a given
geometric conjecture.

Dynamic geometry systems are now mature software tools with a very large
users base. The dynamic character of these programs give to its users the possibility
of building dynamic geometric constructions, exploring conjectures about them, so

Fig. 7 Pappus’ Hexagon Theorem, DGS construction
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they give a first, informal, opportunity to explore geometric proofs. But to avoid
the visual proofs pitfall, the connection with geometric automated theorem provers
(GATP) should be considered.

Dynamic Geometry Systems and Geometry Automated Theorem Provers

There are already some systems combining DGS and GATP. The following list is
organized as follows: fromGATP andGATPwith rendering capabilities to DGSwith
some automatic proving capabilities built-in, ending with environments with DGS
and/or GATP capabilities.

Open Geometry Prover The Open Geometry Prover (OGP) is an open source
project,11 aiming to implement various geometry automated theorem provers.
It can be used as a stand-alone tool but can also be integrated into other geometry
tools, such as dynamic geometry software. In its current state,OGP implements the
Wu’s algebraic methods. Some partial work has been made in the semi-synthetic
methods: the area method and the full-angle method (Baeta & Quaresma, 2013;
Botana et al., 2015; Petrović et al., 2012).

GCLC Geometry Constructions → LaTeX Converter (GCLC), an open source
GATP with a graphics engine, for the Wu, Gröbner bases and area methods. It is
possible to add a conjecture to a given geometric construction (with a graphical
rendering) and ask for its proof with natural language rendering (Janičić, 2006).

JGEX Java Geometry Expert (JGEX), a GATP with graphics engine, for the Wu,
Gröbner bases, area, full-angle and deductive database methods. It is possible
to add a conjecture to a given geometric construction and ask for its proof with
natural and visual language renderings (Ye et al., 2011).

Cinderella The Interactive Geometry Software Cinderella is a DGS with a ran-
domized theorem checker (Kortenkamp & Richter-Gebert, 2004; Richter-Gebert
& Kortenkamp, 1999).

The last one has a different approach from the first three, it is not a prover capable
of a formal proof, but more a model checker, capable of generating many random
instances for a given geometric configuration. So, for a given conjecture, we obtain
a probabilistic answer to its validity (Kortenkamp & Richter-Gebert, 2004).

Apart from the library OGP, these systems12 are monolith systems, i.e. even if the
GATP are modules that can be used by themselves (e.g. the GCLC), the DGS and
the GATP are tightly integrated. The DGS are not able to use external GATP and the
GATP are not prepared to be integrated in other DGS.

Amodular approach is beginning tomake its way, i.e. an approachwhereDGS and
GATP can be developed by different teams and nevertheless be combined. Examples
of such systems are:

11 The OpenGeometryProver github project: https://github.com/opengeometryprover/.
12 JGEX is currently not being supported/developed.

https://github.com/opengeometryprover/
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GeoProof ADGS that interfaceswith theCoq ProverAssistant (Bertot&Castéran,
2004), allowing to check proofs built interactively (Narboux, 2007).

GeoGebra The DGS embedded prover system chooses one of the available meth-
ods and translates the problem specified by the end user as the input for the selected
method, similarly to portfolio solvers.13 The available GATP implement theWu’s
method, the Buchberger–Kapur method, the area method and Recio’s exact check
method. The separation between the GATP and the DGS opens the possibility of
using third-party GATP. For example, the Open Geometry Prover Wu’s method
GATP. From the DGS interface the user can ask for the validation of a given geo-
metric conjecture, related to the construction, e.g.Prove AreCollinear(G,
H, I) is the command that a user may use to prove, formally, that the points G,
H and I in the construction of Fig. 7 are collinear. For the moment, this is only a
formal validation, no proof script is available (Botana et al., 2015; Kovács, 2015;
Kovács & Recio, 2020; Nikolić et al., 2019).
This project can be visited at https://www.geogebra.org/m/McEqwQNb.

When applied to areas such as education GATP and DGS are being combined in
environments that use both tools for the purpose of learning.

QED-Tutrix QED-Tutrix is an intelligent tutor for geometry (see Sect. 2.5) offering
an interface to help high school students to freely explore the geometric problems
and their proofs.
For each geometric conjecture, the system builds the tree of all possible proofs,
allowing the students to try to prove the conjecture, with the system helping in
each step of the proof (Font et al., 2018; Gagnon et al., 2017).

Geometriagon Geometriagon14 is a project to explore geometric constructions
made with ruler and compass. The dynamic geometry software supporting the
project is C.a.R.15 It provides an extensive list of problems to be solved by regis-
tered users, validating (or not) the solution found.

A similar approach, not in the area of geometry, is given by Edukera,16 a Web-
environment to teach Logic and Mathematics (calculus and sets), with the assistance
of the Coq proof assistant.

13 Portfolio problem solving is an approach in which for an individual instance of a specific prob-
lem, one particular, hopefully most appropriate, solving technique is automatically selected among
several available ones and used. The selection usually employs machine learning methods.
14 http://polarprof-001-site1.htempurl.com/geometriagon/.
15 http://car.rene-grothmann.de/doc_en/index.html.
16 https://www.edukera.com/.

https://www.geogebra.org/m/McEqwQNb
http://polarprof-001-site1.htempurl.com/geometriagon/
http://car.rene-grothmann.de/doc_en/index.html
https://www.edukera.com/
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4 Other Lines of Research

The usefulness of automated deduction methods and tools in geometry does not
circumscribe itself to its use in dynamic geometry systems:

Repositories of Geometric Knowledge In the repository Thousand of Geometric
problems for geometric Theorem Provers (TGTP),17 a list of more than two hun-
dred geometric conjectures and their proofs by several GATP are kept (Quaresma,
2011). It implements a protocol for the exchange of geometric information
between applications, allowing a direct access to its repository from external
tools.
In the repository Thousands of Problems for Theorem Provers (TPTP) (Sutcliffe,
2017),18 a section is dedicated to geometric problems (in this repository the prob-
lems are specified as first order logic problems).
Recent efforts are being made to start a Geometry Automated Provers Competi-
tion (Baeta et al., 2020), in order to help improve the efficiency and usefulness of
GATP.

Knowledge Management Besides the efforts to implement readable formal proofs
produced by GATP, there are other avenues of research that are being explored.
For example: to evaluate the complexity and also the interestingness of geometric
proofs (Gao et al., 2019; Quaresma et al., 2020);19 to explore the automatic dis-
covery of theorems in elementary geometry (Recio & Vélez, 1999); to implement
a semantic geometric search mechanism, i.e. the possibility of, having a given
geometric construction, to search for other congruent geometric constructions or
even other geometric constructions with some common geometric properties. A
prototype of this search mechanism is already implemented in the TGTP reposi-
tory (Haralambous & Quaresma, 2014, 2018).

All these efforts are being made to help answer the questions related to the use of
GATP as one more tool in the geometer’s toolbox.

5 Conclusions

It is clear that automated deductionmethods and tools are beginning tomake theirway
into many different uses, in many different contexts. However, there are many issues
to be solved before amore complete integration of automated deductive tools can take
place. Examples of problems related with the use of automated deduction in geom-
etry tools are: application programming interface; common formats for information
interchange; natural and visual languages renderings of the proofs; repositories of

17 http://hilbert.mat.uc.pt/TGTP/index.php.
18 http://www.tptp.org/.
19 Pedro Quaresma and Pierluigi Graziani, Measuring the Readability of a Proof, submitted to
publication.

http://hilbert.mat.uc.pt/TGTP/index.php
http://www.tptp.org/
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geometric knowledge with powerful search mechanisms; proof discovery; problems
and proof classification for complexity and efficiency.

The complexity and the sheer size of the task led to recent efforts to establish a
network of researchers working in the area of formal reasoning, knowledge-based
intelligent software and geometric knowledgemanagement. The networkwill need to
focus in the creation of an intelligent computational environment in which advanced
software tools and deduction mechanisms are embedded for symbolic-numeric geo-
metric computation, interactive or automated geometric reasoning, knowledge val-
idation, knowledge discovery and knowledge management. Such a “superset of a
book” of geometric knowledge with embedded tools, freely available in all com-
putational platforms, adaptable, collaborative and adaptive to each and every user’s
profiles, would bring together a whole new generation of mathematical tools with
impact at all levels: exploratory research, applications in mathematics and education.

All these efforts are leading to an integration of formal deduction and dynamic
geometry in vivid environments, to be used in the exploration of mathematics in its
fullness. It is a complex task, but it is also an exciting task, as new advances in many
areas are expected in the near future.
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Automated Reasoning Tools with
GeoGebra: What Are They? What Are
They Good For?

Zoltán Kovács, Tomás Recio, and M. Pilar Vélez

1 Introduction

We are immersed in the society of digitalization, automation, data science, and artifi-
cial intelligence. The interaction of this scenery with mathematics is twofold. On the
one hand, mathematics is the hidden support for this whole technological panorama;
on the other, personal computers provide digital tools that perform incredible calcu-
lations (including most of the tasks required in the current mathematics curriculum)
or facilitate drawing dynamic graphs that help visualize mathematical objects. Yet,
it seems that the current mathemathics education landscape does not respond to, or
remains far from, what the new reality itself demands. “Nomainstream school maths
curriculum has yet been based on the (obvious) assumption that computers exist.”
(Wolfram 2020, p. 4). This incoherent absence is perhaps one of the reasons for the
current widespread debate within the educational community about what, how, and
why to teach and learn mathematics, at all educational levels.

Digitalization brings to math education new tools that require a new curriculum,
a new design of tasks, and a greater interaction with other disciplines (as in the
STEAM approach). But, what is more important in this new context is the leading
role of the student—with the help of digital tools—regarding his/her own learning
process. For example, working through open-ended tasks, that can be defined as
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“…tasks where students are asked to explore objects and to discover and investigate
their mathematical properties…” (Ulm 2011, p. 23)

In this new educational context, Dynamic Geometry Systems (DGS) can be con-
sidered as specifically appropriate, useful tools. Indeed, these software environments
were, from their conception, meant mainly as a tool for fostering students’ ability
regarding geometric visualization and experimentation. Nowadays, modern DGS
have started to include features for automated reasoning that allows for the auto-
matic and mathematically rigorous verification and discovery of geometric theorems
Kovács et al. (2018), say a kind of “geometry calculator” for AI (“augmented intelli-
gence”1), that can improve the teaching and learning of reasoning and proof Sinclair
et al. (2016) using an open-ended task methodology.

Thus, the popular dynamicmathematics programGeoGebra has always offered, as
has any other Dynamic Geometry System, some remarkable possibilities to improve
the construction and visual exploration of geometric objects. This is done by dragging
the elements in a figure, thereby allowing the student to perceive the resulting changes
and permanent relations by dragging the elements in a figure and, then, facilitating the
student to perceive the resulting changes and the permanent relations. GeoGebra’s
potential for problem solving, reasoning, and the influence of task design is analyzed
in Olsson (2019), where the reader can find a revision of earlier research into the
potential of dynamic software to support problem solving and reasoning.

Yet, more recently, since the computer algebra system Giac was embedded in
GeoGebra Kovács and Parisse (2015), GeoGebra has been able to have implemented
automated proving algorithms based on the algebraic approach described in Recio
and Vélez (1999) and Kovács et al. (2019). The result is a collection of GeoGebra
features and commands (the so-calledAutomated Reasoning Tools (ART)) that allow
the rigorous mathematical verification (i.e., the Automatic Theorem Proving (ATP))
and the automatic discovery of general propositions about Euclidean geometry fig-
ures built by the user.

Although mathematics education experts have long been aware of the existence
of dynamic geometry programs that offer, on an experimental basis and with a lim-
ited number of users, certain ATP features, the accessibility (as it is free of charge)
and portability of GeoGebra; its availability on tablets, smartphones, and computers;
its online and off-line accessibility; its worldwide diffusion-especially in the edu-
cational field; and the inclusion of automatic deduction and discovery tools, makes
the use of these revolutionary ART techniques in GeoGebra a qualitatively different
phenomenon with an unusually high potential for academic impact.

The purpose of this paper is, firstly, to make a summary presentation of the ART
functions inGeoGebra through some illustrative examples of tasks showing howART
could be used within an educational context, helping students to develop “augmented
intelligence” skills by reasoning in collaboration with the computer. Then we will

1 “Augmented intelligence is a design pattern for a human-centered partnershipmodel of people and
artificial intelligence (AI) working together to enhance cognitive performance, including learning,
decision-making, and new experiences, cf. https://www.gartner.com/en/information-technology/
glossary/augmented-intelligence”.

https://www.gartner.com/en/information-technology/glossary/augmented-intelligence
https://www.gartner.com/en/information-technology/glossary/augmented-intelligence
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reflect on the possible educational use of these new features, in particular through the
analysis of some results of recent experiences we have developed with our students
regarding the use of ART techniques.

Lastly, we will think about the advantages and disadvantages that this novelty
could bring to the learning and teaching of geometry. As a final conclusion, we argue
how that in order to fully benefit from this impressive tool, it will require that its
use will become embedded in a larger ecosystem that should be developed by the
scientific and teaching community, globally covering different aspects of computer-
supported geometric reasoning Kovács et al. (2020).

2 GeoGebra Automated Reasoning Tools

This section introduces, describes, and exemplifies the technical features of some
recently implemented Automated Reasoning Tools (ART) in the dynamic mathema-
tics software GeoGebra. As mentioned above, these tools (given by a button in the
Menu) and commands (to be introduced in the Command Line) allow the user to
automatically conjecture, discover, and prove statements concerning different ele-
ments of a given geometric construction. Basic automated reasoning features are
available since GeoGebra, version 5; yet, certain ART improvements and advanced
characteristics can be found in GeoGebra Discovery, an experimental version of
GeoGebra, available at https://github.com/kovzol/geogebra-discovery, operating on
top of GeoGebra Classic 5, for computers and laptops, on Windows, Mac, or Linux
operating systems; and the GeoGebra Classic, version 6, for browsers, accessible at
http://autgeo.online/geogebra-discovery/, therefore valid also on tablets and smart-
phones.

Examples have been chosen that, on the one hand, illustrate the functionalities
of ART tools in GeoGebra, and on the other hand, show the necessary interaction
between human and machine reasoning, synthesizing into what we refer to here as
“augmented intelligence” Semenov and Kondatriev (2020).

First of all, let us enumerate the list of GeoGebra’s Automated Reasoning com-
mands:

• The Relation command and tool, for the automatic finding of properties that
relate certain objects in a construction, that can be used, for instance, to check
geometric conjectures and for the verification or denial of these conjectures. A
complete list of the properties between geometric objects that Relation is able
to obtain can be found at https://wiki.geogebra.org/en/Relation_Command.

• The LocusEquation command, which calculates the implicit equation of a
certain semi-free point such that a given property holds.

• The Prove and ProveDetails commands, which decide if a statement is true
in general and, eventually, give some additional conditions for its truth, avoiding
degenerate cases.

https://github.com/kovzol/geogebra-discovery
http://autgeo.online/geogebra-discovery/
https://wiki.geogebra.org/en/Relation_Command
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• The Discover tool and command which finds a collection of statements holding
true and involving a certain element selected by the user in the figure. This is a
new feature, only available in GeoGebra Discovery.

Let us also mention that a detailed tutorial can be found in Kovács et al. (2018).

2.1 The Relation Tool and Command

This basic automated reasoning tool inGeoGebra is the symbolic extension of the pre-
viously existingRelation command. Initially, this commandwas purely numerical
(see Kovács (2015a, b)): after the user has selected two geometric objects in a con-
struction and invoked the Relation command (between the two objects), GeoGe-
bra answered by asserting the possibility, or not, that certain relationships would
occur between them, such as perpendicularity, collinearity, parallelism, equality, or
incidence, as long as the numerical verification of such properties exceeded a certain
threshold, with the user being warned in a message that the reached conclusion was
only numerically valid.

In the current version of GeoGebra, the Relation command allows the user to
click an additional button, labeled “More. . .”, in the output message. By pressing
this button, a symbolic calculation process is launched within the ART system of
GeoGebra, translating the given geometric figure into a collection of polynomial
equations and considering, systematically, as a thesis, the algebraic translation of the
possible relations we have referred to, between the chosen geometric elements.

For instance, points can be considered as collinear for Relation, if by taking
the line between two of them, the third one will turn out to be “approximately in the
same line”, where “approximately” depends on the number of digits that the user has
chosen in the application preferences (namely, in Tools � Rounding in the user menu
system of GeoGebra Classic 5, or in Settings � Global � Rounding in version 6) to
perform calculations in the session with GeoGebra.

Example 1 Figure1 shows a diagram with three collinear points A, B, and C , a
free point O , and the midpoints D, E , and F of the segments OA, OB, and OC ,
respectively. In the Input Bar, the command Relation({D, E, F}) is introduced
to study the existence, if any, of some property between the points D, E , and F .

The left part of Fig. 2 includes the response message to this command, which
indicates that the points D, E , and F are, at least for this figure and approximately,
collinear. Finally, Fig. 2, to the right, shows the result of pressing the icon “More. . .”:
it is the rigorous check of the general validity of the theorem that says that the
midpoints of the different segments from a point to different points in a fixed line are
collinear. It also warns the user that it is true except for a degenerate construction.
Such verification is based on the execution of certain algorithms that involve, without
the user perceiving it, several aspects of advanced computational algebraic geometry.
See, for more technical details, Botana et al. (2015) or Recio and Vélez (1999).
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Fig. 1 GeoGebra construction of the midpoints of the segments between a point O and three
collinear points A, B, and C , and Relation({D, E, F}) inserted in the command line

Fig. 2 The numerical answer to the command Relation({D, E, F}) on the left and, to the right,
the rigorous result after clicking on the icon “More. . .”

The computational power of GeoGebra’s ART is not limited to basic geometric
constructions, but is able to find and test much more sophisticated geometric rela-
tionships. For instance, we have considered a problem from one of the exams of the
Spanish recruitment method to become a civil servant math teacher for the secondary
school system. It is a method that requires passing and receiving the best grades on
a series of public exams (also known as “oposiciones”). In one of these recent tests,
the candidates were requested to solve the following elementary geometry question,
which asked the test-writer, to conjecture, formulate and, then, to prove, the ratio
holding between two particular segments in a given figure (see Fig. 3 from Gamboa
et al. (2019)).
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Fig. 3 Let ABC be a
triangle with a right angle at
B and with angles 60o and
30o at the other vertices. It
has been rotated twice, both
times centered at A and with
equal rotation angle. Find the
ratio B ′C/AN

We used GeoGebra ART to perform this task in order to demonstrate how much
it simplifies the solving of the problem, as well as how it involves a different way of
reasoning through interaction with the computer.

Example 2 See the statement in Fig. 3, as given to the candidates. Then, the first
challenge is to reproduce this picture as a GeoGebra construction.

To build the initial right triangle we have taken advantage of the fact that a right
triangle, whose non-right angles are of 60o and 30o, is half of an equilateral triangle
(thus allowing us to start building a regular 3-sided polygon with the correspond-
ing GeoGebra command Polygon). Then we have rotated vertices B and C 60o

counterclockwise twice, till C ′′ becomes aligned with A, B, as shown in Fig. 4.
Now we use the Relation tool to ask about any possible relation between seg-

ments B ′C and AN . Notice that this tool is usually utilized to find relations between
exactly twoobjects in the construction; asking for any relation involvingmoreobjects,
it is preferable to type Relation directly in the command line. It should also be noted
that the computation of ratios between segment lengths through Relation is a new
feature of this tool and command, currently only available in the prototype GeoGebra
Discovery that we are here describing.

In Fig. 4 we show the position of the Relation tool in the toolbar. After clicking

on the corresponding icon we select segments B ′C and AN , labeled as r and q
respectively, and we obtain the numerical answer in a pop-up window, see the left
of Fig. 5. After clicking on the “More. . .” icon, a symbolic answer is displayed, as
shown on the right of Fig. 5.

We leave to the reader the investigation of other surprising results concerning
ratios of segments in this construction, for instance, the ratio between BC ′ and AN .

2.2 The Prove and ProveDetails Commands

TheProve,ProveDetails commandswork in a similarway.UnlikeRelation,
the user must enter the conjectured thesis (for instance, that the ratio between r and
q is

√
7/2), obtaining as an answer the truth or falsity of their conjecture and, in
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Fig. 4 GeoGebra construction of Fig. 3

Fig. 5 The numerical and symbolic answers to Relation(r ,q)

the affirmative case, providing some additional geometric conditions that must be
verified so that the given statement is generally true. These are the so-called non-
degeneracy conditions, which usually prescribe that certain input objects (e.g., the
free vertices of a triangle) must not coincide or be aligned, etc., for the conjectured
statement to be true.

Figure6 confirms the above-obtained relationship (Fig. 5) for Example 2. It means
that the ratio r/q = √

7/2 for the given construction holds true, except if points A
and K (that were taken as free) coincide.
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Fig. 6 After introducingProveDetails(sqrt(7)q==2r) in the command line of GeoGebra,
the obtained answer (in green) appears in the last line of the Algebra window

2.3 The LocusEquation Command

Another function that is made possible through the ART tools in GeoGebra is the
discovery of new theorems, looking for complementary hypotheses for a certain
thesis to hold. For instance, trying to generalize Example 2, we will now consider
as initial hypotheses a similar construction, but starting with more general triangles,
and we will try to find where to place vertexC in order to have same segment lengths
ratio between AN and B ′C .

Example 3 Let us start with a general (not necessarily equilateral) triangle ABC ,
and then let us roughly follow the previous construction, but with somemodifications
in order to end up with three, regularly rotated, triangles, ending up with A, B, and
C ′′ aligned. Thus, instead of rotating vertex B and C , we are going to reflect vertex
K with respect to the midpoint of AC and with respect to vertex A, yielding vertices
C ′ and C ′′, respectively (see Fig. 7). Notice that this construction ends up obtaining
the same figure as the one in Example 2 that was built using rotations, and starting
with an equilateral triangle.

Now, the command LocusEquation allows us to discover for which triangles
ABC the ratio r/q = √

7/2 holds; more specifically, we ask GeoGebra, through the
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Fig. 7 GeoGebra construction starting from a general triangle and taking midpoints and point
reflections

Fig. 8 TypingLocusEquation(sqrt(7)q==2r,C) in the command linewe obtain the equa-
tion of a curve in the Algebra window and its display (in purple) in the Graphics window

LocusEquation(sqrt(7)q==2r,C) command, where to put vertex C such
that the required ratio holds.

In Fig. 8 the reader can see GeoGebra’s answer: to have the segment ratio r/q =√
7/2, the vertexC must be placed in a cubic curve which is the union of a circle and

a line (a degenerate case). Now it is the machine’s turn to challenge us to discover
the geometric characteristics of this circle; GeoGebra cannot provide any further
information about it. For instance, it seems that the center of the circle is in the
reflection of point B with center K . But, what can we say about the radius?
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2.4 The Discover Tool and Command

The Discover tool and command is a new feature currently available only in Geo-
Gebra Discovery. This command searches, in an automatic and combinatorial way,
for a whole series of possible geometrical relationships between the elements of the
construction in which a point (pointed out by the user) is included, and then verifies
its truth or falsity.

The use of this tool is illustrated with an old and challenging example that may
be the object of an open-ended activity in which it will be necessary to explore, to
discover, to conjecture, to prove, …while applying some knowledge of elementary
geometry, to reveal an enigma: the Treasure Island Problem.

Example 4 (Treasure Island Problem)
The Treasure Island Problem is described in Wilson (1997) where it is pointed out
that “In 1948, George Gamow wrote a book called “One, Two, Three, …Infinity”.
In it, he presents a problem suggested by a treasure map found in a grandfather’s
attic”. The problem is stated as follows:

A young man was going through the attic of his grandfather’s house and found a paper
describing the location of a buried treasure on a particular island. The note said that on the
island one would find a gallows, an oak tree, and a pine tree. To locate the treasure one would
begin at the gallows, walk to the pine tree, turn right 90 degrees and walk the same number
of paces away from the pine tree. A spike was to be driven at that point. Then return to the
gallows, walk to the oak tree and turn left 90 degrees and walk the same number of paces
away from the oak tree. Drive a second spike in the ground. The midpoint of a string drawn
between the two spikes would locate the treasure.

The young man and his friends mounted an expedition to the island, found the oak tree and
the pine tree but no gallows. It had been eliminated years ago without a trace. They returned
home with the map above and no treasure.

Show them where to look for the treasure.

Why should we not help the young man and his friends to locate the treasure? Yes,
we can try, assisted by GeoGebra ART!

We start by reproducing in GeoGebra the steps narrated in the paper to arrive to
the treasure: we take three free points, representing the pine P , the oak O , and the
gallowsG, then we draw the segment fromG to P and rotate it 90o counterclockwise
with center P to determine the point S1. We do the same with the oak point O , but
rotating clockwise to obtain the point S2. Finally, we know that the treasure T is
located at the midpoint of points S1 and S2 (see Fig. 9). As the story tells us that the
gallows has disappeared, we can use GeoGebra’s dynamic capabilities to drag point
G at random, trying to see the influence of this fading on the location of the treasure
(compare the twomaps in Fig. 9). Finally, one can become easily convinced, visually,
that the position of the treasure does not depend on where we place point G.

Therefore, we conjecture that there must be some theorem linking the position of
points P and O with that of T , but not involving a particular situation for G. Let us
investigate the possible geometry theorems involving point T using the Discover
tool: in the construction of Fig. 9 select the Discover icon in the toolbar and
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Fig. 9 Using GeoGebra over the map of an island to get possible locations of the treasure for two
different positions of the gallows

Fig. 10 Two GeoGebra windows after selecting the tool Discover and clicking at point T
(equivalently, introducingDiscover(T) in the command line). The pop-upwindow lists different
geometric theorems involving T in different colors, and the Graphics Window displays, with the
same colors, the geometric objects involved in these relationships

click the point T . GeoGebra computes a series of possible geometrical relationships
between the elements of the construction in which point T is included. A pop-up
window appears with the obtained theorems involving T (see Fig. 10).

After discarding trivial relationships as well as those involving point G (that we
assume is missing on the island), we have found the following conclusions:

• OT = PT , that is, the treasure (point T ) is at the same distance from both
trees (points P and O). The reader surely knows that this means that T lies
within the perpendicular bisector of P and O; otherwise, GeoGebra ART can
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Fig. 11 Start drawing three points P , O and T and ask GeoGebra consecutively where to put
T so that Distance(P,T)==Distance(O,T) and OT ⊥ PT . It yields T must be at the
intersection of the yellow line and the purple circle

help us to discover where to put T such that OT = PT by entering in the com-
mand lineLocusEquation(Distance(P,T)==Distance(O,T)) (see
Fig. 11, yellow line).

• OT ⊥ PT , that is the paths from the trees (P and O) to the treasure (T ) are
perpendicular. The reader surely knows also Thales’ Theorem and can deduce that
T is in the circle passing through P and O having the segment PO as diameter;
otherwise, GeoGebra ART can again help us to discover where to put T such that
OT ⊥ PT (see Fig. 11, purple circle).

Ageometer “uncomfortable”with the result, could still require the student to prove
that, starting from the initial configuration, point T verifies these two properties; this
is achieved in Fig. 12.

Now, do not you consider that we could easily tell the young man in the story how
to arrive at the treasure point, even not knowing where G was originally placed?

3 Toward an Automated Geometer

In a certain sense, the ART tools we have described in the previous section can be
considered as a kind of omniscient teacher, ready to answer whatever questions are
posed by a human user—a sort of “geometry calculator.” Going a little bit further,
a true “automated geometer” should be a kind of machine capable to investigating,
without requiring any suggestion from humans, the geometric properties of a figure.
Actually, this is already partially accomplished by GeoGebra Discovery, through the
Discover command we have previously described, although it needs a human user
to choose a concrete point in the given figure to focus the beginning of the discovery
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Fig. 12 Start with the construction in Fig. 10 and add the perpendicular bisector j of P and O , and
the circle C centered at the midpoint of PO and passing by O . Ask GeoGebra to Prove(T ∈ j)
and Prove(T ∈ c). The answer “true” for both commands appears in the Algebra window

task. Thus, as a further step toward a completely independent performing “automated
geometer,” we have implemented in GeoGebra a new tool which we have called the
Automated Geometer, that is a web-based service available at http://autgeo.online/
ag, able to obtain, just by itself, sound relationships in a geometric construction.

Let us illustrate the behavior of the Automated Geometer by considering the ICMI
Study series “SchoolMathematics in the 90s”Howson andWilson (1986), dated back
to 1986, which includes an elementary geometry question, as described in Fig. 13,
item a), asking the user to decide if three given segments of the diagonal of a square
are equal or not.

Let us roughly sketch how the question appearing in Fig. 13 can be solved by our
Automated Geometer.

First, a web version of GeoGebra is loaded in the web browser and the user is
asked to construct a geometric figure (or select one of the built-in examples). Five
different options are then available to check certain properties holding in the figure:
collinearity of three points, equality of distances between twopoints, perpendicularity
of segments defined by two points, parallelism of segments defined by two points,
and concyclicity of four points (see Fig. 14).

Once the user has decided among these options, and after having launched the
discovery process, the Automated Geometer creates a list of possible statements
in a combinatorial way (all possible triples of points are considered as potentially
collinear, etc.) and calls the previously described automatic reasoning tools to verify
or deny the truth of the considered propositions. For example, in the case of the
Fig. 13, out of 1260 possible statements only 119 are true—all of these checks are
performed within 9 s on a normal PC with 8×i7 cores and 16 GB RAM, tested in

http://autgeo.online/ag
http://autgeo.online/ag
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Fig. 13 A question from the so-called “Kuwait” ICMI Study, back in 1986

Google Chrome 86. The obtained statements are visually presented in the program
(see Fig. 15) and also a short list of them is printed (see Fig. 16). In particular, we
mention that the proposed question is affirmatively answered considering items 21
and 22 in this Fig. 16.

We highlight here that some unexpected resultsmay also be included in the output.
For example, concyclicity of points E , F , G, and H may be not completely trivial
at the first look—one needs to find the axial symmetry through the diagonal BD to
confirm this result. For other input figures, however, many more non-trivial facts can
be eventually obtained. Actually, this is what we expect from discovery: we want to
be surprised!

4 Discussion and Conclusions

It is clear that the above-considered Kuwait Study problem can be solved in various
ways, traditionally by pure geometric means, but—as a more modern approach—the
possibility of considering an algebraic solution is already mentioned in the 1986
ICMI Study Howson and Wilson (1986). The following sentences from this book
are particularly relevant in our context:

…evenmore challenging, computer-based opportunities for transforming geometry teaching
in the 1990’s will be provided by computer assisted design software which at the moment
has had little impact on schools…As a result of recent curricular changes, the ‘few’, the
mathematically gifted students, have at their disposal powerful algebraic tools, coordinates
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Fig. 14 The Automated Geometer on its startup

and vectors, which they can apply to geometric problems. They, then, might approach such
problems in a different manner to school pupils of old—themethodsmay be less elegant, and
provide less scope for creative and penetrating thought—but they offer a more systematic
approach. …whereas the student of the 1950s had only purely geometrical ways of tackling
the problem [the authors refer to question (a) in Fig. 13], today’s student may well be
able to apply algebraic methods…The solution derived by applying a mechanical procedure
may be less aesthetically satisfying than a geometrical one, but are there other objections to
algebraic methods than that of aesthetics? (Howson and Wilson 1986, p. 58–59)

The quoted text reflects on the pros and cons of the different ways of solving the
proposed question and states that an algebraic solution is maybe not as elegant as
a geometric one, but “are there other objections to algebraic methods than that of
aesthetics?”

As our methods rely heavily on the algebraic side, we sustain a very similar opin-
ion, but in an even more radical form. In fact, the automated discovery process we
have implemented in GeoGebra Discovery or in the Automated Geometer does not
require any geometrical background in the proving process, since it starts translating
mechanically every geometric relation into algebraic equations. Also, the obtained
proof has nothing to do with geometry—it usually contains a large amount of vari-
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Fig. 15 Visual results of automated discovery. The same colors usually refer to equality or paral-
lelism

Fig. 16 List of obtained true statements of automated discovery

ables and a number of polynomial equations of higher degrees, and then millions
of elementary steps are required to obtain the required proof. Only the final trans-
lation of the algebraic results requires geometry again—a mechanical translation of
the non-degeneracy results (some polynomials that should not be zero) back into
geometric terms (e.g., some points should not be aligned).

In this approach, therefore, the whole proving, internal process is a kind of non-
aesthetic operation and, what is more unaesthetic, in most cases, is the fact that it is
completely unreadable for a human. On the other hand, this approach is extremely
powerful for solving problems such as the one proposed in the ICMI Study, as it was
already noticed by the ICMI Study authors concerning the use of “powerful algebraic
tools” vs. the traditional, geometric technique. For example, anyone carrying a laptop,
tablet, or smartphone, and using our GeoGebra automated reasoning and discovering
tools, can quite easily solve, and even extend, some non-trivial problems, such as the
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Fig. 17 Proving Chou’s problem 230

one listed as number 230 in Chou’s collection of 512 mechanically proved theorems,
included in his foundational monograph Chou (1998).

Indeed, nowadays it is quite straightforward to prove (with a commonplace
laptop and without any appreciable time lapse) Chou’s original statement:
“Show that the symmetric (symmetricA) of vertex A of a triangle (ABC) with
respect to the midpoint (M) of the opposite side is collinear with the symmetric
(symmetricO) of the orthocenter (Oorthocenter ) with respect to A, and the cir-
cumcenter (circumcenter ) of the triangle.” Thus Fig. 17 showsGeoGebra’s immedi-
ate proof of the statement symmetricA ∈ linecircumcentersymmetricO , where
linecircumcentersymmetricO is the line defined by the circumcenter and the sym-
metric of the orthocenter, declaring it is true except when A = B or A, B, C are
collinear, that is, for degenerate cases.

Moreover, GeoGebra allows, as well, to conjecture of a generalized version of
this theorem, analyzing if the same alignment thesis would hold for other choices of
a center of symmetry D involved in building the point symmetricA. Thus, Fig. 18
shows, on top, in red, the locus of the possible positions of D for the collinearity
of the three points symmetricA, symmetricO , circumcenter , namely, a parallel
line to the one defined by the circumcenter and symmetricO , going through the
midpoint M . In the same figure, below, it is verified that this collinearity holds true
except for degenerate cases (the triangle ABC collapses to a line), when choosing
as symmetry center any point D in the red line.

It is evident for us, after all these examples that we have described so far, that
teaching students having “…at their disposal powerful…tools which they can apply
to geometric problems”Howson andWilson (1986) cannot be amere repetition of the
traditional curriculum (in a broad sense: aims, goals, contents, methods, assessment,
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Fig. 18 Generalizing Chou’s example 230

evaluation). Obviously, the training of the mind through the traditional approach to
proving geometry theorems, has always been a crucial requirement for the develop-
ment of mathematical skills.

Thus, we could consider addressing ICME-Study question a) in Fig. 13 without
any auxiliary instrument, as amere training task. But, while working on this question,
can a student’s mind ignore that fact that in the school bag sitting next to her/him,
there is a smallmachine that could answer the posed question in amoment? To put the
question in a different context: are we equally motivated in climbing up mountains
that have a cable car going to the top, when there are many others that cannot be so
easily reached? Is it fun walking up stairs instead of taking the lift?
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Thus, to overcome such drawbacks, we could ask ourselves: are there not other
worlds of mathematical activities where we can exercise our reasoning techniques,
and that are not already (or that can never be) automatized? Can we get profit of the
“(obvious) assumption that computers exist” (Wolfram 2020, p. 4)?

We think that the answer to these questions is affirmative and that geometry and
dynamic geometry systems with automated reasoning tools remain a very rich con-
text for developing human reasoning skills. However, a context bringing a new, strong
focus on open-ended tasks, as remarked in the Introduction: “…tasks where students
are asked to explore objects and to discover and investigate their mathematical prop-
erties…” (Ulm 2011, p. 23). The idea is not new, but needs to be revisited: indeed,
it was already back in 1995 that the father of automated reasoning in geometry,
Prof. Wen-tsun Wu, stated that “…geometry problem solving instead of geometry
theorem proving should be emphasized…” and that “algebra and geometry should
be kept in pace in the teaching,” (Wu 1995, p. 72), without, apparently, much success
in the “mainstream school maths curriculum.” (Wolfram 2020, p. 4)

Some examples regarding how to implement this new approach—i.e., merging
open-ended tasks and problem solving in geometry and algebra with automated rea-
soning programs as fundamental tools—have already been implemented in some of
our classrooms (reported in Recio et al. (2019)). A more recent contribution con-
cerning the possible use of DGS reasoning tools in the classroom (i.e., proposing a
workflow to incorporate these tools), aiming toward the development of an ecosys-
tem for computer-supported geometric reasoning, appears in Kovács et al. (2020).
Again, the repeatedly mentioned Kuwait Study provides another example of this new
scenario that we would like to sketch out here as a final contribution. In fact, in the
previous sections we have addressed just the first question in Fig. 13, noting that it
can be easily solved using GeoGebra. Yet, question b) is of a different kind: it is
an open-ended question in which the user is greatly benefited by having a DGS at
hand for its exploration, but it is also a question that computers cannot automatically
answer.

Obviously, if question a) deals with the division in two parts of the side AB of a
square, its natural generalization should address the case of dividing the same side
in n equal parts. Yet, GeoGebra reasoning tools cannot deal with a question that
depends on n as a parameter…so all we can do is to experiment with different cases
n = 3, 4, 5, . . . and try to find out if there is some common property holding in all
these instances among the segments in the diagonal resulting from the intersection
with the lines from the upper left vertex of the square to the points dividing the
opposite side in n = 3, 4, 5, . . . parts. See Fig. 19 for the case n = 3, where we
have displayed only half of the lines, as the whole construction is symmetrical with
respect to the DB diagonal and, thus, whatever properties that could be found on the
segments AL , LM , MO in the figure could easily be stated for the full set of five
segments.

One immediate way of generalizing question a) could be attempting to prove that
all of the obtained segments are equal, but is easy to verify (e.g., using numerical
approximation with GeoGebra’s Relation tool) that they are not. Another pos-
sibility is to consider if there is some algebraic combination holding among these
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Fig. 19 Kuwait ICMI Study
question b) for n = 3. By
symmetry, only half of the
construction is shown

segments, say, as it happens in the case n = 3, that the sum of the first two and
the last two is 4 times the middle segment (equivalently, that AL + LM = 4 · MO ,
see Fig. 19), something that we can conjecture and quickly verify with the help of
automated reasoning tools. But there are quite diverse possible algebraic expressions
holding in the same construction (e.g., AL = LM + MO) and it is not easy to guess
a general formula that takes place for all values of n.

Moreover, the geometric argument that we could have used (in a traditional
approach to this question) for solving item a), i.e., that the barycenter of a triangle
is twice more distant from the vertex than from the feet of the median, is obviously
not applicable to the general case: we know nothing about properties of “tertians”
(an invention of ours: lines from a vertex of a triangle to a point in the opposite side
after dividing the side into three parts), etc. It could be a good opportunity to address
this open-ended task, with the help of our digital tools, but question e) in the Kuwait
problem requires us to now find a general formula, much beyond the case n = 3, . . .
We do not want to spoil the solution to this intriguing question for the interested
reader, but we can say that it has been very helpful for us to combine,

• DGS constructions, for visual conjecturing,
• Automated Reasoning Tools, for deciding the truth or falsity of our conjectures,
• Computer Algebra Systems (CAS) to handle formulas depending on parameters
such as n, equal to the number of parts we divide side AB, or r , related to the point
corresponding to the r/n-th part of the side.

A final reflection: we would argue that a wider, wiser, and deeper study of the
potential curricular inclusion of these methodological changes is badly needed. Not
only regarding GeoGebra Automated Reasoning capabilities, but also considering
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their connection to GeoGebra’s augmented reality tools (https://www.geogebra.org/
m/RKYFdQJy) for exploring 3D-objects in the real world, as sketched in Botana
et al. (2019).

In the meantime, the increasing, and already large number of GeoGebra users,
over 100 million worldwide, is a decisive step toward making true this premonitory
sentence from Hohenwarter et al. (2019): “as with pocket calculators, people will
probably start using ART for checking geometric facts without the consensus of the
pedagogical community on its role.”

Our education system cannot stay blind, for another 30years—as those that have
elapsed since the publication of the ICMI Study “School Mathematics in the 90s”
Howson and Wilson (1986)—to the existence, advance, and availability of digital
tools contributing to the development of mathematical activities.
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Intelligence in QED-Tutrix: Balancing
the Interactions Between the Natural
Intelligence of the User and the Artificial
Intelligence of the Tutor Software

Ludovic Font, Michel Gagnon, Nicolas Leduc, and Philippe R. Richard

1 Context

When considering the mathematics competences referential (Niss & Højgaard,
2019), whether from Québec Education Program,1 the Standards of the National
Council of Teachers of Mathematics2 or some large international studies such as
the Programme for International Student Assessment,3 reasoning and mathematical
proofs are always at the forefront. Although the notion of proof is limited, in ele-
mentary school, to mathematical reasoning and conviction, and in post-secondary
education, to demonstration and written communication, the evolution of the treat-
ment reserved for deductive reasoning in secondary school has the appearance,
depending on the region, of an eternally shilly-shallying between valorization and
marginalization. This status quo creates a major source of epistemic injustice (Tan-
swell & Rittberg, 2020), if only for mathematical conceptualization or the devel-
opment of high-level competences. Therefore, it is a major educational issue at the

1http://www.education.gouv.qc.ca/enseignants/pfeq/.
2 https://www.nctm.org/Standards-and-Positions/Principles-and-Standards/.
3 https://www.oecd-ilibrary.org/docserver/b25efab8-en.pdf.
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heart of everything from teaching to learning, including the training of mathematics
teachers.

It is already recognized that the field of reasoning and proof is an authentic vector
of training during compulsory education (Coutat et al., 2016). In our digital age, the
understanding of the field intertwines as never before didactic, mathematical, and
computer issues. However, this domain is often the most resilient to technological
change, as if themathematical sciences could only prove with writing.Without deny-
ing the crucial role of discourse in mathematical work, we retain, first, an unavoid-
able strain between traditional and technological mathematics, the latter still fuzzily
defined but flourishing under our eyes, and, second, the lack of an epistemological
reference, precise and verifiable in the long run, apt to inspire education. If it is pos-
sible to link technological tools to discourse with the notion of instrumental proof—
notion developed in mathematics education on epistemological bases (Richard et al.,
2019)—, our argument is based on the idea of interaction between a human and a
machine.

Since Rabardel’s work (Rabardel, 1995) on cognitive ergonomics and the cross-
look offered in mathematics didactics (Trouche, 2003), the notion of instrument has
become detached from its usual meaning of a man-made object used to perform
certain operations. The modes of use constructed by a user were then attached to
the technical object, thus underlining the idea of a mixed entity consisting of the
interaction between an artefact and a subject. What changes is that beyond the direct
interaction between a subject and an object, i.e., anything perceived by the senses,
new interactions are integrated, such as the interactions between the subject and the
instrument, the interactions between the instrument and the object on which it allows
acting, as well as the subject-object interactions mediated by the instrument. The
instrument then appears as an emergent systemwhich is viewed fromdifferent angles,
associatingwith the instrumental genesis two interdependent processeswhich remain
the fact of the subject, i.e., instrumentation and instrumentalisation (Rabardel, 1995).
We come to distinguish between those aspects of the process of instrumental genesis
which are directed toward the subject itself (instrumentation) and those which are
directed toward the artefact (instrumentalization). The intelligence of the system is
therefore a shared intelligence where one can see above all the machine intelligence,
the human intelligence, or the intelligence of an evolving system, always looking at
the same interactions of mathematical activity under three complementary glances.

In order to explore in depth these complex issues, we created the QED-Tutrix
project. At its core, it is a software that, first, provides a platform to experiment on
the benefits of using technology to teach geometry, and, second, allows the precise
analysis of the interactions between student and subject, since those interactions are
all done in a digital spacewhere every action can be logged, stored, and automatically
included in broad statistics. The aim of this chapter is to provide a standalone report
on the goals, stakes (both in computer science and mathematics education aspect),
and internal workings of the QED-Tutrix software. This first section explains the
context surrounding our project. The second section provides detailed information
about the software itself, in particular the various original structures we developed to
represent complex situations in a computable form. Finally, the third section contains
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a report on the ancillary system we created to address the crucial issue of automated
proof generation. Most of the content of the latter is similar to one of our previous
paper Font et al. (2020), with the notable addition of the validation process.

1.1 Symbiosis Between the Mathematical Work in Schools
and Computer Science

One of the prominent theories of mathematics education is the one of mathemat-
ical working space (Kuzniak et al., 2021). The theory of mathematical working
spaces facilitates the specific study of mathematical work in schooling, both in terms
of learning and implementation. Mathematical work is, in a way, the visible part
of mathematical thought and it is constructed progressively as a process of bring-
ing together epistemological and cognitive aspects, in accordance with three genetic
developments that are jointly engaged, identified in the theory as the semiotic, instru-
mental and discursive geneses. With respect to our system, this representation sepa-
rates the epistemological plane, containing the “absolute” theoretical mathematical
knowledge, and the cognitive plane, containing the current knowledge of a student
at a given time. The interaction of knowledge between these planes is done on three
geneses: the semiotic genesis, representing the mathematical concepts and symbols
and their meaning; the discursive genesis, representing mathematical organization in
a structured form, whether written or oral; and the instrumental genesis, represent-
ing the use of material or symbolic artefacts to manipulate or transform concepts,
for example, with the help of a ruler, compass and protocol, or, more relevant to
our case, tutorial software, and all the tools it engages. The knowledge constructed
by a subject (student, teacher, trainer) emerges from this interaction and can, under
certain conditions, constitute autonomous instrumented knowledge. This model is
summarized in Fig. 1.

In the light of this representation, we can specify the role of the QED-Tutrix soft-
ware in supporting mathematical work. Thus, for the learner, it favors the creation
of knowledge and the development of mathematical competencies; for the teacher,
it allows him/her to organize the reference knowledge according to the usual math-
ematical work in his/her lessons; for the teacher, it makes possible the simulation of
mathematical work in a concrete space of necessity, exploring the valence of math-
ematical work for absent subjects (the learners). This objective has been one of the
guiding principles during the whole development process. More generally, QED-
Tutrix is the result of a close collaboration between experts in computer science and
mathematics education, following the principle of design in use. As a result, all its
core functionalities have been validated, implicitly or explicitly, as being relevant for
improving the experience of its users, both student, teacher, and trainer. We present
these functionalities in Sect. 2.
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Fig. 1 The main components of the mathematical working space. The vertical planes highlight
the coordination of the dominant geneses in a specific mathematical work, for example, to signify
certain mathematical competencies at stake or types of instrumental proofs (Richard et al., 2019)

1.2 Existing Tutor Softwares

In Leduc (2016), Leduc analyzed the existing solutions for learning mathematics.
He first identified non-tutor systems, divided into four groups: tools for autonomous
learning; tools modeling the learning path and curriculum; micro-worlds; and tools
for automated proving.

Tools forAutonomous learning, typically websites providing answers to specific
questions, such asMathway (2021) or private tutoring companies. These are fantastic
knowledge bases but are either passive tools or non-automated.

Learner Modeling, the student is guided on a learning path and his knowledge
is taken into account when giving him new content. Examples include one of the
first such systems, ELM-ART (Weber & Brusilovsky, 2001) for learning LISP, and
ALEKS (Falmagne et al., 2006), ActiveMath (Melis et al., 2009), and Wayang Out-
post (Arroyo et al., 2004) for mathematics specifically. These require a modelization
of the user’s knowledge, that can be done using various techniques, such as fuzzy
logic (Jean-Daubias, 2000) or Knowledge Components (Aleven&Koedinger, 2013).
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These systems are based solely on the problems solved, and not on the way the prob-
lem was solved, which is one of the foci of QED-Tutrix.

Micro-worlds, the student, unlike in the paper-pencil environment, can manipu-
late a dynamic geometrical figure, following certain rules, such as Euclid’s axioms.
A pioneer in this domain is the Logo framework, developed in 1980 (Papert, 2020),
but a typical modern example is GeoGebra (Hohenwarter, 2013), a popular dynamic
geometry software with an open source code and an active community. These tools
are usually dependent on the presence of the teacher, since they offer little to no
control over the student’s actions, and no help toward the resolution of a problem.

Automated Proof, these systems allow verifying statements, or discover new
facts. These systems are discussed in detail in Sect. 3.1.

In a second part, he analyzed in detail 10 tutoring systems for geometry. Each
of these systems offers interesting characteristics, but none combines them all. The
goal of QED-Tutrix is to offer:

• an interface to explore the problem by allowing the student to freely manipulate
the figure;

• freedom in the construction of the proof, allowing the student to construct his proof
in any order;

• handling of all possible synthetic proofs, acceptable at a high-school level, i.e.,
excluding coordinates or complex numbers-based ones;

• a tutor system to help the student, based on the identification of the step of the
proof on which he is working;

• autonomy from the teacher, allowing an unsupervised use by the students.

In the remaining of this section, we provide a short summary of the systems
analyzed and explain their shortcomings.

One of the first tutor systems developed for geometry is GeometryTutor. It is
based on a solid theoretical model, the ACT-R cognitive theory (Anderson, 1996;
Anderson & Schunn, 2000). However, it does not allow the student to explore the
problem outside of the rigorous path identified by the software.

A few years later, the PACT Geometry Tutor has been developed (Aleven et al.,
1998; Aleven & Koedinger, 2000) that evolved into Geometry Cognitive Tutor
(Aleven & Koedinger, 2002; Aleven et al., 2006; Roll et al., 2014). This system
is limited to problems based on Cartesian coordinates, since it handles elements
numerically. In QED-Tutrix, we want to be able to handle any geometry problem.

To include proofs that require an additional construction, the Advanced Geometry
tutor was developed by Matsuda (2005), based on the GRAMY theorem prover
(Matsuda & Vanlehn, 2004). This system has interesting characteristics, since it is
one of the few to handle proofs with intermediate constructions. However, it is quite
rigid on the accepted proof and does not allow the student to explore the problem or
use a proof that is not the optimal proof calculated by the prover.

The software ANGLE (Koedinger, 1991; Koedinger & Anderson, 1993), unlike
the previous ones, aims at helping the student to construct his proof. It is based
on the Diagram Configurations (Koedinger & Anderson, 1990) theory, based on
interesting configurations of the geometrical figure, used by the experts to produce
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the proof. It gives the student freedom to explore the solutions. However, theDiagram
Configurations are modeled on the work of experts, which can be quite far from the
formal geometry taught in high school. Besides, even though the student can explore
the problem, there is no interface to manipulate the figure.

An interesting approach is the Baghera system (Balacheff et al., 2003; Webber
et al., 2001), providing a web platform. This system offers two sides: one for the
teacher, where he can create new problems and follow in real time or replay the
progress of the student; and one for the students, who can choose and solve problems.
Theweakness of this systemwhen compared to our goals is that it offers no automated
tutor.

To provide interactive figure manipulation, it is a logical step to use an inter-
active geometry software. Two systems are based on the Cabri software (Baulac,
1990; Kordaki & Mastrogiannis, 2006), Cabri-DEFI (Luengo & Balacheff, 1998)
and Cabri-Euclide (Luengo, 1997; Luengo, 2005). The first one helps the student to
plan his proof by asking him questions about the figure that ultimately direct him
toward a proof. It is an interesting approach, but it offers no freedom of exploration,
since it is the system that asks questions. Besides, there is no tutor system to help
the student when he is stuck in his resolution. The second one goes in the opposite
direction, by allowing the student to explore freely and enter conjectures, that are
later organized in a graph. However, there is no help provided to the student and no
mechanism to ensure that the problem is ultimately solved, which can be an issue
for unsupervised use.

The systemMentoniezh (Py, 1994, 1996, 2001) offers a novel approach by divid-
ing the proof into four steps: understanding the problem; exploration of the figure;
planing of the proof; and redaction. The software helps and directs the student during
each step. The division of the proof in steps is one of the foundations of QED-Tutrix.
However, the software provides no help to find the next proof element, and a student
can therefore encounter an impasse in his resolution that will force him to ask the
teacher for help.

Another system dividing the proof into steps is Geometrix (2021), where the
student can first construct a figure, and then allows him to create a problem based on
that figure and to solve it. It therefore allows the creation of exercises by the teachers,
including customized error messages to help the student. However, it remains mainly
a demonstration assistant and offers little in the tutoring aspect.

Finally, the Turing system (El-Khoury et al., 2005; Richard et al., 2007), that
largely inspired QED-Tutrix, provides an interface for the student that allows him to
manipulate a dynamic figure, and to provide statements to construct his proof, in any
order. The integrated tutor system analyzes his input and gives feedback depending
on the validity of the statement. After a period of inactivity, the tutor gives him a hint
to restart his resolution process. However, the hint is based only on the last element
provided by the student, which may not be the step on which he is currently working.

Overall, all of these systems, except ANGLE, are based on fully formal geometry,
which limits the number of acceptable proofs, even though less formal proofs are
typically accepted by the teachers. ANGLE is based on a model of the reasoning of
experts, which is quite far from the proofs used in class. Besides, only Mentoniezh
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keeps the previous work of the student in memory but does not use it to provide hints
toward the next step. The systems that provide hints are based on forward or back-
tracking, limiting their usefulness. Finally, no system allows the student to explore
different proof paths at the same time. This illustrates the need that gave birth to the
QED-Tutrix project.

2 Genesis of the QED-Tutrix Project

This section focuses on providing an overview of the QED-Tutrix software itself,
both in its goals in terms of mathematics education, its user interface, and its internal
working.

2.1 Task Description

As we mentioned previously, QED-Tutrix has several well-established goals:

• providing an interface to solve geometry problems by constructing the proof in a
way similar to what the student would do in class;

• accounting for the three geneses of mathematical work (semiotic, discursive and
instrumental);

• offering a tutoring system to help the student in the problem resolution.

These high-level, conceptual goals directly create low-level constraints in the very
conception of the software itself. Indeed, the first goal means that the software must
be able to assess, on the fly, the validity of the mathematical proposition the student
is entering, both in its form (“The line AB is parallel to point B” is formally invalid)
and in its relevance for solving the problem at hand. For instance, if the student
begins the proof by providing a theorem that is needed to obtain the conclusion, and
is, therefore, at the very end of the proof, the software must be able to assess that
this theorem is a relevant element, despite being the first element provided. In turn,
this means that the software must know, in advance, the whole set of proofs that a
student could provide. Finally, this creates the need for, first, a structure to represent
the set of all possible proofs to a problem, and, second, a way to generate such a
structure. The definition of such a formal structure formalizes the representation of a
proof, and, therefore, ensures that there is not an infinite number of possible proofs.
We provide more detail on this structure in Sect. 2.3.

The second goal means that the interface of QED-Tutrix must allow the student to
explore the problem, provide mathematical elements (such as results or properties)
that are relevant to the proof, and finally organize these elements in a valid, formal
proof. These three aspects follow the processes defined byCoutat and Richard (2011)
of discovery, validation, and modelization.
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The third goal means that the software must be able to determine the proof the
student is working on in real time. Indeed, even simple problems can have up to
several millions of possible proofs because of the combinatorial explosion when
there are several possible variations at every step. This required the creation of several
structures to store and manipulate the progression of the student on his or her proof.
Furthermore, the messages sent by the tutor to help the student had to be carefully
crafted, as well as a way to choose which one to send in every possible situation.

2.2 Software Overview

Wenow present the interface of the current version of QED-Tutrix. Themainwindow
is composed of four core elements: the GeoGebra interface (top-left), the sentence
selection menu (center), the redaction section (top-right), and the tutor chatbox (bot-
tom). A view of the interface is provided in Fig. 2.

2.2.1 GeoGebra Interface

The figure section is present on the interface at all times. It displays GeoGebra’s
(Hohenwarter, 2013) the main window which was incorporated into QED-Tutrix to
allow the student to explore the dynamic figure linked to the problem. An important
point is that there is a limited communication between the GeoGebra interface and
the software internal structures. If the student creates a new element (such as a new
line or circle), then this element will not be useable to solve the problem, since it

Fig. 2 QED-Tutrix’s main interface
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Fig. 3 The Parallelogram
problem statement

has not been integrated in the set of possible proofs. As a consequence, we must
ensure that the GeoGebra figure contains each and every geometrical element that
can appear in any proof of the problem that we want the software to be able to handle.
We call such a figure the super-figure.

To provide a more detailed example, let us consider the parallelogram problem,
as stated in Fig. 3. A possible proof uses the heights of triangles ACD and ABC
through D and B, respectively, another uses the lines parallel to AB through E and
parallel to AD through E , and another uses the diagonal of ABCD through B and D.
Therefore, all these new elements, both lines and points, must have a name, so that the
student is able to refer to them in his proof, and the names must correspond between
the displayed GeoGebra figure and the internal representation of the software. As
a result, these elements are created beforehand and provided to the student in the
GeoGebra plugin, forming the super-figure of the problem, as shown in Fig. 4. If, at
some point, a student thinks of another way of solving the problem, such as adding a
point D′ on AB such as AD′ = AD and using the coordinates in the DAD′ system,
then the software would not be able to handle this, since it does not know about any
D′ point.

2.2.2 Sentence Selection Menu

This menu is accessed by clicking on the “Énoncés mathématiques” button. This
opens an interface, displayed in Fig. 5, allowing the student to search a mathematical
result, property, or definition following one or more keywords. In this example, the
student selected the keywords “Area” and “Base.” This combination leads to the
displaying of four choices in the right menu.

Selecting one of those leads to the next step, shown by the sentence in the middle
of Fig. 6. Indeed, in the case of a mathematical result, the student must indicate the
object(s) in which he or she is providing a result. In this example, the sentence is
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Fig. 4 The Parallelogram problem super-figure

Fig. 5 QED-Tutrix’s sentence selection menu

“The angles __ and __ are supplementary angles”. To enter this result, the two angles
must be specified by entering their names.

Lastly, if the entered names are lexically valid (three letters for an angle, one
letter for a point, etc.), the student can click the green validation button to send the
proposition to the software. He or she immediately receives a feedback from the
tutor.
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Fig. 6 QED-Tutrix’s sentence confirmation prompt

2.2.3 Tutor Chatbox

Present at the bottom of the interface, this section takes the form of a chat between the
student and the virtual tutor, Prof. Turing. It is not, however, a true chatbox, since the
only way for the student to “speak” is to enter sentences using the interface presented
in the previous section. Regarding the tutor, there are two possible interactions.

The first one is an immediate feedback on the entered sentence: a positive smiley
face and message (“Good start,” “This is going well” or “I can’t wait to see what’s
next”) in case of a valid sentence, or a sad face and a feedback message in the other
case. The feedback message depends on the error. The most common case is simply
entering a sentence that is not useful for the problem, but the student could also
have entered the same sentence twice. Lastly, the tutor also handles the case where
the student entered the reciprocal of an expected property (“If a quadrilateral is a
rectangle, then it has four right angles” instead of “If a quadrilateral has four right
angles, then it is a rectangle”).

The second type of interaction is a series of help messages in case the student is
stuck. The software considers that there is an impasse if the student has not entered
any correct sentence recently. Then, until it happens, a help message is sent every
minute. To summarize the process, the software finds out which proof the student is
likely to work on. Then, it identifies the element of this proof closest to the last valid
sentence he or she entered. Then it attempts to help the student to find this element.
The sequence of messages is determined by a finite state machine whose details are
provided in the work of Leduc (2016). A summary is available in Sect. 2.3.4.

For example, let us go back to the parallelogram problem in Fig. 3. The student
has entered the results “(DM) is the height of the triangle AED through D,” “(BN )

is the height of the triangle AEB through B” and “The area of triangle AED is
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equal to the area of triangle AEB.” Let us consider that the student entered that last
sentence most recently. To complete this inference, “The line segments [DM] and
[BN ] have the same length” and “Two triangles whose height and base are equal
have the same area” aremissing. The second one is the closest to themost recent valid
sentence entered. The tutor will therefore attempt to help the student toward “Two
triangles whose height and base are equal have the same area.” To do so, it provides
messages that depend on the structure of the inference (“What is the property that
allows inferring Y from X1, X2 and X3?”), then on the property itself (“How can you
obtain the result that two triangles have the same area?”). After the set of possible
messages has been exhausted, in general after a dozen or so messages, the tutor
recommends the student to consult his or her professor.

This whole series of help messages is reset, and a new series is generated, every
time a correct sentence is entered.

2.2.4 Redaction Section

This last section, on the top-right of the interface, allows the student to visualize his
or her progression by displaying the written proof the student is working on. When
any valid proof of the problem is 40% completed, it is identified as the one he or she
is working on and is displayed for the student to see. Prof Turing also indicates in the
discussion zone that a strategy has been identified and is shown in the writing tab.
Thereafter, if the software determines that the most advanced proof has changed,
the writing tab displays this new one. The statements are organized in a forward
chaining fashion and contain only the elements that have been entered previously.
The remaining elements are replaced by a blank. The student can’t interact directly
with this section and must go through the statement menu to submit the missing
pieces of the proof.

It is not possible to interact with this section. Its only purpose is to help the
student toward the completion of the proof, by highlighting the missing elements
and handling most of the redaction process.

2.3 The Core Layers of QED-Tutrix

The features presented previously require a precise representation of several aspects
of problem resolution. First, we need a structure to represent the set of all possible
proofs for a given problem. Second,we need to keep inmemory the various resolution
steps taken by the student, and to be able to explore these steps to identify which
proof he or she is working on. Third, we need to be able to generate, automatically,
tutormessages in case the student is stuck in the resolution. In this section, we present
the core layers of the software that we developed to tackle these needs.
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2.3.1 The HPDIC Graph

The first structure we had to create is a way to store the set of possible proofs and
the inferences composing them. Indeed, it is necessary to be able to navigate this
set to find out, first, if the element entered by the student is relevant to this problem,
and, second, the proof he or she is likely working on. This representation of the set
of possible proofs is possible thanks to the structure of HPDIC graph. This graph,
that we present in detail in this section, is the first and most central of the four layers
that, by interacting together, form the core of the QED-Tutrix software.

This graph includesHypotheses,Properties,Definitions, Intermediary results and
a Conclusion, hence the HPDIC appellation. This graph is unique for each problem
and is built from the inferences deemed acceptable to solve the problem. Therefore,
generating this graph is a prerequisite to add a new problem to QED-Tutrix. It is a
static structure which is loaded once when a problem is chosen by the user and is
referred to during the running of the software.

To build the HPDIC graph, we must consider each inference as a (directed) tree
structure, at the center of which is the justification that is linked to parent premises,
and to an only child, the consequent. This structure allows inferences to be chained,
since the consequent of an inference can be used as a premise to another. Therefore,
in this representation, a mathematical proof is a chain of inferences that begin with
the problem’s hypotheses and ends with the problem’s conclusion.

Furthermore, since the problem’s hypotheses and conclusion do not change from
one proof to another, and since several proofs can use common intermediary steps,
it is natural to fuse the inference chains of the various proofs together in a single
structure. This process is illustrated in Fig. 7. Subfigure a. represents an inference,
subfigure b. represents the creation of a proof by adding two inferences centered on
“Justification 2” and “Justification 4,” and subfigure c., with the addition of the two
inferences centered on “Justification 3” and “Justification 5,” represents a set of two
proofs for the problem. The gray part in subfigures b. and c. represent the addition
of the step compared to the previous one.

Fig. 7 The informal construction process of an HPDIC graph
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Although both an inference and a proof have tree structures, the complete HPDIC
graph does not, since it can include cycles in the case of symmetrical inferences.
Symmetrical inferences occurwhen for a sameproblem to different admissible proofs
use two inferences that differ only by the fact that their premises and results are
reversed. In other words, this happens when two reciprocal justifications appear in
two different proofs (“If a quadrilateral is a rectangle, then it has four right angles”
and “If a quadrilateral has four right angles, then it is a rectangle”). This is the
simplest case where a cycle can occur, but lengthier cycles also exist.

Overall, the HPDIC graph offers a straightforward means of storing the complete
set of possible proofs for a problem. Furthermore, the fact that inferences are shared
between proofs allows for an efficient assessment of the progress of the student.
Lastly, because of its structure, it is theoretically quite simple to generate a HPDIC
graph by forward chaining, i.e., starting from the hypotheses and generating all pos-
sible inferences from there, as we will explain in Sect. 3. Some steps must, however,
be taken in practice to avoid combinatorial explosion, such as ordering the premises
of each inference.

2.3.2 The MIA

The second layer, theMIA orModèle Interactif de l’Apprenant (InteractiveModel of
the Learner), is used to modelize the student’s progress while she or he drafts a proof.
Classic geometry tutorial systems usually use forward or backward chaining motion
to predict the next suitable action for the student and limit help to that particular step.
In order to achieve this, only the list of activated nodes, without regards to the acti-
vation order, is necessary. Sometimes, they use the last activated node to offer more
personalized help. With QED-Tutrix, our objective was to provide, when a student is
stuck, different solution paths like a teacher would do, as we explained previously.
We therefore introduced the MIA which accounts for the student’s progress, but also
for the chronological order of his or her actions, in order to provide a tailored help
that respects the student’s cognitive state.

The HPDIC graph being static, we had to define a structure to record the student’s
progression in the drafting of his or her proof. Therefore, the MIA adds information
about the student’s actions to every node of the HPDIC graph. For every statement
form, the HPDIC (valid action) submitted by the student, we take note, in the cor-
responding node, a value according to the activation time. This information is con-
stantly updated while the student drafts a proof and is used in the superior layers to
generate tailored messages and to identify the proof he or she is most likely working
on, according to his or her past actions.

2.3.3 The EDOI

The third layer is the EDOI, Évaluation des Démonstrations et Ordonnancement des
Inférences (demonstration evaluation and inference ordering). In order to help the
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student, QED-Tutrix generates instant messages as well as a series of hints. These
aim at reviving a staled solving process without handing the answers to the problem
directly. To do this, we must know which of the admissible proofs is most advanced
and arrange the inferences according to the student’s cognitive state for them to
be used by the next layer, the GMD (see Sect. 2.3.4). The EDOI layer is used, in
the first place, to estimate the progress in each of the potential strategies explored
by the student, but only the most advanced solution is considered to evaluate the
general progress and to generate the instant messages and the proof which will
be displayed in the redaction section. Then, the ordering algorithm will favor the
inferences belonging to this same proof, which is considered as the student’s current
strategy. IT will combine this information with the data from the MIA to generate a
list of inferences which will be updated after each of the student’s valid actions and
injected into the GMD.

In QED-Tutrix, we define the most advanced proof as the proof for which the
submitted statements to statements left to submit ratio is the highest. In the HPDIC
graph, we therefore calculate the percentage of activated nodes for each solution.
However, this procedure means the ratio for each proof must be recalculated each
time the student submits a valid statement,which can be time consuming for problems
forwhich there aremillions of possible proofs. To avoid these costing calculations,we
designed an algorithm that shares information about the percentage of nodes activated
in the HPDIC graph, providing that the graph is a tree. If it is not the case, we create
beforehand a set of trees that combined include all the different solutions from the
original HPDIC graph. We then can, by backwards tracing, almost instantaneously,
find the most advanced proof. Next, an instant message is generated to indicate to
the student if the submitted statement is accepted as part of a solution, part of the
HPDIC graph, or of no use. In the case of an admissible statement, the displayed
message depends on the percentage of completion of the proof.

Then, the inference arranging algorithm is solicited to provide the GMD with
hints to submit to the student if he or she gets stalled. With the MIA’s data, it is
possible to know which inference the student has recently worked on in order to help
him or her on this inference first and foremost. In fact, we arrange all the HPDIC’s
inferences according to a reverse chronological order, from the most recent to the
first inference the student worked on. In the case of inferences that have not yet been
evoked by the student, they are organized in a random order at the end of the list, since
they constitute new paths not yet explored by the student. When the most advanced
proof reaches a certain percentage of completion, the inferences that belong to it
will be treated first and foremost, even if other inferences were worked on more
recently, since we want to spur the student to complete this proof. To do so, first,
we organize the inferences of the most advanced proof. We then add to the list, in
reverse chronological order, the rest of the graph’s inferences. Once the organization
is complete, the organized list is provided to the GMD to generate the necessary
messages to restart a blocked solving process.
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2.3.4 The GMD

The final layer is the GMD, Générateur de Messages Discursif (discursive messages
generator). One of QEDX’s goals is to help the student the way a teacher would,
so, in order to reach this goal, we added the GMD layer which generates Prof Tur-
ing’s messages. The type and order of the messages to display were determined by
analyzing the student-teacher interactions. We uncovered a certain structure in the
order in which teachers provide hints as well as in the content of these messages,
and we used it as an inspiration in programming the messages for QEDX. The GMD
layer, which uses to list of organized inferences, therefore completes Prof Turing’s
intelligence and constitutes one of the main contributions of our project since it is
able to display help messages in a similar fashion to a teacher, while following a
predetermined schedule. It is therefore impossible for the student to directly address
the tutoring agent with a question or to force it to solve the problem for him or her.

The finite statemachine therefore includes the necessary states to take into account
most of the behaviors witnessed in class and in our analysis. However, since all states
are not used in every situation, it is possible to bypass these states by providing a list
of empty messages. Since QED-Tutrix’ architecture is guided by data, the messages
associated with the different states are defined by didacticians or teachers in a text
file. Besides the static messages, it is possible to program dynamic messages which
depend on the statements submitted by the student. Also, different levels of messages
can be implemented, from themore generic to themost precise. The content designers
therefore have much control over Prof Turing’s reactions.

To generate these messages, the machine, after the student submits a valid state-
ment, retrieves the new list of organized inferences in the EDOI and positions itself
in an initial state. Then, for each state, it displays the messages in the planned order
by letting a prescribed delay between each message. At first, it submits generic mes-
sages that can be applied to the whole problem. Then, the different states are specific
to given forms of inference, the EDOI list. Our finite state machine sequentially
treats each help message for a given inference before dealing with the next one.
The machine treats the inferences from the EDOI list until it is empty or until a
maximum time without valid actions is expired. From there, the machine adopts a
terminal help state to tell the student whose statement to submit or by advising him
or her to consult a teacher. This last layer, by using the data from the lower layers
and messages created by the didacticians, replicates the actions of a teacher whose
helping a student solve a geometry problem.

In this section, we summarized the four core layers of QED-Tutrix. The base
layer includes the HPDIC graph which contains all the different proofs for a given
problem and is used byQED-Tutrix’s different components. On top of that is theMIA
layer that reports the student’s progress while storing the action chronology. From
this chronology, the EDOI layer determines the most advanced proof, generates an
instant message stating the student’s progress, and arranges the inferences in order
to identify the help strategy QED-Tutrix will adopt. Finally, with the arranged list
of inferences, the GMD layer generates, in the same fashion a teacher would, Prof
Turing’s messages. Although these layers are the main components of the software,
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the QED-Tutrix project encompasses more aspects. See also: Richard et al. (2018)
about messages; Corbeil et al. (2020) on blockages; Farid (2020) on extraction of
knowledge; Cyr (2021) on the theoretical referential system; and Tessier-Baillargeon
et al. (2017) about tutorial systems.

3 The Need for Automated Proof Generation

As we explained in the previous section, the HPDIC graph is at the core of QED-
Tutrix. Therefore, expanding the available set of geometry problems require provid-
ing an HPDIC graph per new problem, meaning that generating those automatically
provides a huge boon to the expansion of QED-Tutrix’s reach. In this section, we
provide a report on the automated proof generator we developed to address this issue.

3.1 Existing Theorem Provers

Themain objective of this part of the project can be summarized in a couple of words:
to automate the process of generating the HPDIC graph of a given problem. This
broad objective can be separated into two tasks: first, to automatically generate the
set of possible proofs for a problem, and, second, to translate this set into a HPDIC
graph. The second task is quite straightforward and consists entirely of writing down
translation rules. Therefore, this chapter focuses on the first one.

Finding a proof to a problem is identical to the task of proving a theorem, since a
theorem is, in essence, simply a way to provide a shortcut between some hypotheses
and a conclusion. Indeed, let us go back to the example of the parallelogram problem.
Finding a solution to this problem is similar to finding a proof to the theorem: “In
a parallelogram ABCD, with a point E on the diagonal AC , the areas of triangles
AEB and AED are equal.” Therefore, a natural first step is to explore the avenue of
(Geometrical) Automated Theorem Proving, (G)ATP. However, unlike “classical”
theorem proving, we have several unique constraints:

• the proofs must be readable;
• they must use only properties available at a high-school level;
• there must be a way to handle the inferential shortcuts, i.e., the inference chains
that can be deemed too formal by some teachers and are therefore skipped in a
demonstration.

These constraints direct our search for a way to automatically find proofs. Indeed,
there currently exist two general research avenues for geometry automated theorem
provers: algebraic methods and synthetic, or axiomatic, methods. The first one is
based on a translation of the problem into some form of algebraic resolution, and the
second one uses an approach closer to the natural, human way of solving problems,
by chaining inferences.
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One of the main goals of the research community in automated theorem proving
is the performance. Since synthetic approaches are typically slower, most solvers
are based on an algebraic resolution. Algebraic methods include the application of
Gröbner bases (Buchberger, 1988; Kapur, 1986), Wu’s method (Chou, 1988; Wu,
1979) and the exact checkmethod (Zhang et al., 1990). Practical applications include
the recent integration of a deduction engine in GeoGebra (Botana et al., 2015), which
is based on the internal representation of points in the plane as coordinate tuples inside
GeoGebra. Other examples include the systems based on the area method (Chou
et al., 1996; Janičić et al., 2012), the full-angle method (Chou et al., 1994), and many
others. These systems seldom provide readable proofs, and when they do, they are far
fromwhat a high-school student would write. Given our readability and accessibility
goals, all these systems are not relevant to our interests.

For this reason, we focus on synthetic methods. A popular approach is to
use Tarski’s axioms, which have interesting computational properties (Braun &
Narboux, 2017; Narboux, 2006). However, the geometry taught in high school is
not based on Tarski’s axioms. Therefore, proofs based on them are quite inaccessible
for high-school students, violating our second constraint.

A prover that has very similar goals is GRAMY (Matsuda & Vanlehn, 2004). It is
based solely on Euclidean geometry, with an emphasis on the readability of proofs.
Besides, it has been developed as a tool for the Advanced Geometry Tutor. It is
therefore able to generate all proofs for the given problem. Finally, one of its major
strengths is the ability to construct geometrical elements. However, to the best of our
knowledge, the source is not accessible, and no work has been done on it since 2004.
Furthermore, it does not provide the complete set of proofs.

Another very interesting work is the one of Wang and Su (2015), as it aims
at providing proof for the iGeoTutor, and therefore has the same readability and
accessibility at a high-school-level objectives. In particular, its template-matching
algorithm for finding auxiliary constructions is quite promising. However, it requires
the use of an external arithmetic engine, and, more importantly, also focuses on
finding one proof.

Overall, the very specific needs dictated by the focus on educational interest
considerably limit our options. The two only systemswith similar goals are GRAMY
and iGeoTutor, and they are not suited to our needs. Therefore,we chose to implement
our own system.

3.2 The Choice of Logic Programming to Generate
Inferences

In theory, a mathematical inference is quite easy to model in a computer, as it is
essentially a combination of premises (“ABCD is a parallelogram” and “̂ABC is a
right angle”), a property (“a parallelogram with a right angle is a rectangle”), and a
result (“ABCD is a rectangle”). It can be quite different in practice, however, as we
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explain in Sect. 3.7, but, for the moment, let us consider only this ideal case. This
structure is extremely similar to the inference mechanism in logic programming,
where a program is a set of facts and rules, and where we infer new facts (the result)
based on a rule (the property) and existing facts (the premises). Then, because the
result of an inference can be used as the premise of another, a proof is simply a
chaining of inferences, starting at the hypotheses of the problem, and reaching the
conclusion. Finally, since the mathematical results can be used in several proofs, we
can merge the proofs to create a unique structure containing all the possible proofs
for a problem, as we illustrated in the previous section, in Fig. 7. Thus, the core of our
problem solver is, in theory, very simple: we create a Prolog fact for each hypothesis
of the problem, a Prolog rule for each property, and we let the Prolog inference
engine infer every possible new fact (mathematical results) from those. Every time
a new fact is inferred, we store it in the form of a mathematical inference (premises
+ justification = consequent).

3.3 Available Data

Available Properties

Although not detailed in this chapter, an important part of this work includes col-
lecting, compiling, and organizing the mathematical elements that are used by the
software. We have analyzed 19 Quebec high-school textbooks ranging from 7th to
11th grade and extracted 2855 mathematical statements, representing 707 proper-
ties and definitions that can be translated into an inference (Cyr, 2021). This large
databank of definitions and properties is necessary to properly adapt the software.
We call referential (Kuzniak, 2011; Kuzniak & Richard, 2014) the set of properties
and definitions that are allowed or expected in the resolution of a problem. These
are known to greatly vary among grades, textbooks, and teachers. Different phrasing
might be used from one referential to another even when describing foundational
mathematical properties such as the sum of interior angles in a triangle is 180◦. This
variability in phrasingmust be accounted for to ensure consistency among the proper-
ties and definitions used by QED-Tutrix and to allow teachers to choose their innate
preferences to be used by their classes. The final cumulative referential extracted
from the various school textbooks includes Euclidean geometry, area and volume
formulas, metric relations, transformational geometry, analytic geometry, and basic
vector geometry. We do not attempt to isolate a minimal set of axioms that are used
in high-school geometry, but instead aim at implementing enough properties and
definitions to cover all the material present in high-school geometry textbooks. Our
ultimate goal is to encode all of this comprehensive set of properties in Prolog.
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Available Problems

To learn mathematics, one must solve problems (Brousseau & Balacheff, 1998).
The tasks of finding, adapting, and creating new problems play an important role
in a tutoring system such as QED-Tutrix. Currently, our work base is composed
of sixty problems covering a vast array of mathematical topics from high-school
courses. We divided those into a training set of 19 problems and a validation set of
41 problems. The training set was available during the development of the automated
proof generator, and the validation was used after the development to obtain statistics
on the coverage of the available proofs.

3.4 Encoding of a Problem

After identifying relevant problems, the next step is to translate them in a Prolog file.
An example of such a translation is provided in Fig. 8. The resulting file has several
parts.

Implicit Hypotheses

The first eight lines provide names to the geometrical objects present in the problem
figure.We refer to these as implicit hypotheses, since they are needed for the prover,
but are not specified in the problem statement. Furthermore, even though the names

Fig. 8 The translation of the rectangle problem from its statement
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of the points are explicit in this case, the Prolog engine needs names for each point,
line, etc., even if they are not at all given, neither in the statement nor in the figure.
In that case, arbitrary names must be provided (such as P1, P2, etc.). Lines 1 to 4
provide the set of points present in the figure. Then, lines 5 to 8 indicate which point
are linked by a line. Here, we have the four lines (AB), (BC), (CD), and (AD) (we
do not differentiate segments and lines). If we wanted to add the line through A and
C, we would have to add hypothese(line([a, c])) to the file. The example here is
simple enough, but in more complex problems, the encoding of lines can become a
delicate issue. Indeed, we must provide, as soon as the problem is encoded, all the
points that are on the line. This set of points is, as far as Prolog is concerned, the
unique identifier for the line. A direct consequence of this implementation is that it
becomes impossible to add, during a proof, new points to a line.

Explicit Hypotheses and Conclusion

The next four lines provide the hypotheses in a more general sense, meaning the
ones that are usually given explicitly in the problem statement, hence the name
explicit hypotheses. Here, the statement of the problem, “Prove that any quadrilateral
with three right angles is a rectangle,” with the addition of the figure, provides four
hypotheses: there is a quadrilateral named ABCD, and three of its angles, ̂DAB,
̂BCD and ̂CDA, are right angles. The problem statement also provides the expected
conclusion: ABCD is a rectangle, encoded in the second-to-last line.

Auxiliary Hypotheses

In many problem resolutions, there is, at some step, the need for the construction
of additional elements, such as a new line or point. However, the creation of such
elements is a difficult issue. Given that our aim in this project is not actually to solve
problems in and of itself, but to ease the process of adding new problems to QED-
Tutrix, we chose to require the addition of auxiliary hypotheses, i.e., elements that
are not present on the problem statement directly but are useful in one or several of
its resolutions. For instance, in the rectangle problem, one could write a proof using
the diagonals of the rectangle. The fact that (AC) is a line would therefore enter in
this category. Structurally, auxiliary hypotheses are identical to implicit and explicit
hypotheses, it is their origin that differs. When adding these auxilliary elements to
the figure of the problem, we create the super-figure.

Additional Elements

The last line in our example is neither a hypothesis nor a conclusion, but addi-
tional information provided to the prover. It can be of two types: useful angles and
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Fig. 9 A geometrical
situation with many angles

dictionary items. The useful angles are required because in some geometrical situa-
tions, such as the one in Fig. 9, the number of possible angles can become quite huge.
Here, there are 8 points around the center A, meaning that there are 8 × 7 angles.
When considering inference such as “two angles that share a side are adjacent” and
“two angles whose sum measures 180 degrees are supplementary angles”, the num-
ber of possible inferences becomes very impractical. For this reason, to limit the
combinatorial explosion that plagues many synthetic automated theorem provers,
we chose to impose the following requirement: the problem file must contain the list
of all angles on which Prolog is allowed to infer results. In other words, if an angle is
not explicitly written in the problem file, no result on this angle will be present in the
HPDIC graph. Finally, the dictionary allows the user to provide alternative names
for geometrical objects. This is useful in problems where lines, angles, circles, or,
more rarely, triangles and quadrilaterals, have alternative names, such as “line l” or
“rectangle R.” This is not needed for the solver but is important for the tutor software,
since the students must be able to enter their sentences with any valid name.

One should note that, as required by the Prolog language, each constant must have
its first letter in lowercase, otherwise Prolog would consider it as a variable. This
could lead to some collisions if there is a point named A and a point named a, but,
in our experience, the conventions used in the statement of high-school geometry
problems prevent that situation.

3.5 Generation of the Complete Set of Proofs

Once the problem is encoded in Prolog, we proceed to the proof generation process.
To summarize, we proceed to a construction of the graph by forward chaining. We
begin with the hypotheses provided in the problem file, such as the one in Fig. 8, and
put them in the set of known facts. Then, until this set is empty, we take one fact out



Intelligence in QED-Tutrix: Balancing the Interactions Between the Natural … 67

of the set and ask Prolog: “what new facts can you infer using this one?” and add all
the new facts to the set. Every new fact also leads to the storage of the inference that
led to the creation of this fact in the proto HPDIC graph.

When the set of known facts is empty, it means that Prolog is not able to find any
new fact. Therefore, it has found all the results that could possibly be inferred from
the set of hypotheses, using the allowed properties. If the problem’s conclusion is
in this set of results, then we have found at least one proof of the problem. If not,
there is an error. Otherwise, we explore the generated graph in backward chaining,
starting from the conclusion, and marking an element on the graph only if it can be
used to infer the conclusion. This last step is necessary, because the inference engine
can infer results that are valid, but useless for the resolution of the problem, i.e.,
not used in any proof that reaches the conclusion. These results are marked, but not
removed from the graph. This will be useful when the student works on the problem
and enters such a result. In this situation, the software should not say “This result is
false,” but instead “This result is valid, but not useful for the problem. Try something
else.” For this behavior to be possible, the “valid but useless” elements must remain
in the graph and be identified as such.

Since the generated graph is based on mathematical properties, which typically
have a reciprocal, there are usually many cycles in the resulting graph. For example,
if ABC is a right triangle in A, then we can infer that ̂BAC is a right angle. And
since ̂ABC is a right angle, we can infer that ABC is a right triangle in A. This may
be a problem for the calculation of the students’ progress in the proof resolution, but
it is solved by a clever exploration of the graph. This algorithm, however, is not part
of the proof generation process and is not detailed in this chapter.

This algorithm is written in Python and sends a Prolog query every time the pro-
gram needs to obtain new results from a fact. Because Prolog is a logic programming
language, it is not well-suited for handling complex data structures and printing them
in a text file, hence the choice of using amore classical language for all the “standard”
tasks.

3.6 Validation

Ideally, the generator should be able to generate all the possible proofs for each
problem. However, it is impossible to assess if all the proofs have been found without
already knowing all the possible proofs beforehand, which is such a time-consuming
process that we dedicated thiswhole project to avoid it. Therefore, we used a two-step
validation process.

First, we used the four problems for which we had a manually created HPDIC
graph. These four problems are not extremely difficult and remain accessible to high-
school students, but have been carefully crafted by experts in mathematics education
to offer a large set of possible proofs that encompass many geometry concepts, and
therefore have large HPDIC graphs. Two of these four problems have been used as
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Fig. 10 The statements of two of the four intial problems

examples in this chapter, in Figs. 3 and 8. The other two are given in Fig. 10. We
then encoded these problems in Prolog and attempted to reproduce the handcrafted
HPDIC graph for each of them. Since these graphs have been created, and therefore
validated, by mathematics experts, the simple fact that the proof generator is able to
re-generate them confirms that the process in itself is sound and that the generator is
indeed able to infer all possible results using a given set of properties.

Second,we also had to validate that the proof generator is also able to solve simple,
more realistic problems. Indeed, these four problems are doable in high school but are
not representative of the simpler problems used in class. Therefore, we extracted 60
problems from various datasets: 27 from the work of Py (2001), 14 from high-school
manuals, and 19 were created by an expert in mathematics education to complete
this set. Among these 60, we randomly selected 41 to be used exclusively for the
validation process, and the remaining 19 were available during the development of
the proof generator.

Then, we encoded those problems in Prolog, including the creation of the super-
figure, and entered them in the proof generator. If at least one proof was found, i.e.,
the conclusion was successfully inferred by Prolog, we considered this problem as
solved. Since those problems are much simpler than the original four, they should
not have more than one or two possible solutions, and therefore considering that
generating at least one proof is enough for a success was deemed acceptable.

Out of these 41 problems, the proof generator managed to solve 33 of them, or
80%. Then, we analyzed the reason why the remaining 8 were not solved. Five of
them need some algebraic manipulation, for instance being able to “remember” that
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a segment is 2/3 of the length of another, and to use that information later in the proof,
a process that we chose not to implement in the proof generator at the moment. Four
of them failed because they needed concepts in a domain of geometry that we had
not yet implemented, such as the notion of a perimeter or of a polygon with more
than four sides. Lastly, two of them failed because of a missing or incorrect property.
It should be noted that these reasons are not mutually exclusive.

Overall, among these 8 misses, only two are due to real issues in the set of
implemented properties. The remaining six are simply out of the initial scope of this
project. Therefore, we can conclude the following:

• the automated proof generator is able to solve a respectable portion, 80%, of the
given problems;

• the initial scope of this project, which does not encompass several geometry con-
cepts such as polygons or perimeters, and excludes the possibility of an algebraic
manipulation, is sufficient for 80% of the problems, and by solving the issues of
the two missing or incorrect properties, this would reach 85%;

• the usage of logic programming is a sound solution to generate proofs, and by both
expanding the scope of encoded properties and solving implementation issues on
existing properties, we would potentially be able to solve all the given problems.

It is important to note that performance has not been a consideration at all in our
validation process. Therefore, this validation only confirms that logic programming is
a sound approach to generate proofs relevant for high-school education, but we make
no claim whatsoever about the performance of such a method in the ATP domain
as a whole. Nevertheless, we also measured the time spent on proving each of the
33 successful problems, and these results are quite interesting. The average is 259s,
but the median is 1 s. This is explained by the fact that one problem in particular is
unreasonably long to process, at 8440s, even though it is not more complex than the
other: “ABC is an equilateral triangle, and E , F and G are the middle points of AB,
BC , and AC , respectively. Prove that EFG is also equilateral.” The source of this
complexity is a typical example of combinatorial explosion. Indeed, even though this
problem is quite simple to solve, there is an incredible number of possible variations
of the proof, because this problem has no less than 12 angles measuring 60 degrees,
meaning 132 (12 · 11) results indicating that two angles have the same measure,
each obtainable in around a hundred possible inferences. Furthermore, there are
nine segments of identical lengths. By combining the two, we obtain around 600
inferences about equal segment lengths, 900 inferences about equal angle measures,
and a thousand inferences related to equal triangles. By comparison, the second
most time-consuming problem, at 43.7 s, has a total of around 180 inferences in its
HPDIC graph. Therefore, it is not surprising that solving this problem took such a
disproportionate amount of time.

If we remove this problem from the calculations, the average goes down to 3.4 s
and the median to 0.95. By removing the next two problems, at 14.8 and 43.7 s, the
average becomes 1.68 s and the median 0.85. In other words, this proof generator is
overall reasonably fast and could be used in real time for most problems in a future
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application, but it is also very easy to design a problem that is absolutely in the scope
of high-school education, but extremely time-consuming for the proof generator.

3.7 Limitations

Despite the encountered educational challenges, logic programming is indeed quite
adapted to generate the proofs of high-school geometry problems. However, it is
a lengthy task, and our solver still has several limitations whose correction would
require work of varyingmagnitudes: possible in the current implementation; possible
but requiring fundamental changes in the implementation; and intrinsically difficult
or impossible.

3.7.1 Possible in the Current Implementation

As we mentioned previously, the solver currently does not handle algebra. For
instance, it is impossible to represent the result “the length of segment AB is three
times the length of the segment CD” without knowing either value. This would
require the implementation in Prolog of basic arithmetic operations, but it would be
possible, since the use of such results remains in the domain of inferences. Further-
more, we do not handle proofs by contradiction, but, similarly, these kinds of proofs
still follow an inferential format. The difference is that the hypotheses represent an
impossible situation, and the conclusion is “we reach a contradiction.” This would
require to implement all the numerous possible inferences that result in a contradic-
tion, such as having a triangle with two parallel sides, but it would fit in our solving
process. Those two limitations cause another problem concerning an axiomatic ref-
erential. Indeed, Euclid’s axioms generate most of the high school’s properties, but
most of his work is done by proofs by contradiction which is not currently feasible by
our system. On the other hand, Clairaut’s adaptation of Euclid’s work also generates
this geometry and without using proof by contradiction. However, Clairaut uses an
algebra system to bypass this difficulty, something that, again, our system cannot do.
For this reason, our system requires a much more extensive referential that includes
those properties that we cannot generate to be able to solve the problems. This lim-
itation adds another layer of complexity concerning the challenge of the level of
granularity discussed in Font et al. (2018).

3.7.2 Possible with Some Fundamental Change

One of the biggest limitations of our solver is the necessity to provide, beforehand,
the whole geometrical situation (the super-figure), including the set of elements that
could be useful in a proof. This is very difficult to solve, as the construction of new
elements in automated theorem proving in geometry is a whole research domain in



Intelligence in QED-Tutrix: Balancing the Interactions Between the Natural … 71

itself. However, we envisioned a possible solution. Since QED-Tutrix is an online
tool, and that the generation of the possible proofs can usually be done in a matter of
seconds, it would be possible to wait for the student to construct a new element in the
interface. Then, when constructed, QED-Tutrix sends it to the prover that attempts
to infer new results from this new hypothesis. If we can reach the conclusion, then
the hypothesis is indeed useful, and is added, in real time, to the HPDIC graph of the
problem. This solution, however, would require a complete change of the interactions
between QED-Tutrix and the solver and comes with its share of issues. A direct, less
profound consequence of this limitation on the possible proofs is that it is impossible
to discover, in the middle of a proof, that a line actually passes through a point. This
is because it is necessary to provide the complete set of points the line passes through
from the beginning when encoding the problem. This limitation could be solved, but
it would require a drastic change to the way we represent elements in Prolog.

3.7.3 Intrinsically Difficult

Acrucial issue comes from thefloating-point precision of calculations in themachine.
For example, let us assume that there is a right triangle ABC , whose dimensions we
know. From these dimensions, we can calculate the cosine, sinus, and tangent of the
angles. This calculation is done with a certain precision. This creates a first problem:
what level of imprecision from the student is acceptable? If the cosine of the angle
has a value of 0.7654321, is 0.8 acceptable? Is 0.77? Is 0.76? Still, while delicate,
this question concerns the tutor aspect, and not the automated proving, and we will
not discuss it further. However, there is another issue concerning approximations.
In the previous example, now that we know the cosine of the angle, by using the
reciprocal of the property, we can calculate the value of the sides of the triangle. This
calculation is also done with a certain precision, and if the resulting value is even
imperceptibly different from the already known one, then it is considered a new result
that will lead to the calculation of a slightly different cosine, and so on. Hopefully,
we were able to solve this issue by only considering the first result. When we already
know the value of something, every inference that results in another measurement
of that value does not do any calculation but uses the already known one. In this
example, if we already know that the hypotenuse of the triangle is of length 5, then
any inference which results in the measurement of that line segment will not even
calculate it, but reuse the 5 that has been calculated previously. Lastly, the precision
can also create problems when using an inference such as “two angles are equal if
they have the same measure.” Just checking the equality of their measures is not
enough, since they could be very slightly different due to rounding. In that case,
we allow for a difference of 1% between the two values. We chose that precision
by trial-and-error, with the argument that, in high-school geometry problems, two
different values that are supposed to be measured will differ by more than 1%. This
is not a mathematically ideal solution, but for our purposes, it is enough.
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4 Conclusion

In this chapter, we presented both the tutor software QED-Tutrix and the ancillary
automated proof generator we developed to complete its set of available problems.
QED-Tutrix provides a space for the students to solve high-school geometry proof
problems. In accordance to the theory of mathematical working space, it helps the
student in the three geneses of mathematical work, i.e., to learn and do mathematics.
Furthermore, its interface allows the student to explore the problem, enter mathemat-
ical elements as they come to him or her, and redact a mathematically sound proof.
Lastly, its virtual tutor is able to provide custom-tailored help to the student in case
of an impasse in the resolution, by attempting to identify the very specific step of the
proof that he or she is stuck on.

We then presented the four layers that compose the core of QED-Tutrix and that
allow these functionalities. The first is the HPDIC graph, storing in an oriented graph
the set of all possible proofs for a problem, which is useful to instantly assess if the
sentence entered by the student is relevant to the problem resolution, and serves as
a support for the next layers. Then comes the MIA, allowing a representation of the
student’s cognitive state by storing all the sentences he or she entered in the resolution.
The third layer is the EDOI, aimed at quickly identifying the proof the student is
most likely working on, a crucial step for both the redaction part of the resolution
and the tutor system. Lastly, the GMD is a finite state machine that determines the
series of help messages that are most suited to help the student in any given situation.

The first of these, the HPDIC graph, is a crucial part of the software. Furthermore,
unlike the other three layers, it has to be generated beforehand for each geometry
problem added to QED-Tutrix. To be able to quickly include new problems, and
consequently to generate new HPDIC graph is, necessary for turning QED-Tutrix
into a software truly relevant for mathematics education. Therefore, we dedicated a
whole branch of the project to creating such an automated proof generator.

For this endeavor, logic programming was a natural choice, because of the close-
ness between the reasoning behind logic programming and the inference process used
in mathematical proofs. Creating such a generator then became a task of implement-
ing each mathematical property, definition and possible result in Prolog. That task
was not without difficulties, since human reasoning is very different from a mechan-
ical process of inference, and, despite the apparent rigor of mathematical reasoning,
the reality of classes is that many assumptions and shortcuts are taken, with good
reason. Therefore, we had to adapt the mechanical process of finding new inferences
to the many subtleties of human reasoning. At the end, despite these difficulties, the
resulting automated proof generator managed a very reasonable coverage of typical
high-school problems.

Overall, while QED-Tutrix is by itself a very interesting tool for research purpose,
the adjunction of an automated proof generator offers the possibility of encoding as
many problems as is needed in the future, opening the possibility of QED-Tutrix
becoming a truly useful software in high-school classrooms.
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A Decision Making Tool for Mathematics
Curricula Formal Verification

Eugenio Roanes-Lozano and Angélica Martínez-Zarzuelo

1 Introduction

An appropriate organization of the educational contents taught and learned in today’s
classrooms is fundamental. Educational laws usually establish a possible organiza-
tion of educational contents, making it very clear that it should be considered a brief
general guide. In Martínez-Zarzuelo et al. (2017) we take advantage of the degree
of freedom that these laws grant and we propose a grouping and organization of
contents considering a criterion based on the meaningful learning theory (Ausubel,
1963; Ausubel & Barberán, 2002; Ausubel et al., 1976; Moreira, 2000).

The authors have been working on mathematics curricula organization for a long
time. The basic idea of these investigations is to consider as a starting point a set of
mathematical educational contents and to establish two binary relations among the
contents: the relations “to be a prerequisite” and “to be an immediate prerequisite”.
More precisely, if Content_1 and Content_2 are two educational contents, we have
used the following definitions (Martínez Zarzuelo, 2015; Martínez-Zarzuelo et al.,
2016):

• Content_1 is a prerequisite of Content_2, denoted Content_1� Content_2, if and
only if understanding Content_1 is required to understand Content_2.

• Content_1 is an immediate prerequisite of Content_2, denoted Content_1 �
Content_2, if and only if
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(i) understanding Content_1 is required to understand Content_2 (that is,
Content_1 � Content_2),

and
(ii) there is no Content_3 such that Content_1 � Content_3 � Content_2.

(from the formal point of view, it is smarter to define � from �).
Therefore, the key idea is to address the different types of curricula as partially

ordered sets (or directed graphs). This way it is possible to use a computer to perform
calculations about the dependence among contents.

2 A Theoretical Proposal

In Roanes-Lozano et al. (2020b), a theoretical approach to the verification of a certain
“official curriculum development” (in the sense that it matches a given “preprocessed
official curriculum” set as reference) is developed.

Let us try to summarize that article. Three curricula are distinguished in it:

• There is an “official curriculum” (O), a very general small set of contents imposed
by the education authorities.

• We suppose that a team of experts has detailedO and there exists a “preprocessed
official curriculum” (C), that details O, and introduces the “immediate prereq-
uisite” relation (�) among contents. The transitive closure of �, that could be
denoted “prerequisite” relation, is represented by a �. (C is not normally avail-
able, but must be prepared for our purposes from O.) Observe that, when facing
the real situation, that is, from a constructive point of view, the “prerequisite”
relation, �, is obtained as the transitive closure of the “immediate prerequisite”
relation, �, defined by the team of experts that have prepared the “preprocessed
official curriculum”, C.

• Someone else proposes an “official curriculum development” (for instance, a text-
book or a project-based learning proposal), with another “immediate prerequisite”
relation (G,�).

The following comprehensive verification process is proposed:

• Step 1a: contents soundness: all the contents in G appear in C.
• Step 1b: contents completeness: all the contents in O can be found in G.
• Step 2a: relation soundness: all “immediate prerequisite” relation ordered pairs

of G appear in the transitive closure of the “immediate prerequisite” relation
proposed by C (that is, � ⊆ �).

• Step 2b: relation completeness: all “immediate prerequisite” relation ordered pairs
of G appear as “immediate prerequisite” in C (� ⊆ �).

• Step 3: absence of cycles in G.

Let us clarify steps 2a and 2b. Step 2b is clearly a stronger condition than 2a, but
their meaning in this context is different.
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In Step 2a it has to be checked that all ordered pairs in (G,�) are either explicitly
included by the experts in (C,�) or can be inferred from the ordered pairs considered
in (C, �). As � is the transitive closure of �, this is equivalent to checking whether
� ⊆ � or not. If it does not hold it can be an error of the experts that developed (C,
�) or something wrong in (G,�).

Meanwhile, if Step 2a has been passed, Step 2b checks if any intermediate content
in C is bypassed inG (asG is an detailed extension of the briefO, this does not mean
that G is wrong, but the absence of this ordered pair deserves a careful analysis).

3 Design and Implementation of the Theoretical Proposal

We consider that this theoretical proposal could be useful and have various appli-
cations in the educational context. If an “official curriculum” is provided, for
instance, by the educational authorities, an “official curriculum development” could
be proposed by authors of educational resources such as textbooks. Thus, these
textbooks that are adjusted to the “official curriculum” could be evaluated with our
proposal in a simple computational way once themathematical contents and the “pre-
requisite” relation among them have been set. This would avoid manual checking
and, above all, would provide a guarantee of the completeness and soundness of
the educational resources based on what is approved by the academic authorities.
Other examples of current educational interest are “official curriculum develop-
ments” corresponding to project-based learning proposals. With our idea, it could
be automatically checked in a simple way if, for example, a project-based learning
proposal complies with the educational contents planned for a certain educational
period and if it is complete and sound.

We shall exemplify the approaches hereinafter with a real case taken from
Martínez Zarzuelo (2015). For this, we will consider 112 different algebraic educa-
tional contents of the Spanish Compulsory Secondary Education (corresponding
to Grades 7–10 in the K-12 system) and 261 ordered pairs of the “immediate
prerequisite” relation. We focus on mathematical contents because the hierarchical
structure of the mathematical discipline allows its concepts to be organized coher-
ently according to a prerequisite relation, but the same ideas can also be applied to
educational contents from other disciplines.

3.1 First Approach (Rule Based Expert System)

The inspiration to this work is the process used for Rule Based Expert Systems
(RBES) knowledge extraction and verification. There are several different computa-
tional methods for this goal.We have considered one based onmoving to an algebraic
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model of Boolean logic (Alonso & Briales, 1995; Chazarain et al., 1991; Hsiang,
1985; Kapur & Narendran, 1985; Roanes-Lozano et al., 1998):

A = (Z/2Z)[x1, . . . , xn]/ < x21 − x1, . . . , x
2
n − xn >

where x1,…,xn are polynomial variables, image of the propositional variables in the
isomorphism between the Boolean algebra of logic and the polynomial Boolean
algebra (depending on the operations considered, either a Boolean ring isomorphism
or a Boolean algebra isomorphism can be considered).

The main result states that (Roanes-Lozano et al., 1998, 2010):

• The logical proposition Y is a tautological consequence of {Y1,…,Yn} if and only
if y + 1 ∈ < y1 + 1,…,yn + 1 >

• {Y1,…,Yn} is consistent if and only if the ideal < y1 + 1,…,yn + 1 > is not the
whole ring (that is, < y1 + 1,…,yn + 1 > �= < 1 > )

(where < y1 + 1,…,yn + 1 > denotes the polynomial ideal generated by y1 + 1,…,yn
+ 1 and the lowercase polynomial variables denote the image of the corresponding
uppercase propositional variables in the isomorphism mentioned above). The ideal
membership and the non-degeneracy of the ideal can be computed using “normal
forms” and “Gröbner bases”, respectively.

Note that if x is the polynomial translation of propositionX, x+1 is the polynomial
translation of the negation of Y. The reason for including the negations in the results
above is that propositions are normally stated as “true”, what corresponds in the
algebraic model to stating that the value of their algebraic translation is 1, meanwhile
what is convenient in algebra is to decide whether an expression vanishes, that is, it
is equal to 0, or not.

If we denote I = < x12-x1,…,xn2-xn > , a RBES where the facts in a certain set
are stated as true is modeled by:

A/(J + K ) = (Z/2Z)[x1, . . . , xn]/(I + J + K )

where J is the ideal generated by the negation of the rules andK is the ideal generated
by the negation of the facts stated as true (seeRoanes-Lozano et al. (2010) for details).
A recent related paper is Alonso-Jiménez et al. (2018).

We could use theMaple1 implementation used in the recent Roanes-Lozano et al.
(2020a) for dealing with knowledge extraction and formal verification of RBES
whose underlying logic is Boolean logic:

1 Maple is a trademark of Waterloo Maple Inc., Waterloo, ON, Canada.
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> with(Groebner):
> with(Ore_algebra):
> SV:=x||(1..112);
> fu:=var->var^2-var:
> iI:=map(fu,[SV]);
> A:=poly_algebra(SV,characteristic=2):
> Orde:=MonomialOrder(A,'plex'(SV)):
> fu:=var->var^2-var:
> iI:=map(fu,[SV]):
> NEG:=(m::algebraic)->NormalForm(1+`m`,iI,Orde):
> `&AND`:=(m::algebraic,n::algebraic)-> 
>  NormalForm(expand(m*n),iI,Orde):
> `&OR`:=(m::algebraic,n::algebraic)-> 
>  NormalForm(expand(m+n+m*n),iI,Orde):
> `&IMP`:=(m::algebraic,n::algebraic)-> 
>  NormalForm(expand(1+m+m*n),iI,Orde):
> `&XOR`:=(m::algebraic,n::algebraic)-> 
>  (m &OR n) &AND NEG(m &AND n):

where the Maple functions NEG (prefix) and &AND, &OR, &IMP and &XOR (infix)
are the algebraic translation of the logical connectives “negation”, “conjunction”,
“disjunction”, “implies” and “exclusive disjunction”. Note that iI is the ideal of the
squares of variables minus variables introduced in the algebraic model of RBES to
force idempotency (denoted I above).

If we identify the “immediate prerequisite” relation with the logical implication,
we can introduce the former in the following form (not all 261 rules are listed and
an ellipsis is used for the sake of brevity):

> R1:=incognita &IMP exp_algebraica:
> R2:=incognita &IMP parte_literal_exp_algebraica:
  ...
> R261:=sistema_ecuaciones_grado_1_equivalente &IMP
      metodo_Gauss:

(the contents are in Spanish because they come from the study of the Spanish case
Martínez Zarzuelo (2015), but most of them are very similar). They are stored in file
Edges_Algebra_GB.txt.

We can use nicknames to shorten the names of the contents:

> incognita:=x1:
> exp_algebraica:=x2:
  ...
> ecuacion_explicita_recta:=x112:
(the nicknames are stored in file Vertices_Nicknames.txt).

So, after reading these two files from the Maple session:
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> read(`c:/.../Vertices_Nicknames.txt`);
> read(`c:/.../Edges_Algebra_GB.txt`);
it is possible to define the ideal of rules, iJ:

> iJ:=[NEG(R1),NEG(R2),NEG(R3),...,NEG(R261)]:
We can now check if, for instance, content “exp_algebraica” (x2) follows from

content “suma_monomios” (x6). iK denotes the ideal of what is stated as true:

> iK:=[NEG(x6)]:
> B:=Basis([op(iJ),op(iI),op(iK)],Orde):
> NormalForm(NEG(x2),B,Orde);

x2 + 1
The answer is not 0, so it does not follow. Once the Gröbner basis B is computed

(what takes about 30 s on a standard laptop), each question takes very little
(hundredths of a second).

It is now very easy, for instance, to exhaustively check all what follows from
“suma_monomios” (x6):

> W:=[]:
> for i from 1 to 112 do 

if NormalForm(NEG(x||i),B,Orde)=0
then W:=[op(W),x||i]

fi;
od;

> W;
(the answer consists of 60 variables and is computed in slightly more than 3 s).

Reciprocally, “suma_monomios” (x6) does follow from “exp_algebraica” (x2):

> iK:=[NEG(x2)]:
> B:=Basis([op(iJ),op(iI),op(iK)], Orde):
> NormalForm(NEG(x6),B,Orde);

0 

(and, as done above for x6 , it can be easily checked that 109 contents follow from
x2).

Nevertheless, theRBESapproach, although is the inspiration for the present article
and does work, does not take advantage of its potential, as it is designed to deal with
RBES complex rules (that are logic propositions involving negations, disjunctions
and conjunctions, that do not arise in this particular case, where all rules are of the
form Yi → Yj). Let us try another approach.
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3.2 Second Approach (Graph Theory)

The idea of this second approach is based on using graph theory to model the educa-
tional contents and ordered pairs of the binary relation using a graph structure. More
precisely, using a directed graph (also called digraph) structure.

Maple offers an efficient package for dealing with graphs named GraphTheory.
We can approach the same questions of the previous subsection from this other
approach. Now we have to begin by loading the package and the data of the graph:

> restart;
> with(GraphTheory):
> read(`c:/.../Vertices_Nicknames.txt`);
> read(`c:/.../Edges_Algebra_Networks.txt`);

As in the previous subsection, the first file introduces the nicknames of the vertices
and the second one introduces the directed edges of the digraph, now as a set of
ordered pairs:

> LC:={[incognita,exp_algebraica],
  [incognita,parte_literal_exp_algebraica],
  [exp_algebraica,termino_exp_algebraica],
...
[sistema_ecuaciones_grado_1_equivalente,
metodo_Gauss]}:

Let us suppose that this is the “preprocessed official curriculum” (C) that is set
as reference. It is straightforward to define the corresponding graph inMaple and to
plot it:

> C:=Digraph([x||(1..112)],LC);
C := Graph 2: a directed unweighted graph with

112 vertices and 261 arc(s)
> DrawGraph(C);

The output of this last line of code can be found in Fig. 1 (there are too many
vertices to display their names). Surprisingly, two contents are clearly isolated.

We can easily look for them constructing the set {x1, x2,…,x112} and using the set
difference operator minus and the command indets (that returns the variables in
an expression):

> {x||(1..112)} minus indets(LC);
{x69, x70}

Variables x69 and x70 are “funcion_valor_absoluto” (absolute value function) and
“función trigonométrica” (trigonometric function), respectively. The experts that
developed the “preprocessed official curriculum” should be contacted to confirm
that their isolation is correct.

There is a very convenient command in the GraphTheory package,
IsReachable, that checks whether a vertex is reachable from another one or
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Fig. 1 Plot of the digraph “preprocessed official curriculum”

not. For instance, it can be used in this case to check whether x2 is reachable from
x6 and vice versa:

> IsReachable(C,x6,x2);
false

> IsReachable(C,x2,x6);
true

These results are obtained in 0 s. This time is also obtained for computing which
of the 112 contents follow from x2:

> W:=[]:
> for i from 1 to 112 do 

if IsReachable(C,x2,x||i)
then W:=[op(W),x||i]

fi;
od;

> W;

and W has, as computed in Sect. 3.2, 109 contents.
Therefore it is clear that this approach is much better in this case.

3.3 Case Study

Let us suppose that the list of vertices and the list of oriented edges (LC) used
in Sect. 3.2 are those corresponding to the “preprocessed official curriculum” (the
reference). The list of vertices is supposed to be known by the authors of educational
resources, but the list of oriented edges (LC) is not.
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Let us suppose that a textbook has been analyzed and the corresponding “offi-
cial curriculum development” has been obtained and written in the same format
as LC, and is denoted LG. And let us imagine that the author has reached almost
the same graph as the set of experts but has forgotten to include the content “divi-
sion_fraccion_algebraica” (x41), and the corresponding ordered pairs. Let us proceed
to see what happens when trying to verify this “official curriculum development”.

Let us proceed as in Sect. 3.2, by also loading the file containing the set VO of
vertices in the “official curriculum” (O) of SpanishSecondaryCompulsoryEducation
(ESO) and the file containing the set LG of edges corresponding to the “official
curriculum development” proposal:

> restart;
> with(GraphTheory):
> read(`c:/.../Vertices_Nicknames.txt`);
> read(`c:/.../Edges_Algebra_Networks.txt`);
> read(`c:/.../Vertices_Algebra_RealDecretoESO.txt`);
> read(`c:/.../Edges_Algebra_Networks_Case.txt`);

We have to define two graphs, corresponding to the “preprocessed official
curriculum” (C) and the “official curriculum development” (G):

> C:=Digraph([x||(1..112)],LC);
> G:=Digraph([x||(1..112)],LG);

> DrawGraph(G);and we can easily plot the latter (Fig. 2):
We can now carry out the process proposed:

• STEP 1a: Check whether all the contents in the proposed “official curriculum
development” (G) appear in the “preprocessed official curriculum” (C). The set
difference of the vertices of G and C should be the empty set:

Fig. 2 Plot of the digraph “official curriculum development” proposal
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> indets(LG) minus indets(LC);
{}

• STEP 1b: Check whether all the contents in the “official curriculum” (O) appear
in the proposed “official curriculum development” (the set difference should be
the empty set):

> VO minus indets(LG);
{x41}

In this case, the “official curriculum development” does not comply with the
“official curriculum”, as there is a content missing.

• STEP 2a: Do all the ordered pairs of the “immediate prerequisite” relation consid-
ered in the proposed “official curriculum development” (G) appear in the tran-
sitive closure of the “immediate prerequisite” relation of the “preprocessed offi-
cial curriculum” (C)? Computing the transitive closure of the whole relation is
computationally expensive, but to check whether certain directed edges are in the
transitive closure of the relation is not (in fact IsReachable really checks that).
The answer to the next lines of code (that stores in set H the edges that are not in
the transitive closure of C) should be the empty set):

> H:={}:
> for i in LG do 

 if not IsReachable(C,op(i)) 
then H:={op(H),i} 

fi;
od;

> H;
{}

• STEP 2b: Do all the ordered pairs of the “immediate prerequisite” relation consid-
ered in the proposed “official curriculumdevelopment” (G) appear as ordered pairs
of the “immediate prerequisite” relation of the “preprocessed official curriculum”
(C)? (the set difference should be the empty set):

> LG minus LC;
{} 

• STEP 3: Are there cycles in the graph? There is a command in the GraphTheory
that checks whether a graph is acyclic or not (so we expect a true answer):

> IsAcyclic(G);
true

We could even go further:
• STEP 1b (further): We could also check if all the contents in the “preprocessed

official curriculum” (C) appear in the “official curriculum development” (G):

> indets(LC) minus indets(LG);
{x41}
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In this case there are no content that the experts have detailed (added) to O (in
C) that the author has not considered (inG). The author could be informed of this
fact (if it arose), and the author could perhaps like to include it (although it would
not be mandatory, as it complies with “official curriculum” (O)).

• STEP2b (further):We could also check if all the ordered pairs in the “preprocessed
official curriculum” (G) appear in the “official curriculum development” (G). In
this case, at least all directed edges including x41 must arise:

> LC minus LG;
{[x21, x41], [x24, x41], [x25, x41], [x41, x98]}

4 Conclusions

In RBES verification, what is checked is the logical coherence. For instance, in a
medical RBES, a patient cannot be advised that he/she should take a drug that has
a certain active ingredient, and, at the same time, that he/she should not take a drug
that has that same active ingredient. What cannot be detected are errors or errata
within the medical knowledge implemented. For instance, it cannot be detected in
the verification process a (very serious) error such as “if the patient is dehydrated then
do not give him any liquid”. That is, we start from a supposedly correct knowledge
and verify its logical coherence.

Similarly, in this case we suppose that a brief “official curriculum” (O) exists
and that a team of experts has extended and detailed O in a “preprocessed official
curriculum” (C), thatwill act as reference to check ulterior “official curriculumdevel-
opments” (G). C is supposed to be correct. What can be checked is the correctness
of G compared to C.

Developing the “preprocessed official curriculum” (C) from an “official
curriculum” (O) is neither a short nor a trivial task. As said above, we had available
the “preprocessed official curriculum” corresponding to the mathematics subjects of
the Spanish Compulsory Secondary Education (Grades 7–10 in the K-12 system)
developed by the second author for her Ph.D. Thesis (Martínez Zarzuelo, 2015). It is
mainly based on different available “official curriculum developments” (textbooks)
corresponding to that “official curriculum” and previous ones and required a long
hard work.

The theoretical aspects of this proposal were discussed in Roanes-Lozano et al.
(2020b). In this new article it has been proved that it is possible to implement the
proposal. Obviously other implementations are possible (here, one closer to the
inspiration of this work and other, much more efficient, have been detailed).

As in any computational field, an application is not design, developed and imple-
mented if it is planned to be used just once. A proposal like this makes sense, for
instance, in a countrywhere textbooks (andperhaps project-based learning proposals)
have to be checked and authorized. We believe that in such scenario our proposal is
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very convenient. It proposes a step forward, analogous to the one taken from manual
RBES verification by a panel of experts, to computational verification of RBES.
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A Classification of Artificial Intelligence
Systems for Mathematics Education

Steven Van Vaerenbergh and Adrián Pérez-Suay

1 Introduction

Artificial Intelligence (AI) has a long history, starting from observations by the early
philosophers that a reasoning mind works in some ways like a machine. For AI to
become a formal science, however, several advances in the mathematical formal-
ization of fields such as logic, computation, and probability theory were required
(Russell & Norvig, 2009). Interestingly, the relationship between mathematics and
AI is not unilateral, as AI, in turn, serves the field of mathematics in several ways.
In particular, AI powers many computer-based tools that are used to enhance the
learning and teaching of mathematics, several of which are the topic of discussion
of this chapter.

The close relationship between AI and Mathematics Education (ME) dates back
at least to the 1970s, and it has been discussed thoroughly in the scientific literature
(Schoenfeld, 1985; Wenger, 1987; Balacheff, 1994). One could list several parallels
between both fields, for instance, that they are both concerned with constructing
sound reasoning based on the use of logic. Indeed, in ME, developing mathematical
reasoning skills is an important educational goal,whilemanyAI systems are designed
to perform reasoning tasks in an automated manner. Also, modern AI techniques
involve the concepts of teaching and learning, as some systems are required to learn
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models and concepts, either in an autonomous manner or supervised through some
form of instruction.1 Nevertheless, while these parallels exist, humans and machines
clearly carry out these tasks in completely different ways. After all, as noted by
Schoenfeld, “AI’s perspective is severely distorted by the engineering perspective,
and extrapolations to human performance can be dangerous” (Schoenfeld, 1985,
p. 184).

Before continuing, we will take a closer look at what exactly AI is, including its
subfield, machine learning.

1.1 Artificial Intelligence and Machine Learning

The literature contains many different definitions of AI, though they are all much
related. Generally speaking, AI aims to create machines capable of solving problems
that appear hard to the eyes of a human observer. Such problemsmay be related solely
to thought processes and reasoning capabilities, or they may refer to exhibiting a
certain behavior that strikes as intelligent (Russell & Norvig, 2009).

Historically, several simple AI programs have been designed using a set of prede-
fined rules, which can often be represented internally as a decision tree model. For
instance, a program for natural language understanding may look if certain words
are present in a phrase, and combine the results through some set of fixed rules to
determine the sentiment of a text. And in early computer vision systems, results
were obtained by calculating hand-engineered features of pixels and their neighbor-
hoods, after which these features were compared to the surrounding features using
predefined rules. However, as soon as one tries to build a system with an advanced
comprehension of natural language or photographic imagery, a very complex set of
such internal rules is required, exceeding largely what can be manually designed by
a human expert. To deal with this complexity, an automated design process for the
set of internal rules is required, better known as machine learning.

Formally,machine learning (ML) is a subfield ofAI that follows aparadigmknown
as learning from examples, in which a system is given practical examples of a concept
or behavior to be learned, afterwhich it develops an internal representation that allows
its own output to be consistent with the set of given examples (Wenger, 1987). The
concept of ML is perhaps best summarized by Tom Mitchell, who wrote it is “the
field that is concerned with the question of how to construct computer programs that
automatically improve with experience” (Mitchell, 1997). This definition highlights
the three properties that anyML system should hold: (1) its learning is automated, as
in a computer program that does not require human intervention; (2) the performance
can be measured, which allows the system to measure improvement; and (3) learning
is based on receiving examples (the experience). In summary, as more examples are
processed, a well-designedML system guarantees that its performance will improve.

1 We will not enter into details regarding the similarities and differences in learning for AI and ME,
as that discussion is slightly outside of the scope of this chapter.
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The concept of computer programs that learn from examples has been around as
long as AI itself, notably as early as Alan Turing’s vision in the 1950s (Russell &
Norvig, 2009). Nevertheless, it was not until the middle of the 1990s that a solid
foundation for ML was established by Vladimir Vapnik in his seminal work on
statistical learning theory (Vapnik, 1995). At the same time, the techniques of neural
networks and support vector machines gained popularity as they were being applied
in real-world applications, though only for simple tasks, as compared to today’s
standards. The latest chapter in the history ofMLstarted around2012,when it became
clear that neural networks could solve tasks that were much more demanding than
previously achieved, by making them larger and feeding them much more examples
(Krizhevsky et al., 2012). These neural networks consist ofmultiple layers of neurons,
leading to the name deep learning, where each layer contains thousands or even
millions of parameters. They are responsible for many of the AI applications that
people interact with at the time of writing, notably in image and voice recognition,
and natural language understanding.

In this chapter, we aim to analyze the uses of AI, and in particular ML, in ME.
The chapter is structured as follows. To fix ideas, in Sect. 2 we briefly discuss some
contemporary AI-based tools that are being used by mathematical learners. Based
on these examples, we introduce a high-level taxonomy of AI systems that serve as
building blocks for tools inME, in Sect. 3.We then show, in Sect. 4, how the proposed
taxonomy allows us to provide an in-depth analysis of the different AI systems
currently used in some ME tools. We finish with a discussion on future research
required to build complete student modeling systems, in Sect. 5, and conclusions, in
Sect. 6.

2 A Glimpse of the Present

The following are two examples of AI-based tools for mathematics education. These
examples feature some representative AI techniques that will be at the basis of the
taxonomy we propose later, after which we will revisit them for a more in-depth
analysis.

2.1 A New Breed of Calculators

In 2014, a mobile phone application called Photomath2 was released that quickly
became very popular among schoolchildren (and less so among teachers) (Webel
& Otten, 2015). It allows the user to point a phone camera at any equation in a
textbook and instantly obtain the solution, including the detailed steps of reasoning.
If the user wishes so, she can even request an alternative sequence of steps for the

2 https://photomath.app/.

https://photomath.app/
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solution.While the first version of the software would only work on pictures of clean,
textbook equations, the technology was later upgraded to recognize handwriting as
well. Several other apps have followed suit since, notably Google’s Socratic3 and
Microsoft Math Solver.4

The emergence of these tools, known as “camera calculators”, can be mainly
attributed to advances in image recognition technology, and in particular to opti-
cal character recognition (OCR) algorithms based on deep learning. Once the OCR
algorithm has translated the picture into a mathematical equation, standard equation
solvers can be used to obtain a solution. The third and last stage of the application
consists in explaining the solution to the user, for instance, by means of a sequence
of steps. In the case of the solution of a linear equation, this stage is resolved algo-
rithmically, requiring little AI. Nevertheless, it is often possible to find a shorter or
more intuitive solution by thinking strategically (see, for instance, the example in
Webel & Otten, 2015, p. 4). For an AI to do so, it would require the capabilities of
mimicking human intuition or exploring creative strategies. We will discuss these
capabilities later, in Sect. 4.2.2.

Interestingly, these apps have reignited the discussion on the appropriate use of
tools in mathematics education, reminiscent of the controversy on the use of pocket
calculators that started several decades ago (Webel & Otten, 2015). Indeed, they
could be seen as examples of a new generation of “smarter” calculators, that limit
the number of actions and calculations that the user must perform to reach a solution.
Such new, smarter calculators are not limited to equation solvers only, as they can
be found in other fields as well. For instance, as of version 5, the popular dynamic
geometry software (DGS) GeoGebra5 includes a set of automated reasoning tools
that allow the rigorous mathematical verification and automatic discovery of general
propositions about Euclidean geometry figures built by the user (Kovács et al., 2020).
Rather than merely automating calculations, as common digital calculators do, these
tools allow to automate the reasoning, to a certain extent.

2.2 Blueprint of a Data-Driven Intelligent Tutoring System

Our second example concerns an interactive tool for learning and teaching mathe-
matics. In particular, in the following, we describe a hypothetical interaction between
a student and an intelligent tutoring system (ITS).

Hypatia, a student, logs onto the system through her laptop and she starts reading
a challenge proposed by the system. This time, the challenge consists in solving an
integral equation. Hypatia is not sure how to start, and she spends a few minutes
scratching calculations on her notepad. The system, after checking her profile in the
database, infers that she needs help, and offers a hint on screen. Hypatia now knows

3 https://socratic.org/.
4 https://math.microsoft.com/.
5 https://www.geogebra.org/.

https://socratic.org/
https://math.microsoft.com/
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how to proceed and advances a few steps toward the solution. However, some steps
later, she makes a mistake in a substitution. The system immediately notices the
mistake and identifies it as a common error (a “bug”). Through the visual interface,
the system tells Hypatia to check if there were any mistakes in the last step. She
reviews her calculations and quickly corrects the mistake. The system encourages
her for spotting the error, and she continues to solve the exercise successfully. At this
point, the system shows her a summary of the solution and reminds her of the hints
she was given. She can then choose to review any of the steps and their explanation,
or continue to the next problem. If she chooses to continue, the system will present
her a problem that has been designed specifically to advance along her personalized
learning path.

Before Hypatia started using this ITS, the system’s database already contained the
interactions of many other students. By using data mining techniques, it was able to
identify a number of “stereotype” student profiles. The first time Hypatia interacted
with the ITS, the system’s AI analyzed her initial actions to build an initial profile for
her, based on one of the stereotype profiles. As she now performs different problem
solving sessions, the system adds more of her interactions to its database, which
allows it to identify behavioral patterns and build a more refined student model for
her. This, in turn, allows the system to personalize her learning path and to offer her
more relevant feedback when she encounters difficulties.

Certainly, the above-described example is not purely hypothetical, but based on
real ITS that are used in practice today. We will return to this example later on.

3 A Taxonomy of AI Techniques for Mathematics
Education

We now propose a taxonomy of AI techniques that are used in digital tools for
ME. The taxonomy consists of four categories that span the entire range of such AI
systems. While each of the categories is motivated by some aspect of the previous
examples,we include amore comprehensive list of particular cases from the literature
for each of them. Furthermore, we shed some light on the current technological
capabilities of these AI systems.

3.1 Information Extractors

We use the term information extractors to refer to AI technologies that take observa-
tions from the real world and translate them into a mathematical representation (Fig.
1). A classic example in this category consists in parsing the text of algebraic word
problems into equations (Koncel-Kedziorski et al., 2015). More advanced informa-
tion extractors can operate on digitized data from a sensor, such as a camera or a
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microphone, to which they apply an AI algorithm to extract computer-interpretable
mathematical information.

Fig. 1 Representation of an information extractor. The globe represents observations from the real
world, and the summation sign represents mathematical information

An example of information extractors that operate on visual data was given in
Sect. 2.1, where the initial stage of the described camera calculator translates a pic-
ture into a mathematical equation. The AI required to perform OCR in these infor-
mation extractors operates in two steps: First, it employs a convolutional neural
network (CNN) to recognize individual objects in an image. In essence, a CNN is a
particular type of artificial neural network that is capable of processing spatial infor-
mation present in neighborhoods of pixels by applying (and learning) digital filters
(Krizhevsky et al., 2012). Then, the individually recognized objects are transformed
into a sequence, which was traditionally performed by techniques such as Hidden
Markov Models (Rabiner & Juang, 1986), but is now implemented as neural net-
work based techniques such as Long Short-Term Memory networks (Hochreiter &
Schmidhuber, 1997) and transformers (Vaswani et al., 2017).

Visual information extractors are not only used to digitize algebraic equations,
but can also be used to extract other types of mathematical information from the real
world. For instance, in the MonuMAI project (Lamas et al., 2021), extractors based
on CNN are used to obtain geometrical information from pictures of monuments.
And some camera calculators, such as Socratic, allow to take pictures of word prob-
lems, which are transformed to text, interpreted, and converted into a mathematical
representation.

Finally, sensor data from a student may be used to extract information for an
ITS (see Sect. 4.2). In particular, these systems may require information about the
student’s state of mind during the resolution of a mathematical problem. In this
category we encounter AI techniques for facial expression recognition (Li & Deng,
2020), speech emotion recognition (Fayek et al., 2017), and mood sensing through
electrodermal activity (Kajasilta et al., 2019).

3.2 Reasoning Engines

In software engineering, a reasoning engine is a computer program that is capable of
inferring logical consequences from a set of axioms found in a knowledge base, by
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Fig. 2 Representation of a reasoning engine. It receives a mathematical problem as an input and
outputs the corresponding solution

following a set of predefined rules (Furht, 2008). For the current context of mathe-
matics education, we employ a broader definition of reasoning engines that includes
all software systems that are capable of automatically solving a mathematically
formulated problem (Fig. 2). A very simple such system consists of an equation
solver, whose action is limited to transforming the (set of) equations into their canon-
ical form and applying the formula or the algorithm to solve them (Arnau et al.,
2013). Several types of more sophisticated reasoning engines exist in the mathemat-
ical research literature, for instance, automated theorem provers (ATP), whose aim
is to verify and generate proofs of mathematical theorems (Loveland, 1978). While
proof verification is a simple mechanical process that only requires checking the
correctness of each individual step, proof generation is a much harder problem, as it
requires searching through a combinatorial explosion of possible steps in the proof
sequence.

A novel contribution in the development of reasoning engines lies in the use of
ML techniques, which has been fueled by the success of deep learning in pattern
matching problems (Krizhevsky et al., 2012). These techniques follow the standard
ML paradigm that requires a set of training examples: The ML algorithm, typically
a deep neural network, learns a model in order to explain as much of the training
examples as possible. The learned model is completely data driven, without any hard
rules or logic programmed into it.

ML algorithms could improve current ATP techniques by encoding human
provers’ intuitions and predicting the best next step in a proof (Gauthier & Kaliszyk,
2015; Loos et al., 2017; Schon et al., 2019). Furthermore, neural networks for nat-
ural language processing are being used to train machines to solve word problems
and to perform symbolic reasoning, yielding currently some limited but promising
results. For instance, Saxton et al. (2019) generated a data set of twomillion example
problems from different areas of mathematics and their respective solutions. Several
neural network models were trained on these data and, in general, a moderate perfor-
mancewas obtained, depending on the problem type.Deep learning is also being used
to solve differential equations (Arabshahi et al., 2018; Lample & Charton, 2019),
perform symbolic reasoning (Lee et al., 2020), and solve word problems (Wang et al.,
2017; Wang et al., 2018). Note that these methods typically operate on text data and
they perform the action of the information extractor and the reasoning engine using
a single AI. Finally, in the ML community there is a growing interest in automating
abstract reasoning. Research in this area currently focuses on solving visual IQ tests,
such as variants of Raven’s ProgressiveMatrices (Barrett et al., 2018; Chollet, 2019),



96 S. Van Vaerenbergh and A. Pérez-Suay

and causal inference, which deals with explaining cause-effect relations, for instance
from a statistical point of view (Pearl et al., 2019).

3.3 Explainers

While reasoning engines can solve mathematical problems and generate correct
proofs, they do not necessarily produce results that can be read by a human. Some-
times this is simply not needed, for instance, when an ATP is used in research to
verify a theorem that requires a long and complex proof, prone to human errors.
But in a different context, for instance that of the mathematical learner, it becomes
important to have proofs that are understandable (Ganesalingam & Gowers, 2017).

In the AI community, interest in explainable methods has recently surged. Part of
this interest is due to legal reasons, as some administrations demand that decisions
taken by an AI model on personal data be accompanied by a human-understandable
explanation (Meng-Leong, 2019). While some early AI systems generated models
that could easily be interpreted, modern AI techniques, especially deep learning
systems, involve opaque decision systems. These algorithms operate in enormous
parametric spaces with millions of parameters, rendering them effectively black-box
methods whose decisions cannot be interpreted. To solve this issue, the research field
of explainableAI is concernedwith developingAImethods that produce interpretable
models and interpretable decisions (Adadi & Berrada, 2018; Molnar, 2019; Arrieta
et al., 2020). We will refer to AI methods that produce understandable explanations
as explainers (Fig. 3).

From a technical point of view, there exist two types of explainers. The first type
is modules that can be added onto existing, opaque AI systems. They perform what
is called post-hoc explainability, and may do so for instance by approximating the
complex model with a simpler, interpretable one. Some different post-hoc explain-
ability approaches are illustrated in Arrieta et al. (2020, Fig. 4). The second type of
explainable AI consists of models that are interpretable by design. Under our termi-
nology, these correspond to reasoning engines that are restricted to only producing
interpretable solutions. Of these two types, the former has the advantage that it does
not require replacing the entire reasoning engine, which is usually hard to design and
train in the first place.

In the field of ME, explainers have been built principally for solving math equa-
tions step by step, for instance, in the open source project mathsteps.6 In ATP, on
the other hand, explainability is a fairly new research line. In order to apply a post-
hoc explainer onto an ATP, it might be necessary to construct an ATP based purely
on logic, though, as (Fu et al., 2019) notes, “while logic methods proposed have
always been the dream of mankind, their applications are limited due to the massive
search space”. One case in point is found in DGS, where geometric automated the-
orem provers (GATP) are now being integrated (Quaresma, 2020). State-of-the-art

6 https://github.com/google/mathsteps.

https://github.com/google/mathsteps
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Fig. 3 Representation of a post-hoc explainer. It translates a machine-code solution into a sequence
of logical, human-readable steps

GATP are based on algebraic methods, and their results cannot be translated into
human-readable proofs (Quaresma, 2020; Kovács & Recio, 2020). For this reason,
explainability is to be introduced in ATP by designing ATP techniques that are trans-
parent by design (Ganesalingam & Gowers, 2017; Meng-Leong, 2019). In the case
of GATP, this approach is currently very limited, as discussed in Font et al. (2018).

3.4 Data-Driven Modeling

Up till this point, we have described several techniques and scenarios in which sub-
stantial amounts of data are generated: the extraction techniques from Sect. 3.1 distill
real world and sensor observations into numerical information andmathematical rep-
resentations; and, in Sect. 2.2, Hypatia interacts with an ITS that relies on a database
of student information and completed student tasks, which increases each time a
student uses the system. In modern AI systems, data mining and machine learning
techniques are used to analyze these data and to convert them into insights and practi-
cal models. These techniques, which we will refer to as data-driven modeling, cover
a broad area and make up the final class of AI in ME (Fig. 4).

Data-driven modeling is employed for several reasons in ME. First, it may allow
building models that are used to improve specific aspects of the learning process
of individual students. These include AI models to predict a student’s performance
(Cortez & Silva, 2008; Smith et al., 2015; Asif et al., 2017), to determine at what
specific problem step a student learns a concept (Baker et al., 2010), or even to detect
that a student tries to game an ITS (Baker et al., 2008).7 The ML techniques that are
used to construct these models are mainly regression techniques (to obtain predictors
that produce numerical values) and classification algorithms (to predict categorical
or qualitative variables).

Second, data-driven modeling techniques can be used on large collections of stu-
dent data, in a big-data fashion. A classic application in this category consists in
analyzing completed student tasks in order to build a database of common errors,
or “bugs” (Wenger, 1987; Chrysafiadi & Virvou, 2013), which is an important com-
ponent of an ITS. A different application consists in modeling complete student
populations, which can be useful to group students into different “stereotypes”, and

7 We discuss student modeling in more detail in Sect. 4.2.1.
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Fig. 4 Representation of a data-driven model. After receiving data from different sources, it infers
a model for the data that can be used to produce predictions

is typically performed by clustering algorithms.Another application is the large-scale
analysis of student profiles and completed tasks to improve the personalization of
learning paths in an ITS. In this case, recommendation algorithms can be employed
(Chrysafiadi &Virvou, 2013). Finally, while studies in this field are mostly restricted
to single schools or data from single ITS, it is easy to imagine that data-drivenmodel-
ing can be applied to larger populations of students, for instance, on a national level,
where they could be used to make statistical assessments about the effectiveness of
specific aspects of a curriculum.

4 The Present, Revisited

Armed with the taxonomy introduced in Sect. 3, we can now revisit the examples
from Sect. 2 and analyze their AI and ML techniques in more detail, pointing out
some capabilities that may be added in the future.

4.1 AI-Based Calculators

The “camera calculator”, described earlier, operates as shown in Fig. 5: First, the
user captures a problem, for instance, by taking a picture, which is translated by an
information extractor into its mathematical formulation. Second, a reasoning engine
solves the problem and produces a solution, in machine code. Third, an explainer
translates themachine code into a human-readable reasoning sequence. In the case of
simple problems, the reasoning engine and explainer could be replaced by a single
module. Finally, the complete solution is presented to the user, who may request
additional information on each of the steps.

The described workflow is valid for a wide range of calculators: The extractor
could operate on different types of data, such as text from word problems, or voice
commands, which are transcribed to text. As for the reasoning engine, many ATP
and advanced computational engines are available, including the solvers Mathemat-
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Fig. 5 The workflow of a camera calculator

ica8 and Maple.9 In this context, a pioneering role in the development of AI-based
calculators is played by the WolframAlpha computational engine,10 which operates
on written queries and combines database look-ups with the computational power
of Mathematica. It includes some explainer capabilities as well, as it provide feed-
back on the solution and links to related educational resources. WolframAlpha was
launched in 2009, making it a forerunner of current AI-based calculator such as the
ones included in personal digital assistants, notably Siri,11 Cortana,12 Alexa13 and
Google Assistant.14

Another type of AI-based calculator is found in DGS with reasoning capabilities,
which take geometric constructions as an input.While these tools contain a reasoning
engine in the formof theirGATP, theydonot have explainer capabilities, asmentioned
before, since the GATP they include produce proofs that cannot be translated to
human-readable reasoning (Quaresma, 2020; Kovács & Recio, 2020).

Presently, it is not clear how these new tools should fit in current mathematics
curricula. If they are allowed without restrictions, some opponents claim that they
will keep students from learning. Others recognize that the role of these tools must be
debated in the educational community. Someproponents point out that the availability
of these tools produces a shift in the desired objectives ofME (Kovács&Recio, 2020).

4.2 Intelligent Tutoring Systems

An ITS is a computer-based learning tool that makes use of AI to create adaptive
educational environments that respond both to the learner’s level and needs, and
to the instructional agenda (Graesser et al., 2012). While an ITS may share some
underlying technologies with the AI-based calculators we described, they are much
more complex tools, and they are fundamentally interactive. Here, we will review
and discuss some relevant ITS that have been proposed in the literature.

8 https://www.wolfram.com/mathematica/.
9 https://www.maplesoft.com/.
10 https://www.wolframalpha.com/.
11 https://www.apple.com/siri/.
12 https://www.microsoft.com/cortana/.
13 https://developer.amazon.com/alexa/.
14 https://assistant.google.com/.
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Fig. 6 Components of an ITS, in relationship to the introduced taxonomy

Typically, an ITS involves four different components (Wenger, 1987; de Souza &
Varella Ferreira, 2002; Shute & Psotka, 1996), as represented in Fig. 6: (i) a domain
component to encode the expert knowledge, (ii) a student component to represent
student knowledge and behavior, (iii) a tutor component to select the best pedagogical
action, and (iv) an interface to interact with the student. The domain component
includes, among others, expert knowledge, databases of tasks, and databases of bugs.
The student component includes studentmodels and student data, such as the detailed
history of completed student tasks. After each interaction, the student actions are
analyzed and the models are updated to reflect the new data. During the interaction
with the student, the tutor uses a reasoning engine to track the reasoning of the
student. It uses data from the student and domain components to spot bugs, offer
feedback and personalize the learning path.

In some ITS, the tutor relies on expert knowledge with exact inference rules,
which allow it to know a priori all possible solution paths to a problem. Examples
include the Hypergraph Based Problem Solver (HBPS) ITS, which deals with word
problems (Arnau et al., 2013), and the QED-Tutrix ITS, used for solving high-school
level geometric proof solving problems (Leduc, 2016). In general though, much of
the information available in an ITS is incomplete or uncertain. Modeling the student,
for instance, involvesmaking inferences about the student’s knowledge and behavior.
Hence, probabilistic and approximate techniques such as Bayesian networks or fuzzy
modeling are needed. An example is found in the TIDES ITS, proposed in Danine
et al. (2006), which uses a Bayesian network to model student behavior based on the
bugs that the student commits.

Currently, large parts of ITS that are being used in practice are designed and
adapted using data-driven approaches, as described in Sect. 3.4. For instance, (Kurvi-
nen et al., 2020) describes the ViLLe ITS, whose commercial version uses AI tech-
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niques to improve the learning experience, based on the data of millions of student
interactions.

4.2.1 Narrow Student Modeling

The literature on student modeling is vast, and currently there exist dozens of student
models that are used in practical ITS (Chrysafiadi & Virvou, 2013; Sani et al., 2016;
Abyaa et al., 2019). Nevertheless, the majority of student models focus only on
one specific aspects of the student, which is why we will refer to them as specific
or “narrow” models. For instance, a student model may be constructed solely to
predict student performance, and a different model may represent their competences
in mathematics. A comprehensive student model, as envisioned decades ago, should
include both a complete model of the student’s knowledge as well as model of his
behavior (Balacheff, 1993). This requires a more advanced AI, which wewill discuss
briefly in Sect. 5.

4.2.2 Some Notes on Exploration, Creativity and Randomness

The interactionwith an ITS guarantees that a specific learning occurs and that a target
performance is reached. Nevertheless, if the ITS is to provide a rich experience in
which it can “determine the nature of the underlying meaning”, it should contain
environments that allow the student to freely explore problem situations (Balacheff
&Kaput, 1996). This is obtained by “guided discovery learning”, inwhich the system
can shift between a tutor-like behavior for some situations and an open, exploratory
environment for others.

In the AI literature, exploration is a prevailing theme. It is especially used in
the subfield of ML known as “reinforcement learning”, in which an agent explores
an environment to determine how to maximize some reward over time. Successful
applications of this field include robotics software, where the AI has to learn how to
interact with the physical world, and strategy games, where the system must figure
out how to beat the game using its custom set of rules.

AI is usually not associated with creativity, or the capability to come up with
creative solutions.What is more, popular belief has it that AI is suited only to provide
“mechanical” solutions, while creativity is reserved for humans. Nonetheless, it is
precisely the AI techniques that require exploration that show strong indications that
AI is capable of showing creative behavior. A striking example was seen in the 2015
tournament of the game Go between world champion Lee Sedol and AlphaGo, an
AI-based Go program developed by Google DeepMind (Silver et al., 2017). The AI
was first trained on records of human Go games, and then set out to battle clones of
itself in order to continue improving. Interestingly, this approach led it to discover
strategies that were previously unknown to human players.

In general, exploration and creativity require a certain component of “random-
ness”. Several studies have been performed on this topic in the AI literature. For
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instance, randomness can be used to initiate the exploration of the solution space in
neural networks. A comprehensive introduction to this topic can be found in Scar-
dapane and Wang (2017).

5 Modeling the Mathematical Learner: a Most Ambitious
Goal

While the advances in AI and ML over the past decade have been impressive, it
is important to put them in context. In particular, the recent well-known “break-
throughs” in AI are all techniques that are very good at solving a very specific
problem, such as recognizing objects in pictures or translating text into a different
language. If the specific setting is changed, they may not function properly. For
instance, if a model is trained on recognizing animals in pictures, it may not return
a correct answer when given a drawing of an animal. This capability of transferring
a learned concept from one situation to a new context is known as “generalization”,
and humans are particularly good at it. It is also one of the traits expected from Arti-
ficial General Intelligence (AGI), as opposed to the described narrow AI systems. A
discussion on generalization capabilities in AI can be found in Kansky et al. (2017).

In the previous sections, we have discussed several examples of student modeling,
most of which are narrowmodeling techniques, as they only cover one specific aspect
of the student’s knowledge or behavior. In order to design a complete student model,
we believe the AI needed is akin to AGI, in that it should thoroughly understand
several fields and it should be able to generalize. The following is a non-exhaustive
list of properties: First, it should master the understanding of physics, which is
being researched in robotics AI. In a mathematics learning setting, physics are often
needed to interpret word problems, and they are indispensable to describe what is
happening in photographic imagery. Second, it should feature strong natural language
understanding. This is currently a very active field in ML, with the best results being
obtained by large neural networks. One such noteworthy system is the Generative
Pre-trained Transformer 3 (GPT-3), a neural network built by OpenAI that contains
175 billion parameters and was trained on 45 TB of text data (Brown et al., 2020).
It shows remarkable text-analysis capabilities and can correctly answer many text
queries by producing arbitrarily long human-like text passages. Third, the AI should
have reasoning capabilities that allow it to solve mathematical and other problems.
As briefly touched throughout this chapter, this would require cognitive abilities in
mathematical, logical, and abstract reasoning. Its generalization capabilities would
furthermore allow it to relate knowledge fromdifferent fields. Finally, itwould require
knowledge from cognitive and developmental psychology to understand the student’s
actions and general behavior. This aspect is perhaps the most complex to model, and
ML research in this area is currently very limited.
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6 Conclusions and Discussion

In this chapter, we have presented an overview of contemporary AI techniques that
are being used in digital ME tools. To provide a framework for this analysis, we have
established a taxonomy of four different classes that cover each of these techniques:
Information extractors, which convert data from the real world into a mathematical
representation; Reasoning engines, which are solvers for mathematical problems;
Explainers, which translate machine reasoning into human-interpretable steps; and
data-driven modeling techniques, which are used to distill useful information and
models from the data generated by students, for instance, in ITS. We have also given
more an in-depth analysis of AI-based calculator apps, which we consider to be the
next generation of pocket calculators, and we have related the proposed taxonomy
to the different components in a modern data-driven ITS.

We leave the reader with some ideas on AI-based tools for ME that we may
see in the near future. First, progress in AI is currently dominated by ML-based
techniques. The influence of these techniques is also noticeable in the experimental
tools forME that we have discussed. For instance,ML is used to automate perception
in information extractors, to encode human intuition for searching in large solution
spaces, and to analyze large volumes of data that are being generated in online
education platforms. This trend will likely continue, with advances in ML being
used to improve digital ME tools.

Second, a recurrent theme throughout this chapter is the existence of parallels
between research in AI and research in ME. For one, many of the questions asked
in the design of digital ME tools can be found in AI research as well. And, as such,
many state-of-the-art techniques that are developed in AI can solve problems that
are encountered while building ME tools, in particular in ITS. Nevertheless, it must
be noted that the mentioned AI techniques were developed in fields other than ME,
with goals other than ME in mind, after which they were “borrowed” to be used
in ME tools. This imbalance is certainly fueled by the massive interest that exists
nowadays in the AI space, and one could wonder what incentives in research and
industry would be required to start a new generation of ME-first AI techniques. A
related observation is that the field of AI has advanced greatly over the past decade,
partly due to the habit of publishing novel algorithms as open source software. In
ME, digital tools are currently difficult to access: Most of them are either private (and
closed-source) initiatives or academic prototypes that are not maintained after their
research project finishes. A notable exception is found in DGS such as GeoGebra.

Finally, we can reflect on the transformation that occurred around five decades ago
with the advent of pocket calculators. At that time, there existed a large experimental
space in which many different ideas were tried out, after which some standard tools
emerged that are still in use today. Currently, AI-based ME tools are in a similar
experimental phase, and although it may take some years or decades, we do expect
to see a similar appearance of a set of standard AI-based applications for ME.
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AI and Mathematics Interaction for a
New Learning Paradigm on Monumental
Heritage

Álvaro Martínez-Sevilla and Sergio Alonso

1 Introduction

The purpose of this chapter is to show howAI can help, from fields such as computer
vision or deep learning, to understand and exploremathematical concepts.Wepresent
two AI-based systems that incorporate interaction with reality in an environment that
eases the use ofmathematical concepts and applications in a highlymotivational field
for its cultural and historical load: themonumental heritage. Todo so, in the rest of this
section we present how digital technologies have been introduced into mathematics
education and how the intrinsic mathematics in monuments conform an interesting
tool to explain and reinforce mathematical concepts. In Sect. 2, we present the main
forms ofmathematical reasoning and howAI offers a newway of reasoningworthy of
investigation. In Sect. 3, we present MonuMAI, an AI-driven environment designed
to help the general public to do monumental analysis. Not only do we present the
tool but also we describe some of the citizen science methodology that has been
developed with it and the problems that arose during the development and use of the
system. In Sect. 4, we present a novel approach to construct an automatic geometrical
model of architectural façades. To do so, we have to overcome some issues as the
rectification of images and photographs in order to get an image without perspective
distortions that can be later automatically analyzed to discover geometrical properties
as symmetries. In Sect. 5, we briefly describe some of the educational experiences
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that we have carried out using the presented tools. Finally, in Sect. 6 we provide some
indications on the future works that we expect to develop.

1.1 Mathematics Education: Reality, Models, Computation
and Solutions

Mathematics education has been a unique and exceptionally powerful way of teach-
ing our young people. It usually takes problems from reality and models them by
determining objects and relationships between them. Finally, it develops a rigorous
method to combine these objects and relationships in order to obtain answers to the
problems posed, making the solutions explicit in the terms in which we had initially
taken them from our real context. To address a set of problems expressible under the
same model, it develops theory and methods, in which finally mathematics educa-
tion will have to be able to transmit the model and the general solution methodology.
Of course, it is also important to have the ability to recognize reality and fit it into
one of the given models (or a variant). Inspiration from reality is a central source of
motivation. The example is the most evident proof that our mathematical and model
development works on concrete cases and deepens the appreciation of reality in a
systematic and clarifying way.

Therefore, the connectionwith reality is an inalienableway of teachingmathemat-
ics. This occursmore intensely at the first levels, in primary and secondary education.
As mathematics education advances at higher levels, this connection becomes less
necessary. At university levels, it provides students with methods and developments,
which they have to be able to put into practice in contexts outside mathematics itself.

Perhaps the most time-consuming part of mathematics education is the one which
focuses on managing the model to obtain the solutions. That is, developing correct
computational mechanics that proceeds without inappropriately mixing objects or
relationships between them. Fortunately, the algorithmic nature of the mathematical
reasoning process has led to automating many of these processes with the help of
digital technology in recent decades. This has allowed us to free ourselves from
having to calculate on each occasion in very repetitive processes which are not really
interesting or enriching for the understanding of the world that we intend for our
students.

This allows us to focus on the concepts, on reality and its conversion into a model,
on the identification of its elements and on the correct interpretation of the obtained
solution. Mathematics education must be able to devote adequate time to each part
of the mathematical learning process, giving perhaps greater importance to concepts
and reality, and perhaps less to calculation and the use of digital support tools. In
fact, one of the objectives of technology has been to simplify these processes and to
make them increasingly intuitive and less dependent on specific programming skills,
except in very specific and specialized cases of problem-solving at a high educational
level or in specialized training.



AI and Mathematics Interaction for a New Learning Paradigm … 109

1.2 Computational Support in Mathematics Education

Thefirst portable electronic calculators,with lowpower consumption chips, appeared
in 1970, and they represented a revolution, a great leap from themechanicalmachines
of arithmetic calculation that were highly developed toward the middle of the last
century. With only a disposable battery and an integrated circuit, calculators are
capable of simple and direct computations. The low cost and portability made them
become a usual element of the school portfolio in the following years (particularly
since 1976). They have been incorporatingmore andmore calculation functions, such
as trigonometric or statistics. However, some discussion persisted among different
educational systems on the desirability of keeping in teaching the ability to perform
the accounts with pencil and paper or with a calculator.

This first generation school machines reach what we could call the second gen-
eration with the incorporation of symbolic abilities. In 1987, HP launched a model
with symbolic equation solving capabilities. In the following years, improvements
and the incorporation of more symbolic capabilities followed, running in parallel
with improvements in hardware, where PDAs and Pocket PCs were added to the
repertoire of calculation devices. Also, software has improved in order to process
text and spreadsheets. They are also connectable devices, via cables, infrared beams
and other technologies, which makes them more versatile.

Parallel to these advances, countless symbolic calculus packages for personal
computers emerged. However, the rigidity and complexity of their programming
made them a tool for professionals or high educational levels, and theywere generally
rejected by mathematics teachers in primary or secondary schools.

We could say that the third generation starts with the presentation of
GeoGebra (2021) by Markus Hohenwater in 2002. It is a software program that
aims to combine dynamic geometry with symbolic computation, allowing intuitive
and easy handling of the provided functions. GeoGebra is widely accepted within
the educational community and has propitiated the creation of a large-scale network
of collaborators who create applications with a didactic approach. In recent years,
GeoGebra has improved its functionalities and even created specialized versions for
the web and smartphone devices. Thus, it is becoming a very used tool for mathemat-
ics education due to its ease of use, flexibility and pedagogical adequacy, maintaining
the possibility of understanding mathematical concepts, while facilitating their cal-
culation.

The devices that we have called first and second generation have a common
characteristic: they make calculations, either numerical or symbolic, but they do not
interact with reality. This interaction appears with GeoGebra, with the ability to load
any images and construct dynamic geometry on them. This leads to an innumerable
source of didactic applications on concrete problems, taken from immediate everyday
life. GeoGebra intends to expand these capabilities with the introduction in 2018 of
the GeoGebra AR version, which runs on a smartphone and uses the device’s camera
video stream to build mathematical objects over it. Although still limited in the
ability to load arbitrary Geogebra-like files, it is a big step in the integration of the
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computing device—here mainly to plot mathematical objects—with the interaction
with the world.

However, we believe that the potential of GeoGebra in its interaction with reality
is largely unexplored. In Botana et al. (2020), we propose the creation of an exten-
sion for GeoGebra that is able to interact in a deeper way with reality, through the
use of a wide range of sensors of a smartphone: camera, accelerometer, compass,
and positioning system (currently GPS), in such a way that allows measuring dis-
tances, angles, speeds, geographical positions, directions and so on. GeoGebrawould
thus take advantage of the large number of sensors in a smartphone to integrate the
reality-model interface in the calculation device, something that started motivating
mathematics education and which is still difficult to achieve by computer systems.

The fourth generation of these digital devices to facilitate mathematics education
are Artificial Intelligence (AI) systems. They can use the computational capacity
and connectivity of smartphones while integrating them with tasks such as cloud
computing, Internet of Things, and access to databases, and thus constitute a whole
universe of possibilities for interactive calculation against reality. The coming years
will surely bring us an exciting path in the development of this integration to per-
form increasingly complex tasks in a simpler and more intuitive way. The use of
expert knowledge to approach and integrate other scientific or humanistic subjects,
analyzing solutions and proposing application scenarios or intensifying the use of
technology are some of the desirable features in what we call STEAM (science,
technology, engineering, arts and math) education. These features will undoubtedly
come hand in hand with the creation of AI-based systems. Particularly, in the fol-
lowing sections we will describe two of these systems that incorporate interaction
with reality.

1.3 The Mathematics in Monuments: A Unique Form of
Mathematics Education

One way to bring students closer to mathematics is by connecting it to everyday
life. Not only does it allow a surprising and close application scenario but it is also
very accessible for special sessions and projects in the classroom and outside. In
fact, some technological applications have been developed in this sense specifically
dedicated to supporting the educational actions with mathematics in the scenario of
a city.

From this point of view, mathematics linked to the monuments have a special
place: to the rich mathematics contained in monuments, we must add their interdisci-
plinary possibilities and the motivation they generate. Their mathematical properties
can be presented together with their historical-artistic aspects as well as other scien-
tific aspects linked to monuments. They offer great opportunities to study through
technology, making this field one of the most promising in mathematics of STEAM
projects and orientations.
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In this sense, we have already developed a methodology (Martíez-Sevilla, 2017a)
and mathematical content resources (Martíez-Sevilla, 2017b, 2020) as well as tech-
nological ones (Botana et al., 2020) that allow an approach to the field of teaching
mathematics based on monuments. Beyond simple contents, mathematics in mon-
uments offers the rich complexity of the intricacies of the relationships in which
artists, architects and geometricians have come together to design the appearance of
buildings to last for the future and to transmit a symbol to future generations. These
symbolic aspects are perhaps the most attractive and motivating in the use of mon-
uments in mathematics education. It is so that on occasions, they have even made it
possible to provide a new sense of historical-artistic interpretation mediated by new
research based on mathematics (Martínez-Sevilla & Cruz Cabrera, 2021). Moreover,
the use of mathematics just for functional or decorative aspects, where calculus and
geometry usually play an important role, has allowed numerous teaching resources
based on them.

Naturally, this scenario could not be unaware of the great development ofArtificial
Intelligence in the last decade (Fiorucci et al., 2020). Both as a tool for monumental
analysis and as a proposal for an an interdisciplinary educational approach which
manages resources, technologies and modes of reasoning typical of a recent disci-
pline, but with increasing depth in current teaching. Within this framework, we have
developed the MonuMAI tool (Lamas et al., 2021) as an integrated and growing
system to approach the monumental environment through AI and mathematics.

2 Forms of Mathematical Reasoning: Deduction,
Induction, and Abduction

In this section,we introduce the classical forms ofmathematical reasoning (deduction
and induction) and present howAI offers a different (but interesting)way of reasoning
(abduction).

2.1 Classical Forms of Reasoning

Among the most defined forms of mathematical reasoning, there are two that are
usually applied and taught in mathematics: deduction and induction.

In deductive reasoning, a conclusion is obtained from a finite number of previ-
ously established hypotheses or premises. A series of rules, called inference rules,
intervene in its definition, which we will use in our reasoning. Thus, we would have,
as a more formal definition, that a deduction is a finite set of steps, in which in each
one we use either one of the hypotheses (or axioms added to these) or a formula
obtained by applying one of the inference rules to two of the previous steps. In this
way, the first two steps must necessarily be hypotheses or axioms. The last step is
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the so-called conclusion, deduced from the set of hypotheses. From this mode of
reasoning, science has elaborated the hypothetical-deductive reasoning, where the
observation of reality and the experimentation play their role to verify the system of
hypotheses and conclusions.

The other mode of reasoning, that is, inductive reasoning, works in a very dif-
ferent fashion. In general, in inductive reasoning we go from the particular to the
general. Induction studies the properties that a certain object or sequence fulfills in
order to extend or generalize this property to a wider family in which essentially
the same norms are fulfilled. It is a usual way of learning in children and even in
the daily reasoning of our life. As an example, we use this kind of reasoning if we
observe on multiple occasions that after dark clouds rain comes. We will then tend
to deduce that rain comes from the presence of dark clouds when this may not really
be the case: the consequence of dark clouds may also be snow, or no rain due to other
meteorological variables.

However, in classical mathematics, violations of a general formulated rule are not
tolerable. That is why they use the most far-reaching format of induction reasoning,
the so-called Complete Induction, which in its strongest form can be formulated as
follows.

If A ⊂ N and

1. 0 ∈ A
2. for any n > 0, {0, 1, . . . , n − 1} ⊆ A, then n ∈ A

then A = N .
This is the so-called Second Principle of Induction. There is another, with a

weaker formulation, known as the First Principle of Induction. Both principles are
equivalent and constitute an axiom of natural numbers. In fact, they are valid for
any set that is a Well Order, that is, in which each subset has a minimum element.
Moreover, the demonstration of this property can be deduced from the Principle of
Induction.

Therefore, this is a formofmathematical reasoning that allows to extend a property
to the whole set of natural numbers as long as that property has the first element that
fulfills it and that given an arbitrary number that fulfills it, we can verify that the
following one also fulfills it (weak formulation).

Inductions can also be applied to two or more variables. All of them are ways to
generalize a demonstration in an automatic way to a larger set than the starting one.
They form the basis of the logical work with some interesting mathematical objects
as recurrences or successions.

2.2 AI and Its Forms of Reasoning

However, it is not easy to fulfill the deduction and induction requirements in practical
applications. Classical mathematics, which is the one that is mainly taught in primary
and secondary schools, has established a type of universal truth based on binary logic,
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whether it is fulfilled or not, and with no other options to consider. Usually, however,
we are presented with situations that are not so clear-cut.

For example, reasonings in which we can use the word probable. Estimates about
the occurrence of some event, which may trigger a deduction, but only in a proba-
bilistic way. Even the application of some rules may be affected by such a measure of
probability. This type of reasoning is frequently found in daily life and in scientific
applications, but it is not usually trained in mathematics lectures (Batanero et al.,
2005, 2016). On many occasions, we talk about probability, and we estimate it with
measurements, but usually disconnected from the world of logic, without incorpo-
rating it within a context of inference rules. Artificial Intelligence basically works
with this kind of reasoning and that is why familiarity with it should be the first step
to acquire this argumentative ability.

Therefore, a newmathematics education is necessary, not only to provide validity
to the statements obtained by deduction or induction, but also to those obtained
by abduction: the method of reasoning in which probability is incorporated in the
premises or the rules of inference and also in the conclusion.

There are several types of logic that incorporate the management of uncertainty in
different forms and for different purposes: modal logic, probabilistic logic or fuzzy
logic. In them, not only probabilities are quantified for a premise or inference rule
but also imprecise concepts are handled to indicate different types of quantities in
everyday life. For example, in modal logic we can use statements such as “it is
necessary that” or “it is possible that”, in probabilistic logic, we can use “probably
(with a crisp measure)” and in fuzzy logic, we can use linguistic terms (qualitative
quantifiers) such as “many” or “surely”.

Mathematics education should make an effort to incorporate these types of logics
that are capable of managing the uncertainty of an answer in a generalized way.
Although modal logic can be understood as a formal and didactic step in that man-
agement and fuzzy and probabilistic logics as technical tools that allow reasoning
in environments with partial information and uncertainty, it is important to incorpo-
rate them with the appropriate depth to each educational stage as well as to provide
examples and applications that practice with them. Today’s world is already working
through AI, and we can find some examples of the interest that it brings forward
to mathematics education (Chassignol et al., 2018; Gadanidis, 2017). It is used as
a base and therefore an adequate understanding of its possibilities and results will
only be possible with an education that incorporates adequate conceptual models of
reasoning.

One of the AI-based technologies that can be successfully used to illustrate the
power of AI and its way of reasoning is pattern recognition, a set of techniques aimed
to recognize in an automated way patterns and other regularities in data. Please note
that pattern recognition differs from pattern matching in the sense that the latter is
aimed to find exact coincidences in the data while the former pretends to find softer
regularities in the data (not exact coincidences butwith a certain degree of flexibility).
As an analogy, we can say that patternmatching is as strict as inductive and deductive
reasoning processes, while pattern recognition follows a more abduction-like form
of reasoning.
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Particularly, visual pattern recognition takes as input images and tries to find
characteristics in those images to classify them (or to classify sub-elements in the
images). Due to its visual nature, it makes for an appropriate tool to use with scholars.

3 MonuMAI: An AI-Driven Environment for Monumental
Analysis

As we have mentioned before, monuments can concentrate a large part of the math-
ematical knowledge of their time, as well as valuable historical and artistic informa-
tion. This is particularly intense on monumental façades, so we will focus mainly on
them. The analysis of a façade requires a lot of expert knowledge:

• different styles usually share some similar architectural elements,
• monuments usually have a mixture of styles and periods, and
• some are not executed under canonical criteria, but with singularities.

All these factors, with the addition of the deterioration and alterations of the
monuments as time passes, make this kind of analysis a quite difficult task.

In order to facilitate it and, at the same time, to create a teaching support tool that
can serve in an interdisciplinary way in subjects of mathematics, art and history, we
have created MonuMAI (Monuments with Mathematics and Artificial Intelligence).
MonuMAI is an interdisciplinary project of research, education and scientific dissem-
ination, joining researchers from Math, AI, general Computer Science, and History
of Art, altogether scientific communicators and educational advisors. It is a STEAM
project which has as its main objective to deal with science and art by means of
technology.

MonuMAI, born in September 2018, is a project of the Research Institute on
Data Science and Computational Intelligence1 of the University of Granada2 and the
Descubre Foundation.3 You can check out more information and details about it at
http://monumai.ugr.es/ (Fig. 1). The related app can be downloaded from both the
AppStore (iOS) and Play Store (Android), or directly from the links on the project
page.

3.1 MonuMAI Dissection: How to Classify Monuments
Using Deep Learning

MonuMAI consists of three main blocks:

1 https://dasci.es/.
2 https://www.ugr.es/.
3 https://www.fundaciondescubre.es/.

http://monumai.ugr.es/
https://dasci.es/
https://www.ugr.es/
https://www.fundaciondescubre.es/
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Fig. 1 The front page of the MomuMAI web page and the splash screen of its app

1. A monuments dataset;
2. A deep learning pipeline;
3. A mobile app to integrate the previous ones.

In the following we describe the three parts:
Monuments dataset: An extensive dataset (selected and annotated by experts in Art
History) has allowed us to train the algorithm for the recognition of up to 15 key
architectural elements, easily recognizable by their geometry (Fig. 2). These in turn
will allow us to distinguish up to 4 from the most important artistic styles in Europe:
Renaissance, Baroque, Gothic and Hispano-Muslim. This dataset is a database of
labeled images of monumental façades. Such a database did not exist to date. The
MonuMAI dataset includes 6650 tagged images of the 15 key elements. The dataset
is the basic component, a result of expert knowledge, on which MonuMAI bases its
learning through its pipeline.

Deep learning pipeline: TheMonuMAI deep learning pipeline’s main purpose is the
detection of key elements in an image using the MonuMAI Key Element Detection
(MonuMAI-KED) model and also the classification of artistic styles.
MonuMAI-KED is based on a novel taxonomy of monumental heritage

(MonuNet), specifically created for this task (Fig. 3). This taxonomy incorporates
a classification of styles according to the recognition of the previous 15 key archi-
tectural elements. The classes cover arch, structural support objects and decoration,
horseshoe arch, lobed arch, flat arch, pointed arch, ogee arch, trefoil arch, serliana,
triangular pediment (or pointed pediment), segmental pediment, gothic pinnacle,
rounded arch, lintelled doorway, porthole, solomonic column and broken pediment
(Fig. 2).

So, how doesMonuMAI classify the style of themonuments? The 15 architectural
elements allow us to establish some identification criteria for styles. For example, the
Gothic style is characterized by the use of ogee arches, pointed arches, gothic pinna-
cles and trilobed arches. On the other hand, the Hispano-Muslim style is associated
with horseshoe or lobed arches while the Baroque style uses broken pediments or
solomonic columns. In this way, a pseudo tree appears, to classify styles: the 4 child
nodes of the root are determined based on the descendant nodes that are reached. We
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Fig. 2 The 15 architectural elements for MonuMAI-KED

would like to remark that MonuNet is not really a tree, but actually a graph with a
few cycles. This is so because some styles share elements (descendants nodes), such
as the rounded arch or the porthole for the Renaissance and Baroque styles.

This is also an interestingmatter, since in education and some simplified scenarios
binary or n-ary taxonomies are used but usually in the form of a tree, where there
are no cross characteristics between several predecessor nodes. However, reality
is not so perfectly separable, and usually establishing a realistic taxonomy implies
having to classify the same object in several categories and having to go to secondary
categories to make a proper classification. In fact, we can find this issue in numerous
everyday examples and it appears in thefield of science aswell. For example, although
Darwin’s well-known “tree of life” drawing is really a tree-like graph, we know that
the complexity of life in many species requires a continuous modification of its
taxonomy tree labels and branches. This is done to rearrange the new knowledge,
and sometimes this connects leaves (or nodes) in some biological species (Dale,
2017).

Thus, it is interesting to note thatMonuMAI’s classificationmay sometimes output
a double-class as Renaissance/Baroque. The only possibility to discern those two
styles is finding in the façade other recognized key elements which are typical of
only one of the styles. If this is not possible, the uncertainty in the classification
will remain. This is not a bug in the application, but a singularity of the artistic
classification. Moreover, the experts themselves are sometimes unable to distinguish
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Fig. 3 MonuNet: Taxonomy in the form of a rooted pseudo tree for style recognition

one style from another except when using added information such as the date of
construction or the author of the design. Classification in artistic-historical styles is
a matter that is far from being completely finished in the state of the art of this social
science.

Mobile app: TheMonuMAI app uses the two previous elements to operate in real-life
conditions. Our tests have shown that the MonuNet architecture and the detection
model provide excellent results even in harsh real-world conditions such as side shot
photographies, noise or blur in the image.

The app offers the interaction between the user and our image classification pro-
cess. The user, once registered, can take an image of a monumental façade and select
a region of interest on his mobile device. Once this is done, the image is sent to our
server where it is processed by MonuMAI-KED which uses a Convolutional Neural
Network (CNN) to analyze positive identifications (with enough probability) of the
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Fig. 4 MonuMAI deep learning pipeline. a Sequenced communications flow. b Image processing
status in each stage

Fig. 5 Application examples in the user app: Left: Royal Court of Justice of Granada (with framed
detected elements); Right: Granada Cathedral (identification and labeling of elements)

key elements detected in the image. I will also draw a frame around each of the ana-
lyzed regions for each key element on the image. Based on the detected key elements,
MonuNetwill offer a style classification proposal—probabilistically quantified—as
metadata added to the image. Finally, the annotated image will be returned to the
user. The whole process is shown in Fig. 4.

The output resulting from applying MonuMAI-KED and MonuNet to an image
is then displayed in the user’s app (Fig. 5).

For the operation of MonuMAI-KED, we use a two-step strategy. First, a selective
search method that is implemented as a fast region-based CNN makes a proposal
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Fig. 6 MonuMAI’s process for recognizing key elements in an image

of candidate regions in each input image. The search for candidate regions is done
through regression learning, considering the visual features and region shape of the
selected elements. In the second step, each region is classified by a CNN as an
architectural element or background. For the regions classified as key elements, the
architectural information is added to the monumental image. The process is shown
in Fig. 6.

3.2 The Citizen Science Methodology on MonuMAI

One of the novel points in the methodology is that the user actively participates in
the improvement of the dataset through their added knowledge. It is done applying
the Citizen Science methodology: citizens participate in the project and contribute
with their collaboration to achieve scientific purposes. In our setting, the user can
contribute in the improvement of the scientific results offered by MonuMAI. After
classifying and returning the image to the user, it is asked for their opinion regarding
the classification offered, to which they can respond with “I agree”, “I don’t know”
or “I don’t agree”. MonuMAI will value these opinions to add them to the dataset in
cases where it has confirmed the offered classification, or it will lower the probability
in cases of disagreement. Thedataset therefore improveswith its use, thus appreciably
increasing the precision in the responses of the MonuMAI system.

Citizen Science has shown itself as a powerful tool for doing science in recent
years. The European Union even has a Research Program based on it: Science With
And For Society.4 Moreover, in terms of scientific possibilities, not only for partici-
pation but also for the addition of knowledge distributed in society, the case of Deep
Learning and Citizen Science is a special pairing. Where scientists cannot reach,
Citizen Science can reach.

4 https://ec.europa.eu/programmes/horizon2020/en/h2020-section/science-and-society.

https://ec.europa.eu/programmes/horizon2020/en/h2020-section/science-and-society
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Until now, previous existingmodelswere basedonmachine learning and computer
vision techniques, which require a high degree of supervision and manual interven-
tion. These techniques produce models with little scalability, that is, the possibility
to add new elements for the detection or artistic styles. Furthermore, their operation
in real environments is usually difficult due to the presence of noise and spurious
elements in the image. However, they usually offer satisfactory results. Our approach
in which we use machine learning through deep learning techniques, supported by
a Citizen Science methodology. is a better way to increase and improve the dataset,
and thus recognition.

3.3 Learning and Mistakes

HowdoesMonuMAI learn? The implemented learningmodel based on deep learning
technologies is not the one employed in usual mathematical reasoning, where deduc-
tive or inductive processes are applied to achieve the final decision. Deep learning
works as a computational brain, and its learningmodel is similar to the one employed
by children: it reasons by analogy based on the accumulation of cases. It takes into
account the context and infers knowledge—in our case probabilistically— to be able
to decide among the different architectural styles after the inspection and detection
of key elements. From the dataset of annotated images, it learns the differential char-
acteristics of each architectural element. The algorithm then is able to search over
every new image and process all the characteristics it has learnt and thus to recognize
elements that have similar properties, even if it has never seen them. In this sense,
MonuMAI’s learning process is intelligent behavior.

At this point, we would like to point out that even intelligent behavior makes
mistakes: For example, MonuMAI did learn that in the context of horseshoe arches,
bricks are usually associated in their appearance, forming part of it, or in the dec-
oration of its flat lintel (whenever it exists). Thus, if it found a rounded arch from
the Mudejar style (post-fifteenth century style that takes some of the earlier Islamic
construction techniques, very frequent in Spain), then MonuMAI used this context
association and erroneously determined that the arch was a horseshoe arch and thus
concluded that the architectural style was Hispanic-Muslim, when in reality it cor-
responded to a Christian church.

3.4 A Critical Look at MonuMAI: How to Troll the System

To test the abilities of MonuMAI and to check the kind of errors that it can produce,
we propose a challenge to the students who use it (from an educational point of view):
Can MonuMAI be trolled? Can the user input images that clearly are not related to
architecturalmonuments andmake its inner algorithms to fail and recognize elements
and even determine a particular architectural design?



AI and Mathematics Interaction for a New Learning Paradigm … 121

Fig. 7 Some images that deceive the MonuMAI AI

The students were pretty fast responding to the challenge. They found some exam-
ple images in which MonuMAI only recognizes “shapes in their immediate context”
and not the overall appearance of the image. For example, in Fig. 7 (left) the image
depicts a duck. However, for MonuMAI it is not a duck but a horseshoe arch. The
head with a notch on the neck, and the surrounding darker brown color (similar to
horseshoe arches) makes MonuMAI infer a small probability (58%) for that archi-
tectonic feature. In Fig. 7 (right), a student tried to fool the system (and succeeded):
MonuMAI produced a high probability (87%) of the image depicting a horseshoe
arch.

These funny examples demonstrate that the creativity of amotivated student knows
no limits. Moreover, these examples offer a great opportunity to discuss with the stu-
dents how a particular AI (like the MonuMAI one) may be very good in a particular
task (recognize architectural styles) but it may miserably fail when faced with exam-
ples that are completely out of its scope: it is important to remark that the MonuMAI
AI has never faced an image of an animal or person and therefore it cannot recog-
nize and discriminate against them. On the other hand, the human brain has a much
more general intelligence that has previously faced much more images and concepts
and therefore is much more capable of differentiating against those malicious exam-
ples. However, not all humans are able to distinguish among different architectural
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styles. To summarize, MonuMAI is good at classifying architectural elements and
style over photographies of architectural façades, but it can say nothing correct about
photographs of other different subjects.

4 Toward the Construction of an Automatic Geometric
Model (AGM) of Architectural Façades

Architectural façades are a great example to understand how geometry has been
extensively used in different arts and monuments. The use of particular proportions,
symmetries, repeating patterns and so on can be discovered in a great variety of
building façades.

Moreover, AI techniques can be used to ease the analysis of those mathematical
properties and even to automatically detect the geometrical properties of the different
elements in a façade.Wehave already covered howanAI-basedmobile app can detect
different art styles. However, that kind of application could be expanded not only
to recognize that styles but also to automatically detect the different geometrical
constructs that have been used when designing and constructing a façade.

In the following, we describe an approach to develop such a tool that analyzes
and constructs geometrical models of architectural façades based in different AI
techniques and computer vision technologies. This approach assumes that all the
analysis must be done over a single photograph (probably taken with a mobile phone
or typical camera) and without any other particular knowledge about the target. This
assumption is a quite restrictive one as many advanced technologies as photogram-
metry (Taddia et al., 2020) (construction of a 3D model from several pictures of the
subject taken from different points of view), 3D scanning (Wojtkowska et al., 2021)
and so on could provide much more precise results. However, we do not take into
account these techniques and tools as they are not usually available for the general
public.

4.1 The Problem of Perspective in Photographies

One of the first problems in order to automatically analyze a façade that has been
photographed is the effects of the perspective (Soycan & Soycan, 2019). These
perspective effects produce that the proportions and angles presented in the façade
are not maintained in the photograph (which is a 2D representation of a 3D object).
Here, it is important to remark that the humanbrain has evolved to be able to overcome
those effects and can usually infer some geometrical properties in the photograph.
Let’s take as an example Fig. 8 where 2 buildings are depicted in a synthetic render.
It is obvious that from the perspective chosen some of the elements in the façades
are not represented at the same scale (the green circles in Fig. 9) and are deformed
(the green circles are depicted as ellipses) and some parallel lines (the red ones) are
not really parallel in the photograph. However, our brain can easily overcome those
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Fig. 8 Synthetic render of two buildings

difficulties and can instantly recognize that the ellipses represent circles of the same
size in the façade and that the red lines are parallel ones in the realworld.We think that
eliciting these issues regarding perspective effects in traditional perspective drawing
and photography is a very interesting topic as they can remain unnoticed by the public
due to the good job that our brain does interpreting drawings and photographs.

In fact, to partially avoid those perspective effects, it would be necessary to make
the photograph in a very particular scenario: we need to use specialized perspective
corrected lenses, shoot at an appropriate angle in which the sensor of the camera is
parallel to the façade plane and as close to the center of the façade both in the hor-
izontal and vertical axes (which is usually not possible as the photographer cannot
usually put the camera at the appropriate height). In Fig. 10, we depict the previ-
ous façade simulating those ideal conditions and we can see that the effects of the
perspective are minimized.

4.2 Correcting Perspective Issues in Façades

Fortunately, today we can use computers in order to apply transformations on pho-
tographs to rectify the perspective-related issues. Image rectification consists of a
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Fig. 9 Perspective distortions over elements in the façade: green circles are depicted as ellipses
with different sizes, and parallel lines (in red) are depicted as not parallel

transformation process in which the original image is projected onto a different
plane (in our case, a plane that makes the façade plane and the sensor of the camera
to be parallel). In order to do this rectification, a projective transformation must be
applied. If we know the camera angles with regard to the façade plane it is possible
to compute the precise projective transformation that should be applied Soycan and
Soycan (2019). These camera angles are usually called yaw (rotation around the
vertical axis), pitch (rotation around the side-to-side axis) and roll (rotation around
the front to back axis). For example, in Fig. 8 the angles of the camera were set as
yaw = 45◦, pitch = 15◦ and roll = 0◦.

In our approach, we assume that we do not know those angles. However, we must
note that many cameras nowadays (specially the ones integrated into mobile phones)
have built-in sensors to measure that angles. Having a reasonable approximation of
those rotations could be very helpful in the rectification process.

An approach to compute those angles (and even different parameters of the lens
and camera) is offered in some panoramic creation software such as Panorama
Tools (2007). One of the modules of this software (PTOptimizer) can take as
an input a photograph and a list of lines which are identified as vertical and hori-
zontal lines of the façade that we want to use as the rectification plane. From this
information, the program executes several optimization algorithms and as a result
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Fig. 10 Using a particular lens configuration and carefully choosing the angle and camera position,
the perspective effects are minimized

provides an estimation of the yaw, pitch and roll and also the camera lenses’ focal
length.

4.3 The Hough Transform to Identify Basic Geometries in an
Image

Therefore, in order to obtain the camera orientation we need to identify vertical and
horizontal lines in the façade that we want to rectify. To do so, we propose the use
of the Hough transform (Duda & Hart, 1972; Ballard, 1981). This transform allows
detecting analytically defined shapes. In our case, the shapes that we want to detect
are straight lines and thus, to do so, the image in which the transform is going to be
applied is usually filtered bymeans of aCanny filter (Canny, 1986)which emphasizes
all edges (abrupt changes in illumination) in the original image.

Once those edges have been emphasized, each pixel in the image “votes” in a
parameter space matrix. In the case of straight lines, the parameter space is a two-
dimensional one (the angle θ of the normal of the line and its algebraic distance ρ

from the origin. Once the voting has finished, the algorithm just searches for local
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Fig. 11 After the application of the Hough transform, we obtain the straight lines in the image

maximums in the voting matrix determining the parameters of the detected lines. In
Fig. 11, we show the detected straight lines after applying the Hough transform on
our synthetic render.

4.4 Straight Line Classification and Optimization of the
Camera Angles

As a final step before applying the optimization algorithm to detect the orientation
of the camera and to rectify the image, we need to sort the lines into different groups:
The vertical and horizontal lines in the façade that we want to rectify and lines
corresponding to other façades or elements in the image. To do so, we propose the
use of a simple clustering algorithm that takes into account the θ angle of the lines
(with respect to the bottom side of the image). We can also compute the vanishing
points of the clustered lines (which are supposed to be parallel in the real world if
they are horizontal and vertical lines in the façade in order to detect outliers that do
not belong to the clusters we need).

In Fig. 12, we can see the different clusters of lines that we can obtain: In green,
we have the horizontal lines in the façade of interest. In blue, we have marked the
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Fig. 12 After clustering the lines, they are classified into the horizontal (green) and vertical (blue)
lines in the façade that we want to rectify. Other lines correspond to the other façade (red) or even
to different features in the image as shadows or textures (purple)

vertical lines for the same façade. In red, we have the lines that correspond to a
different façade and finally in purple, we have some lines in the façade of interest
that correspond to other features in the image (shadows in this case).

At this point, we can run the optimization algorithm with the selected vertical and
horizontal lines in order to rectify the image. For the test image, the optimization
algorithm gives the values yaw = 44.9◦, pitch = 15◦ and roll = 0◦ which are very
close to the values that we used to generate the initial synthetic image. Finally, we
can apply the appropriate projective transformation to get the rectified image. In
Fig. 13, we show the result of applying the projective transformation. As it can be
appreciated, the façade plane is now parallel to the camera sensor, and therefore the
proportions of the elements are maintained and the vertical and horizontal lines in
the façade are now parallel.

We want to remark that this mechanism to rectify images can be used as a good
example of how optimization algorithms work and to show the kind of results that
can be achieved with them. Playing with the input straight lines and the possible
optimization parameters (not only yaw, pitch and roll but also focal length, lens
distortions and so on) is a very graphical example of the strengths of these algorithms.

A final example of the good results that can be achieved to rectify photographs of
façades in an automatic manner is shown in Fig. 14. There, we deal with a real photo-
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Fig. 13 Rectified image. Now the façade maintains the proportions among its elements and the
vertical and horizontal lines are parallel

graph of the façade of the Granada Cathedral. In the same photograph, the façades of
the adjoining buildings have been captured. Applying the described techniques, we
have been able to reconstruct not only the main cathedral façade but also the other
façades in the photograph.

4.5 Constructing an Automatic Geometrical Model for the
Façade

Once we have a rectified Image, we can apply different techniques in order to create
a geometrical model based on the characteristics of the façade. To do so, we can
extend the Hough transform to detect more geometrical features as, for example,
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Fig. 14 Real example of the rectification of a photograph of the façade of the Granada Cathedral.
a Original image, b rectified cathedral façade, c rectified left façade and d rectified right façade

circles, ellipses, squares and rectangles, which are typically used in architecture, and
determine their properties (positions, proportions and so on). Moreover, we can also
run some pattern recognition algorithms (similar to the ones implemented in Mon-
uMAI) to detect more complex features. As an example in Fig. 15, we have applied
an extended Hough transform to detect circles, squares and rectangles. We have suc-
cessfully detected (in green) the most important features in the façade (windows,
door, ledge and round insets). However, the Hough transform has also detected some
artifacts due to the effects of the shadows, perspective, textures or even the overall
structure of the façade. Please note that the position of each feature and its dimensions
and proportions would never be detected with total accuracy: for example, the two
square windows may not have been detected with exactly equal size and perfectly
aligned.

Once the detection is finished, we’ll have a collection of features with their rela-
tive positions in the façade and we can study the geometrical relations among them.
We can apply different techniques (from AI techniques as neural networks and deep
learning to a brute force algorithm) to identify those relations. We would start from
some basic relations as “similarity”: for example, we could detect that some win-
dows in the façade (rectangles) are similar elements (with approximate sizes and
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Fig. 15 Application of an extended Hough transform in order to detect circles, squares and rect-
angles. Green: real detected features in the façade. Red: artifacts detected by effects of perspective,
shadows or the overall façade structure

proportions). Later we will try to identify more complex relations as translations,
symmetries (along an axis or points) or even more complex geometrical patterns.

In Fig. 16, we show the results of the computation of some geometrical properties
for the façade by analyzing the features obtainedwith the extendedHough transform:
In blue, we have detected a vertical axis of symmetry. To do so for each possible
vertical axis in the image, we have computed the relative positions of each of the
detected features and we have mirrored and matched them (with a certain tolerance
for imprecision). We have selected the axis in which the matching of the mirrored
features was maximized. In orange and purple, we have depicted some alignment
horizontal lines that can be found in the images: the center of the windows and door
and the bottom of the circular insets. To obtain those lines, we have followed a similar
approach: we have tested all possible horizontal alignment lines in the image against
the centers and boundary of the detected features (with some allowed tolerance).

Finally, we want to emphasize that the aims of the proposed method to recreate
the geometrical model of façades are multiple:
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Fig. 16 Detection of some geometrical properties of the façade: a vertical axis of symmetry (blue)
and some horizontal alignment lines: center of windows and door (purple) and bottom of the round
insets (orange)

• The rectification process is a very good example of how the human brain is very
well suited to deal with problems that are difficult to solve by amachine (the effects
of the perspective). Therefore, students can better understand how pre-processing
the data we work with (in this case an image) is a fundamental step in order to
later implement more powerful AI techniques.

• An automated method that “discovers” the geometrical properties of a façade can
discharge some of the most tedious work for the person studying it. For example,
if the algorithm detects some symmetries among the elements in the façade, the
scholars can put all their effort into the interpretation of that geometrical charac-
teristic.

• If the method is applied to a sufficient number of façades, it may be possible to
determine which geometrical constructs are used in different architectural styles,
thus enriching the mathematical interpretations of each style. For example, pre-
sumably in the Renaissance style, we can detect a higher use of the golden ratio
than in other styles.
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5 Experiences in Education

Our team has built MonuMAI as a tool to be used in education and also in mathe-
matical dissemination. In fact, we have already started teaching it in official maths
courses in secondary education as well as in unique activities like science fairs and
other educational activities.

In this regard, MonuMAI is part of some Applied Mathematics courses in regular
secondary education (15 years). These courses have been carried out, designing a
competency scheme for joint use with the subject of Geography and History, with 4
phases:

1. Finding information from buildings in the city of particular historical and cul-
tural interest, highlighting the architectural style of the façade. This affected the
Consciousness and Cultural Expressions competence.

2. Comparing and verifying the information provided byMonuMAI about the build-
ings with the information previously collected: Science and Technology compe-
tence and Digital competence.

3. Identifying mathematical ratios on the façade of the visited buildings (MonuMAI
Lab): Mathematical competence and Digital competence.

4. Working in a group in an organized and effectiveway to complete the global task of
gathering and approving the information. Sense of Initiative andEntrepreneurship
competence and Learn to Learn competence.

The activity evaluations for the students were carried out through rubrics, result-
ing in very satisfactory evaluations in most cases. They were incorporated into the
personal evaluation of each student in these subjects.

With respect to the second use in unique educational activities, in addition to
lectures, we have done workshops and monumental street walks to show students the
possibilities of its application and emphasize the logic with which it reasons, through
its use in real cases. Also, we have presented it in various educational and scientific
conferences (Descubre Foundation, 2019).

In the lectures and workshops, a set of photographs of especially significant mon-
uments or whose determination leads to cases of interest have been used. Given
that almost all students in secondary education own a smartphone and the app is
free, this allows each student to do their own experimentation with the software.
Among the images provided, there are some with unequivocal identification and oth-
ers with insufficient identification, for which completion of it is necessary to obtain
other shots of the same building (Fig. 17). In these workshops, students have also
been encouraged to troll MonuMAI as has been previously mentioned. In the mon-
umental walks, these practices have been carried out live on monuments in different
cities, discussing and explaining the outings offered by MonuMAI. Thus, students
can see how the probability of determination changes according to light conditions,
perspective or distance.

We have also developed a children’s teaching kit (MonuMAI_Toy), through the
use of simple school games of construction wooden pieces. We have added to Mon-
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Fig. 17 Use of MonuMAI in education. Left: Example of manual proportions adjustment with
MonuMAI Lab. Right: A workshop with some printed images

Fig. 18 MonuMAI for children. Left: recognition of wooden building blocks. Right: Playing and
learning with MonuMAI_toy

uMAI the ability to recognize those pieces with their corresponding detected archi-
tectural elements (Fig. 18). Children can assemble their wooden building and then
apply MonuMAI themselves to detect the assembled elements. The result of the use
of this kit has always been a full commitment of the students and children developing
a natural curiosity on how MonuMAI carries out such a classification.

Moreover, MonuMAI has also been integrated as a tool within the Educational
Innovation Program “Living and Feeling the Heritage” of the Ministry of Education
of the Regional Government of Andalucía (Spain) with specified didactic objectives
and achieving a high compliance with them, according to the tutors of these projects.
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Regarding the application in the education of the AGM, this will be carried out
during the present year 2021. So, at the moment of writing this chapter, we still do
not have an assessment in this regard.

6 What’s Next for the Future?

We have shown some of MonuMAI’s strengths and weaknesses in interdisciplinary
workwithmathematics,AI and art history.MonuMAI is already in its second version,
but we hope soon to be able to present the third one with more functionalities and
tools, like the previously presented AGM. It is clear that the functionalities provided
by the latter will make the recognition of architectural elements and classification
of styles much more precise, by being able to rectify the images and make frontal
shots of the façades. In addition, the AGM will be possible to be used as a basis for
educational work in mathematics on monumental façades.

The algorithmic approach that MonuMAI will use will be twofold: On the one
hand, Computer Vision techniques, through the angular use of the Hough transform
and its variants, as explained in Sect. 4 and, on the other hand, with the use of Deep
Learning through CNN. Both approaches differ greatly, although in our system they
complement each other. The AGM will enhance the deep learning algorithm while
deep learning will offer us the direction of what kind of mathematical constructs
(proportions, geometric elements, etc.) to look for in the monument through the
AGM. But what will be the performance of both in purely mathematical tasks?

In some applications, the AGM could clearly be advantageous: for example, to
automatically detect proportions in rectangular spans. Since in the model we must
already have the segments of the lines that form it, detecting a rectangular proportion
only requires making a search in the transformed domain. Two perpendicular seg-
ments that join at a point with an added condition: the quotient between their lengths
must be the number that marks the proportion. This search, which involves measure-
ment and is carried out directly, seems more efficient and faster to do it through the
AGM, than by any other method.

However, other purposes can test both approaches. Like the one proposed in this
question: is it possible to automatically learn to detect a symmetry (axial or central)
in a façade? And a turn, a translation, or other isometries of the plane?

The most immediate answer is that with the AGM tool, it would be a relatively
easy task, at least from a conceptual point of view: Detecting an (axial) symmetry
from the AGMwould consist of an exhaustive search for possible axes parallel to the
vertical or horizontal segments (1 search variable). It also needs a soft verification
step for each of these possible axes, of a symmetrical coincidence of the model,
or part of it within a precision range. For a translation, the complexity will rise to
two variables, always performing the search in the transformed domain. But this
conceptual simplicity is tarnished, however, by the possible high computational cost
that such tasks would have.
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And how wouldMonuMAI’s deep learning approach this task?MonuMAI can be
extended to recognize new architectural elements. To do so, we have to expand the
dataset with a sufficiently large and representative set of images of the new element
to be recognized. As an example, more than 230 images of ogee arches were supplied
to be able to recognize this type of arch. However, all these arches share a common
geometry: a symmetrical arch that begins with a convex circumferential arc and
then passes to another concave arc at an inflection point, joining the two parts at a
cuspidal point. Therefore, it is reasonable to think thatMonuMAI can be trained with
an extended dataset from artificial geometric images to increase the performance of
visual recognition. This is a line in which we hope to reach conclusions in the near
future.

However, tackling more abstract concepts such as “symmetry” is a clearly much
difficult task since it cannot be easily captured in a homogeneous set of images. Each
example of symmetry can have a different geometric shape, sometimes so different
that it will have very little to do with the other examples, except for the abstract
fact of the symmetry itself. Will a deep learning-based AI be able to detect this kind
of abstraction? Although we have our own opinions, the answer is, however, still
unknown.

In this direction, other possibilities can be the use ofmore advanced systems based
on deep learning or computer vision. These developments may be incorporated in the
future into systems focused on teaching mathematics. For example, the creation of
applications that are able to detect mathematical objects that are expressed visually.
In this group, we can include graphs, lattices, tessellations or even curve charac-
teristics, such as continuity or differentiability. The future presents some exciting
possibilities for systems that work with mathematical concepts by means of AI. Sys-
tems that could detect properties, and what could be better, offer the possibility of a
discussion about the concepts involved. But this will only be useful, and even possi-
ble, if today’s mathematics education begins a transition from the old paradigms of
finalist calculation to the new ones of learning based on logic and the concepts that
Artificial Intelligence incorporates.
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AI-Supported Learning of Mathematics

Introduction to Section 2 by the Coordinator Jana Trgalová

Artificial intelligence (AI) has enteredmathematics education a few decades agowith
software such as dynamic geometry (DG) or computer algebra systems (CAS). Feed-
back provided by this technology is recognized as its essential feature that supports
learners’ meaning making when they interact with the software (Balacheff, 1993).
Recent technological developments result in new features added to these systems
allowing the automatic discovery and proving of geometric properties (Kovács et al.,
2018) or providing tutorial interventions supporting learners in solving mathemat-
ical problems (Richard et al., 2019). These developments open new possibilities for
the interactions between the learner and the AI-supported milieu (Brousseau, 1997)
conducting to new ways of knowledge construction.

Chapters in the Section 2 of the book focus on the complicit interactions, at the human
initiative, between learners and AI-supported milieus for mathematical activity. This
echoes a recent report on the place and impact of AI in our society (Villani, 2018)
that calls for thinking about the modes of complementarity between humans and
intelligent systems:

Que ce soit au niveau individuel ou collectif, cette complémentarité peut prendre
plusieurs formes et peut être aliénante comme libératrice. Au cœur du développement
de l’IA doit résider la nécessité de mettre en œuvre une complémentarité qui soit
capacitante, en ce qu’elle permet de désautomatiser les tâches humaines (p. 12)1.

The issue of human system complementarity that empowers learners or teachers, addressed
in the six chapters of this Section is tackled from four perspectives: (1) that of the design of
intelligent systems (upstream from their use by teachers or learners)—Grugeon-Allys et al.,
(2) that of the impact of AI-supported systems on mathematical activity and on the resulting
learning—Narboux & Durand-Guerrier, (3) that of the interactions between learners and
systems in solving mathematical activities—Blažek & Pech, Hašek, and Dana-Picard &
Kovács and (4) that of knowledge and competencies required for empowering humans in
their relationships with the systems—Betteridge et al.

1 Whether at the individual or collective level, this complementarity can take many forms and can
be alienating or liberating. At the heart of the development of AI must reside the need to implement
a complementarity that is empowering, in that it makes it possible to de-automate human tasks.
(Our translation)
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AI applied to education opens ways to the development of systems supporting
personalized/adaptive learning (Xie et al., 2019; Villani, 2018). In their chapter,
Grugeon-Allys, Chenevotot-Quentin and Pilet report about a research conducted
since two decades taking up this challenge. The authors provide a detailed account
of the elaboration of didactic models of elementary algebra and geometry knowl-
edge domains and learners enabling to design, develop and implement an automated
diagnostic tool. This tool aims at describing students’ profiles, building groups of
students according to these and identifying their learning needs. Collaboration with
researchers in computer science allowed for the design and implementation of adap-
tive learning paths—exercises and feedback—tailored to the students’ needs. These
personalized learning solutions, articulating knowledge and learner didactic models
and AI techniques, can significantly help teachers to deploy differentiated methods
of mathematics teaching.

Narboux and Durand-Guerrier address the issue of “reification of mathematical
knowledge” (Balacheff, 1993, p. 3) related to proof in Coq, an AI-supported proof
assistant. The authors conduct epistemological analyses of proofs of twowell-known
theorems—the sum of angles of a triangle being equal to two right angles and the
Varignon theorem—in different mathematical settings on the one hand, and with the
Coq assistant on the other hand. The formalization of the proofs in Coq highlights
several issues, such as a number of implicit steps in proofs in a non-digital setting
that need to be made explicit within Coq, or the impossibility in Coq to deduce facts
from a drawing reflecting a didactic contract (Brousseau, 1997) between a teacher
and the students. The authors discuss didactic implications of their analyses and open
perspectives to exploit them in prospective mathematics teacher education.

According to Wilf (2005), computers have significantly impacted mathematical
research, as he claims:

It beginswithwonderingwhat a particular situation looks like in detail; it continues
with some computer experiments to show the structure of that situation for a selection
of small values of the parameters of the problem; and then comes the human part:
the mathematician gazes at the computer output, attempting to see and to codify
some patterns. If this seems fruitful then the final step requires the mathematician to
prove that the pattern she thinks she sees is in fact the truth, rather than a shimmering
mirage above the desert sands.

Examples reported in chapters byBlažek & Pech,Hašek andDana-Picard & Kovács resonate
with this idea transposed to mathematics learning through problem-solving. Blažek & Pech
explore how a dynamic geometry environment (DGE) can support learners’ experiments,
which leads the authors to suggest a model theorizing ways a DGE can help finding “empir-
ical facts” leading progressively to problem solution. The operationality of the model is
illustrated on two examples taken from the upper secondary school mathematics. Likewise,
Hašek explores the interactions of learners (prospectivemathematics teachers)with computer
algebra and DG systems equipped with automated theorem proving features to solve two
historical geometry problems. Experiences described by the author tend to show the poten-
tial of the environment to foster creative approaches to solving traditional problems. In their
chapter, Dana-Picard & Kovács show how affordances offered by exploiting “networking
between technologies”, namely DG and CAS, can offer a new approach to studying tradi-
tional mathematical topics (isoptics of plane curves). Based on the reported human-driven
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experiments, the authors discuss the possibilities of automation of technology networking,
thus opening avenues to considering AI techniques.

Last but not least, the rapid development of AI raises the issue of education towards
the development of the skills to understand the ongoing transformations of our society
and to adapt to a constantly changing world, and therefore to accompany us in the
construction of an empowering complementarity with the machines. The school
mission becomes therefore giving everyone a general knowledge of AI and algo-
rithms (Villani, 2018). Following this line of thought, Betteridge et al. share their
experiences with teaching programming in mathematics courses, opening a discus-
sion of important issues related to AI, such as the changes of mathematics curricula
that seem unavoidable in theAI age or the ethics underlying the tools formathematics
education.
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Using Didactic Models to Design
Adaptive Pathways to Meet Students’
Learning Needs in an Online Learning
Environment

Brigitte Grugeon-Allys, Françoise Chenevotot-Quentin, and Julia Pilet

In many education systems, diagnostic assessment to plan paths for students is a
complex issue. We discuss the didactic conditions in order to design learning paths
tailored to the students’ learning needs in an intelligent technological environment
for a given mathematical domain.

What are the conditions for defining the didactic models of knowledge, student,
tasks, paths and the ontology which formalizes them? We will elaborate a method-
ology based on epistemological, institutional and cognitive approaches that underlie
the analysis of students’ learning needs in relation to the knowledge to be taught at
a given grade level.

We will illustrate this on the French online learning environments Pépite and
MindMath.

1 Introduction

This chapter concerns Sect. 2 “AI-supported learning of mathematics”. It focuses
on the design of learning environments for teaching and learning mathematics for
students inmiddle/lower secondary grades (12–16-year olds). The research presented
herein is basedon results obtained from thePépiteproject (Grugeon, 1997;Delozanne
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et al., 2010; Grugeon-Allys et al., 2012) and MindMath (Jolivet, Lesnes-Cuisiniez &
Grugeon-Allys, 2021), in two mathematics fields (algebra and geometry), which
resulted in two learning environmentswith the same names. Situated at the crossroads
of the didactics of mathematics and computer science, gradually integrating adaptive
learning and learning analytics, this research adopts an interdisciplinary approach
that enables it to fully integrate the field of Interactive Learning Environments (ILE).

In France, Pépite learning environment concerns the assessment and regulation
of learning in algebra for students in middle/lower secondary grades (12–16-year
olds), in the classroom. Usually, assessment results are generated from standardized
and psychometric models and many online exercises do not interpret the proce-
dures and reasoning used by students to solve exercises. Such an approach has
shown some strengths and limitations for making instructional decisions (Kettelin-
Geller & Yovanoff, 2009). One may rightfully ask oneself how a didactic approach
would allow to identify the features of appropriate digital diagnostic assessment
of, for and as learning. Since the 1990s, this research based on a close collabora-
tion between researchers in didactics of mathematics (LDAR)1 and researchers in
computer science for ILE (LIP6 MOCAH team),2 has developed multidisciplinary
projects (Delozanne et al., 2010; Grugeon-Allys et al., 2012) concerning the design,
development and implementation of a digital diagnostic assessment tool Pépite. It
aims to describe students’ profiles to automatically build groups of students according
to their profiles and to identify the learning needs of the students in elementary
algebra. Pépite can be used by teachers to plan differentiated instruction for defined
groups of students. Pépite was disseminated on platforms3 that are largely used by
teachers and students. Exercises offered in differentiated instruction have not been
digitalized in the online platform but stored as pdf files in a database.

In France, the MindMath project was initiated to overcome the limitations
of the Pépite environment. MindMath learning environment provides students in
middle/lower secondary grades (12–16 years old) with adaptive paths in algebra
and geometry, both in and out of the classroom. MindMath results of the collab-
oration between teams of researchers in computer science (LIP6 MOCAH team)
and in didactics of mathematics (LDAR) as well as companies (Tralalère, Cabrilog,
Domoscio, Breakfirst). First, the diagnostic assessment of student knowledge aims
to describe and update the student profile in order to identify their learning needs and
exercises to work on. Then, to do this, the learning environment must offer learners
a list of exercises from the curriculum and relevant feedback to the learners’ math-
ematical activities. Unlike Pépite, exercises allocation and feedback decisions are
automatically calculated, and adaptive learning paths are fully automated through
adaptive learning and learning analytics.

1 LDAR: André Revuz Didactics Laboratory, Universities of Cergy-Paris, Lille, Paris, Paris-Est-
Créteil, Rouen. https://www.ldar.website/.
2 LIP6: Computer Science Laboratory, Paris-Sorbonne University. https://www.lip6.fr/recherche/
team.php?acronyme=MOCAH.
3 Pépite tools are available on LaboMep platform (developed by Sésamath, a Frenchmaths’ teachers
association https://labomep.sesamath.net/) until 2012 and then on WIMS environment (an online
learning environment spanning learning from primary school to university not only inmathematics).

https://www.ldar.website/
https://www.lip6.fr/recherche/team.php%3Facronyme%3DMOCAH
https://labomep.sesamath.net/
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This chapter focuses on the potential of contributions from the didactics of math-
ematics, combined with the theories and expertise developed in AI, to model exer-
cise paths within digital systems for students learning. This chapter does not deal
with the development of online learning environments, their uses, or the analysis of
experiments.More specifically, the articulation between the didactics ofmathematics
and AI can perform tasks that normally require human intelligence, including the
automation of certain tasks, and activities associated with human reasoning such as
decision-making, learning, and problem-solving.

With regard to Balacheff’s work (1994), this chapter addresses the following
questions. How to support the didactic and computational transpositions necessary
for the representation of human knowledge in an online learning environment? This
research is anchored in a didactic rather than computer-based approach to address
issues relating to the didactic modelling of a field of knowledge and of the learner.
With regard to the didactic modelling of a field of knowledge, how can we best
model knowledge in order to establish links with a computable symbolic model?
The challenge is to ensure the conditions for the epistemological validity of these
interactive learning environments, particularly from the perspective of the field of
tasks accessible to learners, the characteristics of how interactions are managed, and
the coherence and consistency of the system in terms of knowledge representation
in the interface. Indeed, these elements have an important impact on the conceptu-
alization of mathematical objects and on the mathematical activity developed by the
students. Concerning modelling of the learner, Balacheff (1994, p. 24) distinguishes
two levels. On the one hand, behavioral modelling aims to organize and build up a
corpus of observables enabling us to “account for the student’s behaviors” (ibidem,
p. 24).On the other hand, the epistemicmodelling consists of “attributing meaning to
these behaviors” (ibidem, p. 24) based on didactic analyses. According to Balacheff,
these two levels are necessarily articulated in the interactive learning environment,
but only the level of epistemicmodelling allows a diagnostic function (ibidem, p. 26).
This is why we are mainly interested in the epistemic modelling of the learner and
in its potential to carry out a diagnosis followed by appropriate pathways as we do
in the Pépite and MindMath learning environments.

This chapter explores the following questions:

• What are didactic conditions on the representation of knowledge that allow the
design of exercises paths accessible to learners, epistemologically valid, and
computable in an online learning environment integrating AI?

• What are didactic conditions that allow to describe the student’s profile and to auto-
mate the selection of tasks (for diagnosis and for pathways) so that they are epis-
temologically valid to accompany the student in an online learning environment
integrating AI?

This chapter is organized as follows. Using an example, we specify the issue and
multidisciplinary theoretical approaches. Then we describe didactic models carried
out, first for Pépite and then for Mindmath online learning environments.
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First question:
Show how to cal-
culate the area of 
the blue rectan-
gle. 

Result: numerical 
or algebraic ex-
pression

 

Fig. 1 The task “Calculate the area of the rectangle”

2 Theoretical Elements, Foundations of Didactic Modelling

2.1 An Example to Address the Roles of the Knowledge
Model and of the Learner Model

Let us consider the tasks4 of the algebraic domain and, in particular, the following
task5: “Calculate the area of the rectangle” presented in Fig. 1.

Our challenge is to motivate the role of the didactic analysis to characterize a
task and to allow the automatic calculation of the next task to propose to a student
according to his answer. What mathematical knowledge is involved? At what grade
level is it offered in the school curriculum? What is/are the solutions(s) expected at
this school level? How to interpret the student’s mathematical activity on the task?
Which tasks should be proposed next?

To answer these questions, we must combine several approaches:

• Epistemological approach: to identify the type of task and position it among those
of the algebraic domain;

• Institutional approach: to situate the solutions in relation to those expected
according to the curriculum of the educational institution where the student is
learning;

4 We now use the term task, with reference to the Anthropological Theory of Didactics (ATD) to
refer to a question in an exercise.
5 Task from Pépite environment.
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• Cognitive approach: to identify the knowledge and errors of the student solving
the task and characterize his/her learning needs thanks to prior positioning of the
tasks according to their complexity and the difficulties encountered by the student.

From an epistemological perspective, this task is a modelling task that involves
the notion of the area of a rectangle and the translation between two registers of
representation, on the one hand that of figures and on the other hand that of algebraic
writings with the use of brackets. Other types of tasks are constitutive of the alge-
braic domain, for example, proving the equivalence of two expressions, expanding
or factoring an algebraic expression. From an institutional perspective, this task is
consistent with the 9th-grade6 curriculum on algebraic expressions in France. The
expected responses are as follows: (x + 2) × (x + 3) or x2 + 2x + 3x + 6. The
second response can be obtained by considering the property of area additivity on
separate domains or the property of (double and simple) distributivity to perform the
product. From a cognitive perspective, other tasks of the same type can provemore or
less complex, depending on the adaptations left to the student (Robert, 1998, 2010).
Another task, “Calculate the area of the rectangle” where the rectangle is a combined
square with side x and rectangle of respective sides x and 3, is less complex than the
previous one because it leads to the product of a monomial by a sum x (x + 3).

Let us consider the following solutions provided by two 9th-grade students: 5x2

for student A, x + 2 × x + 3 for student B. We make several hypotheses. Student
B’s response indicates a relevant modelling process in relation to the model of the
rectangle area, but a difficulty relating to the translation between registers of repre-
sentation. While student A’s response indicates a difficulty in the modelling process
or calculation relating to the variable status, and an aborted negotiation of the episte-
mological gap between arithmetic and algebra (Kieran, 2007). Students A andB have
not built the same relationship to algebra during their schooling, nor did they achieve
the same conceptual development in relation to algebraic expressions: an arithmetic
relationship to algebra for student A, a relationship to algebra in the process of being
built with regard to the rules of translation for student B. This highlights the need to
use a learner model at the epistemic level to consider the student’s actual activity.

It is the a priori analysis of the task that allows us to characterize it with respect
to the model of knowledge (algebraic domain), to interpret the students’ responses,
to code them with respect to the learner model and to make hypotheses on the tasks
to be proposed afterwards. The aim of this research is, therefore, to computerize this
analysis on which the epistemological validity of online learning environments is
based.

We now specify the theoretical framework for a didactic modelling of knowl-
edge and of a learner that ensures the conditions for an epistemological validity of
online learning environments integrating AI. We show the links with the generation
of mathematical domain tasks accessible to learners and pathways adapted to the
learning needs of students.

6 3ème in France.
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2.2 Praxeological Model of Knowledge

We rely on the Anthropological Theory of Didactics—ATD (Chevallard, 1992)7

to model a domain of knowledge (Grugeon, 1997). Mathematical knowledge is
a product of human activity developed in a given institution (Chevallard, 1999).
Modelling knowledge of a mathematical domain, for a given institution, consists in
describing it by means of praxeologies that structure this domain (Chevallard, 1999)
in order to relate them to those of the school curriculum. A praxeology is structured
as a quadruplet: on the one hand, the type of tasks and the technique(s) used to
solve the tasks of a given type, and on the other hand, the technology developed
to justify the techniques (properties, rules, logical arguments) and the theory that
justifies the technology. To avoid confusion between technology in the praxeological
sense and in the computer technology sense, we use the term justification from now
on as Taranto et al. (2020). Praxeologies are not isolated but structured in relation to
each other: punctual praxeologies (PMO) aggregate into local praxeologies (LMO)
around a justification, then in regional praxeologies (RMO) around a theory, and
finally global praxeologies (GMO) around several theories for a field of study.

We use a Praxeological Reference Model (PRM)8 related to a mathematical
domain (Bosch &Gascon, 2005) as an analysis tool to characterize praxeologies. We
distinguish praxeologies to be taught developed in the school institutions curriculum,
those taught by teachers but also praxeologies learned by the students and try to put
them in relation to each other to characterize the praxeologies to be worked on by
the students during the course in the online learning environment. A PRM aims to
characterize the epistemological aspects of the pieces of knowledge of this field and
to describe the appropriate praxeologies associated with the targeted knowledge.

2.3 Praxeological Model of Algebraic Knowledge

Modelling the domain of elementary algebra (Grugeon, 1997) in Pépite and Mind-
Math is based on a summary of research on didactics of algebra (Chevallard, 1985,
1989; Kieran, 2007) and falls within the scope of the secondary school curriculum.
The Praxeological Reference Model of the algebraic domain is structured on the
basis of two regional praxeologies (RMO), one relating to algebraic expressions
(Pilet, 2015) and the other relating to equations (Sirejacob et al., 2018). Each RMO
is structured into four local praxeologies (LMO): modelling, representation, proof
and calculation (Gantois & Schneider, 2012) as presented in Fig. 2.

7 Before 1997, Chevallard introduces the notion of relationship to knowledge and distinguishes
between institutional and personal relationships to knowledge.
8 Bosch and her team (Ruiz-Munzon et al., 2020) also use the term “epistemological model of
reference”, emphasizing its description in terms of praxeologies.
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Fig. 2 Modelling algebraic domain knowledge using a Praxeological Reference Model

2.4 Didactic Modelling of Tasks

In order to make this model of knowledge operational in an online learning envi-
ronment to automatically generate tasks, we define a didactic task model by the
following elements, as brought in the previous example and illustrated for Pépite and
MindMath:

• Generate (a) task(s) (from a category of a given type of task or from a pathway);
• Identify the knowledge involved for each task, from the regional to the specific

level, to characterize the a priori role(s) of the task in learning and thus to position
the tasks in relation to each other;

• Determine the educational level of a task;
• Characterize the complexity of a task;
• Indicate techniques allowing to solve it and the associated justifications (potential

error if erroneous justifications).

The operationalization through the selected task variables is different according to
Pépite (Chenevotot-Quentin et al., 2016) andMindMath environments. InMindMath,
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we have refined these variables by integrating them into the T4TEL framework
developed by Chaachoua (2018).

2.5 Didactic Modelling of the Learner

During the education received, the student pursues the process of conceptualization of
notions (Vergnaud, 1990), which he or she encounters from one institution to another
where the praxeologies taught may vary (Wozniak, 2012). If the epistemological
breaks are not sufficiently negotiated or the work of justification is not sufficiently
developed, the student may continue to use reasoning, which may be appropriate
at one point in his schooling, but which may no longer be appropriate in a new
institution or may lead to erroneous conceptions and procedures. This can contribute
to the construction of an unsuitable or even erroneous personal relationship with the
knowledge at stake, as illustrated by the modelling techniques of students A and B.

The didactic model of the learner is conceived as an intelligible model of the
student’s personal relationship to knowledge in a given institution, relating to the
mathematical domain worked on (Grugeon, 1997). Its aim is to describe the main
features of the student’s actual (sometimes erroneous) mathematical activity during
the resolution of tasks in the domain. For each task, considering a description of the
student’s activity in terms of a technique at the microscopic level makes it difficult
to achieve a meaningful and operative synthesis of the student’s actual activities
on the praxeologies of the domain of knowledge worked on. The learner’s model
is, therefore, based on a macroscopic level of description of the student’s activity,
considering the most frequently used justifications for the praxeologies worked on.
We distinguish three a priori modes of justification: an expected mode of justifi-
cation (noted M1), an old mode of justification (M3), and a mode of justification
under construction but containing erroneous rules or properties (M2). Error classes
are associated with the erroneous rules or properties. This epistemic model of the
learner makes it possible to calculate and automatically update the student’s profile,
to identify his or her learning needs and then to automatically propose tasks to be
worked on in pathways.

In the case of the algebraic domain, the student profile includes the modes of justi-
fication according to the local praxeologies of modelling, representation, proof and
calculation and, in addition, the successes in the exercises. For the modelling praxe-
ology, M1 corresponds to algebraic modelling, M2 to erroneous symbolic modelling
linked to a lack of knowledge of the magnitudes involved or to erroneous translation,
and M3 to arithmetic modelling. Student A using arithmetical approaches falls into
M3 and student B into M2.
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2.6 In Conclusion: An Ontology to Establish the Links
Between the Knowledge Model and the Learner Model

The cross-referencing of epistemological, institutional and cognitive approaches, at
different scale levels, allows to define:

• a praxeological model of knowledge to model a domain of knowledge and tasks,
at different school levels;

• a model of the learner to describe and update the student’s profile.

The question of linking them is crucial to enable a digital system to update the
student’s profile and tomake decisions on the automatic generation of new tasks to be
proposed. This link is achieved by an ontology “(which) defines a set of elementary
representations with which to model a domain of knowledge or discourse. Elementary
representations are typically classes, attributes (or properties) and relations (or links
between instances of classes)” (Gruber, 2009).

As we successively illustrate for Pépite and MindMath online learning environ-
ments, by showing the potentialities and limits of the ontology, the one built for
Pépite is only partial compared to the one defined in MindMath. These ontologies
make it possible to automate the decision-making and the calculation of pathways
composed of epistemologically valid tasks, meeting the conditions of a computa-
tional transposition, to accompany students in the evolution of their learning in an
ILE.

3 Pépite Online Learning Environment Around Assessment
and Regulation of Algebra in the Classroom

Pépite online learning environment consists in assessing and regulating learning of
algebra in secondary school for work in the classroom (12–16 years old students).
We present the diagnostic test that allows the elaboration of the student’s profile and
then the didactic models developed to support their computer representation and the
design of pathways.

3.1 Knowledge Model and Diagnostic Tasks

The design of the diagnostic tasks and the analysis of the students’ responses to the
test are based on the knowledge model of elementary algebra presented above. We
rely on the 9th-grade level test for 14-year-old students to explain the structure of
Pépite test and to describe the responses analysis.
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Table 1 Values of the variables for the third task “Calculating the area of the rectangle”

Variables 8th 9th 10th

Structure of the
expression

First degree Second degree Second degree

Magnitudes involved Perimeter Area Area

Number of variables 1 1 2

Example of expression 4x + 7 (x + 2)(x + 3) (a + 3)(a + b)

Registers Figures to algebraic
expressions

Figures to algebraic
expressions

Figures to algebraic
expressions

Transformation of the
algebraic expression

Reduce Develop and reduce Develop and reduce

Coefficients {2; 3; 4; 5; 6; 7; 8; 9} {2; 3; 4; 5; 6; 7; 8; 9} {2; 3; 4; 5; 6; 7; 8; 9}

Name of the variables x, y x, y {a, b, c, u, m, n, x, y,
u, v}

The diagnostic test is composed of ten diagnostic tasks (27 individual items9)
covering the four praxeologies of the PRM of the algebraic domain (Fig. 2):
Modelling (formulas, putting into the equation) (5 items), Representation (relation-
ships between registers of representation) (16 items), Proof (generalization by alge-
braic expressions and proof) (8 items),Calculation (expanding algebraic expressions,
solving equations) (4 items) (Grugeon-Allys et al., 2018). The tasksmay bemultiple-
choice items or open-ended items as illustrated in (Ibidem, Figs. 1a–c and 2, p. 249).
We defined three versions of Pépite diagnostic test according to the school level of
8th-, 9th- and 10th-grades students. These versions are automatically generated and
composed of similar tasks (same type of tasks and same proportion of tasks of a given
type covering the domain) but instantiated by different values of the variables charac-
terizing the tasks, according to the school level considered: type of tasks, structure of
the algebraic objects and properties involved, expected justification, representation
registers, complexity of the task.We illustrate this in Table 1 on the task “Calculating
the area of the rectangle” already presented (Fig. 1) which is the third task of the test
for 9th-grade students

For example, the equivalent of the third task for the 8th grade10 is to produce the
expression 4x + 7 for the perimeter of the polygon (Fig. 3).

3.2 Analysis of Test Responses

An initial analysis of the answers is carried out for each task on the basis of an
a priori didactic analysis. For each of the students’ possible answers, the analysis

9 The total of the four categories of items is 33; whereas, the total of individual items is 27 because
some items appear in several categories.
10 4ème in France.
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Fig. 3 Figure accompanying
the task “Calculate the
perimeter of the polygon” in
the 8th-grade test

characterizes not only their validity (correct or not) but also the techniques and justi-
fications to which they belong, associates them with classes of errors and situates the
justification they involve in relation to the institutional expectations. Thus, student’s
consistency in algebraic activity is not analysed only in terms of validity (V) but
in four other dimensions: the use of letters as variables (L), the translations from a
semiotic register to another (T), the algebraic rationality (J) and the algebraic writing
produced during symbolic transformations (EA), described in Table 2.

So, the diagnostic system provides a set of codes that characterize the response
according to anticipated responses. As shown in Table 2, students’ responses are
coded with assessment criteria depending on knowledge and justification involved in
the techniques. Contrary to usual assessment practices, we do not attribute different
assessment criteria for each technique for each task. This would lead to a multiplicity
of criteria on various tasks and would be unusable for a cross-analysis on all the tasks
of the test.

We illustrate the task analysis with the task “Calculating the area of the rectangle”
(Fig. 1). The different responses presented in the example are thus coded11 V1 L1
EA1 T1 for (x + 2) × (x + 3) or x2 + 2x + 3x + 6, V3 L4 EA4 T4 for 5x2 and V3
L3 EA3 T3 for x + 2 × x + 3.

3.3 Student’s Profile

The student’s cognitive profile is supported by the learner model defined below and
characterizes each student’s mode of justification according to the local praxeolo-
gies of calculation, proof, modelling and representation. Due to the small number
of tasks on the use of the algebraic tool for modelling and proof for the lowest
grade levels, the proof and modelling praxeologies have been grouped together. We,
therefore, distinguish three main praxeologies: Algebraic Calculation (CA) relied on
calculation praxeology, Use of Algebra (UA) relied on proof and modelling prax-
eologies and Algebraic Translation (TA) relied on representation praxeology. The

11 The algebraic rationality (J) is not involved for this task because no proof is expected.
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Table 2 Assessment criteria according to five dimensions

Assessment dimensions Assessment criteria

Validity of the response
(V)

V0: No answer
V1: Valid and optimal answer
V2: Valid but not optimal answer
V3: Invalid answer
Vx: Unidentified answer

Use of letters as variables during Modelling or
Proof (L)

L1: Correct and optimal use of letters
L2: Correct but not optimal use of letters
L3: Letters are used with incorrect rules
L4: Letters are used as labels or abbreviations
L5: No use of letters
Lx: No interpretation

Translation from a semiotic register to
another during Representation (T)

T1: Correct and optimal translation
T2: Correct but not optimal translation
T3: Incorrect translation taking into account the
relationships
T4: Incorrect translation without taking into
account the relationships
Tx: No interpretation

Algebraic rationality during Proof (J) J1: Correct algebraic reasoning
J2: Arithmetic reasoning
J3: Algebraic reasoning but using incorrect rules
Jx: No interpretation

Algebraic writing produced during symbolic
transformations during Calculation (EA)

EA1: Reasoned and controlled algebraic
calculation
EA2: Correct algebraic calculation but without
arguments
EA3: Incorrect calculation based on syntactic
rules (without taking into account the
equivalence of expressions)
EA4: Incorrect calculation based on arithmetic
rules
EAx: No interpretation

student’s profile is described by a triplet (CAi, UAj, TAk) with i, j and k ∈ {1,2,3}
that locates the learned praxeologies relative to algebraic knowledge (Table 3). To
compute it, the diagnostic system goes through all the tasks of the test and collects
similar codes on different tasks. The algorithm for calculating the modes for UA
is given in Appendix. The diagnostic also indicates the success rates and personal
features (relative strengths and limitations, false rules and correct rules).

Figure 4 shows the individual global diagnosis for a 9th-grade student with CA3-
UA3-TA3 on LaboMep platform12 (wording intended for teachers). This student
gives not much sense to algebraic activity and doesn’t use it as a tool for solving
problems. His personal features enlighten his strengths and weaknesses.

12 The LaboMep interface is no longer operational due to the evolution of the implemented
technologies.
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Table 3 Justification modes according to calculation, proof-modelling and representation praxe-
ologies

Justification modes Level Description

Algebraic Calculation
CA(calculation praxeology)

CA1 Reasoned and controlled calculation taking
into account the equivalence of expressions

CA2 Calculation based on syntactic rules without
taking into account the equivalence of
expressions

CA3 Calculation with arithmetic strategies and
without operating priorities

Use of Algebra
UA
(proof and modelling praxeologies)

UA1a Algebraic tool mastered

UA1b Algebraic tool adapted in some types of
problems

UA2 Algebraic tool used but without sense for
letters

UA3 Low because arithmetic reasoning

Algebraic Translation
TA
(representation praxeology)

TA1 Controlled translation

TA2 Translation without support on the
reformulation

TA3 Translation as to schematise

Fig. 4 An overview of the individual global diagnosis for a 9th-grade student
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3.4 Groups and Exercises Path

After the diagnostic test is passed in the classroom, the system automatically sets
three groups of students who have close cognitive profiles, i.e. similar modes of
justification. Figure 5 shows three groups built on LaboMep platform in a 9th-grade
class: (1) Group A (0 out of 23) students making sense of algebra and developing
an intelligent and controlled use of algebraic calculation, (2) Group B (7 out of 23)
studentsmaking sense of algebraic calculation andbeginning to develop an intelligent
and controlled practice of algebraic calculation, (3) Group C (16 out of 23) students
practicing algebraic calculation with little control, often blindly, using false rules
more or less frequently.

Each group of students is given a pathway consisting of a set of tasks corre-
sponding to the praxeologies to be worked on, according to the learning objectives
targeted by the teacher (Grugeon-Allys et al., 2012; Pilet et al., 2013; Pilet, 2015).
These tasks aim to ask old or erroneous techniques or justifications identified by the
diagnosis or to continue the construction of the praxeologies involved. The tasks are
not automatically generated by the system, which only gives the link to resources in
a mathematical database. The tasks are indexed by the modes of justification (UA,
TA, CA) and the variables defined in the didactic model of the tasks. The pathways
can be proposed by teachers to these groups of students at different moments of the
study, in particular when introducing new knowledge or resuming their study (Pilet,
2015).

Fig. 5 An overview of a 9th grade class
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Fig. 6 Pépite online learning environment

3.5 Computer Model and Partial Ontology

After the students passed Pépite assessment, the environment (Fig. 6) automatically
calculates an individual student’s profile, as well as profiles for groups of students.
Thanks to an ontology taking into account the algebraic praxeologies according to the
school level, we have indexed assessment diagnostic tasks with variables presented
above and sets of tasks. Then, the teacher can choose a teaching objective and the
system automatically selects differentiated instruction sessions for identified groups
of students of the class.

3.6 Limits

The calculation of justification modes and student groups is handled by a didactic
algorithm that does not allow them to be updated as the student solves new tasks
because it does not articulate didactic models and AI techniques. However, making
a course dynamic for the students presents challenges: adapting the tasks to the
student’s responses during the course,managing the individual support of the students
through appropriate feedback. This is the challenge of the following project entitled
MindMath.
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4 The MindMath Online Learning Environment Around
Adaptive Paths in Algebra and Geometry

The general aim of the MindMath project is to produce an online learning environ-
ment to support the independent work of secondary school students (12–16-year
olds) in their learning of algebra and geometry by offering them adaptive courses
(Lesnes-Cuisiniez & Grugeon-Allys, 2019; Jolivet, Lesnes-Cuisiniez, & Grugeon-
Allys, 2021). As discussed above, the knowledge model for the algebraic domain
is based on the PRM for elementary algebra. The knowledge model for the field of
figures of plane geometry is developed by Lesnes-Cuisiniez in his Ph.D. We focus
on the domain of algebra and show the exploitation of the knowledge and learner
models in the design of the MindMath learning environment.

4.1 Relations Between Praxeologies in the Didactic Model
of Knowledge

In the PRM, the praxeologies are linked to each other, which characterizes the links
between the knowledge. For the algebraic domain, the GMO contains the RMOs of
algebraic expressions and equations the latter integrating the LMOs of modelling,
representation, proof and calculation. The modelling LMO mobilizes the repre-
sentation LMO while the proof LMO mobilizes the other three (Fig. 7). These
relationships are considered in the MindMath ontology.

Fig. 7 Examples of relationships between praxeologies at different levels of inclusion
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4.2 Didactic Model of Task Families

We present the operationalization in MindMath of the didactic task model, defined
in the theoretical part. To model punctual praxeologies, Chaachoua (2018) devel-
oped the T4TEL framework and introduced task-type generators. We adapt the use
of task-type generators by distinguishing between task-type variables (Chaachoua
et al., 2019) and task variables (Grugeon-Allys et al., 2018; Lesnes-Cuisiniez &
Grugeon-Allys, 2019). Choosing the values of the task-type variables allows defining
different generators of task types, considering the different properties at stake in the
LMO according to the structure of the mathematical objects. The task variables and
their values have a double function: on the one hand, to characterize the scope of
certain techniques, and on the other hand, to characterize the complexity of tasks.
We, therefore, define task-type generators by instantiating task-type values and, for a
given task type, task families by instantiating task variables. A task family generator
is thus defined by an action verb, a fixed complement, a set of task-type variables
and a set of task variables with their associated values. The tasks of a task family
are considered to be similar except for the randomness of generation. This opera-
tionalization of the task model makes it possible, on the one hand, to produce task
families by type of task, tomotivate the need tomove fromone justification to another
by playing on the scope of the techniques, and, on the other hand, to produce task
families whose resolution makes it possible to further develop the techniques and
justifications by playing on the complexity of the tasks.

For instance, the punctual praxeology “Solve first degree equation” is about the
GMO of elementary algebra, related to the RMO of equations and in the LMO
calculation. One of the task-type generators in the LMO is defined by the action verb
“Solve”, the fixed complement “first degree equation” and the following variables:

• Two task-type variables: (VT1) structure of the equation and (VT2) number of
solutions of the equation,

• Three task variables: (Vt_P1) nature of solutions, (Vt_C1) nature of coefficients
and (Vt_C2) complexity of rewriting.

The different values of VT1 specify the first-degree equation structures worked
on in secondary school and distinguish between: equations of the form ax + b = c (a
�= 0) or of the form ax+ b= cx+ d (a-c �= 0) or that P(x)=Q(x) (with P(x) and Q(x)
expressions of the first degree) reducing to ax + b = cx + d, equations of the form
P(x)=Q(x) (with P(x) andQ(x) expressions of the second degree and degree (P-Q)=
1). The variable Vt_P1 characterizes the families of tasks solved exclusively by non-
arithmetic techniques, which is away tomake arithmetic techniques inoperative. Two
values are associated to Vt_P1 according to the set of numbers to which the solution
of ax + b = cx + d belongs to D (decimal numbers) or Q \D (non-decimal rational
numbers). The two variables Vt_C1 and Vt_C2 allow to characterize the complexity
of the equation to be solved. Vt_C1 concerns the nature of the coefficients (integer,
relative or rational). Vt_C2 concerns the complexity of the rewriting according to
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Fig. 8 Task families

whether it calls upon the punctual praxeologies develop and reduce an algebraic
expression.

We first define generators of task types to structure the set of first-degree equations
(see values of VT1 and VT2), relevant to secondary school. From the task-type
generators, we define the associated task families. The coordination of the values of
the variables VT and Vt allows us to produce families of tasks, on the one hand to
motivate and work on the passage from one technique to another by varying their
scope and the properties involved, on the other hand to make the techniques evolve
by playing on the complexity of the tasks.

The assignment of task-type and task-variable values thus allows for the struc-
turing of task families (Fig. 8) and the description of task paths tailored to students’
learning needs.

For first-degree equations without manipulation and of the form ax + b = cx +
d (a - c �= 0) (VT1), having a single solution (VT2), coefficients of the same kind in
Z (VT_C1), and no rewriting (Vt_C2), we define the task families Ft1, Ft2, and Ft3
according to the nature of the solution (Vt_P1): Ft1 with a solution inZ, Ft2 with a
solution in D and Ft3 with a solution in Q \ D. The target task family, a common
objective of the curriculum concerning all students, is here the Ft3 family.

4.3 Learner Model and Student’s Profile

The student’s profile is described using the learner model defined in the theoretical
part. It situates the learned praxeologies in relation to those aimed at in the institution,
based on the modes of justification M1, M2, M3 built on each of the local praxeolo-
gies. In the case of elementary algebra, the modes of justification are specified for
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each of the constituent praxeologies of school algebra: calculation (CA), modelling
(MA), representation (TA), proof (JA) (Grugeon-Allys, 2016). The student’s profile
is thus described by a quadruplet (CAi, MAj, TAk, JAl) with i, j, k and l ∈ {1,2,3}
that locates the learned praxeologies relative to amathematical knowledge, in a given
institution, to which is associated an index of success on all the tasks. The selection
of task families to be offered to students in the paths according to their learning needs
is based on the modes of justification.

4.4 Didactic Path Model

The didacticmodel of task families characterizes the set of possible families produced
by a generator. To select a path for a student, we take into account the student’s mode
of justification, relative to the praxeologyworked on, to bring him/her towork as close
as possible to his/her learning needs. From the student’s mode of justification, we
determine tasks families to work on before the target task family to make the student
aware of the insufficiency of techniques based on old or non-adapted justifications
and tomake them evolve towards the targeted techniques (here algebraic techniques).
For example, for equations of the first degree, for students in CA3 mode (see Table
3), the task families related to equations ax + b = c and the families Ft1 and Ft2
will be worked on before the target family Ft3. It is also the mode of justification
that makes it possible to distribute the tasks around the target family according
to their complexities, and to propose tasks families related to the mobilization of
praxeologies outside the regional praxeology. To solve equations with manipulation,
it is necessary to bring develop or reduce types of tasks constitutive of the regional
praxeology of algebraic expressions.

The task families are distributed as shown in Table 4 to define the pathways
according to the student’s grade level and mode of justification.

Table 4 Simplified path model based on justification mode

Justification
mode

Ft “Old
justification”

Ft “To
negotiate the
break-up”

Ft “Targeted
justification”

Ft “Target,
more complex
in the RMO
worked”

Ft “Target,
more complex
outside the
RMO worked”

Old CA3 10% 30% 60%

Incomplete
CA2

25% 50% 25%

Adapted
CA1

40% 40% 20%
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4.5 Computer Representation of Mathematical Knowledge
and Activity Through an Ontology

A central issue in the MindMath project is to exploit didactic models and to represent
in a structured way, both the praxeologies of a mathematical domain and the tasks
families, and the elements related to the learner’s model. The constructed ontology
(Jolivet, 2018; Jolivet, Lesnes-Cuisiniez, & Grugeon-Allys, 2021) serves as a pivot
for the description of the manipulated digital objects, communication and informa-
tion exchanges between the different partners of theMindMath project. The ontology
reifies the structure of the praxeologies and the associated justifications as well as
the relations that link them and are derived from the didactic model of knowledge.
The ontology also describes the constitutive elements of the task-type generators
that compose the LMO and the associated variables to build the task families and
the techniques in relation with the justifications, which are themselves linked by the
relations depending on the institutional level. The ontology also integrates the erro-
neous justifications a priori identified in the didactic study, linked to the associated
classes of errors from the learner model, which gives an indication to the system to
decide on the types of tasks to make the students work on in priority.

The ontology structure, implemented in WOL (Web Ontology Language), allows
to meet the conditions defined by Balacheff to design epistemologically valid ILE.
The system leverages the ontology and makes paths recommendations tailored to
students’ learning needs while considering institutional instructions. The decision-
making of the path is carried out by the adaptive AI algorithm, defined by the
Domoscio company. The system then calculates the path by assigning a chronology
to tasks families or by proposing a task corresponding to a new type of task if neces-
sary to challenge an unsuitable relationship to an object of knowledge. Figure 9
summarizes the MindMath structure.

5 Conclusion and Perspectives

In this chapter, we have presented the main results of the Pépite and MindMath
projects aimed at designing and developing diagnostic and regulation tools in online
learning environments in order to propose pathways that are tailored to the learning
needs of learners (12–16 year-olds) in two mathematical fields: algebra and geom-
etry. The conditions created by Balacheff to represent knowledge in an interactive
learning environment by addressing the delicate question of computational transpo-
sition largely echo the concerns underpinning this research: “to create favorable
conditions in which the student can construct acceptable knowledge in relation
to a learning object, by providing them with relevant feedback” (Balacheff, 1994,
p. 12–13).

Although its strong roots in didactics of mathematics characterize this research,
it has nevertheless benefited over a long period (more than twenty years) from a
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Fig. 9 MindMath online learning environment

variety of collaborations involving computer researchers, teachers and companies
implicated in the design and implementation of learning environments for teaching
and learning. Modelling of the mathematical knowledge involved, as well as that of
the learner, is based on the articulation between three complementary approaches
(epistemological, institutional and cognitive). Thus, the modelling of mathematical
knowledge is based on the Anthropological Theory of Didactics and its evolution
with the praxeological model, which is at the heart of this research. The strength
of these choices (as demonstrated by the MindMath project) is that this approach
is reproducible from one mathematical field to another (here, algebra and plane
geometry).

Implementation of the diagnosis and regulation carried out in the Pépite and
MindMath environments improved significantly over the course of the projects. In
Pépite, the automatic diagnosis initiates the teacher’s work by providing associated
pathways to the groups of students in the class. MindMath implements AI techniques
and uses an ontology based on the didactic study to carry out a dynamic diagnosis
and propose adaptive pathways with individualized feedback. Pépite and MindMath
are intended for use either in class or independently outside the classroom. They
are designed for secondary school students with a wide range of profiles, which
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distinguishes them from the design of other ILE (e.g. Richard et al., 2011; Guin &
Lefèvre, 2013) that often focus on average students.13

To conclude, we have demonstrated the potential advantages of optimizing
learning through the didactics of mathematics. This choice has made it possible
to characterize models of knowledge and of learners, essential to the design of
a learning environment which analyses and learns information collected over the
course of experiments in order to improve proposals for tasks and feedback adapted
to the students’ learning needs. Analyses of the collection of data obtained during
the experiments are ongoing.

In the long term, we wish to continue our collaborations with different teams of
researchers (didacticians, computer scientists) and companies, associating teachers,
in order to pursue research in the field of ILE in the service of teaching and learning.

Appendix: Algorithm for Calculating Justification Modes
for UA

Calculate the UA justification modes (modelling and proof) uses two indicators:
MOA (use of the algebraic tool) and JA (type of justification).

MOA is a boolean

a. Expected use of the algebraic tool: MOA = 1

Success rate (modelling tasks) > 50 % AND Success rate (proof tasks) > 60 %

b. Incorrect or inappropriate use of the algebraic tool: MOA �= 1

JA has 5 values: 2, 1, 0, −1, −2.
Validity requirements: at least one coding on the justification type dimension NJ1

+NJ2+NJ3+NJ0 �= 0 (NJi is the weighted sum of coded responses Ji in the whole
test).

a. Algebraic justification, on many tasks (JA = 2)

Number of tasks performed >Number of tasks not completed AND (NJ1>NJ2+NJ3) AND
(NJ1 > NJ0)

b. Algebraic justification, on few tasks (JA = 1)

Number of tasks performed >Number of tasks not completed AND (NJ1>NJ2+NJ3) AND
(NJ1<= NJ0)

c. Algebraic justification, on too few tasks (JA = 0)

Number of tasks performed < Number of tasks not completed AND (NJ1> NJ2 + NJ3)

13 Following experiments with QED−Tutrix tutor system with 8th graders (13 years olds), the
difficulties encountered by the system in assessing the solutions of the most advanced and weak
students (Leduc, 2016) could be related to the MIA model calibrated for average students.
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d. Incorrect algebraic justification, on many tasks (JA = −1)

(NJ1≤NJ2 + NJ3) AND (NJ2 < NJ3)

e. Justification based on numerical examples (JA = −2)

(NJ1≤NJ2 + NJ3) AND (NJ2 ≥ NJ3)

From the values of MOA (0;1) and JA (−2; −1;0;1;2), the following table gives
the corresponding ordered justification modes (UA1a > UA1b > UA2 > UA3):

MOA JA UA MOA JA UA

1 2 UA1a 0 2 UA1b

1 1 UA1b 0 1 UA1b

1 0 UA1b 0 0 UA2

1 −1 UA1b 0 −1 UA2

1 −2 UA2 0 −2 UA3

This table is used in the algorithm that calculates the ordered justification modes
(UA1a > UA1b > UA2 > UA3):

1. UA1a = (MOA = 1) AND (JA = 2)
2. UA1b = (MOA = 0 AND (JA = 2 OU JA = 1)) OR (MOA = 1 AND (JA = 1

OR JA = −1 OR JA = 0))
3. UA2= (MOA= 0 AND (JA= 0 OR JA= −1)) OR (MOA= 1 AND JA= −2)
4. UA3 = (MOA = 0 AND JA = −2)
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Combining Pencil/Paper Proofs
and Formal Proofs, A Challenge
for Artificial Intelligence
and Mathematics Education

Julien Narboux and Viviane Durand-Guerrier

1 Introduction

The need for developing research at the interface betweenmathematics and computer
science in education is growing due to the evolution of curriculum, in particular in
France but also in many countries.

According to Churchhouse et al. (1986), the relationship betweenmathematics and computer
science—especially the influence of computer science in mathematics and the role of mathe-
matics in computer science—is an epistemological and didactic issue that transcends school
systems and national contexts. The use of computer tools in the teaching of mathematics and
informatics, raises questions about the nature of these tools. This can be connected to the
particular role played by mathematics in computer science, the proximity of some aspects
of both disciplines and the common nature of some of their questions.

(Durand-Guerrier et al., 2019, p. 116)

Among these aspects, proof and logical issues are certainly among the most promi-
nent. The second author has worked for long on the importance and interest of logical
analysis of proofs for mathematics education (Durand-Guerrier, 2008). As stressed
by Durand-Guerrier and Arsac (2009, p. 148), logical analysis of proof for mathe-
matics education fulfils several functions. The first one, which was the main purpose
for logicians since the late nineteenth century, is to check the logical validity i.e. the
correctness of the proof. A second function is to understand the proving strategy of
the author of the proof. A third one is to contribute to the understanding and appro-
priation of proofs, as part of the study of the contents of the course in which they
appear and as a means to better understand what are mathematical proofs and their
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possible specificities in a given mathematical field on the other hand. In this respect,
it contributes to conceptualization. Different tools for realizing such logical analysis
have been considered, such as natural deduction or dialogical analysis, which allows
intermediate formalization between mathematical proofs and formal proofs. Moving
to the design of AI tools for mathematics education such as proof assistant raises
new questions.

In this chapter, we will highlight the issues raised by these new questions with two
examples. The first one is the proof of the theorem that “the sumof angles of a triangle
is two right angles” with a contrastive analysis of the Pythagorean proof as found
in Euclid Elements, and a formalization of this proof in the Coq proof assistant.1

The second one is around the proof of the so-called Varignon’s theorem. The second
author of the paper uses this theorem as basis for developing proof competencies in
mathematics secondary teachers training. We will first motivate the choice of this
theorem as food for thoughts on the didactical interest of combining pencil/paper
proofs and formal proofs and compare several proofs of this theorem in different
mathematical frames: Euclidean geometry, analytic geometry, vector geometry, the
area method and their formalization in Coq. We then present the main features of the
teacher training session around this theorem that consist in first providing individually
at least two proofs of the theorem and to analyse them in linewith the questions raised
in the introduction, and then explore the “inverse” problem consisting in determining
necessary and sufficient conditions for getting a rhombus, a rectangle, a square. We
then discuss the interest of introducing in the training session a proof assistant in
order to enrich the milieu of the situation.

2 The Sum of Angles of a Triangle is Two Right

2.1 Some Questions and Issues Raised by the Proof
by Pythagoras

This is taken from (Durand-Guerrier and Arsac, 2009, ) that was presented at the
19th ICMI conference on proof and proving in mathematics education and pub-
lished in the pre-proceedings of the conference. We recall here the proof attributed
to Pythagoreans that the sum of the angles in a triangle is equal to two right angles.

Given a triangle ABC, let draw DE parallel to BC through A. The alternate angles are equal,
on the one hand, the one under DAB to the one under ABC; on the other hand, the one under
EAC to the one under ACB. Let add the one under BAC to the two others. The angles DAB,
BAC, CAE, that means the ones under DAB, BAE, that means two rights, are hence equal
to the three angles of the triangle. Hence, the three angles of the triangle are equal to two
rights.

1 A proof assistant is a piece of software which allows the user of the system to state mathematical
definition and properties and to prove theorems interactively using a formal language. The proofs
are checked mechanically.
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Two remarks stand out: 1. A first object is given, a triangle, and nothing is said about
hypotheses; 2. A second object is introduced, a parallel line DE to BC throughA, that
appears as a key for the proof, due to the fact that thewhole proof is built on properties
of alternate angles. Then, two first questions emerge: Q1.What relationship between
data and hypotheses? Do we use a hypothesis in this proof? Q2. What role for the
introduction of objects? Could the main ideas of a proof be resumed to the list of
objects that have to be introduced? In a middle school’s textbook, we can read that
it is necessary to take a triangle “absolutely ordinary (scalene)”, that means that the
proof deals with the general case. This leads to a new question: Q3. How is generality
taken into account in Geometry? Is it the same process in Algebra? The proposition
is on triangle, so it is natural to introduce a triangle. But the proof relies entirely on
the introduction of a second object, a line. Introducing that line can be justified only
by the proposition that “one line can be drawn parallel to a given line through any
point not on the line”. As a triangle is defined by a set of three points not on the
same line, we can actually apply this statement. This allows us to answer to Q1: here
the data are three points and the hypothesis is that they are not on the same line. So
data are objects and hypotheses express relations between these objects. This was
hidden in the initial writing of the proof where the necessity of using a hypothesis is
masked by the material possibility of doing the construction: drawing a triangle, one
determines three points not all on a same line, and then it is actually possible to draw
the parallel. The proof could also be completed without relying on the hypothesis that
the three points are not on the same line, but by performing a case distinction. This
leads to a new question, closely related with Q3: what evidences are used in proofs,
particularly in Geometry? And how are we sure to check validity? In fact, there are
still other evidences hidden in that proof (Arsac, 1998). The Pythagorean proof above
provides an example of such evidence; we are inclined to conjecture that this recourse
to evidence is possible because Geometry as a theory has been elaborated in such
a manner that those types of evidence, that are expressed by true statements in the
drawing register, are logically deducible in the theory (the axiomatic has been built
on this purpose). However, it is also clear that some evidences in the drawing register
have to be questioned in the theory, this corresponding to the back and forth between
objects in an interpretation (here the drawing register) and the theory (here Plane
Geometry), and hence between truth and validity (Durand-Guerrier, 2008). Manders
has argued that the use of diagrammatic inferences in Euclid is not a lack of rigour as
it is restricted to specific statements about the relative position of geometric objects
(Manders, 2011). Several authors have proposed formal systems to provide a validity
criterion for such inferences or diagrammatic inferences (Avigad et al., 2009; Miller,
2007, 2012; Mumma, 2010; Winterstein, 2004; Winterstein et al., 2000). But, up to
our knowledge, Euclid’s proofs have never been checked using these formal systems.
In the experience of the first author about the mechanical checking of Euclid’s proofs
of the first book ofEuclid’s elements (Beeson et al., 2019) and aswill be demonstrated
by the following formalization of the proof of Pythagoras, it is difficult to justify that
diagrammatic inferences are not gaps in the proof because:
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1. the diagrammatic inferences are hard to separate from other inferences because
statements guarantying the relative position of geometric objects (what Manders
calls co-exact attributes) often use as premises exact attributes

2. the diagrammatic inferences sometimes rely on properties which are not even
visually evident, they are evident on an instance of the figure, but sometimes the
genericity of the validity of the property relies on an exhaustive enumeration of
the different possible figures.

On a pragmatic level, it is not possible to prove every “evidence” of the drawing
register; hence, to know which “evidences” are (logically) acceptable in a proof is
clearly a difficult question that necessitates bothmathematical knowledge and logical
competencies (in particular to understand what is an axiomatic, and how it is related
with interpretation). These questions are at the very core of Tarski’s methodology of
deductive science (Tarski, 1936) that permits a genuine articulation between form
and content, allowing to take into account the powerful methods provided by syntax,
without giving up to the advantages of the semantic approach (Sinaceur, 1991).
Geometry and figures play a special role in the teaching of proofs: the figure and its
declination as interactive experiment using a dynamic geometry system questions the
need for a proof for a pupil, the figure is a depiction of the semantics of the statement.
Diagrammatic inferences play a crucial role in teaching proof. The teacher claims
to do without it, but as we will see this is not the case in practice. Diagrammatic
inferences both question the difference between syntax and semantics, and represent
an alteration of the didactic contract. Diagrams are pieces of syntaxwhich enjoy some
properties of their semantics. For example, a symmetric relation is often depicted by
a symmetric symbol.

2.2 The Formal Proof That the Sum of Angles of a Triangle
is Two Right Angles

In this section, we describe the formal proof within the Coq proof assistant that
the sum of angles of a triangle is two right angles. To describe the formal proof,
we need a precise context: an axiomatic setting and some definitions. The proof we
describe can be formalized in the context of what Hartshorne (2000) calls an arbitrary
Hilbert plane: any model of the first three groups of Hilbert axioms or equivalently
Tarski’s axioms A1 − A9 as listed in (Schwabhäuser et al., 1983). This set of axioms
describe the results which are valid in both hyperbolic and Euclidean geometry
without assuming any continuity axiom. The plane can be non-Archimedean. We
also assume in this chapter the postulate of alternate interior angles, stating that if
two lines are parallel the alternate interior angles of any secant are congruent. This
postulate is equivalent to Euclid 5th postulate (Boutry et al., 2017).

To define the concept of sum of angles of a triangle within a computer, we could
define the measure of an angle as a real and use the sum of the reals to define the
sum of the angles as the sum of the measures. This is the most common approach in
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high school. But formally, in a synthetic geometry setting, to define the measure of
an angle, the Archimedes postulate is needed, or one need to assume the protractor
postulate. In a formal setting, it is interesting as a kind of exercise in reverse math-
ematics to identify the minimum assumptions needed for the proofs. Therefore, we
chose in the library about foundations of geometry in Coq (GeoCoq) to provide a
purely geometric definition of the sum of angles which make sense even in a non-
Archimedean geometry and without any continuity assumption. More details about
the definition of the sum of angles can be found in (Gries et al., 2016).

Instead of proving that the sum of angles is 180◦, we prove (as in the proof by
Pythagoras above) that it is congruent to a flat angle or equivalently to two right
angles.

As noted bymodern commentators of Euclid’s Elements, the proofs of Euclid lack
the justification for the relative position of the points on the figure. Euclid does not
even provide the axioms for justifying these kind of reasoning. However, Avigad et
al. (2009) claim that these gaps can be filled by some automatic procedure, justifying
in some sense the gaps in Euclid’s original proofs.

The usual proof that the sum of angles of a triangle is two right, such as the
one given by A. Amiot according to French Wikipedia,2 contains the same kind of
gap. It does not provide the proof that the angles are alternate-interior angles, it is
stated without proof. In this section, we give a rigorous proof, which is a translation
in natural language and simplification of the formal proof which can be found in
GeoCoq.3

In formal development, we always try to prove the most generic results; that is
why in the following, we assume that triangles are not necessarily non-degenerate
and for quadrilaterals as well.

To detail the proof, we need a definition of alternate-interior angles. In GeoCoq,
we do not have an explicit definition of this concept.4 But we have a definition to
state that two points are on opposite sides of a line. Following Tarski, we say that
the points P and Q are on opposite sides of line AB, if there is a point I which lies
both on segment PQ and on line AB.

The following property is equivalent to the parallel postulate5:

2 The comment in French Wikipedia about Amiot’s proof seems to say that the proof is valid only
in Euclidean geometry because it uses the construction of parallel line AC trough B. To be precise,
the proof does not rely on the uniqueness of this line only on its existence, so this first step of the
proof is valid also in hyperbolic geometry (but not in elliptic geometry). The Wikipedia comment
fails to notice that essential use of a version of the parallel postulate relies in the use of what we
called above the postulate of alternate-interior angles.
3 http://geocoq.github.io/GeoCoq/html/GeoCoq.Meta_theory.Parallel_postulates.
alternate_interior_angles_triangle.html#.
4 We may add a definition of alternate-interior angles, which would be a shortcut for the predicate
TS which states that two points are on opposite sides of a line, but adding more definitions make
the formal proofs more cumbersome, that is why we hesitate to introduce a new definition.
5 Note that the reciprocal is valid in neutral geometry.

http://geocoq.github.io/GeoCoq/html/GeoCoq.Meta_theory.Parallel_postulates.alternate_interior_angles_triangle.html#
http://geocoq.github.io/GeoCoq/html/GeoCoq.Meta_theory.Parallel_postulates.alternate_interior_angles_triangle.html#
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Definition 1 (Alternate interior angles postulate) If B and D are on opposite sides
of line AC and line AB is parallel to line CD then the angles ∠BAC and ∠DCA
are congruent.

In Coq’s syntax, we have

Definition alternate_interior_angles_postulate :=
forall A B C D, TS A C B D - > Par A B C D - > CongA B A C D C A.

TS A C B D means that B and D are on opposite sides of line AC . Par A
B C Dmeans that the line AB is parallel (or equal) to line CD. CongA B A C D
C A means that the angle BAC is congruent to angle DCA.

To obtain the formal proof, we need two propositions about the relative position
of point with regard to a line.

Lemma 1 If A and C are on opposite side of line PQ, and A and B are on the same
side of line PQ then B and C are on opposite side of line PQ

In Coq’s syntax, this lemma (which is present in the ninth chapter of Schwabhäuser
et al. (1983) is stated as

Lemma l9_8_2 : forall P Q A B C,
TS P Q A C - > OS P Q A B - > TS P Q B C.

OS P Q A B means that A and B are on the same side of line PQ.
We also need the following lemma which is not present in Schwabhäuser et al.

(1983):

Lemma 2 If Y and Z are on the same side of line AX, and X and Z are one opposite
sides of line AY then X and Y are on the same side of line AZ.

Lemma os_ts1324__os : forall A X Y Z,
OS A X Y Z - > TS A Y X Z - > OS A Z X Y.

We have now all the properties required to prove the main theorem:

Theorem 1 Assuming the postulate of alternate interior angles, the sum of angles
of any triangle is congruent to the flat angle.

Proof Let ABC be a triangle, we need to show that the sum of angles is the flat
angle. If the points ABC are collinear then the sum of angles is a flat angle.6 Let l be
a parallel to line AC through B7 (see Fig. 1). Let B1 be a point on the line l such that
B1 is on the opposite side of A with regard to the line BC . Let B2 be the symmetric
of B1 through B.8

6 We have a separate lemma for this case, we could also assume that we have a proper triangle. In
formal development, we always try to prove the most generic results.
7 Note that we do need “the parallel line”, uniqueness is not important here.
8 We could also use any point B2 such that B belongs to segment B1B2.
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Fig. 1 The sum of angles of
a triangle

A

B

C

B1

B2

C and B2 are on opposite sides of line AB because9:
B1 and B2 are on opposite sides of line AB (*) because by construction

segment B1B2 intersects line AB in B.
As AC is strictly parallel to line B1B2, A and C are on the same side of line

B1B2.
By Lemma 2, we have that C and B1 are on the same side of line AB.
Hence, using Lemma 1 and fact (*), we can conclude that C and B2 are on

opposite sides of line AB.

By the construction of B2, B1BB2 is a flat angle, hence it suffice to show that the
sum of angles is congruent to the angle B1BB2.

By the postulate of alternate interior angles, we have that the angle ∠ABB2 is
congruent to ∠CAB. By construction, the angles ∠CBB1 and ∠BCA are alternate,
hence by the postulate of alternate interior angles as the lines BB1 and CA are
parallel, the angle ∠CBB1 is congruent to ∠BCA.

We give now a slightly different version of the proof, assuming that angles can
be copied on a given side of a line (this is an axiom in Hilbert’s foundations of
geometry).

Proof Let B1 be a point on the opposite side of A with regard to the line BC such
that the angle ∠ACB is congruent to the angle ∠CBB1. As the alternate angles are
congruent, the line AC is parallel to line BB1. Let B2 be a point on the line BB1

such that B belongs to segment B1B2. …

The rest of the proof is the same as in the first version.

9 Maybe there is a simpler proof ? but for sure we need to use the fact that AC is parallel to B1B2.
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2.3 Some Questions and Issues Raised by the Formalization
of the Proof in Coq

The formal proof differs from the proof which is taught in high school, because
using a proof assistant, all steps of the proof have to be justified. The proof assistant
prevents us from deducing facts from the figure, this reflects the didactic contract
between the teacher and the pupil. It is interesting to distinguish in the formal proof,
intermediate steps which can be considered as uninteresting details from the steps
which can be considered as proper gaps in the informal proof.

We think that the part of the proofwhich is typeset in a frame can not be considered
as an uninteresting detail, it is an important sub-statement, whose justification is not
obvious.

From a didactic point of view, there are steps of the proof that should remain
implicit in a classroom and steps that should be emphasized.

This choice should be made consciously and depending on the context. For exam-
ple, the transitivity of parallelism can either be explicit or implicit depending on the
curriculum/class of the student. The famous example of the fallacious proof that all
triangle are isosceles shows that the relative position of the points should not always
be taken for granted, but the example of the sum of angles of a triangle is maybe too
subtle to be studied rigorously in high school. In the example studied in this section,
we believe that in a classroom it should be stated explicitly that the fact the angles
are alternate is assumed.

For an integration of this exercise in an AI milieu, the tool-box would display
different theorems/construction tools10: at least the postulate of alternate-interior
angles and the tool to construct parallel lines. Should we have a tool to construct a
point on a line on the opposite side of a point? We see here the impact of the AI
milieu on the didactic setting.11

For an integration in an AI milieu, we would need to automate some steps of the
proofwhich are purely administrative burden, at least the oneswhich are present in the
original Coq code (see appendix) and that we kept implicit in this chapter. It includes:
using the fact that the sum of angles is a morphism with regard to congruence of
angles (α ≡ α′ ⇒ α + β = α′ + β), the fact that the sum of angles is unique up to
congruence, and various permutation properties of the manipulated predicates,…

3 Varignon’s Theorem

In this section, we will provide various proofs of Varignon’s theorem that can be
provided with the knowledge developed in the French secondary curriculum or at
the beginning of university, that we will analyse with the question raised in Sect. 2.1.

10 Construction tools correspond to existence theorems.
11 The proof could also be modified to construct B1 and B2 such that B belongs to segment B1B2
and then say that at least one of them is on the opposite side of A with regard to the line BC .
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Fig. 2 Original proof of Varignon’s theorem and English translation

Varignon’s theorem, states that:

Theorem 2 Let ABCD be a quadrilateral. Let I , J , K and L be the midpoints of
AB, BC, CD and AD, then I J K L is a parallelogram.

3.1 Logical Analysis of a Classical Proof of Varignon’s
Theorem

The usual proof presented in classroom is based on the midpoint theorem as the
original proof (see Fig. 2) but this proof suffers from one problem, as we discuss
below.

The standard proof is the following:

Proof Consider triangle ABC , by the midpoint theorem, we have that AC is parallel
to I J . Using again the midpoint theorem in triangle ACD, we have that LK is
parallel to AC . Hence, by transitivity of parallelism, we have that I J is parallel to
LK . Similarly, we have that I L is parallel to J K . Hence, I J K L is a parallelogram.

A variant of the proof consists in using the characterization of a parallelogram as
a quadrilateral with a pair of opposite sides which are parallel, congruent and whose
diagonals intersect.

3.2 Issues and Challenges Raised by the Formalization
of the Classical Proof of Varignon’s Theorem

The problem with this proof is at the last step, the theorem which says that if the
opposite side of quadrilateral are parallel then it is a parallelogram requires that the
parallelism is strict, i.e. the lines do not coincide. But, it could be the case that the
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points I , J , K and L are on the same line as shown on Fig. 3d. So, in the formal
version of this proof, we need to add the fact that I , J and K are not collinear.
This restriction is not welcome because even in the case where I , J and K are on
the same line, then I J K L is a parallelogram in the sense that its diagonals meet in
their midpoints, and the opposite side are congruent (in GeoCoq’s formalization, we
call this figure a flat parallelogram). The formal proof also differs from the informal
proof because we assume explicitly that A �= C and B �= D to ensure that the sides
of I J K L are proper lines.

3.3 Logical Analysis of Alternative Proofs of Varignon’s
Theorem

Beside the classical proof of Varignon theorem in synthetic geometry, there are
other mathematical settings that allow proving this theorem.We provide below some
examples.

3.3.1 A Proof Using Vectors

Proofs in this setting rely on the vector characterization of a parallelogram. We
assume here just the existence of four points without any hypothesis. It is necessary
to introduce vectors that correspond to ordered pair of points. Each ordered pair of
points determines a vector, such that for a given parallelogram, there are potentially
12 non-zero vectors. Providing the characterization, as given below, necessitates to
identify that only pairs of consecutive points are relevant, and that the two pairs
should be in opposite order compared to the initial order of the four points.

Given four points M , N , P , Q, MNPQ is a parallelogram if and only if
−−→
MN =−→

QP (resp.
−−→
MQ = −→

N P)
In this mathematical setting, the Varignon’s theorem can be reformulated as
Given four point A, B, C and D and I , J , K and L the midpoints of the segments

AB, BC , CD and AD,
−→
I J = −→

K L (resp.
−→
I L = −→

J K )

Proof 2

Let A, B, C and D be four points in the plane, and I , J , K and L the midpoints of
the segments AB, BC , CD and AD. Prove that

−→
I J = −→

K L (resp.
−→
I L = −→

J K ).−→
I J = −→

I B + −→
BJ (Vector addition) (1)−→

I B = 1
2

−→
AB;

−→
BJ = 1

2

−→
BC (Vector characterization of the midpoint of a seg-

ment) (2)−→
I J = 1

2

−→
AB + 1

2

−→
BC (Substitution) (3)−→

I J = 1
2 (

−→
AB + −→

BC) (Factorization) (4)
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Fig. 3 Varignon’s theorem
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−→
I J = 1

2

−→
AC (Vector addition) (1) (5)−→

LK = −→
LD + −−→

DK = 1
2

−→
AD + 1

2

−→
DC = 1

2 (
−→
AD + −→

DC) = 1
2

−→
AC (6)

From (3) and (6), we conclude that
−→
I J = −→

LK (transitivity of equality relation)
There are several keys in this proof. The first one is to decompose

−→
I J thanks

to vector addition, using two vectors, one with end B and the other with origin
B. A second key is to use the characterization of a midpoint of a segment as an
equality between vectors, and then to perform substitution and factorization, which
are more general actions, present in AI. Formalizing such proof will require to
explicit the choice to be done along the proof. It is possible to do these transfor-
mations without referring to a geometrical drawing, but it seems rather clear that
having a drawing of a generic convex quadrilateral, even a freehand drawing is a
powerful support for choosing the adequate transformation. Nevertheless, the par-
ticular cases do not need to be made explicit, because the vector characterization
of a parallelogram, that we have recalled above, does not need any non degener-
acy conditions. The conclusion relies on the transitivity of equality. It is noticeable
that this property of equality shapes the proof that we provided. Another way of
doing would be to continue from step (5) by introducing point D to decompose
AC :

−→
I J = 1

2

−→
AC = 1

2 (
−→
AD + −→

DC) = 1
2 (2

−→
LD + 2

−−→
DK ) = 1

2 (2(
−→
LD + −−→

DK )) = −→
LK .

We could hypothesize that formalizing such proofs will need to make explicit the
way of choosing how to implement the successive transformations.

3.3.2 Two Proofs Using Cartesian Coordinates

Proof 3

This proof relies on the characterization of parallelogram as quadrilaterals whose
diagonals intersect at their common midpoint, and on the characterization of the
midpoint of a segment by the mean of coordinates. The goal is to prove that segments
I K and J L have the same midpoint. In this proof, once the four points have been
introduced, the first thing to do is to choose three points that will serve as reference
for determining the coordinates. In order to make calculations easier, we chose these
three points among the four given ones. For example, let us choose A, B and C
with coordinates A : (0, 0), B : (0, 1) and C : (1, 0) ; then D has undetermined
coordinates (a, b). Using the fact that the coordinates of the midpoint of a segment
are the half of the sum of the coordinates of each point, we get the following:

The coordinates of I , J , K and L are respectively (0, 1
2 ), ( 12 , 0), ( a+1

2 , b
2 ) and

( a2 ,
b+1
2 ).

Let O1 be the midpoint of segment I K . The coordinates of O1 are ( a+1
4 , b+1

4 ) (1).
Let O2 be the midpoint of segment J L . The coordinates of O2 are ( a+1

4 , b+1
4 ) (2).

From (1) and (2) we conclude that O1 = O2 (transitivity of equality) As a conse-
quence I J K L is a parallelogram (characterization of parallelograms using common
midpoint of the diagonals).
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Remark 1 The choice of three generic points as reference leads to accessible cal-
culations. In the perspective of formalization, it has the advantage of not introducing
di-symmetry between the four initial points.

Remark 2 For this proof, once decided to use Cartesian coordinates, the way of
doing is rather systematic. In this respect, we may hypothesize that the formalization
will fit more the pen/papers proof than it was the case for Proof 2.

Proof 3*

This proof relies on the same characterization by the common midpoint of the diag-
onals, but using lines equations. The aim is to prove that the two lines I J and K L
intersect at the midpoints of the segments I J and K L . This necessitates introducing
the two lines, their equation, to solve the system of equations and to check that the
ordered pair of solutions of the equation is identical to themidpoint of both segments.
This method is congruent with the classical way of characterizing a parallelogram
as a quadrilateral whose diagonals intersect at their common midpoint, however the
calculations are less easy than in proof 3.

Proof 4

This proof relies of the metric characterization of a parallelogram as a quadrilateral
with opposite sides having same length. The first step in this case is to choose an
origin and two orthogonal axes, in order to be able to use the fact that the distance
in a Euclidean plane is the square root of the sum of squares of the coordinates
differences. In order to make calculations easier, we choose A as origin, and AB
with B (0, 1) as first axis. Then, the coordinates of C and D are indeterminate ones.
Let them be (cx , cy) for C and (dx , dy) for D. Then the coordinates of the midpoints
are I : (0, 1

2 ); J : ( cx2 ,
1+cy
2 ); K : ( cx+dx

2 ,
cy+dy

2 ); L : ( dx2 ,
dy
2 )

Then using the formulas recalled above:

I J = √
((cx/2)2 + (cy/2)2 (1)

LK = √
((cx/2)2 + (cy/2)2 (2)

J K = √
((dx/2)2 + ((dy − 1)/2)2 (3)

LK = √
((dx/2)2 + ((dy − 1)/2)2 (4)

From (1) and (2) we conclude that I J = LK , and from (3) and (4) we conclude
than J K = K L . Hence, as the quadrilateral I J K L has his opposite sides with same
lengths, we conclude that it is a parallelogram. Both remarks done on proof 3 above
holds for this proof.

3.3.3 About Formalization of the Alternative Proofs

The formalization of Proof 3 highlights again some necessary non degeneracy
conditions. Indeed the characterization of parallelograms using midpoints is called
mid_plg in GeoCoq:
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mid_plg : A <> C \/ B <> D ->
Midpoint M A C ->
Midpoint M B D -> Parallelogram A B C D

To use it, we need to prove that either I is different from K or J is different from
L . Assuming that A is different from B, C and D, the disjunction can be proved by
contradiction. If we had I = K and J = L then both ACBD and ACDB would be
parallelograms, which is impossible.

To formalize the analytic proof, there are two solutions: either we consider that
the geometric objects are defined by the algebraic equations, but then the proof is not
about geometry, it is about algebra. It would be possible to prove that the geometric
predicates defined by the algebraic equations over their coordinates verify the usual
geometric axioms.But thiswould only prove thatR2 is amodel of the axioms. To fully
justify the analytic method, it is necessary to prove that the algebraic computations
can be performed geometrically, following Descartes (1925). This proof is called
the arithmetization of geometry. This is the culminating result of both Hilbert’s
Foundations of Geometry (Hilbert, 1960) and Schwabhäuser, Szmielew and Tarski’s
book (1983). An analytic proof in geometry, can be seen as a geometric proof, thanks
to a meta-theoretical argument: both theories have the same models. Hence, for the
formalization of the analytic proofs, starting from a synthetic axiomatic setting,
we rely on the Coq formalization of the arithmetization of geometry (Boutry et al.,
2019). Technically itmeans that each arithmetic operation is a shortcut for a geometry
construction. Having prove that these operation form a field, then we can forget about
the geometry and resort to computations. From a didactic point of view, this raises
the question how this link between two different perspective could be presented to
present a proof which is both accessible and rigorous. Sometimes, in educational
context a bijection between the real line and the geometric line is assumed. In this
particular example, and many other geometric statements, we do not need the reals,
the formalization shows that theCartesian plane over a Pythagorean field is sufficient.

In GeoCoq, the change of perspective from synthetic geometry to analytic geom-
etry, can either be performed manually (by using the characterization of midpoint
using coordinates) or automatically using a tactic called convert_to_algebra.
In some sense, the formal proof, as tactic, provides an explanation of the method
used to find the proofs. The availability of automation within interactive prover blurs
the lines between proofs as explicit objects, and programs generating proofs.

Note that the proving geometric statements using analytic means can lead to
some kind of circular proof, if the geometric statement is used in the proof of the
arithmetization of geometry. This is the case of the Pythagorean theorem: an analytic
proof is straightforward, but the Pythagorean theorem is needed in the proof of the
arithmetization of geometry, specifically in the characterization using coordinates of
the congruence of segments. Our formal proof of Pythagoras’ theorem itself employs
the intercept theorem (also known in France as Thales’ theorem) so an analytic proof
of the intercept theorem would also be somewhat circular.

The analytic proofs by substitution can also either be performed manually by
manipulating algebraic equations, or automatically using Gröbner basis algorithm
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or Gauss elimination. This approach could lead in the future to new presentation
of proofs at the frontier between maths and computer science, by making explicit
and systematic the heuristic used by the student and turning them in some cases
into proper algorithms. Automated theorem proving could play the same role with
regards to proof that computer algebra system with regards to computations.

For the formalization of Proof 4, the choice of the coordinate axis requires some
reasoning. It relies on the invariance of geometric predicates by translation and
rotation, so that one can assume simple coordinates for A,B and C , see Sect. 4 of
(Genevaux et al., 2011) for an example or (Harrison, 2009). For this proof, once
again the non degeneracy conditions complicate the proof. Indeed one should pay
attention that for proving that the quadrilateral is a parallelogram using the fact that
opposite side have the same length, one needs to prove that the quadrilateral is not
crossed, in the sense that the diagonals have a common point, and the figure should
be either non flat, or fully flat:

Lemma cong_cong_parallelogram:
forall A B C D P : Tpoint,
Cong A B C D ->
Cong B C D A ->
(˜ Col A B C \/ (Col A B C /\ Col A B D)) ->
B <> D ->
Col A P C ->
Col B P D -> Parallelogram A B C D.

3.3.4 Alternative Proofs Using Automated Deduction

Area method

In this subsection, we give as example the proof of Varignon’s theorem using the area
method. The area method is a procedure for a fragment of Euclidean plane geometry
(Chou et al., 1994; Janičić, 2012; Zhang et al., 1995). It is based on the concept of
signed area of triangles, and can efficiently prove many non-trivial theorems and
produces proofs that are often very concise. This method has been taught to student
preparing mathematics Olympiad in China. For a quick overview of the method
see (Narboux et al., 2018). Using the signed area, a number of geometric predicates
can be simply expressed, for instance: Three points are collinear iff the signed area
of the triangle is zero:

Col A B C iff SABC = 0;
Two lines are parallel, if they are at constant distances, and we can characterize

it using signed area: AB ‖ CD iff A �= B ∧ C �= D ∧ SACD = SBCD , etc.
The method consists in eliminating the points one by one using formulas based

on the way the point is constructed. In our example, we only have one construction:
the midpoint and we use the following lemma about signed areas: if I is the midpoint
of AB then for any P and Q: SPQI = SPQA

2 + SPQB

2 .
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Then we use the characterization of a parallelogram as a quadrilateral whose
opposite sides are parallel. We give here the proof that two sides are parallel. For-
mally, to prove that it is a parallelogram this piece of proof should be duplicated or
an argument of symmetry should be used. We need to show that I J ‖ LK this is
equivalent to SK I J = SL I J .

SK I J − SL I J

= SK I B
2 + SK IC

2 − SL I B
2 − SL IC

2 J Eliminated

= SBK A
2 + SBK B

2 + SCK A
2 + SCK B

2 − SBLA
2 − SBLB

2 − SCLA
2 − SCLB

2 I Eliminated

= 1
2 (SBK A + SCK A + SCK B − SBLA − SCLA − SCLB) Simplification

= 1
2 (

SABC
2 + SABD

2 + SACC
2 + SACD

2 + SBCC
2 K Eliminated

+SBCD
2 − SBLA − SCLA − SCLB)

= 1
2 (

SABC
2 + SABD

2 + SACC
2 + SACD

2 + SBCC
2 + SBCD

2 L Eliminated

- SABA
2 − SABD

2 − SACA
2 − SACD

2 − SBCA
2 − SBCD

2 )

= 1
4 (SABC + SBCA) Simplification

= 0 Simplification

This proof can be obtained automatically.
The same method can be applied to obtain systematically a proof using Cartesian

coordinates. As the midpoint relation can be expressed as a linear equality, the goal
can be solved by a simple Gauss elimination algorithm (for more involved theorems,
one would need to use the method of Wu or Gröbner basis which are also available
in proof assistants (Genevauxet al., 2011; Pottier, 2008). The choice of the best char-
acterization of parallelograms for the computational proof (the diagonals intersect
in their midpoint) is still to be decided by a human in the current implementation.
The AI milieu of GeoCoq is up to our knowledge the unique setting where synthetic
and analytic reasoning can be intermixed and validated formally.

3.4 Didactical Implication

The recognition by advancedmathematics students that a given theorem can be stated
and proved in a variety of mathematical settings is an important issue. Indeed, as we
can experience as university teacher, it is often the case that students think that there is
exactly one proof for a given theorem. This is particularly important for prospective
secondary mathematics teachers who should be able to recognize the underlying
theory of the didactical transposition’s choices made in secondary curriculum. This
resort of the so-called second discontinuity of Klein that “concerns those who wish
to return to school as teachers and the (difficult) transfer of academic knowledge
gained at university to relevant knowledge for a teacher” (Winsløw and Grønbæk,
2014). For this purpose, the formalization in Coq raises new issues and opportunities.
A first issue has already been mentioned in the first example; it concern the need for
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considering the question of degeneracy that is often hidden in pencil/paper proofs
in Geometry, in particular because it is usual that drawings support our intuition
and orient the proofs while “it is clear that some evidences in the drawing register
have to be questioned in the theory” (Durand-Guerrier andArsac, 2009). As shown in
Sect. 3.3, this is crucial in the case ofVarignon’s theorem.A second issue concerns the
importance of making explicit the role of axiomatic theories in the proving process,
that as stressed by Planchon and Hausberger (2020, p. 162), is not easily recognized
by students involved in a prospective mathematics teacher training program. For
formalizing geometrical proofs in Coq, one needs to refers explicitly to the assumed
axiomatic and open the possibility of discussing it with students, as a contribution
to make them aware of the implicit assumptions they have developed during their
academic studies. It also opens the possibility of discussing if and why different
theories are interpreted by the same models. An important example is the case of
synthetic geometry and analytic geometry. This issue is nearly never discussed in
undergraduate mathematics studies, while it could offer sound justifications for the
omnipresent practice in high school of moving from synthetic geometry to analytical
geometry and vice versa. Another example which is not always clearly stated in the
undergraduate studies, is the justification of the use of complex numbers in geometry.

In the following section, we present a teacher training session on Varignon’s
theorem that has been implemented for years by the second author in a pencil/paper
modality and we discuss the relevance of introducing formal proof in the milieu of
the situation to test the relevance of the link between pencil/paper and formal proofs.

4 A Teacher Training Session on Varignon’s Theorem

N.B. This is based on the implementation of this session in a module for future
mathematics teachers entitled Didactics and epistemology of mathematics in Master
1 at the University of Montpellier. This module has not been studied in the context of
research. This is a perspective to test the relevance of the link between pencil/paper
and formal proofs.

4.1 Context, Motivation, Description and a Priori Analysis
of the Session

The work around Varignon’s theorem that we present below has been implemented
during several years in a module of Didactic and Epistemology of Mathematics in
the first year of the master degree for prospective mathematics teachers (“Métiers
de l’enseignement et de la formation”) in France in Montpellier, where 10h where
dedicated to proofs. Motivations of the introduction of a dedicated work on proofs
in secondary mathematics teacher training are double-faced. On the one hand, it is
necessary to provide prospective teachers with proofs knowledge and skills, that is in
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general not sufficient to address the professional needs despite the fact that they have
practice proofs in their academic studies. On the other hand, as stressed by Durand-
Guerrier and Tanguay (2018), we hypothesize that “[...] working with proof is likely
to contribute to conceptualization by prompting aworkwith themathematical objects
at stake, in agreement with the syntax-semantics dialectic in proof and proving (e.g.
Weber and Alcock, 2004).” (op. cit, p. 20)

The choice of the Varignon’s theorem relies on its potential to deal with both
aspects mentioned above. For example, (Durand-Guerrier et al., 2012) considered
that Varignon’s Theorems : “[provide] a situation relevant to secondary school and
teacher education, in which a given definition must be explored in order to identify
the entire range of objects that satisfied it” (op. cit. p.380)

4.1.1 Production and Analysis of Varignon’s Theorem Proofs

In the first part of the activity, students were invited to provide two proofs of
Varignon’s theorem in two different mathematical settings. The theorem is given
as above: “Given any quadrilateral, the respective midpoints of its sides are the ver-
tices of a parallelogram.” Once this done, the students were invited to analyse their
proofs from the point of view of objects introduced, properties or relationsmobilized,
theorems used and methods of reasoning implemented. They were also required to
precise in which respect generality was addressed in their proof. In some cases, they
worked in pair for the analysis, while in other cases they worked individually for both
steps. A main goal of this first part of the activity was to push students to go beyond
the classical geometrical proof based on the midpoint theorem, and to engage them
in a logical analysis of the proofs in different mathematical settings with a focus on
objects, properties, relations on the one hand, theorems and modes of reasoning on
the other hand.

4.1.2 Exploring the Inverse Problem

In this part of the activity, students are asked to explore the three inverse problems
below: Which necessary and sufficient condition should be satisfied by the initial
quadrilateral in order to obtain:

1. a rhombus
2. a rectangle
3. a square

The general idea is here that the property of the sides of the parallelogram comes
from the property of the diagonals of the initial quadrilateral. A rhombus is a paral-
lelogram with four isometric sides. As a consequence, in order to get a rhombus, the
diagonals of the initial quadrilateral should be isometric. This condition is necessary.
It is also sufficient. A rectangle is a parallelogram with perpendicular adjacent sides.
As a consequence, in order to get a rectangle, the diagonals of the initial quadrilateral
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should be perpendicular. This condition is necessary. It is also sufficient. A square
is both a rhombus and a rectangle. As a consequence, in order to get a square, it is
necessary and sufficient that the diagonal of the initial quadrilateral are isometric
and perpendicular. An implicit hypothesis might be that the expected condition be
expressed in term of “type of quadrilateral”. Thiswould lead to answerwith sufficient
conditions, such as “starting from a rectangle provides a rhombus”, “starting from
rhombus provides a rectangle” and “starting from a square provides a square”. Ques-
tioning the necessity should lead to move to the property of diagonals. Nevertheless,
we cannot exclude that the condition be considered as necessary by some students.
Indeed, in the French curriculum, characterizing quadrilaterals by the property of
their diagonals is considered in general only for parallelograms, with an exception
with kites. As Durand-Guerrier (2003) stresses, 60 of 273 students just entering a
French university answered that “a quadrilateral with perpendicular diagonals” is a
rhombus, some of them adding that the only counterexample they know is the square,
but it is a particular rhombus (Durand-Guerrier, 2003, p. 26).

4.2 Account of Naturalist Observation Along Several Years

The classical proof is in general the first one that is produced; the alternative proofs
that we have presented above are regularly provided by students, in some cases
with redundancy: for example, for the proof using vectors, some students prove
the equality of two pairs of vectors instead of one pair. In the classical proof, the
midpoint theorem and the inference rule at stake (modus ponens) is generally explicit;
however other theorems are used without being mentioned. Below is an example of
the analysis of the classical proof by a student12 (E5):

It is a direct proof starting from a generic quadrilateral and the midpoints of the sides and
implying properties until the conclusion of the proof that validate the theorem. The midpoint
theorem [not stated] and the definition of a parallelogram are used in the proof. Also the
property, implicit here, saying that if two lines are parallel to a same third line, then they are
parallel to each other are used here. Of course, the definition of a quadrilateral is implicit.
For this proof, we have introduced the name of the points. The generality is taken in account
here as we do not give other precision and the initial quadrilateral that remain generic, except
the name of the vertices.

Concerning the proofs using vectors or Cartesian coordinates, there are still more
implicit assumptions. Indeed, such proofs rely mainly on computation, and in this
case, theorems and inferences remain in general implicit. For example, student E6
provided a proof using vectors, and in his analysis he wrote “No theorem is used”.
Another student (E8) provided a proof using Cartesian coordinates to prove the
equality of a pair of vectors. In her analysis, she wrote

There is no use of theorem, but rather we use the definition of vector equality. The reasoning
is an algebraic one in Cartesian geometry.

12 Excerpts from students’ productions are translated from French.
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While keeping implicit some elements in a proofmight not be problematic for experts,
we hypothesize that it is important for prospective teachers to identify such implicit
steps in their own proof. Indeed, there is research evidence that they might not be
shared or recognized by a number of secondary students (e.g. implicit quantification
on conditional statements as stressed in Durand-Guerrier (2003). Concerning the
second part of the activity with the inverse problem, a majority of students over the
years provide the sufficient condition, some of them claiming that it is necessary, and
in some cases providing a “proof”. Below are two examples from the same corpus
as above. Student E2 wrote:

4-a) A rhombus is a parallelogram with diagonals intersecting in their midpoint and per-
pendicular to each other: the initial figure is necessarily a rectangle. b) a rectangle is a
parallelogram with diagonals of same length: the initial figure is necessarily a rhombus. c) a
square is a parallelogram with diagonals of same length and perpendicular: the initial figure
is necessarily a square.

Student E10 proved that if we get a square, the diagonals of the initial quadrilateral
have same length and are perpendicular. She concludes as below:

4-c) Hence ABCD is a quadrilateral with diagonal of same length and perpendicular, hence
it is a square.

She did the same for a) and b). During the session where the answers were col-
lected, only two students among 11 provided the conditions on the diagonals without
concluding with a category of parallelogram, which was generally the case in other
sessions. An interpretation is that the students reason in the domain of parallelo-
grams, not in the domain of more general quadrilaterals. This might be an effect of
the common practice of letting implicit the quantification, with a consequence that
the domain of objects at stake remains also implicit, this being reinforced by the
fact that the students have encountered mainly the parallelograms and the common
particular ones (rhombus, rectangle, square).

4.3 Evolution of the Teacher Training Session
by Introducing a Proof Assistant

The brief account we give of the students work is in line with the naturalistic observa-
tion done alongyearswith this activity.Wehypothesize that introducing in the activity
the possibility of checking the proof with a proof assistant might help students to
identify more precisely the logical structure on the one hand (e.g. recognizing the
use of theorems in proofs using vectors or Cartesian coordinates), and discussing the
generality in a more accurate way. We remark that using a proof assistant founded on
a logical framework which allows separation of reasoning from computation such as
type theory of deductionmodulo (Dowek, 2014) or simply a proof language allowing
the description of automatic procedure, could give sense to the assertion: “there is
no use of theorem”. The fully automatic proof of Varignon’s theorem using the area
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method which can be found in the appendix is an example of such a ‘theorem less’
proof. The contrastive analysis of the pencil/paper proofs with the formal ones open
paths for designing an adaptation of this teacher training session.

We propose the following scenario: after a familiarization with a proof assistant
such as Coq, we ask for two different proofs of Varignon’s theorem and to choose
one and to formalize it within Coq using the GeoCoq library. Then we can discuss
what the formalization brings in the analysis of the proof. Our hypothesis is that
formalization will produce a finer and more rigorous analysis of the proof, making
clear reference to the underlying properties or axioms which are necessary for the
change of mathematical settings. Then, we propose to solve the inverse problem on
pencil/paper and later check the proof using the proof assistant. It will be interesting
to study the impact of this alternation between the two modalities on the clarification
of the concepts involved in the proofs and on the concept of proof per se. We must
acknowledge that having an audience acquainted to a proof assistant is a demanding
prerequisite of the proposed scenario.

5 Conclusions

In this chapter, we have presented an exploratory study aiming to discuss the relation-
ships between pencil/paper proofs and formal ones in a didactic perspective. We first
discuss the classical proof that the sum of the angles of a triangle is two right angles,
putting in evidence the points raised by the formalization in a proof assistant, and
discussing which of the implicit steps would be relevant to clarify in an educational
setting, in particular in teacher training.

Our second example, the theorem of Varignon, has been chosen for its potentiality
a priori to feed the discussion on the interaction between pencil/paper proofs and
formal ones. This has been evidenced for the proof in synthetic geometry, and for
the alternative proofs, the question raised being far beyond the specific example of
the Varignon theorem, for example, for what concerns the back and forth between
synthetic and analytic geometry, which is taken for granted in secondary curriculum
in France, and certainly in other educational systems.

We hypothesize that the teacher training briefly presented in Sect. 3 will be
improved by the introduction of a proof assistant in the milieu, in order 1/ to enrich
the experience of prospective teachers for what concerns proofs, a professional com-
petence that need to be developed as it is evidenced in international literature ; 2/
to improve their knowledge on the relationships between Synthetic Geometry and
Analytic Geometry, thanks to the clue questions raised by formalization.
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Appendix: Verbatim of the Formal Proofs

We first give the formal proof of the fact that the sum of angles of a triangle is
congruent to the flat angle.

Section alternate_interior_angles_postulate_triangle.

Context ‘{T2D:Tarski_2D}.

Lemma alternate_interior__triangle :
alternate_interior_angles_postulate -> triangle_postulate.

Proof.
intros aia A B C D E F HTrisuma.
elim(Col_dec A B C).
intro; apply (col_trisuma__bet A B C); auto.

intro HNCol.
destruct HTrisuma as [D1 [E1 [F1 []]]].
destruct(ex_conga_ts B C A C B A) as [B1 [HConga HTS]]; Col.
assert (HPar : Par A C B B1)

by (apply par_left_comm, par_symmetry, l12_21_b; Side; CongA).
apply (par_not_col_strict _ _ _ _ B) in HPar; Col.
assert(HNCol1 : ˜ Col C B B1) by (apply (par_not_col A C); Col).
assert(HNCol2 : ˜ Col A B B1) by (apply (par_not_col A C); Col).
assert(HB2 := segment_construction B1 B B1 B).
destruct HB2 as [B2 [HBet HCong]].
assert_diffs.

assert(HTS1 : TS B A B1 B2).
{ repeat split; Col.
intro; apply HNCol2; ColR.
exists B; Col.

}
assert(HTS2 : TS B A C B2).
{ apply (l9_8_2 _ _ B1); auto.
apply os_ts1324__os; Side.

}
apply (bet_conga_bet B1 B B2); auto.
apply (suma2__conga D1 E1 F1 C A B); auto.
assert(CongA A B B2 C A B).
{ apply conga_left_comm, aia; Side.
apply par_symmetry, (par_col_par _ _ _ B1); Col; Par.

}
apply (conga3_suma__suma B1 B A A B B2 B1 B B2); try (apply conga_refl); auto.
exists B2; repeat (split; CongA); apply l9_9; auto.

apply (suma2__conga A B C B C A); auto.
apply (conga3_suma__suma A B C C B B1 A B B1); CongA.
exists B1; repeat (split; CongA); apply l9_9; Side.

Qed.

End alternate_interior_angles_postulate_triangle.

Proof of Varignon’s theorem using the midpoint theorem:

Lemma varignon :
forall A B C D I J K L,
A<>C -> B<>D -> ˜ Col I J K ->
Midpoint I A B -> Midpoint J B C ->
Midpoint K C D -> Midpoint L A D ->
Parallelogram I J K L.
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Proof.
intros.
assert_diffs.
assert (Par I L B D)
(* Applying the midpoint theorem in the triangle BDA. *)

by perm_apply (triangle_mid_par B D A L I).
assert (Par J K B D)
(* Applying the midpoint theorem in the triangle BDC. *)

by perm_apply (triangle_mid_par B D C K J).
assert (Par I L J K)
(* Transitivity of parallelism *)

by (apply par_trans with B D;finish).
assert (Par I J A C)
(* Applying the midpoint theorem in the triangle ACB. *)

by perm_apply (triangle_mid_par A C B J I).
assert (Par L K A C)
(* Applying the midpoint theorem in the triangle ACD. *)

by perm_apply (triangle_mid_par A C D K L).
assert (Par I J K L)
(* Transitivity of parallelism *)

by (apply par_trans with A C;finish).
apply par_2_plg;finish.
(* If in the opposite side of quadrilateral are parallel and

two opposite side are distinct then it is a parallelogram. *)
Qed.

Alternative proof using characterization of parallelogram using midpoints and
coordinates:

Lemma varignon : forall A B C D I J K L,
A<>B -> A<>C -> A<>D ->
Midpoint I A B -> Midpoint J B C ->
Midpoint K C D -> Midpoint L A D ->
Parallelogram I J K L.

Proof.
intros A B C D I J K L HAB HAC HAD HI HJ HK HL.
destruct (midpoint_existence I K) as [O HO].
assert (I<>K \/ J<>L).
{
destruct (eq_dec_points I K).
subst;right.
intro.
treat_equalities.
assert (Parallelogram A C B D).
apply mid_plg with O;auto.

assert (Parallelogram A C D B).
apply mid_plg with J;finish.

apply (plg_not_comm_1 A C B D);auto.
auto.
}

assert (Midpoint O J L).
{
revert HI HJ HK HL HO.
convert_to_algebra.
decompose_coordinates;intros;spliter.
split;
nsatz;prove_discr_for_powers_of_2.

}
apply mid_plg with O;assumption.
Qed.
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A completely automatic proof using the area method:

Theorem varignon:
forall A B C D I J K L,
is_midpoint I A B ->
is_midpoint J B C ->
is_midpoint K C D ->
is_midpoint L D A ->
parallel I J K L /\ parallel J K I L.

Proof.
area_method.
Qed.

A detailed proof script using the area method, the tactics highlights the key idea of
eliminating points one by one from the goal, but the actual computation is implicit:

Theorem varignon:
forall A B C D I J K L,
is_midpoint I A B ->
is_midpoint J B C ->
is_midpoint K C D ->
is_midpoint L D A ->
parallel I J K L /\ parallel J K I L.

Proof.
geoInit.
eliminate I.
eliminate J.
eliminate K.
eliminate L.
Runiformize_signed_areas.
field_and_conclude.
eliminate I.
eliminate J.
eliminate K.
eliminate L.
Runiformize_signed_areas.
field_and_conclude.
Qed.
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Interaction Between Subject and DGE
by Solving Geometric Problems

Jiří Blažek and Pavel Pech

1 Introduction

Teaching mathematical proof is complex, interdisciplinary topic, also involving
psychology. It is acknowledged that DGE (Dynamic Geometry Environment) can
enhance the teaching of mathematics in several aspects, Mariotti (2006):

1. DGE can provide to a student a concrete model and meaning of abstract mathe-
matical notions. Thus, it enhances understanding of complex mathematical con-
siderations and prevents the peril ofmerely formal understanding ofmathematical
justification (as algorithm or a game with symbols).

2. During a solution of a geometrical problem, DGE can offer significant help.
Thanks to accurate sketches, the possibility of dynamical changes of a construc-
tion and other advanced tools of the software, students can grasp the key facts
considerably facilitating the solution.

Although it would seem that the help of DGE in solving problems is significant, the
situation is not so clear. The fact is that the help of DGE for an average student is not
always sufficient; see Mariotti (2006), Blažek and Pech (2019), Oflaz et al. (2016).
Today numerous researches point out that the help of software must be accompanied
with a suitable choice of learning materials (which include appropriate problems for
solution, Fahlgren and Brunström (2014)) and assistance of the teacher. Answers to
the questions: “What does interaction of a student with DGE look like?” and “What
are the typical obstacles preventing getting to the solution?” could be useful not only
for identification of problems suitable for solution with the help of DGE, but they
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will also help us to understand why some students succeed in solving a problem
whereas others fail despite the potential help of the software.

The purpose of this paper is to answer the first of the above stated questions.
We will focus on the interaction between a subject and software. The account of
the interaction is based on introspection: the authors (of this article) looked into
students’ solving procedures of two geometrical problems, and during this process,
they recorded the students’ steps and motivation for each action carried out in DGE,
in this case in GeoGebra.

The structure of the article is as follows: we start by formulating the theoretical
background and, on its basis, describe our theoretical model. The purpose of the
model is to classify motivation for a subject’s action while solving a geometrical
problem with the help of DGE. Then, we apply the model to two particular cases,
in which the help of DGE in the solution is crucial. In conclusion, we state (open)
questions related to the impact of the model on the selection of problems suitable for
being solved with the support of DGE.

2 Theoretical Background

It is possible to divide the process of problem solving into the phase of making
conjectures and proving, Arzarello et al. (2002). The first activity consists of making
sense of the problem and developing an enquiry in which students or mathematicians
formulate conjectures. The latter activity of proving consists of developing a chain
of logical consequences. The phase of making conjectures is not less important or
demanding than the phase of proving. As Villiers (2004) points out, “proof is not
necessarily a prerequisite for conviction—to the contrary, conviction is probably far
more frequently a prerequisite for the finding of a proof.” Likewise, the distinguished
Hungarian mathematician Polya (1954), p. 83–84, wrote:

... having verified the theorem in several particular cases, we gathered strong inductive
evidence for it. The inductive phase overcame our initial suspicion and gave us a strong
confidence in the theorem. Without such confidence we would have scarcely found the
courage to undertake the proof which did not look at all a routine job. When you have
satisfied yourself that the theorem is true, you start proving it.

The right conjecture facilitates the solution or proof of a problem significantly. If
the subject is not able to produce a relevant conjecture, they do not know what to
focus on and they get stuck in the solving process. The case when the subject tries
to prove a conjecture that is not valid is even worse (in practice of the authors a
well-known situation). In that case, the solver often spends a lot of time until they
derive a contradiction or give up any further attempts to prove it. The production of
relevant conjectures is a crucial part of mathematics work and if a subject has an
instrument facilitating it, it is a considerable advantage.

The instrument, which we have in mind, is DGE software. The hallmarks of
DGE are the accurate construction and the possibility of dynamical changes in the
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construction. Modern DGE software (like GeoGebra) have many efficient tools for
grasping key information leading to the solution of a problem. How can the help of
DGE be described?

A general and straightforward description of how to work with DGE is given in
Guven (2008):

I. Experimental Results (“In which I explore the problem empirically using Cabri
Geometry”).

II. Towards a Proof (“In which I use Cabri Geometry to make observations that will
lead to a deductive proof”).

III. Proof (“In which I prove some results about the locus deductively, using all the
experimental results acquired from Cabri Geometry”).

IV. Some generalizations (“Inwhich I extend the proof using additional observations
supported by Cabri Geometry”).

On the basis of this description, it can be deduced that to solve a problem successfully,
the student must be able to

1. discover relevant facts and hypotheses related to the solution (with or without the
help of software),

2. arrange the facts to a deductive chain (within the frame of a mathematical theory).

In order to accomplish these two steps, the student must fulfil the following prereq-
uisites:

The primary prerequisite is the knowledge of the relevant mathematical theory.
As Mariotti (2006) states:

It is not possible to grasp the sense of a mathematical proof without linking it to the other two
elements: a statement and overall a theory. Likewise Polya (2014) states that it is difficult
to get a good idea when we know little about the topic of the problem and it is impossible if
we know nothing.

Another factor is the subject’s experience and cognitive abilities—creativity, talent
and deductive reasoning. These factors are from the domain of psychology and we
will not pursue this topic further in this paper.

The above-mentioned factors are important in both the phases of making con-
jectures and proving. Let us now focus on the process of making conjectures with
the help of DGE. The key question is as follows: in what way, is it possible to use
software in order to grasp facts related to the solution of the problem?

We start with general procedures that can be useful, see Fahlgren and Brunström
(2014) and Baccaglini-Frank and Mariotti (2010):

1. We modify the construction for a particular case in order to expose the hidden
relationships.

2. We find out (approximately or precisely) the set of certain points in which the
construction has a given property.

3. We modify the structure dynamically and observe those relations between the
objects remaining invariant.
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An expert uses these general procedures automatically and subconsciously, but for
beginners, they are not a matter of course. In the following section, these procedures
are organized into a more general classification based on the motivation of the solver.

However, these procedures have one commonproperty—they require the subject’s
ingenuity and strategy. Even in the case of a mere observation of a dynamically
changing construction, the knowledge of theory and visual thinking plays a crucial
role, Magajna (2017). Synergy comes only if the tools of the software interact with
the student’s knowledge and a strategy. Finding experimental facts is by no means a
routine process.

In order to understand the interplay between the subject’s cognitive processes and
tools of the software better, Arzarello et al. (2002) describe two opposing processes
that they refers to as ascending and descending:

These computer-supported practices can be framed within a cognitive evolution back and
forth from perceptions to abstract ideas; in fact, there are two main cognitive typologies,
which can be differently faded according to the concrete situation:
Ascending processes, from drawings to theory, in order to explore freely a situation, looking
for regularities, invariants, etc.
Descending processes from theory to drawings, in order to validate or refute conjectures, to
check properties, etc.

Arzarello et al. (2002) focus on the dragging tool. On this tool, they illustrate two
processes. In their examples, students solve problems of elementary (upper secondary
school) geometry. The crucial steps of their solution were as follows:

I. The students began to explore the problem in Cabri. They used the so-called
“wandering dragging”, which means moving the basic points randomly, without
a plan. They only hoped to spot some regularity. This phase falls under the
“ascending process”.

II. Having discovered a geometrical property of the construction, they tried to find
out what conditions were necessary for the property to be valid. They moved the
basic point in such a way that the construction retained this property. Arzarello
denotes the strategy as “Dummy locus dragging”. In most cases, the basic points
follow a curve invisible to the subject. If the subject is able to carry out the
operation correctly, the curve becomes visible. In more recent literature, this
strategy is referred to as “Maintaining dragging model”, Baccaglini-Frank and
Mariotti (2010). As before, the phase belongs to the “ascending process”.

III. In this phase, the students formulated a conjecture of what the locus gained
in the preceding phase was. In other words, they tried to identify the locus
with a known object. After identification, they used the strategy that Arzarello
refers to “linkeddragging”—basedon their conjecture, they constructed the locus
(the tacit assumption of Arzarello is that the locus is not too complicated) and
investigated experimentally whether any arbitrary point of the constructed locus
has the desired property. This phase represents the “descending process”—the
students formulated a conjecture and in order to verify it used the Cabri tools.

IV. Arzarello concludes that it is useful in many cases to carry out a modality of
“dragging test”. The purpose of themodality is to find out whether the conjecture
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is valid “for all cases”, or whether it is only a random coincidence or optical
illusion. For example, we have a special case of the construction for which it
only seems that the conjecture is valid, but in reality, the conjecture is false or is
valid only for this special case.

The article of Arzarello et al. (2002) constitutes the first pillar we come out of.
The second pillar is the “Toulmin model”, Pedemonte (2002, 2007). The Toulmin
model was proposed in order to compare the structure of argumentation leading to the
formulation of a conjecture on the one hand and the structure ofmathematical proof of
the conjecture on the other hand. Themodel is important for our classification because
it takes into account not only the solver’s conjectures, but also theirmotivation leading
to the formulation of these conjectures. The motivation is referred to as “warrant”
in the model. As Magajna (2017) states: ... dynamic geometry software is equipped
with exceptionally nice and powerful methods (e.g. dragging) for obtaining warrants
for the hypothesized claims.

2.1 The Toulmin Model

For our purposes, it is sufficient to describe the “simplified Toulmin model”, Pede-
monte (2007). The solution of the geometric problem can be seen as a sequence of
several steps from premises through transient claims to the final statement. In order to
be able to take the transient statement into account, a certain justification indicating
its correctness is needed. This justification is called “Warrant” in the Toulmin model.

The reasoning leading to a Claim can be divided into three categories:

(1) Deductive warrant. The claim is deduced from premises.
(2) Heuristic warrant. It is not easy to define a heuristic method. According to Puig

(1996): “Heuristic are the means used in the resolution process that are indepen-
dent of the content and do not necessarily lead to the solution of the problem.”
In other words, heuristic strategies are general procedures and can be used when
looking for lost car keys or in the process of solving a mathematical problem.
According to Polya (2014), a heuristic assertion also can be seen as such an
assertion for which there are logical indications which are not sufficient in them-
selves. Let us illustrate this with the following example: Two triangles have one
angle identical → these triangles are (could be) similar.

(3) Warrant based on an empirically observed fact. There are usually no logical
indications for such a claim. It is based only on visual perception or on results
derived from other empirical facts.

If it turns out that the hypothesized claim plays an important role in the proof, a
formal argumentation must be provided. This step is called “backing”.

The Toulmin model scheme is shown in Fig. 1.
In short: Students can discover a claim relevant to the solution deductively, by

heuristic arguments or in an empirical way, e.g. thanks to an accurate sketch. It is
obvious that the deductive justification is valid only in the final proof of the claim.
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Fig. 1 Simplified Toulmin
model

The situation is further complicated by the fact that it is not easy (or even possible)
to make a sharp distinction between heuristic and deductive arguments for a claim.
As Polya states (Polya, 2014), the solver has in many cases logical arguments that
are not sufficient. The arguments can refer in part to the mathematical theory, but in
part, they can be only random or plausible. They often border on specific deductive
arguments and general heuristics. Nevertheless, the production of such arguments is
often necessary in order to achieve the solution.

If the subject finds the claim in an empirical way, consequences can be inferred
from it. This procedure is called abduction:

Abduction is an inference that allows the construction of a claim starting from an observed
fact, Peirce (1960).

Abduction is based on observation and hence it is not possible to use it in a
deductive proof. Let us illustrate inferences on an example, Peirce (1960), p. 372: A
bag is full of white beans. Consider the sentences: (A) these beans are white; (B) the
beans of that bag are white; (C) these beans are from that bag.

Deduction is a concatenation of the logical form: B and C, hence A; abduction
is: A and B, hence C (Peirce called hypothesis “abduction”). Induction is: A and C,
hence B.

In both classical and DGE-supported approaches, the production of hypothetical
claims is mainly driven by abduction. However, while in the former case (paper and
pencil environment), abductions are produced mostly because of the ingenuity of the
subjects, in the latter case, the tools of DGE (like dragging or dynamic transformation
of a construction) mediate them, Arzarello et al. (2002). In this case, the importance
of visual reasoning and perception increases and it can facilitate finding the solution
considerably.

The Toulmin model takes into consideration “warrant”, which precedes the for-
mulation of a claim. Arzarello describes the interaction of a solver with software as
a two-way dialogue, in which the solver’s knowledge and strategies are intertwined
with tools of the software and synergy occurs. Based on these two conceptions,
we will create a theoretical classification of ways in the environment of dynamic
geometry that lead to empirical facts relevant to the solution of a problem and its
justification.
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3 The Model: Classification of Experimental Facts
Attained with the Help of DGE

In the above-mentioned Toulminmodel, we stated three kinds of “warrants” that lead
the solver to take into account a claim: (1) deductive warrant, (2) heuristic warrant
and (3) warrant based on empirical data. While in the “environment” of paper and
pencil, the solver must rely on their ingenuity, the support of DGE tools facilitates
the production of right conjectures considerably. Grasping empirical facts with DGE
is not a matter of course, the solver’s knowledge and logic must be involved in the
process. In this section, the ways that lead the solver to relevant empirical facts are
classified.

Before introducing this classification, we must emphasize that a conjecture is not
always the outcome of argumentation. Such conjecture is referred to as a “fact” by
Pedemonte (2007). Taking this into account, she classifies the argumentation into
two categories:

The argumentation named constructive argumentation, contributes to the construction of a
conjecture, thus it precedes the statement;

On the other hand, the argumentation named structurant argumentation, justifies a conjecture,
previously constructed as a ‘fact’, and so it comes afterwards.

It is possible to say that in the case of “constructive argumentation”, the subject
knows the indications why the conjecture could be true. To speak in the words of the
Toulmin model, the subject knows deductive or heuristic warrants for the conjecture.

The main question is as follows: What argumentation or motivation precedes
discovering a conjecture (relevant empirical fact or claim in the Toulmin model) if a
subject uses the means of DGE?

There are two ways of finding empirical facts in DGE: by visual perception or
with the help of an “experiment”. By the term “experiment”, we mean an activity
that goes beyond mere visual perception and in which the solver’s ingenuity and
strategy are involved. For example, the strategy “dummy locus dragging” mentioned
in the previous section (moving the basic point in a way that the construction keeps
the given property) is an example of “experiment” and not “visual perception”.

Let us describe this classification in detail:

• Discovering a fact by visual perception
The student changes the construction (more or less randomly) and observes the
consequences. They look for invariants or patterns of the construction.

• Discovering a fact due to an experiment
The solver’s experience and knowledge are involved in this way of grasping facts
because the experiment must be prepared. However, what is the motivation (or
warrant) for the proposition of the solver’s experiment? We distinguish two cases:

– Constructive motivation: The subject knows that the experiment is related
to the solution of a problem. They pursue a specific idea related to the solu-
tion. In many cases, the subject is aware of (logical) arguments supporting the
importance of the experiment.
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Fig. 2 Two poles of
motivation for executing an
experiment

– General (heuristic) motivation: In this case, the subject is not sure whether
their idea is related to the solution.Although they could have some arguments for
the validity of a conjecture, the most common is the case when they are simply
making guesses or the reason for conduction an experiment is quite general and
heuristic.

Another division is possible with respect to the form of the experiment. In our clas-
sification, we distinguish between the following two cases:

• Closed experiment (CE): The subject has a specific idea that is verified using the
software. In other words, the subject knows in advance what they look for. The
subject formulates a “closed question” and gets an answer in the true/false form.
It would not be entirely correct to confine the role of software in this category to
mere verification. When a person solves a problem, many ideas have the form of
“hazy hypotheses”. Most of them turn out to be incorrect. The software tools help
to decide which of these ideas can be correct and are worth proving. Especially in
open problems (problems without a clear goal), the student does not know what to
look for and their motivation is guided by guessing numerous random conjectures.

• Open experiment (OE): The subject conducts an experiment with an unexpected
output (it means that the output consists of new information). We say that the
student formulates an “open question”. They get an answer that is valuable and
new for them.

It is obvious that there is no sharp border between “constructive” and “general” moti-
vation. In many situations, the subject just hopes that the output of an experiment
could be useful but is not entirely sure. This is the reason why we do not divide
motivation into two separate categories and rather consider it is a continuous dimen-
sion, Fig. 2. The more arguments the subject has for the relevance of an experiment
to the solution, the more their motivation is “constructive”. And on the contrary, the
fewer arguments for the relevance of the experiment the subject has, the more their
motivation is “general” or “heuristic”.

4 Illustrations of the Model

The functionality of the model is demonstrated in two examples. The examples have
the form of subjective records of the solving process. Although the problems are
more difficult, they are still within the frame of upper secondary grammar school
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mathematics. The first problem, generally unknown, was published in Blažek (2020).
The second problem is common in textbooks focussing on Euclidean geometry.

4.1 The First Example

An ellipse can be defined in two (upper secondary) ways:

• The foci definition of an ellipse
An ellipse � is the locus of point P such that the sum of distances of point P to
two given points F1, F2 (the foci) is a given constant 2a, Fig. 3.
This definition is equivalent to the definition using the director circle: Let k be a
circle centred at F2 with radius 2a and F1 a point inside k. Then the locus of the
point P such that the distances of P to the circle k and to F1 are equal is an ellipse,
Fig. 4. We leave the justification to the reader.

• The focus-directrix definition of an ellipse
Ellipse τ is the locus of the point P such that the ratio ε of distances of P to the
directrix line and to focus F1 is constant and is equal to ε = |F1F2|

2a < 1, Fig. 5.

We will prove the following problem synthetically (i.e. without the help of analytic
expressions):

Problem 1: The locus τ , defined by the directrix line, is identical with the locus �,
defined by the director circle. Prove that these two definitions are equivalent.

Fig. 3 Foci definition of an
ellipse

Fig. 4 Definition using the
director circle
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Fig. 5 Definition using the
directrix line

Fig. 6 The assignment of
the problem

Exploration of the problem

The solver started by construction of the assignment of the problem (they constructed
an ellipse, its directrix line and the director circle). Then the solver selected an
arbitrary point P on the ellipse and constructed the point N on the director circle
and the point H on the directrix line, Fig. 6.

After a moment of thinking, the solver came to the question:

Question 1: What is the “relation” between the points H and N?
The question is indefinite, it is not clear how to reply to the question in amathematical
way. It is a “heuristic question” because the solver did not have any concrete argu-
ments for its relation to the solution. The solver conducted an “open experiment”
(without knowing what the output would be) and their motivation was “general”
(they were aware of no arguments supporting the relation between the experiment
and the solution of the problem).

Experiment (open, motivation “general”): Let us construct line HN and turn on
its “trace” using the GeoGebra command Trace On. Let us move by a point P
along the ellipse. What shall we observe, Fig. 7?

The first claim: The line HN passes through a fixed point E lying on the line F1F2.
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Fig. 7 The first experiment,
discovering a fixed point

The construction of the point E using line HN is not elegant from the mathemat-
ical point of view (it lacks symmetry). This opens a new question:

Question 2: Is it possible to construct the point E directly, without constructing the
line HN?

The relation of this question to the solution is not clear (because the relation
between the “First claim” and the solution is not clear). Hence, as before, the solver
had no conscious intention related to the solution and their motivation was “general”
or “heuristic”. They carried out two “closed experiments”. In the first one, they
determined the intersection of the circle k with the line F1F2. Let us denote it X (the
point is not depicted in Fig. 7). Then they constructed the symmetric image of the
point F1 with respect to the point X. Let us denote it Y. They found out that Y �= E;
therefore, the construction was not correct. What could be tested next? The inversion
came to the solver’ mind and they found out the following:

Experiment (closed, motivation “general”): The subject constructed the image
of point F1 in inversion with respect to the circle k. The image coincided with the
point E .

The second claim: The point E is the image of the point F1 in inversion with respect
to the circle k.

Note: The inverse image E of a point F1 with respect to the circle with centre F2

and radius R is a point satisfying the relation |EF2||F1F2| = R2 and lying on the
ray F2F1.

Figure8 shows the current situation.
Looking at the picture motivated the following question:

Question 3: Does the midpoint of segment F1E lie on the directrix line d?
The motivation for this question (or conjecture) is purely visual. As it turned out,

the conjecture was correct: By applying the command Midpoint or Centre
on the segment F1E, it was verified that the midpoint lies on the line d.
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Fig. 8 Situation after
discovering the “Second
Claim”

The third claim: The midpoint S of the segment F1E lies on the line d. In other
words, the line d is a perpendicular bisector of the segment F1E .

Finally, the solver asked one more question, although they did not know if this
question would be related to the solution of the problem.

Question 4: Are any four points of the construction concyclic?

Experiment (closed, motivation “general”): The solver tested whether any four
points of the construction lie on a circle. He found out that the points F1, H, N , P
of the construction lie on a circle.

The fourth claim: The quadrilateral F1HN P is cyclic.
At this moment, the phase of exploration ended and the phase of justification

began. All the facts discovered empirically are summarized in Fig. 9. Before stating
the justification, let us analyse the help of GeoGebra in the exploratory phase.

As mentioned earlier, it is possible to compare the interaction between the subject
and software to a dialogue. The subject formulates a question and the software
answers. The question must be formulated in the language of the software; therefore,
not every question is allowed. Let us look back at the gained facts (denoted as claims):

• The first claim was preceded by a “random question”. Its answer was new for the
solver.

• The second question concerned the construction of the point obtained from the first
claim. The second attempt of the construction, based on the solver’s experience
and guess, was successful.

• The third claim sprouted from visual perception.
• The fourth claim was motivated by the question of whether any four points of the
construction are concyclic.

Let us emphasize that the solvers were not sure whether the gained facts were related
to the solution of the problem—itwas clarified by the following phase of justification.
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Fig. 9 Summary of all facts
discovered empirically

So they could not be sure if they were on the right track. Similarly, the formulations
of questions, which motivated the experiments, rested on the solvers’ mathematical
experience. So, what was the crucial help of the software based on? The software
answered the questions experimentally. If a subject did not have software available
for the first question, they would have to consider two possibilities: (1) the line
HN has a fixed point or (2) the line HN does not have a fixed point. Due to the
software tools, they determined the correct answer immediately. Similarly, in the
second question, a subject without the help of software would have to consider
both presented constructions as possible, and moreover, they would have to take
into account that neither of them is correct. The fourth question had many possible
answers: among seven points, there are 35 foursomes and to consider all of them is
virtually impossible. After excluding the foursomes with three collinear points, one
gets 14 foursomes, which is still too many. As was emphasized by Polya (2014), it
is common in mathematical work that conviction about validity of a claim precedes
its proof. In our case, the software indicated what hypotheses could be valid. It
illuminated the path, which, as it turned out, led to the solution of the problem.

Solution of Problem 1: First we select a suitable strategy. Coming out from the
definition of ellipse by the director circle, we construct the line d according to exper-
imental facts as follows:

1. We construct director circle k centred at F2 with radius R = 2a,
2. On the ray F1F2, we construct point E such that |EF2||F1F2| = R2,

3. We construct a perpendicular bisector d of segment EF1.

Now we prove that the line d is a directrix line. In order to do this,

4. We construct an arbitrary point P on ellipse and its assigned point N on the
director circle,

5. We construct the intersection H of lines NE and d.

Now, it is necessary to prove that
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Fig. 10 Proof of the equivalence

(i) The length of segment HP is equal to the distance of the point P to the line d
(in other words, lines HP and d are perpendicular).

(ii) The ratio of segment lengths fulfils |F1P|
|HP| = ε = |F1F2|

2a .

All subsequent considerations are related to Fig. 10.
According to the construction of the point E , the equality |EF2||F1F2| = R2 or

|EF2|/R = R/|F1F2| holds. Due to this equation and a common angle at the vertex
F2, the triangles F2F1N and F2NE are similar: �F2F1N ∼ �F2NE . Triangles
NF1P and HEF1 are isosceles (the point H lies on the perpendicular bisector d),
and hence, the following equalities are valid:

α = ∠NF1P = ∠F1NF2 = ∠NEF2 = ∠HEF1 = ∠HF1E .

From this, it follows∠F1HN = 2α (exterior angle theorem) and∠F1PN = 180◦ −
2α, and hence, the quadrilateral HN PF1 is cyclic. Applying the angle inscribed
theorem, one getsα = ∠NF1P = ∠NHP = ∠NEF1, hence the line HP is parallel
to the line EF1, which is perpendicular to the line d. The proposition (i) is proved.

The proof of the second proposition immediately follows from the similarity of
triangles ENF1 and HPF1. Their similarity results from ∠HPF1 = ∠HNF1 =
∠ENF1 and α = ∠F1N P = ∠F1HP=∠F1EN . Now, since�F2F1N ∼ �F2NE ,
one gets

|F1N |
|EN | = |F1F2|

|NF2| = |F1F2|
2a

= ε.

From similarity�ENF1 ∼ �HPF1, it follows that ε = |F1N |
|EN | = |F1P|

|HP| , which is (ii).
As a final remark, we note that the proof above deals with one-way implication

from one definition to the other, not with their equivalence. It is not difficult to prove
the converse by contradiction.
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4.2 The Second Example

The problem is the following:

Problem 2: Consider an acute-angled triangle ABC . Determine how to construct
a point P in the plane of the triangle such that the feet of perpendiculars D, E, F
dropped from the point P to the sides a, b, c respectively, are vertices of an equilateral
triangle.

A triangle whose vertices are feet of perpendiculars dropped from a point P on
the sides of the given triangle is called a “pedal triangle”, Fig. 11.

Exploration of the problem

With the support of DGE, a natural question arises: can we find the point P by the
means of this software?

Modern DGE software like GeoGebra have tools that fall under the class of CAS
programs (Computer Algebra System). Among them, the command
LocusEquation is able to determine the equation of an unknown locus based
on given conditions. (The command Locus is not so powerful since it only displays
the locus without its equation).

The command LocusEquation cannot be applied directly as the locus of point
P depends on the lengths of the three sides. To express the equality of three sides,
one needs twoBoolean conditions (for example, a == b, b == c), but the command
allows only one condition. It is not a disadvantage in this case as the position of points
tells us nothing about the construction. A better strategy is needed.More details about
various possibilities of the command are described in Hohenwarter et al. (2019) and
Kovács et al. (2020).

Experiment (open, motivation “constructive”): What is the locus of point P if we
simplify the condition of the equilateral pedal triangle and demand only an isosce-

Fig. 11 Pedal triangle of an
arbitrary point P
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Fig. 12 Locus of point P fulfilling the condition |DF | = |DE |

les pedal triangle? Is it possible to determine such defined locus by the command
LocusEquation?

The experiment above was “open”, because the solver did not know what the
output of the experiment would look like. At the same time, the experiment was
“constructive” because the solver pursued a specific idea related to the solution of
the problem. After the experiment, the solver came with the following claim:

The first claim: Locus of the point P such that for its pedal triangle |DF | = |DE |
holds is a circle k passing through vertex A, Fig. 12.

The immediate question is: How to construct the circle? We will start with a more
modest question: Where is the centre of the circle? Looking at the picture, there is
a strong suggestion: The centre of the circle lies on the line BC. Application of the
command Midpoint or Centre confirms this hypothesis.

The second claim: The centre of the circle k lies on the line BC .
Despite the help, the solver was still unable to identify the circle. They tried to

identify the intersection of the circle with the line segment BC . It was a closed and
constructive experiment because its relation to the solution was obvious.

Experiment (closed, motivation “constructive”): The solver tried to identify the
intersection of the circle k with the segment BC . The foot of the altitude from A
to the side a was excluded immediately. Then the solver tried the midpoint of the
segment BC . Finally, they constructed the bisector of the angle BAC and it passed
through the intersection. Hence,

The third claim: k is an Apollonius circle, i.e. the locus of the point P such that
|PB|/|PC | = |BA|/|CA|.
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Fig. 13 Pedal triangle DEF
of the point P is equilateral

Then the construction of the desired point P was obvious. For feet of perpendic-
ulars of a point P of the Apollonius circle k (which passes through the vertex A) is
|DF | = |DE |. For point P of another Apollonius circle l (passing through the vertex
C) is |DF | = |FE |. Hence, the intersections of these two circles are the solutions
to the problem, Fig. 13.

It remains to show why for point P of the circle k |DF | = |DE |.
Proof:
Let us start with a trivial statement.

Lemma: Let a chord of length d subtend an angle α at a point of circle. Then the
length d is given by the relation 2R sinα = d, where 2R is diameter of the circle.

The quadrilateral DPFB is cyclic (the sum of the opposite angles is 180◦), and
the segment BP is the diameter of its circumcircle. Applying the Lemma, one gets

|BP| sin β = |FD|,

where β is the angle at the vertex B. Similarly,

|CP| sin γ = |DE |.

If we put these equalities into ratio, one obtains

|FD|
|DE | = |BP| sin β

|CP| sin γ
= |BA| sin β

|CA| sin γ
= va

va
= 1,

where va is the length of altitude on the side a.
Note: In literature, the intersections of the Apollonius circles are referred to as

“isodynamic points”.
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5 Conclusions

Arzarello et al. (2002) noted that it was not easy to separate cognitive actions of a
subject from the tools of software and that their intertwiningwould occur. Pedemonte
(2007) distinguished between two cases: the subject knows the arguments contribut-
ing to the construction of a conjecture (thus, they precede the statement), and the
subject works with a conjecture for whose validity they have no support. The model
of interaction of a subject and software is based on uniting these two theses.

Using examples, we showed that some actions that the solver carries out with the
software have a genuine justification—the subject knows the purpose why to do the
actions and pursues a specific idea related to the solution. In other words, they know
why the output of the experiment is important. We refer to this case as “Constructive
motivation”.

A situation can occur when the subject conducts an experiment the reason for
which is haphazard, indeterminate or heuristic. The subject does not know if and how
the facts gained in the experiment are related to the solution. This case is referred to
as “General” or “Heuristic” motivation.

In both examples, there was a case when an experimental fact was revealed by
pure visual perception. But while in the case of the ellipse (third claim: the midpoint
of the segment F1E lies on the line d), the experimental fact solely followed from
visual perception, in the second case (second claim: the centre of the circle k lies on
the line BC), the visual perception was guided by the intention to identify the circle.
It is an illustration of the following statement by Magajna (2017):

Observing is not just gazing at a geometric configuration. It means also looking for specific
objects or relations in accordance to the observers solving strategy, conceptual understanding,
knowledge base and experience.

Thus, it is possible to conclude that facts gainedbyvisual perception canbedivided
into two categories in exactly the same way as “experimental facts”. In the category
of “constructive motivation”, the subject pursues a specific intention related to the
solution, and in the category of “general motivation”, the subject is just “gazing” at
the construction and looking for patterns or invariants.

Summarizing the motivations, in the first case, the motivation for DGE experi-
ments was “hazy”, based on individual experience, heuristics and guessing. In the
second case, the motivations were purely constructive, pursuing specific intentions.

The drawback of the paper is that the model is tested on an experienced solver. It
does not discuss the role of the model in the process of looking for a solution by a less
experienced student (prospective teacher). The authors conducted one experiment
with students with the aim of applying the model in real situations. However, due
to a small sample (four students participating in the experiment) and the scope of
the article, this experiment is not presented in detail. Based on outcomes of the
experiment, it is possible to conclude that successful students discover relevant facts
muchmore likely, thanks to constructivemotivation such as abduction and deduction.
On the other hand, conducting experiments by students who are not able to solve the
problem is random. One possible reason for their failure is that they do not consider
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the randomly discovered facts as relevant (they do not know the logical arguments
connecting the facts to the solution of a problem). Also, most of the facts that students
discover are discovered by constructive argumentation, not by simple “guesses”. The
authors will explore this topic further in more reliable experiments.

We must highlight the increasing importance of merging DGE tools (based on
accurate graphics and numerical computation) and CAS tools (based on symbolic
computation). The synergy of these two approaches provides a very powerful instru-
ment, see Kovács et al. (2020) (One of the leading programs in this direction is
GeoGebra.). For example, article Hohenwarter et al. (2019) speculates that work
with such tools could affect students’ learning: These tools may suppress the need
for logical validation and support work with machine, (cooperative reasoning), based
on slightly different abilities than classical geometric reasoning. With respect to our
model, if a solver uses a command like LocusEquation, it can indicate that they
know that the output of GeoGebra will be important, but does not know what such
output looks like (“constructive” and “open” experiment). Such command gives the
solver an answer but without (logical) arguments indicating its correctness. It is
up to the solver to justify this answer. However, as we stated in the preceding para-
graph, discovering relevant facts is mostly dependent on the student’s constructive
motivation (like abduction and deduction), i.e. on their mathematical reasoning and
knowledge.

Some relatively new (and not so known) programs try to facilitate or even avoid the
difficult process of finding relevant experimental facts by the function of “automated
observation”. The principle of this function is that the program randomly changes
the construction (by moving independent points of the construction) and looks for
invariants that were preserved throughout the motion. A promising development of
Java Geometry Expert (JGEX) JGEX (2021) equipped with this (and many other)
functions was stopped in 2011, and nowadays, it is even impossible to download
the program. The program OK Geometry by Z. Magajna is still being updated and
improved. The principles of the program are described in Magajna (2017). The
program has, besides automatic observation, many other functions, for example, it
enables to produce special files for training deductive proofs. The impact of the
function “Automated observation” on the student’s ability to deduce proofs, as far as
the authors know, is not charted. The possible disadvantage of this function could be
either that the number of the “observed” facts is considerably greater than it is optimal
and the solver must decide which facts to exclude and which to take into account,
or, on the contrary, the crucial facts are missing. Based on our personal experience,
we conclude the more the subject knows about geometry, the more they appreciate
and exploit the (advanced) tools of OK Geometry. After all, this is generally valid
for other DGE software.
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Creative Use of Dynamic Mathematical
Environment in Mathematics Teacher
Training

Roman Hašek

1 Introduction

The chapter does not deal with the concept of artificial intelligence (AI) as it is
usually understood, i.e. as a comprehensive agent, as it is dealt with, for example,
in Russell et al. (2010) or du Sautoy (2019). It relates to AI indirectly, through the
particular properties of currently available free-of-charge dynamic geometry soft-
ware (DGS), namely GeoGebra (2020) and OK Geometry (2020), that undoubtedly
move the capabilities of this software into the realm of AI. With full awareness of
the relevant difference in the conceptual behaviour of this software and of the fact
that the practices we present are not the only solution, the possibility of a purely
automatic solution using GeoGebra is becoming more and more real, Botana et al.
(2020), we specifically discuss the use of the software’s ability to independently
assess an individual geometric sketch, applying the specific method of automated
observation of a dynamic construction and the principles of the automatic proving
and deriving of geometric theorems. Based on this assessment, the software provides
a user with specific feedback on her or his approach to the solution of a particular
task. Such features definitely link this software to the world of AI. We believe in the
usefulness of the connection of the worlds of DGS and AI, and we are convinced
that the wide fulfilment of their potential in educational practice is very real. An
educational environment with AI in the background and equipped with the features
of reading dynamic constructions and automated reasoning could be the right means
to balance the teacher’s supervisory role in the classroom with the individualisation
of learning in terms of the goals formulated by Bloom in his well-known treatise on
mastery learning, Bloom (1968, 1971), Levin (2017).
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From the above perspective, using examples from geometry based on historical
problems, we will show specific educational procedures utilising the environment
of the mentioned software providing users with feedback that leads them in their
independent creative work, the result of which can be both a dynamic geometric
model of the respective phenomenon and a real object, e.g. the physicalmodel printed
on a 3Dprinter. All are based on practical findings from the preparation of prospective
mathematics teachers of lower and upper secondary schools. The use of the software
to interpret historical geometrical subject matter from the perspective of up to date
mathematics, to create a dynamic model of the respective phenomenon and also to
serve as a basis to create its physical model has proven to be a functioning component
of mathematics teacher education, Dennis (2000), Clark (2012), Furinghetti (2007),
Hašek et al. (2017).

2 Historical Context

The story underlying the chapter is based on two contributions submitted by Josef
Rudolf Vaňaus (1839–1910), a Czech grammar school mathematics teacher and one
of the leading personalities of both the professional and social life of his time, to
the Journal for the Cultivation of Mathematics and Physics; a paper Trisektorie
(Trisectrix in English) on the use of an oblique strophoid to trisect an angle, Vaňaus
(1881), published in 1881, and an assignment of a geometry task for the journal’s
problem corner, Vaňaus (1902), the solution of which was based on the trisection of
an angle, Ostermann and Wanner (2012), published in 1902.

Josef Rudolf Vaňaus was born in 1839. In 1862, he graduated from the Faculty of
Arts of Charles University in Prague, and then, for more than thirty years, he worked
as a grammar school teacher. He died in 1910, after fourteen years of retirement.
All his life J. R. Vaňaus was very active in promoting mathematics and its teaching.
Starting as a young university student, in 1862, he became one of four founders of
the Union of Czech Mathematicians and Physicists and he continued doing research
and publishing papers on findings in mathematics and its teaching in relevant Czech
journals.He paid significant attention to supporting studentswithmathematical talent
at the secondary school level through assigning them problems in the problem corner
of theCzech Journal for the Cultivation of Mathematics and Physics (with an original
Czech title Časopis pro pěstování mathematiky a fysiky), Folta and Šišma (2003).

A beneficial and a creative way of using GeoGebra and OK Geometry to solve
the problem assigned by Vaňaus and to model and analyse his original method of
trisecting an angle with contemporary students of mathematics teaching is treated in
this chapter.
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3 Problem 36

The following problem authored by J. R. Vaňaus was, as Problem No. 36, set in the
problem corner of the third issue of the Journal for the Cultivation of Mathematics
and Physics Vaňaus (1902), published in Czech. The target group of the problem
assignment was students of an upper secondary school, ages 15–18.

Given a line segment AB. Circular arcs, both with the radius |AB|, are drawn
around points A and B, passing through points B and A, respectively, and
intersecting at point C . The task is to set points M and N at arcs AC and
BC , respectively, so that the line segment M N is parallel to AB and the angle
∠M AN is equal to a given acute angle; see Fig. 1.

Solution: First, we add a few more elements to our sketch, see Fig. 2, an angle β =
∠B AN , the knowledge of which would immediately lead to point N , and segment
M B, the diagonal of trapezoid AB N M and at the same time the leg of the isosceles
triangle� M AB, which has two sides |AB| and |M B| of equal length due to the fact
that both given arcs have the same radii.

Fig. 1 Problem36:Determine
the line segment M N ;
M N ‖ AB, for a given
angle α

Fig. 2 Problem 36:Elements
β and M B added for
solution, � M AB is an
isosceles triangle
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Following Fig. 2, we express β in terms of α as follows. Since it applies to the
interior angles of � M AB that 2α + 3β = 180◦, angle β can be written as

β = 60◦ − 2
α

3
. (1)

Therefore, obtaining angle β, which leads to solving the problem, is subject to the
trisection of an angle, namely the given angle α, a task that is not solvable by using
just a straightedge and compass.

Trisecting an angle together with squaring the circle and doubling the cube are
three classical problems of Greek mathematics that were proved to be impossible
constructions using just a straightedge and compass. The impossibility of this so-
called Euclidean construction of a trisection of an angle was proved by French math-
ematician Pierre Laurent Wantzel in 1873. For more information, see Impossible
constructions (2020), Ostermann and Wanner (2012).

Three solutions to this problem, leading to the trisection of an angle, all in a similar
manner to the one above, sent by students of upper secondary schools, were published
in the last issue of the journal volumeVaňaus (1902).All three authorswere aware that
the solution is not constructable using only a straightedge and compass. One of them
offered to complete the solution analytically, converting it into the problem of the
intersection of conic sections, namely the circle and hyperbola, as recorded inVaňaus
(1902). Obviously, the upper secondary school students at that time were familiar
with the non-Euclidean techniques of the trisection of the angle, among others using
curves called ‘trisectrix’, namely, for example, the trisectrix of Maclaurin, Trisectrix
ofMaclaurin (2020), see Fig. 3, named after Scottishmathematician ColinMaclaurin

Fig. 3 Trisectrix of
Maclaurin given by the
Cartesian equation
2x(x2 + y2) = a(3x2 − y2),
for a = 3. Processed in
GeoGebra
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(1698–1746). A list of curves that can be used as a trisectrix, i.e. as an additional
tool with compass and ruler to trisect an arbitrary angle, can be found at Wikipedia,
Trisectrix (2020). An angle can also be trisected using other non-Euclidean methods;
see Angle trisection (2020) and Ostermann and Wanner (2012).

4 Problem 36 from the Contemporary Perspective

The possible use of the current free software in the field of Problem 36 will be
presented in this section through the two software mentioned in the introduction,
GeoGebra and OK Geometry. Our ambition is simply to share our specific findings
and experience with the reader. We do not aim to provide a comparative evaluation
of the software used and do not claim that this is the only possible way to solve the
discussed problems with the currently available software.

4.1 GeoGebra

We assigned ProblemNo. 36, as a problem for volunteers, to students of the first year
of the study of mathematics teaching at lower secondary school. Like the authors of
the solutions published in the journal, in 1902, most of the current solvers arrived at
a solution corresponding to (1). Yet there was a difference. Contemporary students
are not as familiar with the non-Euclidean ways of trisecting an angle as their peers
from the early twentieth century. On the contrary, they are well acquainted with the
available mathematical software, which was clearly reflected in their approach to
the solution of the problem. Once they found relation (1), they used GeoGebra to
construct a solution based on the numerically calculated trisection of a given angle.
GeoGebra, thus, served primarily as an environment for creating a dynamic model of
a numerically calculated solution to a given problem, one such model being shown
in Fig. 4.

Another approach to the use of GeoGebra to solving the problem, which we could
identify among the students’ solutions, went to the essence of a dynamic geometry
system. Its author employed the dynamic features ofGeoGebra to try to find a solution
by manipulating the construction; see Fig. 5. She created a movable transversal M N
between given arcs, M ∈ >

CA, N ∈ >
BC, visible from A at a given angle α. Moving

M the midpoint S of M N draws a curve, the locus of point S. The intersection of
this curve with the axis of symmetry of the line segment AB determines the position
of M N we are looking for to solve the problem. This dynamic investigation of the
nature of the locus curve gives rise to the question of which curve it is. Can we
determine its equation? Yes, using GeoGebra CAS, or any other suitable computer
algebra system, it is possible, without any special knowledge of differential geometry
of curves.
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Fig. 4 Problem 36:Student’s solution, a dynamic model created in GeoGebra

Fig. 5 Problem 36:Dynamic
investigation of the solution.
Processed in GeoGebra

First, we place the given construction into the coordinate system appropriately
so that A[0, 0], B[r, 0], M[m1, m2], N [n1, n2], k = tan β and a = tan α, see Fig. 6,
and express its configuration by symbolic equations e1, e2, . . . , e6 as follows: From
the right triangle with hypotenuse AM and an internal angle α + β, we get the first

equation e1 : tan (α + β) = m2

m1
, which can be written as

e1 : (a + k)m1 − (1 − ak)m2 = 0, (2)

where k = tan β and a = tan α. Analogously, from a right triangle with the
hypotenuse AN and an internal angle β, we get the second equation
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Fig. 6 Problem36:Placement
in the coordinate system

e2 : kn1 − n2 = 0. (3)

The other two equations e3 and e4 are based on the fact that S[x, y] is the midpoint
of the line segment M N :

e3 : m1 + n1 − 2x = 0, (4)

e4 : m2 + n2 − 2y = 0. (5)

The last two equations reflect the fact that M and N are the points at circles k(B; r)

and l(A; r), respectively, where r = |AB|:

e5 : m2
1 − 2m1r + m2

2 = 0, (6)

e6 : n2
1 + n2

2 − r2 = 0. (7)

The notation of these equations and their further processing in the CAS environment
are shown in Fig. 7. For equations, see lines 1 to 6. To get the general algebraic
polynomial representation of the locus curve, we use the Eliminate command,
based on the method of the Groebner bases, Kovács (2017), Hašek (2019). Part of
its result can be seen on line 7 of the CAS view. The complete resulting algebraic
equation of the locus curve is as follows:

16x6a2 − 32x5ra2 + 8x4r2a2 + 16x3r3a2 − 7x2r4a2 − 2xr5a2 + r6a2

+ 48x4y2a2 − 64x3r y2a2 + 16xr3y2a2 − 3r4y2a2 + 48x2y4a2

− 32xr y4a2 − 8r2y4a2 + 16y6a2 + 8x2r3ya − 2r5ya + 8r3y3a

+ 16x6 − 32x5r + 8x4r2 + 8x3r3 − 3x2r4 + 48x4y2 − 64x3r y2

+ 8xr3y2 + r4y2 + 48x2y4 − 32xry4 − 8r2y4 + 16y6 = 0. (8)
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Fig. 7 Equation of the locus curve of S derived in GeoGebra CAS

Equation (8), thus, completes the phase of the symbolic solution of the problem.Now,
in order to plot a particular curve given by (8) in the Graphics View of GeoGebra,
we have to substitute some specific values of its parameters into this equation, i.e.
the radius r of arcs and the angle α, precisely, the tangent of the angle α as the value
of a; see line 8 in Fig. 7.

Let us use the values r = 1 and a = tan
(

π
6

) =
√
3
3 . Factorising the resulting poly-

nomial using the Factorise command, we get two curves, a circle drawn by S
when M coincides with A and the curve that interests us, which appears to be the
limacon, Limacon (2020), plotted in the Graphics view of GeoGebra; see Fig. 8.

The solutions mentioned so far have always been based on an idea. But what if we
have no idea? Can any software assist us in such a way that it gives us an impetus to
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Fig. 8 Problem36:Limacon,
the locus of midpoints of
M N for α = π

6 . Processed in
GeoGebra

start a solution? And, moreover, can such software reveal to us a hitherto unknown
solution? In the next section, we will show how OK Geometry can serve us in this
way.

4.2 OK Geometry

OK Geometry is a dynamic geometry software that has a unique ability to analyse
a dynamic geometric construction, either created directly in it or imported from
another DGS, and to provide a list of properties of this construction, not proved,
but determined with a high degree of probability. OK Geometry was conceived by
Zlatan Magajna and is available free of charge from OK Geometry (2020), where an
interested user can find all the necessary information on its use and functionality.

By drawing just a sketch of the assignment of Problem 36 and letting OK Geom-
etry analyse it, a user receives a number of properties that with high probability pay
for this geometric construction. Focussing only on those of them that relate to the
stated task, she or he almost certainly obtains a base for developing some ideas on
the problem’s solution, some of which may be not entirely obvious even to an experi-
enced solver. A small portion of the result of such an analysis is shown in Fig. 9. The
software indicates that the sizes of angles ∠C AM and ∠N AM , where |∠N AM | is
the given acute angle, see α in Fig. 1, are in the ratio 1 : 3. If we manage to prove
this hypothesis, we can design a new way of constructing the segment M N accord-
ing to Problem 36 assignment, of course, again based on the trisection of a given
angle. Having the line AC determined with the fixed points A and C , we simply find
the point M , so that |∠C AM | = 1

3α. So, is the relationship between angles ∠C AM
and ∠N AM , stated by OK Geometry, true? If it is not obvious from Fig. 9, we can
‘ask’ the software for more information on the relations of involved angles. Among
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Fig. 9 Problem 36:Analysis using OK Geometry; |∠N AM| = 3|∠C AM |

Fig. 10 Problem 36:Analysis using OK Geometry; |∠N AC | = 2|∠C AM |

them, we then find the key to the proof, 1 : 2 ratio of measures of angles ∠C AM
and ∠N AC , where ∠N AC ∪ ∠C AM = ∠N AM ; see Fig. 10. Both relationships
between angles are, therefore, equivalent, with the latter being a clear consequence
of the relationship between the inscribed angle∠C AM and the central angle∠C B M ,
where |∠C B M | = 2|∠C AM |. Consequently, due to |∠N AC | = |∠C B M |, the rela-
tion |∠N AC | = 2|∠C AM | pays. Therefore, the former, |∠N AM | = 3|∠C AM |,
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also holds. We have shown how OK Geometry can assist us, both in the recognition
of some geometric properties and in indicating the prospective way of proving them.

5 Vaňaus’ Trisectrix

In Sect. 4, the part dealing with the ‘dynamic geometry’ approach to solving Problem
No. 36, we used the dynamic geometry and computer algebra features of GeoGebra
to create a dynamic model of the respective geometric construction and to derive an
equation of the corresponding locus curve.

Here, in the section devoted to the first of two Vaňaus’ publications covered in
this text, a paper Trisektorie from 1881, Vaňaus (1881), we will apply this approach
again and complete it with the creation of a dynamic geometric model of Vaňaus’
trisector, a mechanical linkage implementing his method of trisection.

Let’s move back to 1902 to complete the story of solving Problem No. 36. In his
comment to the solutions of the three students, published in Vaňaus (1902), Vaňaus
recommended his 1881 paper in which he introduced a method of doing a trisection
using the cubic curve shown in Fig. 11. This cubic curve, currently known as the
oblique strophoid, Gibson (1998), Lockwood (2007), Strophoid (2020), is presented
by Vaňaus as follows.

The locus of points M for B moving along the line l, a secant to the circle c,
so that |M D| = |DB|, where D is the intersection of the line O B with c.

Fig. 11 Vaňaus’ trisectrix,
the oblique strophoid, for
r = 1 and a = 3. Processed
in GeoGebra
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He derives the Cartesian equation of this curve

a(y2(2r + x) − x2(2r − x)) = y(y2 + x2 − 4r x), (9)

where r is the radius of the circle c and a is the slope of the line l (i.e. a is the tangent
of the angle of incline α of the line l), and describes a simple way of using it to trisect
an angle, namely the angle u in Fig. 15. To learn which position of the curve with
respect to the Cartesian coordinate system corresponds to (9), see Fig. 11.

Analysing this curve as a locus curve with students, GeoGebra allows us to apply
different approaches to the derivation of its algebraic equation. On the one hand,
we let the software do it automatically, from the perspective of a user in the hidden
‘black box’mode, and simply ask it to derive the equation based on the geometric con-
struction created in the ‘Graphics’ view. To do so, we apply the LocusEquation
command, which utilises the algorithms of the automated theorem proving to com-
pute an equation of the locus of a given point; see Fig. 12. On the other hand, we can
do it manually, using the ‘CAS’ of GeoGebra, with its functions and tools, as the
environment to control the process. In Fig. 13, the use of the Eliminate command
to derive the locus equation in a manner analogous to the derivation of the limacon
equation in Sect. 4 is shown.

Fig. 12 Derivation of the algebraic equation of Vaňaus’ trisectrix using the LocusEquation
command of GeoGebra
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Fig. 13 Derivation of the algebraic equation of Vaňaus’ trisectrix using theEliminate command
of GeoGebra

To get acquainted with the meaning of the equations r1, r2, . . . r6 that we used
to symbolic derivation of the locus curve equation, see Fig. 11. They are derived as
follows: From the right triangle with hypotenuse AB and an internal angle α, we get

the first equation r1 : tan (α) = b2
b1 − 2r

, which can be written as

r1 : (b1 − 2r)a − b2 = 0, (10)

where a = tan α. The fact that the point D[d1, d2] lies on a circle c with centre S[r, 0]
and radius r led to the second equation

r2 : (d1 − r)2 + d2
2 − r2 = 0. (11)

The third equation reflects the condition of collinearity of points O, D and B, i.e.
d2
d1

= b2
b1
, where the expression a(b1 − 2r) is substituted for b2:

r3 : ad1(b1 − 2r) − b1d2 = 0. (12)
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The other two equations r4 and r5 are based on the fact that D[d1, d2] is the centre
of the line segment M B, with the coordinates M[x, y], B[b1, b2] of its endpoints:

r4 : b1 − 2d1 + x = 0, (13)

r5 : b2 − 2d2 + y = 0. (14)

The last equation represents a non-degenerate condition preventing the case D[0, 0],
which would lead to the curve’s asymptote instead of the curve itself:

r6 : −d1k + d2 − 1 = 0, (15)

where k is the real parameter.
As alreadymentioned,Vaňaus identified this curve as a trisectrix, i.e. the curve that

can be used, togetherwith compass and ruler, to trisect an arbitrary angle. Specifically,
he uses the property of equidistance among the points of the given circle, its secant
and the curve, respectively. For a detailed illustration, see Fig. 14. Let us remember
that B is the mover in Vaňaus’ definition of trisectrix; moving B the point M draws
the curve. Then, decisive for the trisection is a configuration of B and consequently
M , where M lies on a circle centred at O passing through A. Only in this position, it
holds that |∠H O M | = 1

3 |∠H O A|. To prove it, we will deal with Fig. 15, where the
trisectrix is rotated, in comparison with the position used so far, so that the ray O H of
the angle ∠H O A, the trisection of which is the subject of our interest, is horizontal.
Let us focus on the triangle �O B A and its exterior angle ∠M B A, the measure of
which is |∠M B A| = α + 2x . Due to the exterior angle theorem, which states that
an exterior angle of a triangle is equal to the sum of the opposite interior angles,

Fig. 14 Vaňaus’ trisectrix; determining properties for trisection. Processed in GeoGebra
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Fig. 15 Using the ‘Vaňaus curve’ to trisect an angle u

Fig. 16 Proposal of a
possible design of Vaňaus’
mechanism

we know that α + 2x = α + y. After simplification, we get y = 2x . Consequently,
because u = x + y, it follows that x = 1

3u.
In conclusion to his paper, Vaňaus (1881), Vaňaus mentions that he designed a

quite simple mechanism to implement his method of trisection which he had made
with a satisfactory result by a skilled mechanic. However, no such mechanism was
found in his estate, so nobody knows what it looked like. A possible design of this
mechanism is indicated in Fig. 16 usingVaňaus’ trisectionmethod in the background.
Its dynamic model created in GeoGebra is available at Hašek (2020). The author is
not entirely satisfied with this proposal as he believes that there could be a simpler
mechanical implementation of Vaňaus’ method. Of course, there are a number of
other mechanisms for angle trisection; see, e.g. Soluzione (2021).
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Fig. 17 Conchoid of
Nicomedes; the locus of
points D, the midpoints of
M B, when M moves along
the circle centred at O and
passing through A

The use of DGS brought us another interesting revelation in this story of a method
of trisection. When searching for the way of the mechanical trisection of an angle
using Vaňaus’ strophoid, a question appeared; what is the locus of points D, the
midpoints of the segment B M , when M moves along the circle centred at O and
passing through A; see Fig. 12. The resulting curve, shown in Fig. 17, is the conchoid
of Nicomedes, Lawrence (2014), the Cartesian equation of which is (x2 + y2)(x −
a)2 = b2x2, where a = 1

2 |O H | and b = 1
2 |O A|. Thus, applying theGeoGebraTools,

we have found a close relationship of Vaňaus’ trisectrix to this conchoid, a curve
which is well known for its use in trisecting an angle Lockwood (2007).

6 Conclusion

Through a real story from the history of the study and teaching of mathematics con-
cerning the trisection of an angle and related problems, we have shown the properties
of contemporary dynamic geometric software, such as the ability to immediately
respond to user’s demands, the ability to provide individual feedback tailored to the
user’s needs, equipment with the environment supporting creative approach to solve
the given problem and to find new ways of doing it, the possibility of sharing ideas
and approaches, among others. This all predetermines this software for its use in
contemporary mathematics teaching. Its potential to be implemented into an educa-
tional environment controlled by artificial intelligence is obvious and undoubtedly
calls for detailed research.

Theoretical bases of AI implementation in mathematics education are stated in
Balacheff (1993). We are convinced that now all the necessary components of this
implementation, whether of a technical, software or didactic nature, are sufficiently
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mature to assemble them all together for the application of AI to assist a teacher
in supporting and streamlining the school education of pupils according to their
individual needs and to focus on their skills, knowledge and demands.
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Experimental Study of Isoptics of a Plane
Curve Using Dynamical Coloring

Thierry Dana-Picard and Zoltán Kovács

1 Tradition Versus Experimental Mathematics

For a long time, the traditional way to convey mathematics was structured according
to the definition-theorem-proof-example scheme. A few decades ago, digital tools
appeared: calculators working numerically, then graphical features (also numerically
based) were added.With the developments of algorithms for symbolic computations,
things changed profoundly. Computer Algebra Systems (CAS) are now important
systems involving symbolic and numerical features, together with efficient graph-
ical abilities. The affordances of symbolic computations had a great influence on
the proof of new theoretical results. Software has been developed focusing on spe-
cific mathematical domains, such as Macaulay for Algebraic Geometry,1 GAP2 for
Group Theory, and Felix3 for commutative and non-commutative rings andmodules.
Sometimes, specific programs have been written to address a very focused question;
for example, see Dana-Picard and Schaps (1993).

The graphical features of CAS had already some dynamical aspects, but dynam-
ical graphics (especially when driven by the user with the mouse, but not only) is
the specific strength of other packages which appeared later: we mean Dynamical
Geometry Systems (DGS). All these can be either freely downloadable (GeoGebra,

1https://faculty.math.illinois.edu/Macaulay2/.
2 https://www.gap-system.org/.
3 https://www.swmath.org/software/1048.
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Desmos, etc.) or commercial packages (Cabri, Sketchpad, etc.). The same is true
for CAS. Of course, this dynamics added reinforced visualization and its influence
on mathematical thinking, and enabled not only to prove but also to first explore
geometrical situations, then to conjecture, and finally, to prove results.

Recently, CAS has been included in DGS. For example, the DGS GeoGebra
includes the CAS Giac (Kovács & Parisse, 2015). This inclusion makes the dialog
between a CAS and a DGS more efficient, and more developments are foreseen in
that direction. Examples of the importance of this dialogue between the two kinds
of packages, especially for the study of plane curves (envelopes, isoptics, etc.) can
be found in the literature. For instance, experiments in Cieślak et al. (1991) use a
CAS only. Later works such as Dana-Picard (2019), Dana-Picard et al. (2020), and
Dana-Picard and Kovács (2018) rely on networking between the different kinds of
technology.

Networking between technologies calls for automation. First experiments on con-
necting different systems always require a human researcher. After considering typ-
ical case studies, the human controller may be substituted by a mechanical process.
A mechanical algorithm can be, however, very complex and may require techniques
from artificial intelligence (AI) like machine learning to select from a portfolio of the
available approaches. In fact, AI subsystems may need periodic human inspections
to verify if the underlying processes are still up-to-date and their operation is still
optimal, or some improvements should be performed by human intervention. In our
paper, we focus on the human’s first experiments and the possible intervention that
may promote a better networking on new inputs.

Technology provided environments to change the approach from the traditional
one, evoked above, to a more experimental approach. This is the approach we present
in this chapter for the study of isoptics of plane curves. Actually, the usage of a CAS
enabled to describe (algebraic presentation, using polynomials and algorithms from
the theory of Gröbner basis; see Adams and Loustaunau (1994); Cox et al. (1992))
and visualize the isoptics of a given plane curve (Dana-Picard et al., 2011, 2014).
But the visualization was provided for one isoptic at a time.

Some time ago, we began to develop a different approach (Dana-Picard&Kovács,
2019). Here, we present another development: a new approach, based on the Newton
root-finding algorithm, with the following main features:

• for a given curve, several isoptics are determined and displayed at the same time;
• different colors are used to enhance the difference between the isoptic angles, in
particular making a clear distinction between acute and obtuse angles;

• the data canbe changeddynamically in order to explore the influence of the changes
in various parameters.

We describe activities built on joint usage of a CAS and a DGS. Sometimes, a
CAS is implemented within a DGS, such as Giac in GeoGebra (Kovács & Parisse,
2015). These technologies are always under further development, and may be avail-
able on various platforms, offering specific features. In any case, we have here rich
environments supporting the 4C’s of Education in 21st century (Chiruguru, 2021;
OECD, 2021): Critical Thinking, Creativity, Communication, and Collaboration.
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The dynamical colorings that we offer foster critical thinking, to analyze the output
and explore the changes when changing the parameters. These changes promote cre-
ativity. And more than that, we will see that Collaboration and Communication are
made possible at 3 different levels:

• between humans, during the activities;
• between kinds of software, within each activity;
• between man and machine at every step of the work.

2 Isoptic Curves of Plane Curves—A Short Historical
Survey

A plane curve C and an angle θ are given. A θ -isoptic of C , denoted by Opt(C , θ),
if it exists, is the geometric locus of points in the plane through which passes a pair
of tangents to C making an angle equal to θ . The angle θ is called isoptic angle. In
other words, Opt(C , θ) is the set of points in the plane from which the curve C isn
viewed under the fixed angle θ . A π

2 -isoptic of the curve C is called its orthoptic
curve (or shortly its orthoptic).

The orthoptics of conics are well known (see Fig. 1):

• The orthoptic of a parabola is called its directrix;
• The orthoptic of an ellipse is its director circle. If a and b denote half-axes of the
ellipse, then the director circle has the same center as the ellipse and its radius is
equal to

√
a2 + b2;

• The orthoptic of a hyperbola, if it exists, is a circle whose center is the center of the
hyperbola. Its existence depends on the angle between the asymptotes, and also
on the parts of the plane where the hyperbola is situated.

Isoptic curves have been studied for a long time, since the end of the nineteenth
century,with (Taylor, 1884).We refer also toWunderlich’sworks (Wunderlich, 1937,
1971a; 1971b), to Yates’s book (Yates, 1952) and to the works by Cieślak, Mozgawa,
and their team (Cieślak et al., 1991; Miernowski &Mozgawa, 1997). Their approach

(a) Parabola (b) Ellipse (c) Hyperbola

Fig. 1 Orthoptics of conics
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Fig. 2 Two isoptics of the parabola with equation y2 = 4x

uses support functions, enabling the study of isoptics for smooth closed curves, and
deriving a criterion for convexity of the isoptic. Sałkowski studied isoptics of open
rosettes, i.e. of some non-closed curves, relating to some periodicity (Szałkowski,
2005, 2007, 2014).

More recently, isoptics of conics havebeen studied for any angle, using aComputer
Algebra System (CAS). The following results have been obtained (or re-discovered,
that time in a technology-rich environment). For θ �= π

2 , the following holds:

• The θ -isoptic of a parabola is an arc of hyperbola; see Dana-Picard et al. (2011).
Figure2 shows the parabola whose equation is y2 = 4x and the hyperbola whose
equation is x2 + 6x − y2 + 1 = 0. The right (resp. left) arc of the hyperbola is
the 3π

4 -isoptic (resp. π
4 -isoptic) of the parabola. This picture has been obtained

with GeoGebra; the angles in the picture are measured in degrees, as measures in
radians are not given by the software as fractions of π but in decimal format.4

• The θ -isoptic of an ellipse is a Spiric5 of Perseus (a generalization of a Cassini
oval), i.e. a specific quartic; seeDana-Picard et al. (2011). Actually, as the algebraic
computations involve squaring of both sides of an equation, the θ -isoptic and
the (π − θ)-isoptic are obtained simultaneously. Moreover, plotting the obtained
equation of degree 4 yields both components, not enabling an algebraic distinction
between them. Therefore, the name bisoptic has been coined there. The bisoptic

4 A GeoGebra applet for an interactive study of the isoptics of a parabola is available at https://
www.geogebra.org/m/RSmsrFCp.
5 Spiric curves appear in various fields. Before Kepler laws have established, there was an attempt
to describe the orbits of planets with Cassini ovals. More recently, a gravitation theory based on
spiric curves has been proposed in Nieto and Beltrán (2015).

https://www.geogebra.org/m/RSmsrFCp
https://www.geogebra.org/m/RSmsrFCp
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curve of an ellipse is a quartic with two components, one of them being in the
interior of the other. The internal one is an isoptic for an obtuse angle, and the
exterior one is the isoptic for its acute complement. It is well known that a spiric
curve is the intersection of a torus with a plane parallel to the axis of the torus. In
the case of bisoptics, the torus is self-intersecting (i.e. it is obtained by revolving
a circle around a line which intersects it). Figure3 shows isoptics of an ellipse
whose equation is x2 + 4y2 = 1, for θ = 3π

4 (dotted tangents) and θ = π
4 (dashed

tangents).
An interactive GeoGebra applet6 is available at https://www.geogebra.org/m/
xBeqhrtD. It shows the dependence of the spiric curve on the angle and the
eccentricity of the ellipse. Moreover, it shows that in the pair torus-plane, both
components change according to the angle: the toric intersection is not defined by
a fixed torus and moving the plane only. A screen snapshot is displayed in Fig. 4.

• Using the same algebraic approach as for ellipses, it appears that bisoptics of
hyperbolas are also spiric curves; see Dana-Picard et al. (2014). That time, the
asymptotes decompose the plane into four zones; let us call them N-W-S-E (the
meaning is obvious). For an angle θ , the θ -isoptic is the union of arcs N-S of the
external component and E-W of the internal one, the union of the four remaining
arcs being the (π − θ)-isoptic. Figure5 shows a hyperbola whose equation is
x2 − 4y2 = 1. The bisoptic curve is a subset of the spiric curve whose equation is
4x4 + 4y4 + 8x2y2 − 5x2 − 10y2 + 1.25 = 0, showing the following properties:

– The 63.43◦-isoptic is N-S on the external loop and E-W on the internal one.
– The 116.57◦-isoptic is E-W on the external loop and N-S on the internal one.
– The points of intersection of the spiric with the asymptotes of the hyperbola do
not belong to either isoptic, as through these points passes only one tangent to
the hyperbola.

Figure6 illustrates the intersection of a self-intersecting torus with a plane parallel
to the torus axis.

Note that the usage of a Dynamical Geometry System (DGS), here the mouse-
driven Move command of GeoGebra, enables to convince the user that the right
answer has been found: the chosen point of the isoptic can be moved interactively.
By that way, a good visualization of two phenomena is obtained:

(i) Moving the point along the loop shows that between the asymptotes, the angle
is constant;

(ii) The point of intersection of the loop with an asymptote is a jump point for the
isoptic angle.

These results have been obtained using two technologies:

a. A CAS has been used to perform the algebraic computations and to derive a
general equation for isoptics. Entering the equation of the given curve and of

6 Thanks to George Ghantous, from the Center for Educational Technology, in Tel Aviv, for his help
in developing the applet.

https://www.geogebra.org/m/xBeqhrtD
https://www.geogebra.org/m/xBeqhrtD
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Fig. 3 A bisoptic of an ellipse

Fig. 4 Dynamical visualization of isoptics as toric intersections
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Fig. 5 A bisoptic of a hyperbola

the computed isoptic, a single picture can be obtained. By substitution of several
values of the angle, several pictures can be obtained, sometimes plotted together.

b. A DGS enables to introduces two degrees of dynamics:

• Apoint can bemarked on the isoptic and thenmoved along the isoptic, showing
the conservation of the angle between the tangents.

• A general equation for the isoptic can be entered, we mean an equation con-
taining the isoptic angle (actually the tangent of the angle) as a parameter.
Then the slider bar enables to change the angle and to have an insight into the
modifications of the shape of the isoptic.

Further experiments provided a possibility to visualize more than one isoptic at a
time. For this, a new software tool has been used (Montag & Richter-Gebert, 2018),
and work has been based on the principles described in Losada (2014), Losada
et al. (2010). In the next section, we present applets built with CindyJS, which
enable to visualize at one glance several isoptics for different curves: conics and
open quartics. This explorationway enables to study isoptics evenwithout computing
“exact” equations.
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Fig. 6 The intersection of a self-intersecting torus with a plane

3 Experiments with Dynamical Coloring

We present here an experimental approach to the discovery of the various areas in the
plane, according to the possible angles between possible tangents. The work is based
on a dynamical coloring of the plane using CindyJS Montag and Richter-Gebert
(2018).

3.1 First Experiments

We begin our investigation by letting F(x, y) = 0 be the equation of a convex curve.
Through an external point P(xP , yP) pass two tangents to the curve; we denote by
A(xA, yA) and B(xB, yB) the points of contact of the curve with the two tangents,
denoted, respectively, by tA and tB . See Fig. 7.
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Fig. 7 The two points of contact of the tangents to a convex curve through an external point

The equation of a tangent at the point P(xP , yP) is as follows:

tP : F ′
x (x, y) · (x − xP) + F ′

y(x, y) · (y − yP) = 0. (1)

This can be used to express the coordinates A and B as functions of the coordinates
of P without using heavy computer algebra, that is, only by derivation, substitutions,
and numerical equation solving in one variable, if the following properties hold:

1. F is a polynomial in the variables x and y.
2. F can be written in explicit form, that is, for example, as y = f (x).

For instance, when considering the example F(x, y) = x2 + 2 − y, the formula

xA,B =
2xP ±

√
4x2P − 4yP + 8

2
= xP ±

√
x2P − y2P + 2

can be derived and, from this, we obtain immediately yA = x2A + 2 and yB = y2B + 2.
At this stage, computing the angle∠ACB is a simple numerical operation, which

can be performed for each point P in the plane, or in a bounding box that fits the
user’s screen.

Two possible outputs are shown in Fig. 8, one for the parabola described above,
and one for a hyperbola with the input F(x, y) = x2 − xy + 1. In these figures,
acute angles are displayed in blue and obtuse angles in red. Right angles will be
obtainedwhen the color is black, and this corresponds to the directrix of the parabola,
and the director circle for the hyperbola (if it exists, as we explained previously),
respectively. In fact, we use a technique similar to the technique described in Losada
(2014), Losada et al. (2010).
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(a) Bisoptic of a parabola (b) Bisoptic of a hyperbola

Fig. 8 Simultaneous and dynamical plotting of isoptics of conics

3.2 Automated Way of Obtaining Dynamical Colored Plots

Our approach could be generalized by embedding a Computer Algebra System in
CindyJS. However, in the examples presented at the beginning of this section, we
focused on keeping the computations as quick as possible, to provide the users with
immediate feedback from the computer’s side. On the other hand, for a generally
given input formula, some symbolic steps cannot be avoided, even if they can be
performed by a simple CAS as well. CindyJS’ tutorial suite suggests the usage of
Davide Della Casa’s Algebrite (see http://algebrite.org), but for substitutions wemay
need some more complicated systems.

At this point, we refer to our GitHub project (Dana-Picard & Kovács, 2019) that
performs the process above but in a general way, by using Bernard Parisse’s Giac (see
https://www-fourier.ujf-grenoble.fr/~parisse/giac.html) on the topof theHTMLweb
page. In the file isoptics.html, Giac preprocesses the input formula by solving
an equation in one variable, differentiating the formula, and simplifying the result—
finally after substitution, a symbolic solution of another equation is provided. This
final formula will be then inserted into the CindyJS function space, and it will be
evaluated for a high number of occurrences by the CindyJS engine. (Giac is also
used to convert the intermediate formulas to LATEX and finally MathJax is invoked
to display them in a well-readable way.)

It is important to mention that Giac provides a formula that is equivalent to the
well-known solution of a general quadratic equation, and this is evaluated by the web
browser in an efficient way. (Actually, CindyJS and its underlying WebGL system
perform the computations in a very efficient method.)

Figure9 shows the workflow of the algorithm.
We highlight that this process can be automatized only for parabolas and hyperbo-

las, but not for ellipses. Luckily, somemore careful computations will help us extend
our method to obtain useful outputs for ellipses as well, if the ellipse is defined by
its canonical equation F(x, y) = 0, where F(x, y) = ax2 + by2 − 1. In particular,
for the case of an ellipse, we need to classify the points P of the plane; different

http://algebrite.org
https://www-fourier.ujf-grenoble.fr/~parisse/giac.html
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Fig. 9 The workflow of the
visualization algorithm

positions may require different signs in the exact definition of yA and yB (see Fig. 10
for a typical run of the script ellipse.html). Roughly speaking, we compare the
x-coordinate of point P with −1/

√
a and 1/

√
a, and check the y-coordinate of it as

well. Then a piecewise operation is used.
We illustrate this idea by computing the isoptics for certain quartic inputs. Instead

of using the symbolic way of solving a quartic equation via Ferrari’s method
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Fig. 10 Simultaneous and dynamical plotting of isoptics of an ellipse

(Cardano, 1545), we use Newton’s root finder algorithm (Newton, 1669). For exam-
ple, by assuming F(x) = x4 + x + y, the formula (1) is of the form

(4x3 + 1) · (x − xP) + (−1) · (y − yP) = 0 (2)

which leads to find solutions of an equation of degree 4. Now the Newton iteration

Xn+1 = Xn − 3X4
n − 4X3

nxP − xP + yP
12X3

n − 12X2
n · xP

can be used to find the roots of (2) if the initial value X0 is well chosen.
Unfortunately, no convergence can be guaranteed in general, as it is well known

(Kovács, 2011). Our experiments resulted in choosing X0 from the interval I =[− 4
3 ,

16
3

]
by using a deterministic pseudo-random number generator (Vickers, 1980).

In this way, we are able to color the plane in the viewport of Fig. 11 for almost all
pixels. For each X0, at most 20 different iterations are checked—after that another
pseudo-random value will be chosen for X0. After 300 iterations altogether, the loop
for one pixel ends with an unsuccessful result—otherwise the computation delivers
both roots of (2).

The algorithm described above illustrates what challenges are to be solved by an
AI-based network. Different inputs can have different degrees—conic inputs can be
processed by a purely symbolic algorithm, but higher degrees (in our case, 4) should
trigger a numerical computation. In the symbolic case, a sophisticated recipe will
cover all cases properly, while in the numerical case the pre-configured interval I
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Fig. 11 Simultaneous and dynamical plotting of isoptics of a quartic

should perform well enough for many inputs. In fact, the numerical case has not yet
been tested with a large scale of inputs, therefore, an update may be required after
a higher amount of tests, provided by end users, is available. After such results, the
ad-hoc algorithm of setting the interval I (and eventually, configuring the pseudo-
random number generator) may be improved to ensure even better results. Here, we
highlight that optimal selection of I (and other refinements) can be supported by
machine learning methods as well.

4 Final Remarks and Directions for Future Work

4.1 What Has Been Earned with the New Approach

The isoptics of conic sections have been already described in Dana-Picard et al.
(2011, 2014). There the algebraic work, performed either by hand or using a CAS,
was a prerequisite to visualization of the isoptics. This visualization has then been
obtained in one of the following ways:

(i) Using the plotting commands of the CAS.
(ii) Copying the equations into the DGS, which are automatically translated into

plots in the graphical window. This copy has to be performed by hand (copy-
paste) as generally the two kinds of technologies have no possibility to have
a dialog. This is analyzed in an ongoing work (see Dana-Picard & Kovács,
2021).
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The output results in the given conic and one bisoptic. Using GeoGebra’s Move
command, it is possible to verify that the obtained curve is really a bisoptic. The
difference of behavior between isoptics of ellipses and of hyperbolas is made clear
by these experiments. We emphasize that only one bisoptic can be plotted by that
way.

With our new approach, we visualize at the same time a certain number of isoptics,
making their general shape obvious. The difference between the isoptics for either
acute or obtuse angle is emphasized by the color changes.

A purely algebraic approach is possible from a theoretical point of view: for exam-
ple, if there exist points of inflection on the isoptic Opt(C , θ), then these are points
of intersection of C with its Hessian curve (see Bix, 1998, Theorem 12.1). A CAS
may help to compute the solution of the needed system of polynomial equations, but
understanding and using the solution on the display may be unilluminating. Working
with a DGS together with a CAS may contribute to an experimental discovery of
points of inflection.

Wementioned inSect. 2 that an isoptic of a parabola (for a non-right angle) is an arc
of hyperbola.With the packages in use there, both CAS andDGS, the user was unable
to make the distinction between both without an explicit mention of the angle (given
by the DGS, not by the CAS). Actually, the algebraic computations which have to be
performed before plotting involved squaring both sides of a non-polynomial equation
in order to get rid of a square root. This is the algebraic reason why both the θ -isoptic
and the (π − θ)-isoptic are obtained at the same time, hence the name bisoptic;
see Dana-Picard et al. (2011, 2014). No algebraic test can distinguish between the
components. With the new technology, things are different.

1. The coloring in Fig. 8a makes this distinction.
2. In Fig. 8b, the coloring makes the alternate N-S and E-W obvious.

Moreover, in all situations, the point A can be moved, showing the conservation (or
the non-conservation) of the isoptic angle.

4.2 What We Are Still Missing

Our exploration of isoptics involves both pure mathematical work and technological
developments. This is not a surprise, as we are in line with Artigue’s claim in Artigue
(2002) that the new technological knowledge is an integral part of the newly acquired
mathematical knowledge. As the study of isoptics is a live topic, it is not a surprise
that numerous open issues exist.

4.2.1 Developments of the Technology

Monaghan and Trouche write inMonaghan et al. (2016, p. 8) that “the artefact shapes
the way the user is acting; in the reverse sense, the user shapes . . . the artefact that
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s/he appropriates”. If in the beginning, we worked with existing software and applied
it, despite the lack of communication between the kinds of available packages, in the
present paper we showed how the user can develop new technological tools for the
study of isoptics. This too is part of the construction of knowledge. Nevertheless,
with a DGS, we still miss the option of moving the point from which the curve is
seen, while the isoptic angle remains constant, which could be an important addition
to the set of commands for automated discovery using a DGS. A trial to bypass this
problem has been described in Dana-Picard and Kovács (2018).

4.2.2 Open Mathematical Questions

As mentioned in Sect. 2, the isoptics of a parabola are arcs of hyperbolas. In that
case, the convexity issue is easy to handle. Considering the two components of a
spiric curve obtained as a bisoptic of an ellipse, one seems to be convex and the other
one not, but until now, we do not have a characterization for the values of the isoptic
angle for which an isoptic is convex here. Conditions for convexity of the isoptics are
derived inMiernowski andMozgawa (1997). These conditions are not easy to check,
even with a CAS. Using a DGS, we can derive conjectures, but until now, no proof
is known. Even for well-described isoptics, such as isoptics of closed Fermat curves
(i.e. Fermat curves of even degree; Dana-Picard et al. (2020)), questions related to
convexity are still open. Of course, this question is connected to the determination
of points of inflection mentioned previously.

Another open question is as follows. If the given curve C is smooth and convex,
then through any external point P passes exactly a pair of tangents to C , as shown
in Fig. 7. Moreover, it has isoptics for any angle. Otherwise, it may have isoptics
for specific angles only. Non-convexity of the curve C may create totally different
situations. This can be seen experimentally using a DGS. To find boundaries for the
interval of existence of isoptics is still an open question; computation may be really
hard, but (numerical-visual) experiments help.

Let us consider two examples:

Example 1 Denote the Fermat curve of degree 3 by F3 and take a point A in the
plane. Depending on the position of the point A, there may be one tangent, or 2
tangents, or 4 tangents, or there may be no tangent at all to F3 through A. See
Fig. 12.

Example 2 Isoptic curves of an astroid have been studied in Dana-Picard (2019).
This curve is given parametrically by (x, y) = (cos3 t, sin3 t), t ∈ [0, 2π ]. It can
be given by an implicit equation x2/3 + y2/3 = 1 if we allow fractional powers of
negative numbers, which is not allowed by all CAS. If not, we have to use absolute
values, which makes the algebraic treatment by a CAS more complicated, for sure
non-polynomial. An astroid is non-convex and non-smooth; it has 4 cusps. As every
closed non-self-intersecting curve (generally, we call this a loop), it divides the plane
into three disjoint regions. The following claims have been obtained experimentally,
using the DGS.
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(a) Two tangents (b) Four tangents

Fig. 12 Variable number of tangent to a cubic Fermat curve

(a) One tangent (b) Three tangents

Fig. 13 Different numbers of tangents: true or software flaw?

(i) Exterior: through an external point, there may pass one or two tangents, the
points of contact not being on the “closest” arc of the astroid.

(ii) The curve itself: through every point on C passes a unique tangent.
(iii) Interior: through an internal point, there may pass either one tangent, or 2

tangents or 3 tangents; see Fig. 13.

The claims in these examples have to be proven with algebraic computations,
with respect to the constraints both of the hardware and of the software; see Trouche
(2000); Dana-Picard (2007).

Figure12 shows a Fermat curve of odd degree. This curve is open. Exploration
of points through which passes a pair of tangents making a given angle reveals that
the plane can be divided at least into three zones:
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• The set of points through which a single tangent passes. This set contains at least
the curve itself.

• The set of points through which no tangent passes.
• The set of points through which more than one tangent passes. If more than two
tangents pass through the given point, we have to choose a suitable pair (if it exists),
as what happened with an astroid (Dana-Picard, 2019).

Here too, the determination of the regions in the plane for whose points no tangents
to the curve exists is an important question. Isoptics may exist for some angles,
and not exist for other angles, as seen in Dana-Picard and Kovács (2018). These
open curves have been called open rosettes by Szałkowski; he explores the isoptics
of open rosettes in Szałkowski (2005, 2007, 2014). A special case is described in
Dana-Picard and Kovács (2018). For the case shown in Fig. 12, this question is still
open.

4.2.3 Transition Toward 3D

For decades, the exploration of isoptics has beenmade for plane curves. The transition
toward surfaces in the 3D space seemed nonsense, because of the problem to have
a spatial analogue for the isoptic angles. Such a transition from 2D to 3D is always
a non-trivial issue. It has been evoked in Dana-Picard and Zehavi (2019) from a
neighboring domain, namely envelopes of parametric families of curves and surfaces.
Recently, studies of isoptics of surfaces in the 3D space have been performed, and
we refer to Csima and Szirmai (2014, 2016); Nagy et al. (2018).

The technological part of the transition has numerous sides: general visualization
of surfaces and of their singularities (see Zeitoun and Dana-Picard (2019)). New
tools for a fruitful dialog between DGS and CAS, studied in Roanes-Lozano et al.
(2003) and Dana-Picard and Kovács (2021), are needed for 3D.

4.3 Conclusions

In a standard curriculum, the study of plane curves is often limited to lines and conics,
with some extension toward other curves, either algebraic or not, as appearing in the
study of functions. The tools which are developed as “Applications of Calculus to
Geometry” enable to study a large set of plane curves. These curves may be the basis
of developments in STEAM education, of course for the M—Mathematics and also
strongly for the A—Arts. This is not specific to plane curves, and other mathematical
fields may be involved, such as Linear Algebra (rotations, reflections, etc.). We wish
to emphasize that, among the 4C’s mentioned in Sect. 2, Creativity has here a strong
benefit when dealing with Mathematics and Arts.
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Important mathematical databases are devoted to plane curves, either totally7 or
parts of them.8 Searching databases is nowadays an integral part of educative activ-
ities. The students may enjoy the animations presented in these databases, and may
reproduce themwith their own technological tools.After all, the technological knowl-
edge acquired during these activities is an integral part of their new mathematical
knowledge; see Artigue (2002).

In this chapter, we presented new kinds of activities. Not only dynamical con-
structions are proposed but also coloring is a central issue. It enables to distinguished
different cases in the problem, giving a concrete appearance to abstract notions.

Finally, we wish to emphasize that visualization in 3D is often a difficult issue for
students. After havingworked outmany examples in 2D, the students are accustomed
to using technology (more than one kind of software). The transition toward 3D is not
less non-trivial, but it is made easier by the use of technology. The 4C’s mentioned
in Sect. 2 are very important here. Each student reinforces his/her Critical Thinking,
analyzing new situations with the abstract presentation together with the concrete
realization using software. Then Collaboration and Communication help students
to analyze and to try to explain to each other what they see. These activities foster
Creativity in an evident way.
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1 Background

This volume is part of the fast-growing literature in a relatively new field—being
only about 30 years old—namely Artificial Intelligence for Education (AIEd). The
survey (Luckin et al., 2016) gives in lay language a concise overview of the field and
advocates for its ambitious goals. For a well-researched discussion of an opposing
view and of the limitations of Artificial Intelligence (AI), see Broussard (2018). This
chapter is concerned with AI in mathematics education in two senses: first, sym-
bolic computation tools were themselves amongst the earliest and most successful
pieces of AI to arise out of the original MIT labs already in the sixties,1 and have
had a significant impact on mathematics education. This impact is still changing the
field of mathematics education, especially as the tools evolve (Kovács et al., 2017).

1For example, (Slagle, 1963), which took a “Good Old-Fashioned Artificial Intelligence (GOFAI)”
approach, and concluded “The solution of a symbolic integration problem by a commercially avail-
able computer is far cheaper and faster than by man”. Of course, this was from the era when people
still believed in GOFAI.We are grappling with different problems today, usingmuchmore powerful
tools. Yet some important things can be learned by looking at the effects of the simpler and older
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Second, and we believe more important, the existence of these tools, and similarly
the existence of other AI tools, has profoundly changed the affordances of math-
ematics and therefore should change the content of mathematics courses, not just
their presentation methods (Corless, 2004a). That last paper introduced the phrase
“Computer-Mediated Thinking”, by which was meant an amplification of human
capability by use of a computer. The idea itself of course is not new, and later we
will give a quotation from the 1970s expressing the same thought. In Hegedus et al.
(2017), we find this idea beautifully articulated and set in the evolving sequence
of human methods for mediating their thinking: symbolic marks on bone, through
language, to symbols on paper, to where we are today. One of our theses—surely
a fact obvious to all—is that such tool use is not innate; instead, people need to be
given opportunities to learn how best to use these tools. This chapter discusses how
to help people to learn how to use computational tools in mathematics, and why this
is a good thing.

This chapter reflects our experiences in changing mathematical course syllabi
to reflect these new tools and affordances, and may serve as a reference point in
discussing future curricular changes (and what should not change) owing to the ever-
shifting technological ground on which we work. Our methodology is to consider
mathematics education and computer programming together. Our thesis is that the
effect of computational tools, including AI, is greater and more beneficial if students
are taught how to use the tools effectively and even how to create their own.

The connection between mathematics and computer programming is widely rec-
ognized and profound. Indeed, most members of the general public will (if they
think about it) simply assume that all mathematicians can, and do, program comput-
ers. When mathematics is used instrumentally in science, as opposed to purely for
aesthetic mathematical goals, this is in fact nearly universally true. This is because
computational tools are ubiquitous in the mathematical sciences. Such tools are
nowadays becoming increasingly accepted in pure mathematics, as well: see, for
example, Borwein and Devlin (2009). Modern tools even approach that most central
aspect of pure mathematics, the notion of mathematical proof.2 See Richard et al.
(2019) and its many references for a careful and nuanced discussion of the notion
of proof in a modern technologically assisted environment, and the implications for
mathematical education.

One lesson for educators is that we must teach students in the mathematical
sciences how to use computational tools responsibly. We earlier said that the public
assumes that all mathematicians can program; with a similar justification, many
students assume that they themselves can, too. But programming computers well (or
even just using them well) is a different story. The interesting thing for this chapter
is that learning to use computers well is a very effective way to learn mathematics
well: by teaching programming, we can teach people to be better mathematicians

2 Much interest in computation and proof for puremathematicswas generated by the very successful
polymath project. Because computation has always been perceived as instrumentally important, a
corresponding but much larger scale project on the Applied Mathematics side might be the Inter-
governmental Panel on Climate Change.

https://polymathprojects.org/
https://www.ipcc.ch/
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and mathematical scientists (Papert, 1993). This thesis is well-supported by modern
research: see, for instance, (Monaghan et al., 2016) or, even for earlier levels of
education, the project Learning Math through Coding (Tepylo & Floyd, 2016).

To be specific, learning “iteration” helps to understand dynamical systems; learn-
ing “recursion” helps to understand mathematical induction; learning “numerical
analysis” helps to understand real (and complex) analysis, including approxima-
tion theory; learning “computational linear algebra”, numerical or symbolic, helps
to understand linear algebra; learning “algorithms for numerical quadrature” helps
to understand calculus (both integral and differential); and learning to write a pro-
gram that works, and can be shown to work, helps to understand how to construct a
mathematical proof. We have seen this happen in our students, and felt it happen in
ourselves.

Of course, this works the other way, too. For a scientist to work with Machine
Learning, they need to know linear algebra, optimization, and statistics, perhaps even
above knowing calculus. Indeed, Gilbert Strang has been saying for years that our
current curriculum has “TooMuch Calculus” (Strang, 2001). One of the instrumental
reasons thatwe teachmathematics is so that scientists can be effective and productive,
and this is deeply connected in the modern world with programming (Wilson et al.,
2014).

We used theword “must”, above: wemust teach students how to . . ..Why “must”?
For what reason? We contend that this is the ethical thing to do, in order to prepare
our students as best we can to be functioning and thinking adults. This is more
than just preparation for a job, even as a scientist: we are aiming at eudaemonia
here (Flanagan, 2009). This observation has significant implications for the current
revolution in AI-assisted teaching. We will return to this observation after discussing
our experiences.

Our experience includes teaching programming to mathematical scientists and
engineers through several eras of “new technology”, as they have flowed and ebbed.
Our early teaching experience includes the use of computer-algebra-capable calcula-
tors to teach engineering mathematics3; calculators were a good solution at the time
because we could not then count on every student having their own computer (and
smartphones were yet a distant technological gleam). Some of the lessons we learned
then are still valid, however: in particular, we learned that we must teach students
that they are responsible for the results obtained by computation, that they ought to
know when the results were reliable and when not, and that they should understand
the limits of computation (chiefly, understand both complexity of computation and
numerical stability of floating-point computation; today, we might add that generic
algebraic results are not always valid under specialization, as in Camargos Couto
et al. (2020)). We claim that these lessons are invariant under shifts in technology,

3 We had intended to give the reference (Rosati et al., 1992) for this; however, that journal seems
to have disappeared and we can find no trace of it on the Web, which is a kind of testimony to
ephemerality. Some of the lessons of that article were specific to the calculator, which was too
advanced for its era and would be disallowed in schools today. We shall not much discuss the
current discouragingly restricted state of the use of calculators in schools hereafter.

https://researchideas.ca/mc/learning-math-through-coding/
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and become particularly pertinent when AI enters the picture. This observation is
consistent with the recommendations in Wilson et al. (2014).

Speaking of shifts, see Kahan (1983) (“Mathematics written in Sand”) for an early
attack on teaching those lessons, in what was then a purely numerical environment.
A relevant quotation from that work is

Rather than have to copy the received word, students are entitled to experiment with mathe-
matical phenomena, discover more of them, and then read how our predecessors discovered
even more. Students need inexpensive apparatus analogous to the instruments and glassware
in Physics and Chemistry laboratories, but designed to combat the drudgery that inhibits
exploration. —William Kahan, p. 5 loc cit.

Teaching these principles in a way that the student can absorb them is a significant
curricular goal, and room must be made for this goal in the mathematical syllabus.
This means that some things that are in that already overfull syllabus must be jetti-
soned. In Corless and Jeffrey (1997) and again in Corless (2004a), some of us claim
that convergence tests for infinite series should be amongst the first to go. Needless
to say, this is a radical proposal and not likely to attain universal adoption without a
significant shift in policy; nevertheless, if not this, then what else? Clearly, something
has to go, to make room!

Curricular shifts are the norm, over time. For instance, spherical trigonometry is
no longer taught as part of the standard engineering mathematics curriculum, nor
are graphical techniques for solving algebraic equations (which formerly were part
of the drafting curriculum, itself taken over by Computer Aided Design (CAD)).
Special functions are now taught as a mere rump of what they were, once. Euclidean
geometry has been almost completely removed from the high-school curriculum.
Many of these changes happen “by accident” or for other, non-pedagogical, reasons;
moreover, it seems clear that removing Euclidean geometry has had a deleterious
effect on the teaching of logic and proof, which was likely unintended.

We have found (and will detail some of our evidence for this below) that teach-
ing programming remediates some of these ill effects. By learning to program, the
student will in effect learn how to prove. If nothing else, learning to program may
motivate the student wanting to prove the program correct. This leads into the mod-
ern disciplines of Software Engineering and Software Validation, not to mention
Uncertainty Quantification. Of course, there are some truly difficult problems hiding
in this innocent-seeming suggestion: but there are advantages and benefits even to
such intractable problems.

Wewill begin bydiscussing the teachingofNumericalAnalysis andprogramming,
in what is almost a traditional curriculum. We will see some seeds of curriculum
change in response to computational tools already in this pre-AI subject.

2 Introduction to Numerical Analysis

The related disciplines of “Numerical Methods”, “Numerical Analysis”, “Scientific
Computing”, and “Computational Science” need little introduction or justification
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nowadays (they could perhaps benefit from disambiguation). Many undergraduate
science and engineering degrees will grudgingly leave room for one programming
course if it is called by one of those names. Since this is typically the first course
where the student has to actually use the mathematical disciplines of linear algebra
and calculus (and use them together), there really isn’t much room in such a course
to teach good programming. Indeed, many students are appalled to learn that the
techniques of real analysis, itself a feared course, make numerical analysis intelligi-
ble. [Remarkably, taking numerical analysis at the same time can make real analysis
more intelligible.] In this minimal environment (at Western, the course occupies 13
weeks, with 3 hours of lecture and 14 hour of tutorial per week), we endeavoured to
teach the following:

1. The basics of numerical analysis: backward error and conditioning;
2. How to write simple computer programs: conditionals, loops, vectors, and recur-

sion;
3. How to debug computer programs;
4. The elements of programming style: readability, good naming conventions, and

the use of comments;
5. Several important numerical algorithms:matrix factoring, polynomial approxima-

tion; solving an Initial Value Problem (IVP) for Ordinary Differential Equations
(ODEs);

6. How to work in teams and to communicate mathematics.

As for what constitutes good programming, it is useful to relate these to the eight
Best Practices for Scientific Computing (Wilson et al., 2014). By emphasizing read-
ability of code, communication, and working in teams, we encourage students to
“Write programs for people”, to “Document design and purpose” and to “Collabo-
rate”. The nature of exercises is to incrementally develop codes to target problems,
and we encourage modularization through functions and recursion. While we do
consider debugging, time limitations mean that we are not able to teach testing or
introduce version control. We will return to these as they are important omissions,
with significance for mathematics and AI, particularly in relation to reproducibility
and ethics.

The students also had some things to unlearn: about the worth of exact answers,
or about the worth of some algorithms that they had been taught to perform by hand,
such as Cramer’s rule for solving linear systems of equations, for instance.

Western has good students, with an entering average amongst the highest in the
country. By and large, the students did well on these tasks. But they had to work, in
order to do well. The trick was to get them to do the work.

4 Students were enrolled in one of three tutorial hours, but often went to all three hours.
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2.1 Choice of Programming Language

We used Matlab. This choice was controversial: some of our colleagues wanted us
to teach C or C++ because, ultimately for large Computational Science applications,
the speed of these compiled languages is necessary. However, for the goals listed
above, we think that Matlab is quite suitable; moreover, Matlab is a useful scientific
language in its own right because development time is minimized by programming
in a high-level language first (Wilson et al., 2014), and because of that Matlab is very
widely used.

Other colleagues wanted us to use an open-source language such as Python. This
is quite attractive and Python may indeed eventually displace Matlab in this teaching
role. Unlike Matlab or Maple, Python is free to download and supports a very large
collection of standard and community-provided libraries. Indeed, Python often fea-
tures in the “Top 5” most popular languages.5 Another reason for changing is that
Python is the language of choice for Machine Learning and AI applications, with all
the popular Machine Learning libraries offering a Python interface. But as of this
moment in time, Matlab retains some advantages in installed methods for solving
several important problems and in particular its sparse matrix methods are very hard
to beat.

We also used the computer algebra language Maple, on occasion: for comparison
with exact numerical results, and for programgeneration.Matlab’s SymbolicToolbox
is quite capable, but we preferred to separate symbolic computation from numeric
computation for the purposes of the course.

2.2 Pedagogical Methods

WeusedActive Learning, of course.6 By now, the evidence in its favour is so strong as
to indicate that not using active learning is academically irresponsible (Handelsman
et al., 2004; Freeman et al., 2014). However, using active learning techniques in an
8:30am lecture hall for 90 or so students in a course that is overfull of material is a
challenge. To take only the simplest techniques up here, we first talk about Reading
Memos (Smith & Taylor, 1995).

5 Often, these lists rely on fairly baseless claims or are derived from the number of Internet searches
for a language; here, we base this claim on proportion of code on GitHub as measured by https://
madnight.github.io/githut/ visited on 2021-02-09.
6 Active learning is defined, for instance, in a well-known teaching and learning website at Queen’s
University, Kingston, Ontario: “Active learning is an approach to instruction that involves actively
engaging students with the course material through discussions, problem solving, case studies, role
plays and other methods. Active learning approaches place a greater degree of responsibility on
the learner than passive approaches such as lectures, but instructor guidance is still crucial in the
active learning classroom. Active learning activities may range in length from a couple of minutes
to whole class sessions or may take place over multiple class sessions.”.

https://madnight.github.io/githut/
https://madnight.github.io/githut/
https://www.queensu.ca/teachingandlearning/modules/active/04_what_is_active_learning.html
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We gave credit—five per cent of the student’s final mark—for simply handing in
a Reading Memo, that is, a short description of what they had read so far or which
videos they had watched, with each programmatic assignment. Marks were “perfect”
(for handing one in) or “zero” (for not handing one in). Of course, this is a blatant
bribe to get the students to read the textbook (or watch the course videos). Many
students initially thought of these as trivial “free marks” and of course they could
use them in that way. But the majority learned that these memos were a way to get
detailed responses back, usually from the instructor or Teaching Assistant (TA) but
sometimes from other students. They learned that the more they put into a Reading
Memo, the more they got back. The feedback to the instructor was also directly
valuable for things like pacing. Out of all the techniques we used, this one—the
simplest—was the most valuable.

The other simple techniqueweusedwas discussion time. Provocative, nearly para-
doxical questions were the best for this. For instance, consider the following classical
paradox of the arrow, attributed to Zeno, interpreted in floating point (actually, this
was one of their exam questions this year):

1 % Zeno ’s paradox , but updated for floating -point
2 %initial position of the arrow is s=0, target is

s=1
3 s = 0
4 i = 0; % Number of times through the loop
5 % format hex
6 while s < 1,
7 i = i+1;
8 s = s + (1-s)/2 ;
9 end
10 fprintf( ’Arrow reached the target in %d steps\n’,

i)

Listing 1 Zeno’s paradox in floating point arithmetic

In the original paradox, the arrow must first pass through the half-way point, and
then the point half-way between there and the target, and so on, ad infinitum. The
question for class discussion was, would the program terminate, and if so, what
would it output? Would it help to uncomment the format hex statement in line
5? Students could (and did) type the program in and try it, in class; the results were
quite surprising for the majority of the class.

Another lovely problem originates from one posed by Nick Higham: take an input
number, x . Take its square root, and then the square root of that, and so on 52 times.
Now take the final result and square it. Then square that, and again so on 52 times.
One expects that we would simply return to x . But (most of the time) we do not, and
instead return to another number. By plotting the results for many x on the interval
1/10 ≤ x ≤ 10 (say), we see in Fig. 1, in fact, horizontal lines. The students were
asked to explain this. This is not a trivial problem, and indeed in discussing this
problem amongst the present authors, JH Davenport was able to teach RM Corless
(who has used this problem for years in class) something new about it.
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Fig. 1 The function y =
Higham(x) = (x1/2

52
)2

52
,

i.e., take 52 square roots, and
then square the result 52
times, plotted for 2021 points
on 0.1 ≤ x ≤ 10, carried out
in IEEE double precision.
Students are asked to identify
the numerical values that y
takes on, and then to explain
the result. See Sect. 1.12.2
of Higham (2002) and also
Exercise 3.11 of that same
book, and Kahan (1980b)

We will not give “the answers” to these questions here. They are, after all, for
discussion. [A useful hint for the repeated square root/repeated squaring one is to plot
ln(y) against x .] We encourage you instead to try these examples in your favourite
computer language and see what happens (so long as you are using floating-point
arithmetic, or perhaps rounded rational arithmetic as in Derive)!

Wewill discuss, however, Kahan’s proof of the impossibility of numerical integra-
tion (Kahan, 1980a) here, as an instance of discussing the limits of technology. This
lessonmust be done carefully: toomuch scepticism of numerical methods doesmuch
more harm than good, and before convincing students that they should be careful of
the numerics they must believe that (at least sometimes) computation is very useful.
So, before we teach numerical integration, we teach them that symbolic integration
is itself limited, especially if the vocabulary of functions is limited to elementary7

antiderivatives. As a simple instance, consider

E =
∫ ∞

1

e−y2/2

y + 1
, (1)

which occurs in the study of the distribution of condition numbers of random matri-
ces (Edelman, 1988). The author laconically states that he “knows of no simpler
form” for this integral. In fact, neither do we, and neither do Maple or Mathemat-
ica: the indefinite integral is not only not elementary (provable by the methods of
(Davenport, 1986)), it is right outside the reference books. Of course, the sad (?) fact

7 The elementary functions of the calculus are not “elementary” in the sense of being simple, but
instead they are “elementary” in a similar sense to the elementary particles of physics.
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is, as observed in Kahan (1980a), the vast majority of integrands that occur in “real
life” must be dealt with numerically. This motivates learning numerical quadrature
methods.

However, it is a useful thing for a budding numerical analyst to learn that numerical
techniques are not infallible, either. Consider the following very harmless function:
Aphra(x) := 0. That is, whatever x is input, the Aphra function returns 0. However,
Aphra is named forAphra Behn, the celebrated playwright and spy forKingCharles.8

The function is written in Matlab in such a way as to record its inputs x .

1 function [ y ] = Aphra( x )
2 %APHRA A harmless function , that simply returns 0
3 %
4 global KingCharles;
5 global KingCharlesIndex;
6 n = length(x);
7

KingCharles(KingCharlesIndex:KingCharlesIndex+n-1)
= x(:);

8 KingCharlesIndex = KingCharlesIndex + n;
9 y = zeros(size(x));
10 end

Listing 2 A function named for Aphra Benn

If we ask Matlab’s integral command to find the area under the curve defined by
Aphra(x) on, say, −1 ≤ x ≤ 1, it very quickly returns the correct answer of zero.
However, now we introduce another function, called Benedict:

1 function [ y ] = Benedict( x )
2 %BENEDICT Another harmless function
3 % But this function is not zero.
4 global KingCharles;
5 global KingCharlesIndex;
6 global Big;
7 s = ones(size(x));
8 for i=1: length(KingCharles),
9 s = s.*(x-KingCharles(i)).^2;
10 end
11 y = Big*s;
12 end

Listing 3 A routine using information gathered by Aphra

This function is defined to be zero exactly at the points reported by Aphra, but
strictly positive everywhere else: indeed the “Big” constant can be chosen arbitrarily
large. If we choose Big equal to 1087, then after calling Aphra with integral(
@Aphra, -1, 1 )first,wefind the function plotted in Fig. 2. It is clearly not zero,
and indeed clearly has a positive area under the curve on the interval −1 ≤ x ≤ 1.

However, asking the Matlab built-in function integral to compute the area
under Benedict(x) on the interval−1 ≤ x ≤ 1 gives the incorrect result 0 because the

8 Aphra Behn 1640–1689 has one of the most interesting, if only dubiously accurate, biographies
that we have read.

https://en.wikipedia.org/wiki/Aphra_Behn
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Fig. 2 The function
Benedict(x) =
K

∏150
i=1(x − si )2 where the

si are the 150 sample points
in the interval −1 ≤ x ≤ 1
reported by the function
Aphra(x), and with
K = 1087. We plot only an
interesting region near the
right endpoint of the interval.
We see that the area under
this curve is not zero

deterministic routine integral samples its functions adaptively but here by design
the function Benedict traitorously behaves as if it was Aphra at the sample points
(and only at the sample points). This seems like cheating, but it really isn’t: finding
the good places to sample an integrand is remarkably difficult (and more so in higher
dimensions). One virtue of Kahan’s impossibility proof is that it works for arbitrary
deterministic numerical integration functions. Without further assumptions (such as
that the derivative of the integrand is bounded by a modest constant), numerical
integration really is impossible.

The students do not like this exercise. They dislike learning that all that time they
spent learning antidifferentiation tricks was largely wasted, and they dislike learning
that computers can give wrong answers without warning. Still, we feel that it is
irresponsible to pretend otherwise.

Finally, the course was officially designated as an “essay” course. This was in part
recognition for the essay-like qualities of the lab reports, but was also explicitly in
recognition of the similarities between a good computer program and a good essay:
logical construction, clear division of labour, and good style. It is our contention that
programming and proving and explaining all share many attributes. As Ambrose
Bierce9 said, “Good writing is clear thinking made visible.”

We also not only allowed but actively encouraged collaboration amongst the
students. They merely had to give credit to the other student group members who
helped them, or to give us the name of the website they found their hints or answers
on (frequently Stack Exchange10 but also Chegg11 and others). Many students could

9 Ambrose Bierce 1844–1914(?) was an American satirist, critic, and journalist, perhaps most
famous for his collection of definitions published as “The Devil’s Dictionary”.
10 https://stackexchange.com/ Stack Exchange is a network of websites for communities where
contributors ask and answer questions and then vote on responses. Stack Overflow is for gen-
eral programming but specialist communities exist, e.g., for Maths, AI, and Data Science. While
generally good, the quality does vary, and is poor for computer security (Fischer et al., 2017).
11 https://www.chegg.com/ Chegg is a homework help website.

https://stackexchange.com/
https://www.chegg.com/
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not believe that they were being allowed to do this. The rationale is that in order
to teach something, the student had to know it very well. By helping their fellow
students, they were helping themselves more.

But modern programming or use of computers is not individual heroic use: nearly
everyone asks questions of the Web these days (indeed, to answer some LATEX ques-
tions for the writing of this chapter, we found the LATEX FaQ on the Help Page on
Wikibooks12 Useful, and this even though the authors of this present chapter have
decades of LATEX experience). We do not serve our students well if we blankly ban
collaborative tools. We feel that it is important to teach our students to properly
acknowledge aid, as part of modern scientific practice.

2.3 Assessment

But we did not allow collaboration on the midterm exam, which tested the students’
individual use of Matlab on computers locked down so that only Matlab (and its help
system) could be used. Examination is already stressful: an exam where the student
is at the mercy of computer failure or of trivial syntax errors is quite a bit more
stressful yet. To mitigate this, we gave practice exams (a disguised form of active
learning) which were quite similar to the actual exam. The students were grateful for
the practice exams, and moreover found them to be useful methods to learn.

Exam stress—assessment stress in general—unfortunately seems to be neces-
sary13: if the students could pass the course without learning to program Matlab,
they would do so, and thereafter hope that for the rest of their lives they could get
other people to do the programming. Students are being rational, here: if they were
only assessed onmathematical knowledge and not on programming, then they should
study mathematics and leave programming for another day. So we must assess their
individual programming prowess.

In contrast, the students were greatly relieved to have a final exam that “merely”
asked them to (in part) write pencil-and-paper programs for the instructor to read
and grade. In that case, trivial errors—which could derail a machine exam—could
be excused. On the other hand, the instructor could (and did) ask for explanations of
results, not merely for recitations of ways to produce them.

12 https://en.wikibooks.org/wiki/LaTeX.
13 Given the economic constraints of the large class model, we mean. Even then, there may be alter-
natives, such as so-called “mastery grading” (Armacost & Pet-Armacost, 2003). We look forward
to trying that out. Exam stress is often counterproductive, and the current university assessment
structures do encourage and reward successful cheating. We would like a way out of this, especially
now in COVID times.

https://en.wikibooks.org/wiki/LaTeX
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3 Computational Discovery/Experimental Mathematics

The courses that we describe in this section are describedmore fully elsewhere (Chan
& Corless, 2017b, 2021). Here, we only sketch the outlines and talk about the use
of active learning techniques with (generally) introverted mathematics students. The
major purpose of these related courses (a first-year course and a graduate course, both
in Experimental Mathematics, taught together) was to bring the students as quickly
as possible to the forefront of mathematics.

Short is the distance between the elementary and themost sophisticated results, which brings
rank beginners close to certain current concerns of the specialists.
—(Mandelbrot & Frame, 2002)

In this we were successful. For example, one student solved a problem that was
believed at the time to be open (and she actually solved it in-class); although we
were unaware at the time, it turned out to have actually been solved previously and
published in 2012, but nonetheless we were able to get a further publication out
of it, namely (Li & Corless, 2019), having taken the solution further. There were
other successes. Some of the projects became Masters’ theses, and led to further
publications such as (Chan & Corless, 2017a), for example.

The course was also visually successful: the students generated many publication-
quality images, someofwhichwere fromnewBohemianMatrix classes. Indeed some
of the images on that website were produced by students in the course.

3.1 Choice of Programming Language

We used Maple for this course, because its symbolic, numerical, and visual tools
make it eminently suited to experimental mathematics and computational discovery;
because it was free for the students (Western has a site licence), and because of
instructor expertise (Corless, 2004b). For instance, Maple allows us to produce the
plot shown in Fig. 3 of all the eigenvalues of a particular class of matrices. This
figure resembles others produced by students in the class, but we made this one
specifically for this chapter. There are 4096 matrices in this set, each of dimension 7.
However, there are only 2038 distinct characteristic polynomials of these matrices
because some are repeated. Getting the students to try to answer questions such as
“howmany distinct eigenvalues are there” is a beginning (this is not obvious, because
again there are repeats: the only way we know how to answer this is to compute the
Greatest CommonDivisor (GCD)-free basis of the set of 2038 degree 7 polynomials,
in fact). A bigger goal—in fact, themain goal of the course—was getting the students
to come up with their own questions. It helped that the students were encouraged to
invent their own classes of matrices (and they came up with some quite remarkably
imaginative ones).

http://bohemianmatrices.com
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Fig. 3 All the complex
eigenvalues of all the
7-dimensional symmetric
tridiagonal (but with zero
diagonal) matrices with
population
{−5/3 − i,−5/3 + i, 5/3 +
i, 5/3 − i}. There are
46 = 4096 such matrices, but
only about half as many
distinct characteristic
polynomials in the set

3.2 Pedagogical Methods

This course was designed wholly with active learning in mind. It took place in the
Western Active Learning Space, which was divided into six tables called Pods, each
of which could seat about seven students; the tables were equipped with technology
which allowed students to wirelessly use the common screens to display materials
to each other. The smartboards were (in principle) usable in quite sophisticated
technological ways; in practice, the varieties of whiteboards with simple coloured
pens were just as useful.

Students enrolled in the first-year course were grouped with students enrolled in
the graduate course. Each group benefitted from the presence of the other: the pres-
ence of the senior students was a calming factor, while the junior students provided
significant amounts of energy. The grad student course also had an extra lecture hour
per week where more advanced topics were covered in a lecture format.

Active learning techniques run from the obvious (get students to choose their own
examples, and share) through the eccentric (interrupt students while programming
similar but different programs and have them trade computers and problems) to
the flaky (get them to do an interpretive dance or improvisational skit about their
question). We tried to avoid the extremely flaky, but we did mention such, so that
these introverted science students knew that this was within the realm of possibility.

The simplest activity was typing Maple programs that were handwritten on a
whiteboard into a computer: this was simple but helpful because students learned
the importance of precision, and had immediate help from their fellow students and
from the TA.

Next in complexity was interactive programming exercises (integrated into the
problems). Mathematicians tend to under-value the difficulty of learning syntax and
semantics simultaneously. The amplification of human intelligence by coupling it
with computer algebra tools was a central aspect of this course.

We describe our one foray into eccentricity. The paper Strange Series and High
Precision Fraud by Borwein and Borwein (1992) has six similar sums. We had six
teams program each sum, at a stage in their learning where this was difficult (closer
to the start of the course). After letting the teams work for 20 minutes, we forced one
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member of each team to join a new team; each teamhad to explain their program (none
were working at this stage) to the new member. This exercise was most instructive.
The lessons learned included

• people approach similar problems very differently.
• explaining what you are doing is as hard as doing it (maybe harder).
• basic software engineering (good variable names, clear structure, and economy of
thought) is important.

• designing on paper first might be a good idea (nobody believed this, really, even
after).

• social skills matter (including listening skills).

3.3 Assessment

The students were assessed in part by each other: we used peer assessment on class
presentations. The instructor informed the students that he would take their assess-
ments and average them with his own because peer assessment is frequently too
harsh on other students; they found this reassuring. The main mark was on an indi-
vidual project, which took the full term to complete. They had to present intermediate
progress at a little past the half-way point. Marks were also given for class partici-
pation.

Collaboration was encouraged. The students merely had tomake proper academic
attribution. While, technically, cheating might have been possible—one might imag-
ine a plagiarized project—there was absolutely no difficulty in practice. The students
were extremely pleased to be treated as honourable academics.

4 Programming and Discrete Mathematics

This course described in this section is also more fully explained elsewhere; see
Betteridge et al. (2019). We restrict ourselves here to an outline of the goals and
methods.

The course XX10190, Programming and Discrete Mathematics, at the University
of Bath is both similar and dissimilar to the Western courses described above. One
of the big differences is that it was designed specifically for the purpose of teaching
programming tomathematical scientists by usingmathematics as the proving ground.
The course was designed after significant consultation and a Whole Course Review
in 2008/2009. In contrast, the Western course designs were driven mostly by the
individual vision of the instructor. The Bath course therefore has a larger base of
support and is moreover supported by the recommendation from Bond (2018) that
“every mathematician learn to program”. As such, it is much more likely to have
a long lifespan and to influence more than a few cohorts of students; indeed, since



Teaching Programming for Mathematical Scientists 265

it has been running for 10 years, it already has.14 Now that RM Corless has retired
from Western and the numerical analysis course has been taken over by a different
instructor, the course there is already different. Conversely, all the Bath authors have
moved on from XX10190, but the course is much the same. This is the differential
effect of institutional memory.

Another big difference is that the course is in the first year, not the second year;
moreover, it runs throughout the first year, instead of only being a 13-week course.
This gives significant scope for its integrated curriculum, and significant time for the
students to absorb the lessons.

However, there are similarities. The focus ondiscretemathematicsmakes it similar
to the ExperimentalMathematics courses discussed above, with respect to the flavour
of mathematics. Indeed, perhaps the text (Eilers & Johansen, 2017) might contain
some topics of interest for the course at Bath. Although the focus is on discrete
mathematics, some floating-point topics are covered and so the course is similar to
the Numerical Analysis course above as well. But the main similarity is the overall
goal: to use mathematical topics to teach programming to mathematical scientists,
and simultaneously to use programming to teach mathematics to the same students.
This synergistic goal is eminently practical: learning to program is an effective way
to learn to do mathematics.

Another similarity is respect for the practical craft of programming: the papers
Davenport et al. (2016) and Wilson (2006) discuss this further. To this end, the
instructors use Live Programming (Rubin, 2013), defined in Paxton (2002) as “the
process of designing and implementing a [coding] project in front of class during
lecture period”. This is in contrast to a counter-principle, namely the approach called
“Never touch the keyboard” (during instruction), which can also have benefits. For
theWestern courses, an accidental rediscovery of this counter-principle proved valu-
able: the instructor was for several years discouraged from using keyboards owing
to a repetitive strain injury, and as a consequence took to writing code on the white-
board. This had unexpected benefits when the students would ask him to debug their
code, and he would do so in a Socratic manner by asking the students to relay error
messages. In doing so, the students frequently found their own solutions. However,
in spite of this success, one of the most common requests from students was for live
demonstrations (supplied at Western by the Tutorial Assistant): there is no question
that live programming techniques can be valuable. At this moment, it is not clear
which approach is more valuable, if either. We talk about some nuances of “Never
touch the keyboard” in Sect. 4.2.

4.1 Choice of Programming Language

A major similarity to the Western course is the choice of programming language:
Matlab. As with the Western course, Matlab may eventually be displaced by Python,

14 One British citizen in 25,000 is a graduate of XX10190.
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but is an admirable first language to learn for mathematical scientists. This choice
came with several unanticipated benefits, as described in Betteridge et al. (2019): for
instance, the statisticians teaching subsequent courses found it simpler to teach R to
students who had a working knowledge of the similar language Matlab.

4.2 Pedagogical Methods

The course is fifty per cent Programming and fifty per cent Discrete Mathematics.
The course is team-taught, with Lecturers and Tutors. The whole cohort have one
programming lecture, one DiscreteMathematics lecture, and one Examples class per
week. The roughly 300 students are divided up into tutorial groups of size roughly
10, and there is one Discrete Math tutorial per week (when budgets allow: some
years this has been financially impossible, and some years these have been in groups
of 20) and one Programming Lab on Fridays, after the whole-cohort classes (this
apparently minor timetabling point is pedagogically very helpful, as we discovered
after the first year, when we didn’t have it). Management of this relatively large
staff with its hierarchical structure repays attention, and the instructors have found
it valuable to provide tools such as a separate mailing list for tutors. The course uses
Moodle and its various electronic delivery tools.

The Lab physically holds 75 seats, divided into five tableswith 15 computers each.
There is one tutor for approximately ten students: students and tutors are assigned
to specific groups of seats. This division allows greater and more sustained personal
contact, and more active learning.

Tutorsmust take great care helping students in labs. The student is not just learning
a language but a new logical structure, while instructors are proficient coders. When
a student asks for help, it is far too easy for a tutor to “fix” the code for them,
particularly when one is new to teaching. While this is the path of least resistance,
because the student’s priority is working code, for many not only does this do little
for learning but also in fact this can be detrimental to learning. If a tutor rewrites
code with no sympathy for the student’s approach, this can just alienate and destroy
confidence.

The philosophy of “never touch the keyboard”, alluded to previously, embodies
our approach. As one practices, this approach reveals subtler layers. [We have also
noted that with remote teaching, although one is physically removed, practising the
method is more difficult!] The philosophy applies to both instructor and student.
It really means not telling students the difficulty with their draft code, but rather
discovering it with them. One method is to ask what the student is trying to do, read
their code with them, and try to nurture their creativity. It can be time- intensive, and
is not easy. One needs to react to the student, taking care not to add to the student’s
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pain by repeating the same question15; methods like pseudocode and flow diagrams
can be useful for withdrawing from the screen. Any suffering (on both sides) is
justified when the students “get it” and the sparks of understanding light in their
eyes.

4.3 Assessment

Similar to the “Reading Memos” of the Western courses, the Bath course has what
is called a “tickable”. These are short exercises—gradually increasing in difficulty
throughout the year—which are graded only on a Yes/No basis. A tickable therefore
differs from a Reading Memo in that it requests some well-defined activity, whereas
a Reading Memo is less well-defined and more open-ended. The similarity is in their
assessment and in their encouragement of continual work throughout the course.

For instance, one tickable from midway through the first semester is given here:

Tickable: Write a recursive Matlab function, in the file myexpt.m, which will
compute An (via the call myexpt(A,n)) using Eq. (2), for any square matrix A.

xn =

⎧⎪⎨
⎪⎩
1 if n = 0

(x · x)n/2 if n is even

x · (x · x)(n−1)/2 if n is odd

(2)

This tickable is then used to write another small program for quickly calculating
the nth Fibonacci number. During lab sessions, a tutor (who has approximately 7–10
students assigned to be their tutees for the whole semester, or ideally a year) walks
around the computer terminals offering help with the mathematical or programming
aspects of the exercise. Students who successfully get this code running can also
re-use this routine for parts of the coursework at the end of the semester.

An insufficient number (fewer than 80% of the total) of tickables marked “Yes”
results in a pro rata reduction in the summative mark. This is widely perceived as
fair, because there is general agreement that doing the work as you go along helps
you to learn the material.

Otherwise, there is significant use of automatic assessment tools viaMoodle, with
tutors providing more detailed feedback on programming style.

15 Although it’s true that, sometimes, simply reading a question aloud can be surprisingly useful,
of course tone matters, here. Reading the question aloud as if it were a reminder to the instructor
can be less painful for the student.
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5 Artificial Intelligence and Programming

The relationship between “Artificial Intelligence” and Programming is clearly deep:
all forms of AI as we know it depend on programming computers. The details depend
on the sort of AI being considered: much Good Old-Fashioned Artificial Intelligence
(GOFAI) is programmed in LISP, Prolog, or languages based on these. The empha-
sis is on the manipulation of complex, often irregular, data structures containing
symbolic data.

Conversely, the currently fashionable (and extremely useful in, for example, image
and speech recognition) field ofMachine Learning (which used to be known, perhaps
more correctly, as Pattern Recognition) depends on large amounts of, generally struc-
tured, data, and a worryingly large amount16 of numerical computation to compute
the appropriate weights (anthropomorphically described as “training the network”).

It is common to believe that the major languages for Machine Learning are R
and Python, and in terms of the user interfaces provided, that is generally true.
But we pointed out that Machine Learning is basically vast amounts of numerical
computation, atwhich neither are particularly efficient. If one “peeks under the hood”,
as contributors to Croucher (2020) did, one sees a very different picture (Fig. 4). It
is at this level that techniques like the use of GPUs or the more recent Tensor cores
are actually deployed.

There are significant initiatives to use AI for programming now, as well; one such
initiative goes by the name “AI-enabled software development”. This makes the
connection go both ways, just as the connection between AI and mathematics goes
both ways, and just as the connection between AI and mathematics education is now
beginning to go both ways. One particular area is that of “safety-critical” software.
Formal proofs of safety-critical software generate vast numbers of “verification con-
ditions” (essentially lemmas on the way to “Theorem: this software is safe”) to be
proved. One example (the U.K.’s National Air Traffic Services iFACTS system) is
documented in Chapman and Schanda (2014, Sect. 2.6)—see Fig. 5. The 74 thousand
lines of SPARK contracts (8% of the total software) generated 152,927 verification
conditions, of which at the time 151,026 were proved automatically, by a combi-
nation of “Good Old-fashioned AI” and SAT/SMT checkers. A 98.76% automatic
rate looks impressive, but that leaves 1901 for manual proof. Manual proof is both
time-consuming and error-prone, hence the aim is to eliminate, or at least reduce,
it. In automated proof theory, a relatively recent development (e.g., Kühlwein et al.,
2013) is the use ofMachine Learning to select the “relevant” subset of already-proved
results to give the theorem-prover as a basis.

16 Strubell et al. (2019) report that training a big model with neural architecture search can generate
as much CO2 as five cars during their lifetime, including fuel.
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Fig. 4 Fortran Lives! (Croucher, 2020) Of course, no SciPy means you also can’t have anything
that depends on SciPy including things like Keras or scikit-learn. The up-to-date figures are at
https://github.com/wch/r-source and https://github.com/scipy/scipy

Fig. 5 Size of NATS
iFACTS (Chapman &
Schanda, 2014, Fig. 1)

6 Outcomes

In both theWestern and the Bath cases, the student surveys showed great satisfaction.
For instance, the TA for the Western Numerical Analysis course twice won the “TA
of the Year” award from the Society of Graduate Students. True measurement of
the effectiveness of these courses is naturally difficult, but the indications pointed
out in Betteridge et al. (2019), which include superior outcomes in downstream

https://github.com/wch/r-source
https://github.com/scipy/scipy
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courses, seem quite solid. There are also excellent, though again informal, pieces of
evidence at Bath, which is largely an industrial placement (“sandwich” in the U.K.,
“co-op” in Canada) university, even in Mathematics. While this chapter was being
written, one of the authors paid an industrial placement visit to a former XX10190
student spending a year as a Data Analyst at an I.T. staffing company. The student
said “Programming (XX10190/MATLAB) has been really useful in my Placement
year, since Power BI also requires expressing formulae to a computer system”. That
author had in fact never heard of Power BI before, which demonstrates the wide
applicability of these skills. The company representative said “it would be great to
hire another of your brilliant students”. The exceptionally high employment statistics
of Bath mathematics students was part of the evidence for the recommendation in
Bond (2018) that “All mathematics students should acquire a working knowledge of
at least one programming language”.

However, since no controlled experiments were made about teaching methods—
in neither case was there a control group, where different methods were used—this
kind of qualitative good feeling about outcomes may be the best indication of the
success that we can obtain. This clearly touches on the ethics of testing different
methods of teaching, and we take this up briefly in the next section.

7 Ethics, Teaching, and Eudaemonia

Much published research on teaching just barely skirts rules about experimentation
on humans. The “out” that is most frequently used is the belief on the part of the
teachers thatwhat they are doing is “best practice”. It is rare to have a proper statistical
design with control groups to compare the effects of innovation with mere placebo
change over the status quo. The previously mentioned research on Active Learning
includes some that meets this stringent standard, and as previously mentioned the
evidence is so strong that it is now known to be unethical not to use active learning.
Still, active learning is labour-intensive (on everyone’s part—it’s a lot simpler for
a student to sit and pretend to listen in class, and then cram for an exam in the
traditional “academic bulimia” model) and not everyone is willing to pay the price
for good ethics.

Another significant piece of active learning is the social aspect. Humans are social
animals and teaching and learning is part of how we interact in person. University
students appear to value personal contact above nearly anything else (Seymour &
Hewitt, 1997).Working against that, economics of scale means that universities want
to provide certificates of learning by using only small numbers of teachers for many
students; this impersonal model is already unsatisfactory for many students. This
time of social isolation due to COVID-19 is making this worse, of course, in part
because teaching and learning are becoming even more impersonal. One response
to this pressure—and this was happening before COVID—is to try to let computers
help, and to use AI to personalize instruction and especially assessment.
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There is an even deeper ethical question at work, however. A teacher who taught
lies17 would be properly viewed as being unethical, even as being evil. A teacher
who hid important facts from the students would be scarcely less unethical. This
observation seems to be culturally universal (with perhaps some exceptions, where
secret knowledge was jealously guarded, but valued all the more because of its
exclusiveness). Yet, aside from idealism, what are the motivations for the teacher to
tell the truth, the whole truth, and nothing but the truth?

When humans are the teachers, this is one question. We collectively know to be
sceptical of the motives of people: who benefits from this action, and why are they
doing this? Teaching pays, and not only in money: perhaps the most important part
of our pay is the respect of those that we respect. Most of us understand that the best
teachers do their jobs for the love of watching their students understand, especially
seeing “light-bulb moments”. But when the teacher is an app on your smartphone,
the questions become different. We will take as an example the popular language
app Duolingo (Von Ahn, 2013). The goals of a company that sells (or gives away—
Duolingo is free by default, supported by advertising) an app to teach you something
may very well be different from the goals of a human teacher. Indeed, and there is
nothing hidden or nefarious about this, one of the goals of themaker of Duolingo is to
provide low-cost translation services, essentially by distributing the translation tasks
to (relatively) trusted human computers. It is an ingenious idea: make the skilled app
user pay for the service of learning a new language by providing some services, more
as the learning progresses, that others want. The question then becomes not “what
does my teacher gain?” but rather “what does the creator of this service gain?”; more
insidiously, if a teaching app became truly viral, it might be “what reproductive value
does this app gain?”.

The modern university system has evolved from its religious roots to provide the
desired service today—namely access to the scholarship of the world—to anyone
who can find a way to access the University system. We (mostly) share a belief that
access to education is one of the great benefits, and provides the key to a better
life, a good life, the best life possible (indeed to eudaemonia, in Aristotle’s term,18

although people still argue about what exactly he meant by that). It is not at all clear
to us that an artificially intelligent teacher (even if humans are in the loop, as with
Duolingo) would necessarily share this belief. The benefits to such a “teacher” of
actively discouraging critical thinking are unfortunately extremely clear: one only
has to look at the unbearable success of lies on social media to see the problem.

It seems clear to us thatwe as teachers should pay attention to the ethics of teaching
by or with the help of AIs.

17 Except as an important stepping stone to the real truth—see the entry “Lies to Children” in
Wikipedia. Sometimes a simplistic story is the right first step.
18 Aristotle may have done us a disservice by looking down on crafts and craftspeople; the term
Software Carpentry is not likely to induce respect for the discipline in academia, for instance. We
lament this prejudice.
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8 Concluding Remarks

Instead there must be a more serious concern with the significant ways in which computa-
tional resources can be used to improve not so much the delivery but rather the content of
university courses.
—(Abelson, 1976)

The content of mathematics courses has changed over the past few decades (this
has been noted in many places, but see, for example, Corless & Jeffrey, 1997).
Some of that change has been forced by the increasing number of students and their
necessarily more diverse backgrounds and interests; some of that change has been
deliberate abandonment of no-longer-useful techniques; and some of that change
has been driven by the introduction of new tools, some needed for new applications
such as AI, which in turn is being applied to teaching. We claim that an important
part of that curricular change was in fact AI; remember that symbolic computation
was the first form of AI that worked. One might consider compilers as early thin
AI, or even numerical computation as AI (after all, machine computation replaced
human intellectual labour)! But symbolic computation came out of the AI labs at
MIT.Getting a computer to find an antiderivativewas considered to be fundamentally
harder than finding a derivative; that was a watershed. Symbolic computation has
been affecting the mathematics curriculum for more than 60 years now. We don’t
think it’s finished affecting the curriculum.

These tools synergistically affect one another: the development of AI changes
mathematics teaching, mathematics, and programming; mathematics teaching
changes mathematics, programming, and AI; and of course, advances in program-
ming change AI, mathematics, and mathematics teaching. The cycle is dizzying.

One new tool that we have not yet talked about is WolframAlpha. This is nearly
universally available, free, almost uses natural language input—it’s pretty accepting,
and the students find it simple to use—and produces for the most part very legible,
neat, and useful answers to problems at roughly the first year university level. Its
language recognition features are indeed a kind of AI. We believe that its use (or the
use of similar tools) should not only be allowed in class but also encouraged. The
students will still be responsible for the answers, and it helps to give examples where
WolframAlpha’s answers are wrong or not very useful, but it is irresponsible of us to
ignore it. Matlab, Maple, Mathematica, Python, NumPy, and SymPy provide other
tools for mathematical thinking, on a larger scale. We believe that it is incumbent on
us as educators to teach our students the kinds of mathematics that they can do when
using those tools.

Developing AI further depends upon mathematicians who understand the numer-
ical methods that underpin machine learning, reinforcement learning, etc., as well as
how to program.But good programming practices are not just aboutwhat code iswrit-
ten but theway inwhich it is created.While theorems need proofs and the requirement
for correctness and reproducibility in mathematical sciences is paramount, academia
has been slow to apply this rigorously to its codes. In software development, this is
achieved with testing, validation, and version control. While comparison with expec-
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tation and (better) analytic proof is adequate for validation, we have not formally
taught testing or version control in our undergraduate programmes. The time pres-
sure on curriculum cannot excuse this omission much longer. The value of adopting
professional practices goes beyond those who will work as software engineers. They
are vital tools for working efficiently, contributing to open software, for data scien-
tists and AI engineers to manage data and to ensure trust in the methods that they
develop and apply in their careers. These enable students to use their computational
tools responsibly.

We also have not talked here about GeoGebra, which is probably now the most
popular computational thinking tool for mathematics in the world. This is because
we are “old guard” (well, some of us are) and GeoGebra is a newer tool, one that
we have not yet used. However, it seems clear to us that the same principles that we
have been using for our other tools also apply here: the students should be aware of
the program’s limitations; the students should know when the answer is correct and
when it is not, and the students should be responsible for the answers.

And we have not talked at all about perhaps the most significant tool: the Internet
itself. Collectively, we have vastly more capable memory now than we did before—
mathematical definitions can be looked up instantly (indeed, Wikipedia is quite reli-
able for mathematics, though not perfect)—and we have nearly universal access to
papers, projects, course materials, and more. The growth in mathematical videos
on YouTube is astonishing: Tom Crawford (“The Naked Mathematician”), Bobby
Seagull, Numberphile, Online Kyne, and manymore provide wonderfully accessible
mathematics. Is that AI? Given that many videos are automatically close-captioned,
we would say that there is at least some AI involved. Then there are the algorithms
for finding such videos automatically for you.

With the advent of modern AI tools like these for mathematics education, more
questions arise. We believe that amongst the most important questions for AIEd will
be about the ethics underlying the tools. We are not merely talking about the debates
over using homework-assistance websites to cheat for class. We all know now that
machine learning can easily copy our biases and prejudices, without us intending,
or unintentionally alter the content of what we are conveying.19 We also know that
the goals of developers of AIEd tools may well be different than the goals of good
teachers. We forbear from trying to define what it means to be a “good teacher’; this
has been the subject of considerable debate since forever, in all cultures, but see,
for instance, (Boynton, 1950). We take from that short, well-written article, out of
many possible choice quotations, “Good teaching must be based on an unequivocal,
sincere interest in the human individual.” Achieving this alone will be a challenge
for AIEd.

The ethics of AIEd is beginning to be studied intensively (see, for instance, the
works (Aiken & Epstein, 2000; Sijing & Lan, 2018)), but clearly we are only just

19 See alsoBradford et al. (2009), which shows that computational tools can affect the basicmeaning
of equality: pedagogical equality is not the same as mathematical equality. It is perfectly possible
for two expressions to be mathematically equal, but only one expression to be the desired student
response.
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scratching the surface of the issues, which include some very deep classical philo-
sophical problems, including how to live a good life (achieve eudaemonia). The
amplified human life, when humans use computers to increase their thinking capa-
bility, clearly also needs philosophical study, as we are touching directly on very
classical problems. Not only philosophers, but cognitive scientists, as well as com-
puter scientist experts in AI, will be needed to properly develop these tools.

Plus ça change, plus c’est la même chose.—Jean Baptiste Alphonse Karr, 1849
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Common to all chapters in this part is a shared focus on empirical research in real-
istic settings, towhichwe include amore exploratory contribution that remains closer
to the philosophical essay. As a last chapter in the middle, Freiman and Volkov’s
contribution may come as a surprise compared to the five chapters presented below.
This is an historical study of a case of “rearrangement method” along centuries
and in various cultures, proposing to discuss visual and dynamic approaches. This
is certainly a theme of interest with regard to intelligent models of learner inter-
action, and further studies will bring empirical evidence about the potentialities
of these approaches. From an empirical research, Jarvis et al. consider the use of
computer algebra systems (CAS) at the tertiary level, taking advantage of rich data
from the actual practice, developed over several years, of a university mathematics
instructor. Through seven iterations of an Optimization course, significant progress
is observed regarding most factors pertaining to technology integration, particularly
that of CAS-focused assessment practices. Emprin’s chapter introduces interactive
computer simulation as a means of educating teachers and tutors (i.e., teacher educa-
tors). Part of the work is in computer science: designing expert systems able to
recreate plausible classroom situations and tutor-teacher interaction like in (Paneque,
J. J., Cobo, P. & Fortuny, J.M., 2017). This work could not be carried out without data
and a theoretical framework issued from years of empirical research about teacher
education. Moreover, investigating the full potential of these systems implies using
them in realistic settings and collecting more data. Rodríguez offers a consideration
of Virtual Reality use in the classroom. Potentialities for visualization and manipu-
lation can be inferred from current uses in other domains, and Rodríguez’ empirical
study, carried out during the pandemic, aims to confront these potentialities with
the reality of mathematics teaching/learning at the tertiary level. Insight is obtained
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from student feedback considering different positions of the learner (i.e., observing
or manipulating) and the use of different personal hardware, and specific benefits for
the teacher’s practice are emphasized.

Diego-Mantecon and Trgalová do not focus on a particular software environ-
ment, but rather investigate potentialities of digital technology in a broad sense,
and in connection with questions about their contribution to mathematics teaching
and learning. The question addressed by Diego-Mantecon deals with the benefits
of classroom STEAM projects carried out jointly by mathematics and technology
teachers, with teams of 14- and 15-year-old students within an empirical study.
Digital technologies were used by the teams according to their project, including
3-D printing and programming environments. Visual/Spatial competences as well
as reasoning were stimulated, but mathematics teachers tended to overlook learn-
ings opportunities made possible through connections between mathematics and
technology: teachers with a mathematical background privileged curricular content
while the others avoided introducing mathematics in the project. Regarding empir-
ical research, Trgalová builds upon forty years of investigation of classroom use of
DynamicGeometry (DG) to address the diversity ofways inwhich digital technology
can be implemented. A rigorous classification of tasks in four levels is proposed, from
tasks where DG is simply substituted for paper/pencil constructions through to tasks
especially designed to take advantage of DG potentialities. Since students’ engage-
ment and cognitive activity develop better in the high-level abilities of the classifi-
cation, Trgalová insists on not considering technology as a vector of transformation,
but rather looking more closely at how it is used in educational settings.

Drawing from these chapters, it is possible to address central issues raised in this
book.What is AI, and how does it pertain to math education research? How canmath
education progress further, taking advantage of AI’s potentialities? The ambition of
this introductory text is to focus on significant periods within that development. In a
first such period, beginning with Turing (1950), computer scientists became aware
of capabilities of digital machines to perform symbolic treatments by way of specific
representations and algorithms. At this time, computers were thought to be able to
achieve tasks generally considered to involve ‘intelligence’, or able to behave in
an ‘intelligent’ manner. Computer algebra systems (CAS), can be viewed in this
perspective since they are basically symbol manipulators operating on representa-
tions of algebraic and calculus entities. CAS was introduced in the seventies and
eighties as means to ease the work of mathematicians, but also with a broader vision
of mathematical practices, including teaching and learning. At the time of the first
ICMI study (Hodgson & Muller, 1992) CAS was the technology that attracted the
most attention. Because CAS technology facilitated, up to a certain point, algebraic
manipulations, proponents remained hopeful that it would serve to reorient teaching
practices towards more conceptual issues. According to Hodgson and Muller (ibid),
there was “no doubt that Symbolic Manipulation Systems must be introduced into
the Mathematics curriculum ... for compelling change in secondary and university
math education in the near future.”

We are now 40 years beyond the introduction of CAS, and efforts have been made
by designers to develop capabilities and user-friendly interfaces, as well as software
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environments intended to help teachers and students to take better advantage of CAS
technology (Lagrange, 2010). In their chapter, Jarvis et al. present a comprehensive
analysis of a current example of CAS use for both teaching and assessment at the
tertiary level. Throughout the years, CAS has been like a double-faced coin: one side
representing the many opportunities it offers for teaching/learning, and the other side
the difficult aspects of integration into actual teaching/learning. Studies like Jarvis
et al. serve as a great contribution in showing how these two faces can be reconciled
through years of thoughtful practice. In applying a technology integration taxonomy,
it was found that the only component that did not significantly progress throughout
the seven course iterations was that of “Staff Facility.” While the integration of the
CAS-based teaching and assessment practices were not intended to be a departmental
undertaking in this context, this finding is nonetheless indicative of a larger, common
truth: an instructor’s often solitary journey towards suitable integration reflects the
deep links that exist between practices involving technology and one’s personal
conception of mathematics and of mathematics learning.

In a second historic period, one initiated by Carbonell (1970), computer scientists
were interested in the use of AI techniques to create new systems for computer-
aided teaching and learning. Existing systems, based upon a behaviorist approach
of learning, relied on multiple choice questions organized in rigid learning paths.
In contrast, the new systems were based on a semantic network, an information
structure which organizes facts, concepts, and procedures relevant within a domain.
From this structure, systems were able to propose to the learner a more flexible
approach to knowledge. Inmathematics education, it appeared that building a suitable
semantic network for a given content implied a deep reflection on epistemological
and cognitive aspects, as well as on knowledge about situations that favor learning.
Then computer scientists specialized inAI for computer-aided teaching and learning,
and didacticians of mathematics initiated a close collaboration (Balacheff & Vivet,
1994). In further development, this orientation was amended to allow for a renewed
focus on the learning process. Tchounikine (2002) pointed out that the naive vision
of a transfer of knowledge contained in the system to the student is now largely
abandoned, and it is now considered that the heart of the learning process is the
interaction between the learner and the system. This means that semantic networks
should not be just models of knowledge; they should model the interaction between
the learner and an environment in which knowledge makes sense.

From this perspective, Emprin presents two related systems. In the first one, the
learner is a tutor, and in the second one, the learner is a teacher. In both systems, the
domain of knowledge is the classroom use of DG. Emprin’s case studies illustrate the
necessity and the power of models of interaction based on didactical knowledge at
several levels—ranging fromDG use by students through to tutor/trainee interaction.
The case studies shed light on three important characteristics of these models. First,
they represent a functional synthesis of didactical research at each level. Second, they
are not rigidly fixed: feedback from users helps the researcher to adapt themodel; this
has a practical effect, increasing the system’s efficiency, and contributes to didactical
research at the different levels. Third, for the user, the interaction with the system
includes a reflective component: while the system gives the user feedback regarding
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their professional knowledge, he/she is also encouraged to discuss this feedback, as
well as the underlying model.

In the chapter byDiego-Mantecon, theRubiks cube project involves designing and
building a device able tomanipulate the cube, and then programming the resolution in
Scratch, a contemporary evolution of the Logo software (Papert and Harel, 1985). In
this activity, intelligence does not preexist in the programming environment. Students
had to conceive amatrix representation of the cube, reflect about different ‘intelligent’
solving methods, and think of these methods as algorithms. As noted, before, Diego-
Mantecon observed that the teachers privileged activities in terms of their own area
of expertise. When programming was undertaken outside of this expertise, then the
potential of Scratch as a micro-world seems to be missed. In a recent study of a
large-scale project involving programming in Scratch, Noss et al. (in press) observed
a major obstacle in the absence of teacher understanding regarding the situations
proposed by the researchers.

In a micro-world, the meaning that learners construct is shaped by their under-
standing of the feedback and by their own actions. That is why Balacheff and Kaput
(1997) insist on the necessity of a description of the domain of phenomenology, and
of the type of feedback it allows. For Rodriguez, the domain is one of perception
and construction of 3-D objects in relationship with their mathematical definition,
and his chapter provides an in-depth examination of the phenomenology offered by
virtual reality systems, especially when compared with 3-D, screen-based software,
in the light of students’ appreciation of their experience of learning mathematics in
virtual reality. Trgalová’s analysis privileges the functionality of dragging in DG, a
technology often considered as a typical micro-world. However, her analysis goes
beyond DG, and that classifying tasks at four levels (substitution, augmentation,
modification, redefinition) is relevant for any digital environment being used for
teaching and learning. The distinction between AI-aided systems and micro-words
reflects two differing viewpoints on technology: the first is centered on internal
computational models of the knowledge and of the learner; the second focuses on
the learning opportunities offered to users for action and perception. Both view-
points can be productive: micro-words could benefit from an explicit consideration
of internal models; AI-aided systems could take more into consideration the user
experience at the interface.

A third period of significant AI evolution is what is happening now with the
development of machine learning, i.e., algorithms that are able to exploit a huge
volumeof data in order to automatically identify significant patterns. Emprin suggests
machine learning as a means of obtaining accurate models of interaction from data
that is collected empirically. Certainly, educational empirical research does produce
a large amount of data. This data is often tedious to analyze manually, and despite
the help provided by inferential statistics, the researcher is often left to his/her own
intuition for building models. Thus, machine learning could provide help, especially
in the domain of technology where it is possible to get automatically pre-formatted
data.
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By focusing on both symbolic andmaterial milieus, Freiman andVolkov’s present
an exploratory work that attempts to bring symbolic artefacts closer to material arte-
facts (Flores-Salazar, Gaona and Richard, 2022), to prepare the modelling of the
mathematical work that AI will be able to feed by better understanding the means
of human learning. As Nicolas Balacheff reminds us in the preface, there are epis-
temological and semiotic tensions between knowledge and its representations, but
also discursive ones between the art of expressing ideas and the codified expression
of discourse. We know that mathematics is already fond of multi-referenced expres-
sions and multimodal processing. However, the resurgence of artefacts in mathe-
matics education and the new possibilities of visualization are changing traditional
relationships. With the growing interest in interactive representation systems, there
is a need to revisit the genesis of the past to look at how knowledge can be developed
with today’s means of instrumental representation. This is an inexhaustible source of
inspiration, because it was at this point that we already struggled to bring knowledge
to life on a medium as plain as paper.

A final remark is that most chapters conceptualize the relationship of the learner
to the knowledge mediated by technology. This is productive, notably when Trgalová
investigates the influence of tasks on students’ engagement and cognitive activity.
However, in an educational context tasks do not exist in isolation, and thus further
analysis is needed to understand how they can be developedwithin school and tertiary
level institutions. That is why Lagrange and Richard (forthcoming) propose the
consideration of instrumental genesis within mathematical working spaces using
two complementary viewpoints: a psychological and institutional viewpoint dealing
with instrumented techniques, and how they emerge within school institutions that
are characterized by more usual paper/pencil techniques.

Empirical research onmathematics education and technology is a long but exciting
journey, always open to new perspectives. The chapters in this part will no doubt
become very valuable landmarks within this journey.

References

Balacheff, N., & Kaput, J. J. (1997). Computer-based learning environments in mathematics. In
A. Bishop (Ed.), International handbook in mathematics education (pp. 469–501). Kluwer
Academic.

Balacheff, N., & Vivet, M. (1994). Introduction. Recherches en didactique des mathématiques.
14.(1–2). 5–8.

Carbonell, J. R. (1970). AI in CAI: An artificial-intelligence approach to computer-assisted
instruction. IEEE Transactions on Man-Machine Systems, 11(4). 190–202.

Flores-Salazar, J. V., Gaona, J. & Richard, P. R. (expected early 2022). Mathematical work in the
digital age. Variety of tools and the role of genesis. In Kuzniak, A., Montoya-Delgadillo, E. &
Richard, P. R. (Eds) Mathematics Education in the Age of Artificial Intelligence. How artificial
intelligence can serve the mathematical human learning. Springer International Publisher.

Hodgson, B. R., & Muller, E. R. (1992). The impact of symbolic mathematical systems on mathe-
matics education. In B. Cornu & A. Ralston (Eds.), The influence of computers and informatics



282 The present and future of AI in ME: Insight from empirical research

on mathematics and its teaching, (pp. 93–107). UNESCO (Science and Technology Education
Document Series 44). Paris: UNESCO.

Lagrange, J. B., (2010). Teaching and learning about functions at upper secondary level: designing
and experimenting the software environment Casyopée.International Journal of Mathematical
Education in Science and Technology, 41(2), 243–255.

Lagrange, J.-B.,&Richard, P.R. (expected early 2022). InstrumentalGenesis in theTheoryofMWS:
Insight from didactic research on digital artefacts. In Kuzniak, A., Montoya-Delgadillo, E. &
Richard, P.R. (Eds) Mathematics Education in the Age of Artificial Intelligence. How artificial
intelligence can serve the mathematical human learning. Springer International Publisher.

Noss, R., Hoyles, C., Saunders, P., Clark-Wilson, A., Benton, L., & Kalas, I. (in press). Making
Constructionismwork at scale: The story of ScratchMaths. InN.Holbert,M. Berland,&Y.Kafai
(Eds.),Designing Constructionist futures: The art, theory, and practice of learning designs. MIT
Press.

Paneque, J. J., Cobo, P. & Fortuny, J. M. (2017). Intelligent Tutoring and the Development of
Argumentative Competence. Technology, Knowledge and Learning, 22, 83–104.

Tchounikine, P. (2002). Pour une ingénierie des environnements informatiques pour l’apprentissage
humain. Revue I3 - Information Interaction Intelligence, 2(1), 59–95.

Turing, A.M. (1950). Computing machinery and intelligence, Mind, 49, 433–460.



CAS Use in University Mathematics
Teaching and Assessment: Applying
Oates’ Taxonomy for Integrated
Technology

Daniel Jarvis, Kirstin Dreise, Chantal Buteau, Shannon LaForm-Csordas,
Charles Doran, and Andrey Novoseltsev

1 Introduction

The creation of new and innovative working spaces in post-secondary mathematics
education that involve both powerful instructional technologies and more traditional
paper/pencil techniques requires a number of key factors including resource acces-
sibility, institutional support, and perhaps most importantly, a change in teacher
beliefs and attitudes. Beyond mere visualization or classroom demonstration appli-
cations, instructional technology tools can and should become an integral part of the
conceptualization ofmathematical concepts and, further, the broadening of curricular
scope. However, in order for this to become reality in post-secondary mathematics
courses, the pedagogical practices adopted by instructorsmust ultimately also include
assessment strategies that equally allow for the use of these powerful technological
tools.

In this chapter, we examine the findings from a case study conducted within a
university mathematics department in western Canada in which a special Teaching
and Learning Enhancement Fund grant allowed for the restructuring of an existing
undergraduate course on Optimization through the creative use of available CAS
technology. One particular instructor increasingly incorporated Computer Algebra
System (CAS)-based software into both his teaching and assessment practices within
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seven distinct iterations of the same Optimization course over time. In our first anal-
ysis (Jarvis et al., 2018), we aimed at providing insights into the perceived chal-
lenges and affordances relating to technology integration at the university level by
examining the perceptions of key stake-holders (i.e., Project Leader, Instructors,
students) regarding the implementation of the technology-enhanced Optimization
course. In this chapter, we are interested in further investigating the technology inte-
gration within the Optimization course, particularly in terms of how this integration
changed over time within the multiple, subsequent offerings of the course by the
same instructor. We are thus interested in quantifying the degree of technology inte-
gration in the course as it evolved over time, and in identifying key aspects that seem
to have significantly promoted the increased and effective use of technology within
this particular course.

In this introductory section we begin by providing some background information
by reviewing the literature regarding the use of instructional technology in math-
ematics education including issues such as teacher beliefs, teacher behaviors, and
changes to curriculum and assessment practices. We then explain the university
context in which funding enabled two mathematics instructors to initiate rich experi-
mentation with the open source mathematics software known as SageMath (Stein &
Joyner, 2005) within the two above-mentioned mathematics courses.

2 Literature Review

A growing number of international studies have shown that Computer Algebra
Systems (CAS)-based instruction has the potential to positively affect the teaching
and learning of mathematics at various levels of the education system, even though
this has not been widely realized in secondary schools and in higher education
(Artigue, 2002; Beaudin & Picard, 2010; Bossé & Nandakumar, 2004; Bray &
Tangney, 2017; Kendal & Stacey, 2002; Lagrange, 2005; Lavicza, 2006; Pierce &
Stacey, 2004; Richard et al., 2019; Smith Risser, 2011; Somekh, 2008). Following the
17th International Commission on Mathematical Instruction (ICMI) Study Confer-
ence, entitled Technology Revisited and held in Vietnam in December 2006, then
ICMI President, Artigue (2009), shared her insights regarding the resistance of
instructional technology:

Making technology legitimate and mathematically useful requires modes of integration
allowing a reasonable balance between the pragmatic and the epistemic power of instru-
mented techniques. This requires tasks and situations that are not simple adaptation of
paper-and-pencil tasks, often tasks without equivalent in the paper-and-pencil environ-
ment, thus tasks not so easy to design when you enter in the technological world with
your paper-and-pencil culture. (p. 467)

Clearly, the incorporation of powerful technologies requires a careful and delib-
erate rethinking of mathematics curriculum, learning goals, tool/software usage,
pedagogical strategies, and assessment practices at all levels of education.
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Fig. 1 Technology,
Pedagogy, and Content
Knowledge (TPACK) model
(Koehler & Mishra, 2009)

In addition to its computational power, modern technologies can help increase collaboration
and bring about more of an emphasis on practical applications of mathematics, through
modelling, visualisation, manipulation and the introduction of more complex scenarios. . . .
For these reasons, the use of technology in mathematics education is becoming increasingly
prioritised in international policy and curricula. (Bray and Tangley, 2017, pp. 256–25)

Building upon Shulman’s (1986) work on Pedagogical Content Knowledge
(PCK), Koehler and Mishra (2009) have developed their own Technology, Peda-
gogy, andContent Knowledge (TPACK)model (see Fig. 1) for the analysis of teacher
instructional practice:

TPACK is the basis of effective teaching with technology, requiring an understanding of the
representation of concepts using technologies; pedagogical techniques that use technologies
in constructive ways to teach content; knowledge of what makes concepts difficult or easy
to learn and how technology can help redress some of the problems that students face;
knowledge of students’ prior knowledge and theories of epistemology; and knowledge of
how technologies can be used to build on existing knowledge to develop new epistemologies
or strengthen old ones. . . . Teaching successfully with technology requires continually
creating, maintaining, and re-establishing a dynamic equilibrium among all components.
(Koehler & Mishra, 2009, pp. 66–67)

Another informative taxonomy for understanding the different uses of technology
in mathematics instruction is the Substitution Augmentation Modification Redefi-
nition (SAMR) model created by Puentedura (2006, 2014). Although the SAMR
model (see Fig. 2) has been criticized on several points (e.g., diverse interpre-
tation/application of the model; an absence of context; an overly rigid structure;
and emphasizing product over process), it remains an increasingly popular tool for
practitioner reflection and planning (Hamilton et al., 2016).
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Fig. 2 Substitution
augmentation modification
redefinition (SAMR) model
(Puentedura, 2006)

Somekh (2008) described this difficult yet required paradigm shift relating
to instructional technology as follows: “The affordances of the Internet, digital
photography and cyberspace are radically changing how knowledge is constructed,
represented and accessed in the world outside school, and policy-makers need to
acknowledge this and restructure the systems of curriculum, assessment and school
organization” (p. 458).

School level studies suggest that beyond the availability of technology, teachers’
beliefs and cultural influences are key factors in technology integration into math-
ematics teaching and learning. In categorizing barrier types as either first-order
(external) or second-order (internal) in nature, Ertmer et al. (2012) have provided a
helpful set of related definitions:

First-order barriers were defined as those that were external to the teacher and included
resources (both hardware and software), training, and support. Second-order barriers
comprised those that were internal to the teacher and included teachers’ confidence,
beliefs about how students learned, as well as the perceived value of technology to the
teaching/learning process. Although first-order barriers had been documented as posing
significant obstacles to achieving technology integration . . . underlying second-order barriers
were thought to pose the greater challenge. (Ertmer et al., 2012, p. 421)

Oates (2009) noted that effective integration of technology into the teaching and
learning of mathematics presents a significant challenge to tertiary mathematics
educators: “Assessment issues in particular are widely considered in the literature as
a critical factor in technology implementation.... With respect to assessment, both
pedagogical consistency and the impact of CAS on examination questions, are seen
as particularly significant issues” (paragraph 1).

Teacher beliefs represent deeply held assumptions and values relating to educa-
tion, and these beliefs are not easily changed. As Bray and Tangney (2017) note,
“In order to achieve an environment that facilitates technology usage in an inquiry-
based, constructivist manner, a change in the pedagogical approach and the learning
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experience of the students is required, and this is fundamentally dependent on the
actions and beliefs of teachers” (p. 257).

In contrast to the growing body of research focusing on CAS technology use at
the secondary school level (Connors & Snook, 2001; Fey et al., 2003; Haapasalo,
2013; Kieran & Drijvers, 2006), there is relatively little parallel research at the post-
secondary level (Buteau & Muller, 2014; Buteau et al., 2014; Decker, 2011; Marti-
novic et al., 2013; Rosenzweig, 2007; Stewart et al., 2005; Tall, 2013; Thompson
et al., 2013; Thompson, Ashbrook, &Musgrave, 2015; Tobin&Weiss, 2016). This is
particularly true in the area of student assessment, where powerful technology tools
such as CAS computer software and CAS-enabled calculators have rarely played
a part in formal evaluation in undergraduate mathematics courses (Heidenberg &
Huber, 2006; Sevimli, 2016).

Some have been critical of CAS use in secondary schools pointing to some of the
unintended consequences of heavy dependency on these powerful tools in light of
how they might be used within curriculum. Authors Jankvist et al. (2019) suggested
that the following characteristics represent some of these negative effects: loss of
distinctive features of concept formation, a consequential reclassification of math-
ematical objects, instability of CAS solutions as objects, and prevailing a poste-
riori reasoning on students’ behalf when relying solely on CAS in their mathe-
matical work (p. 67). Using video documentation of classes and subsequent inter-
views,Meagher (2012) found that college level Calculus students hadmixed feelings
about the powerful capabilities of CAS-enabled technologies being used within their
curriculum.

It is interesting to observe that for many students the reaction to CAS technology is very
similar to that of teachers . . . Some are very positive about CAS but many students, including
those who are comfortable with graphing calculator technology, have this sense that CAS
is finally technology that does too much mathematics to be appropriate for education. . .
. The results of this study show that students often have a very delicate relationship with
technology and while they may develop mastery in using a particular technology they don’t
see its use as necessarily advantageous. (p. 13)

Other researchers have provided support for CAS-based technologies being effec-
tively used at the university/college (tertiary) level. For example, Albano et al. (2005)
studied the use ofCAS technology in an undergraduate Statistics course at theUniver-
sity of Salerno and concluded that “the use of CAS for educational purpose can help
students to learn how to deal with mathematics and can increase the certainty of
their own knowledge and skills” (p. 2), adding that “Computer-based-education is
not meant to replace the role of the teacher in the classroom... indeed it is best used
in conjunction with traditional techniques” (p. 8).

Lavicza’s comprehensive study (2008a, b) featured an online survey of 1100math-
ematicians as well as interviews with 22 mathematicians in three countries, namely,
Hungary, United Kingdom, and United States, which examined mathematicians’
beliefs/conceptions regarding CAS and its instructional potential. Findings showed
some similarities, but also notable differences, between university- and school-level
research findings (e.g., use of CAS in one’s research being the greatest factor influ-
encing the use of CAS in one’s teaching). Building on the findings from Lavicza’s
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international work, the team of Jarvis, Buteau, and Lavicza implemented a mixed-
methods research study to examine individual and systemic CAS usage in undergrad-
uate mathematics instruction. Based on their findings, they concluded that: Instructor
beliefs regarding the nature ofmathematics learning, required curriculum/assessment
changes, the use of technology in one’s own research, and the availability of resources
are among the complex set of factors that affect the degree to which technology
is implemented within undergraduate university mathematics courses. The Cana-
dian survey of over 300 participating mathematicians clearly indicated that many
university instructors were using CAS in their instructional practice (69%), and also
reinforced the Lavicza finding that the greatest factor influencing the use of CAS
in one’s post-secondary mathematics teaching was the use of CAS in one’s own
research (Jarvis, Lavicza, & Buteau, 2012). Buteau et al. (2010) also reviewed 326
papers relating to CAS use in teaching and noted that “to the extent that CAS was
used to enhance conceptual discussions and support visualizations, it was reported
as promoting greater understanding of mathematics” (p. 64). The research team
concluded that “We believe that mathematicians will, at some future point, need
to rethink the tertiary curriculum vis-à vis the growing ubiquity and computational
power of technological learning tools” (p. 66). Further, a detailed comparative case
study of two university mathematics departments (one in Canada and another in the
UK) in which technology had been heavily integrated within the department over
time has been documented by Jarvis et al. (2014).

Also at the university level, Sarvari et al. (2010) reported that CAS use in
an undergraduate engineering could potentially provide many benefits for student
learning:

CAS can offer effective tools to enhance students’ cognitive strategies. In addition, the use
of CAS extends the number of the available learning strategies, [and] shifts the pragmatic,
heuristic and epistemic values of mathematical schemes. Thus, CAS can be an effective
tool to highlight connections between knowledge elements and to develop the knowledge
representation network, so that CAS can enhance students’ knowledge of mathematics.
(p. 153).

For example, Zeynivandnezhad and Bates (2018) studied how CAS technology
canbe an effective tool for learning differential equations, andGyöngyösi et al. (2011)
designed and studied CAS-based tasks that aimed at supporting students’ learning
of the convergence of sequences and series as part of a Real Analysis course.

Such a shift must ultimately involve changes to assessment practices that reflect
the use of powerful CAS-based technologies and are similar to the activities experi-
enced during classes/labs. Pountney et al. (2002) made similar claims about assess-
ment when studying the use of CAS in first year courses at Liverpool John Moores’
University.

The use of computer algebra systems (CAS) in the teaching and learning of mathematics
is likely to have a minimal impact on the overall mathematics curriculum until the CAS
becomes a legitimate tool to be used in mathematics examinations. The important issue is
how the examinations can be written in a way that allows the student the appropriate use of
a CAS and tests the students’ understanding of the underlying mathematical concepts and
problem solving strategies. . . . meaningful examinations can be constructed for testing in
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a CAS laboratory or in a situation where every student has access to a CAS. . . . mathe-
matics instruction, which fails to recognize the use of the CAS, stands the risk of becoming
redundant. (pp. 15, 34)

Clearly, the use of CAS in undergraduate teaching and learning must encompass
a strategy for assessment that combines the power and capabilities of the tools with
a maximization of cognitive gains in both student competency and understanding.
It is this kind of assessment experimentation in undergraduate CAS-based learning
that lies at the heart of this current study.

In the following section we present the theoretical model used to frame our
study, namely the radar model for quantifying technology integration in university
mathematics courses as proposed by Oates (2009).

3 A Model for Quantifying Technology Integration
in University Mathematics Courses

The radar diagram model was developed with an aim to generate “a more definite
means of quantifying the degree of integration … for valid comparison between
courses”which the author claims is necessary “if any inferences about the importance
of technology integration are to be made” (Oates, 2009, p. 181). The Oates model
was generated after a literature review and through the use of a survey completed by
undergraduate instructors “to determine their use of technology, their views of what
an Integrated Technology Mathematics Curriculum (ITMC) may resemble, and how
it may be achieved” (Oates, 2009, p. ii). Visualization of the taxonomy with radar
diagrams allows for comparison of courses, and easy pinpointing of which aspects of
technology engagement within a course can be improved. Most importantly, Oates
conclude that the six components of the taxonomy are not independent but rely on
each other for “consistent, effective, and sustainable” (p. ii) integration. For our
purposes, we chose to use Oates’ taxonomy to compare iterations of the same course
since it offered an explicit means of measuring and comparing the six components
of the model across the iterations.

There are six components to Oates’ (2009) taxonomy. Firstly, “Access” which
addresses the extent to which students were able to access the technology (e.g., being
able to use the software on personal computers versus only in school computer labs).
Secondly, “Student Facility” describes how proficient in the technology students are,
and what help is available to them. “Assessment” illustrates how technology is (or is
not) used for evaluations of student learning. “Pedagogy” addresses how technology
is used for learning by the educator (e.g., as a demonstration versus an exploration
tool). “Curriculum” quantifies how technology impacts the content and structure of
the course. Lastly, “Staff Facility” evaluates how well the instructors are capable of
incorporating the technology into their teaching, and the departmental supports that
are provided to them as part of this process.
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Table 1 Oates’ Taxonomy for Integrated Technology featuring six characteristics (Oates, 2009,
p. 182).

Characteristic Example of question asked to examine the degree of integration for
each characteristic

A Access To what extent do students have access, e.g. is it compulsory? Do they
won their own, or access it in computer labs?

B Student facility How proficient are students with the use of the technology, and what
assistance is provided to help them?

C Assessment Is technology expected and/or permitted in assessment?

D Pedagogy How and when do staff and students interact with the technology? For
example, is it used mainly as a complex calculation device and
demonstration tool, or to develop and explain concepts?

E Curriculum Has the course curriculum, for example content, order of teaching,
changed to reflect the use of technology?

F Staff facility Are staff familiar with the use and capabilities of the technology, both
mathematically and pedagogically?

Based on sample questions that were asked in his survey of undergraduate instruc-
tors, Table 1 describes each of the six taxonomy components found within the Oates
model (Oates, 2009).

Each of the six components can be quantified using levels from0 to 5.Although the
levels are intended to be integer values, in this chapter levels of 0.5 are occasionally
used. The taxonomy components and levels were originally created with respect to
the use of graphing calculators, whereas this research investigates the engagement of
the CAS-based software known as Sage. Therefore, sometimes part of a requirement
for one level will be met, while another part is not, and in such cases 0.5 levels
were used accordingly. Levels were assigned based on Oates (2009, pp. 307–308)
quantification chart. A summary of the lowest and highest possible level is given in
Table 2.

InTable 3, note thatOates (2009) did not adopt a qualitative approach to describing
theCurriculum component, but rather the integration of technology to theCurriculum
was considered based on the quantity of changes. We found it difficult to adopt this
approach because in the context of this research some Curriculum factors seem to
have held different levels of significance yet were given equal weight. For example,
allowing technology use in assignments would receive a “point” for Curriculum,
but this may be much less significant than an actual change in content due to tech-
nology use. For this reason, we have attempted to create a qualitative scale which
we used for the analysis of the Curriculum component within this context. However,
in creating this modified scale we do recognize that changes to curriculum and their
perceived/actual significance will differ depending on which branch of mathematics
is being considered, and therefore we recommend that this component should be
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Table 2 Summary of the lowest and highest possible levels for the six taxonomy components
(Oates, 2009)

Component/Score 0 5

Access No student access; staff access only Full access for staff and for students

Student Facility No help provided to students Previous experience of students and
comprehensive training provided to
students

Assessment Prohibited Allowed in all assessment

Pedagogy No specific technology used by
staff or expected of students

Expected use by both staff and
students; used in class with student
interaction

Curriculum “One point for each factor considered, maximum of five. Consider for
example curriculum design, course description, goals, inclusion in course
materials, content changed (new, deleted topics), order of topics, changes
to assessment” (Oates, 2009, p. 308)

Staff Facility No previous experience with
software among staff, and no
professional development for staff

Previous experience and ongoing
training for staff in both pedagogical
and mathematical applications

Table 3 The Curriculum component within the context of the Optimization course

Level Curriculum Component Characteristics

0 • No technology use for learning course content

1 • Technology only used in instruction for demonstration of concepts
• No expectation of use by students (e.g., no mention in the syllabus or within
assignments)

2 • Technology use facilitates computations or is used for learning a concept (e.g.,
visualizing) but does not change the course content

3 • Some content is changed to reflect the technology use—topics added or removed due
to technology, owing to a topic becoming less relevant (e.g., methods of calculating)

4 • Significant content changed
• Something new can be done with technology that previously couldn’t be done by
hand, or could not be done by hand within a reasonable amount of time

5 • Course re-sequenced based on technology use
• More than half of the course content changed due to technology use

reviewed whenever a new mathematics branch is being analyzed. Table 3 describes
how we view this Curriculum component in our context of the Optimization course.

“Content changed” may include the depth of the topic being studied, for example,
moving from simple examples to real-world applications. Our quantification focuses
mainly on the change of course content. Oates (2009) mentioned “course descrip-
tion, goals, inclusion in course materials,” but we believe that these components of
Curriculum would be a result of a change to course content and therefore do not
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need specific mention. Additionally, we do not mention “changes to assessment”
because these changes would already be reflected in the Assessment component of
the model. However, a change to assessment may indicate a parallel change to course
content since assignments and tests are often key learning opportunities for students
and reflect what the instructor intends for the students to learn.

4 Methods

The case study research project involved 14 interviews with the following partici-
pants: Dr. Charles Doran, TLEF Project Leader (twice); Dr. Andrey Novoseltsev, the
Course Instructor (twice); two other math faculty members; six students; a course
grader; and a former UA student who had become amath instructor at another institu-
tion. These interviews took place both in Ontario during the Canadian Mathematics
Society (CMS)Winter conference in December 2014, and (mostly) during a site visit
to the University of Alberta campus in early June 2015. The interview questions were
semi-structured (i.e., open-ended) and were designed and implemented according to
qualitative case study standards (Creswell, 2013; Denzin & Lincoln, 2005; Yin,
2009). Follow-up email correspondence with Charles and Andrey provided further
data for the study. During the site visit, artifacts were also collected regarding course
outlines, software applets, course assignments, and assessment tools.

In our first analysis (Jarvis et al., 2018), the interview data was entered into
Atlas.ti qualitative research software for the purposeof data organization and thematic
coding of the interview transcripts. Thematic analysis was used with the data and this
involved a process of coding which resulted in seven large code groupings: Assess-
ment, Instructor, Learning, Optimization, Sage Software, Technology, and the TLEF
Project. In this second analysis, interview data and Optimization course material
(tests, syllabus, etc.) was analyzed qualitatively using Oates (2009) quantification
system. This model lends itself to our research because it is designed for comparing
the use of technology over time and the data was collected over the course of seven
iterations of the course. During our analysis, specific focus was given to the inter-
views with Dr. Novoseltsev who gave description of each iteration of the course
(some iterations having occurred before our case study visit and some occurring
subsequent to our campus visit). This analysis resulted in six radar diagrams which
visualize the changes to the course with respect to technology integration over the
seven iterations of Optimization.

While the actual names of Drs. Doran and Novoseltsev are being used directly
in this chapter, by permission, the names of students that were interviewed during
the site visit shall be replaced with the following alphabetical order pseudonyms, as
per the letter of informed consent: Akemi, Brittany, Cheng, Dawn, Ezra, Felix, and
Guang. This study was approved by Nipissing University Research Ethics Board in
Ontario and was similarly approved by the University of Alberta, the host institution.
In the next section, we first provide some context from the case study by presenting
selected relevant results from the first analysis (Jarvis et al., 2018). We then further
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analyze our case study data by quantifying the degree of technology integration in
the Optimization course as it evolved over time, and identifying key aspects that
seem to have significantly promoted the furthering of the integration throughout the
course iterations.

5 Research Findings

5.1 Initial Findings Elaborating on the Context of Our Case
Study

A full reporting of the initial findings of the research study, in terms of emergent
themes and related discussion, can be read in the journal article entitled Innovative
CAS Technology Use in University Mathematics Teaching and Assessment: Findings
from a Case Study in Alberta, Canada (Jarvis et al., 2018).

5.1.1 TLEF Project and McCalla Professor in Science Chairship

Dr. Charles Doran, professor in the Department of Mathematical and Statistical
Sciences at theUniversity ofAlberta (UA) and SiteDirector of the Pacific Institute for
theMathematical Sciences (PIMS), received internal funding byway of the Teaching
and Learning Enhancement Fund (TLEF). In conjunction with the TLEF funding
(2013–16), he was also named to the position of McCalla Professor of Science
Chair. As part of this latter recognition, Doran had created an integrated teaching
and research plan which involved the writing and delivery of a new upper level, joint
(graduate and advanced undergraduate) computing and mathematics course entitled
Computing in Mathematics: Research via Experimentation (MATH 497). Project
funding also allowed him to focus research on an existing third year Mathematical
Programming and Optimization (MATH 373) course in which SageMath (The Sage
Developers, 2015), an open source mathematics software program, was being used
by a Post-Doctoral Fellow, Dr. Andrey Novoseltsev, in new and creative ways in
terms of mathematics teaching and assessment. A case study by Jarvis and Buteau
was conducted at the University of Alberta, the results of which formed the basis of
the 2018 paper, with a particular focus on what was being undertaken by Andrey in
the MATH 373 course.
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Fig. 3 Heat equation applet created by Novoseltsev using Sage software

5.1.2 SageMath Software

When asked why they chose to use open source Sage1 software and to continue to
develop their ownmath apps using Sage, rather than using other available commercial
software and apps, Dr. Doran explained the following:

Sage has the advantage of moving us away from proprietary systems . . . The good is that
we can start fresh and build from the ground up so that we can control everything about the
look, and the feel, and the capacity. . . . Mostly, I just think the price is right, the community
is like-minded individuals who want to make everything better.

Andrey produced approximately 12 applets (i.e., very small applications, often
utility programs that performone or a few simple functions) for differentmathematics
courses (see Fig. 3), which represented one of their important goals for the TLEF
project.

1 Created by Dr. William Stein, SageMath (http://www.Sagemath.org/) originated at the Univer-
sity of Washington, but now represents an international project with many developers in dozens
of different countries. SageMath is a freely available, open-source mathematics software system
licensed under the General Public License (GPL). Since participants in this study, including the
instructors that were interviewed, commonly refer to the software as simply Sage, we have used
this shorter title throughout the paper for consistency.

http://www.Sagemath.org/
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Reflecting on the choice of Sage software,Dr.Novoseltsev explained his rationale:
“I like the fact that SageMath software is free for students, and that they can also
access it fromhome.... I strongly believe in the open source approach formathematics
software... you have the option to look at the code and to fix the bugs—try to make
improvements.” Once Sage was established as the software of preference for the
TLEF initiatives, specific plans began on how to incorporate it into the new Research
via Experimentation course and into the existing Mathematical Optimization and
Linear Programming course in terms of both potential instructor and student use of
the open source software.

5.1.3 Mathematical Programming and Optimization (MATH 373)
Course

TheMathematical Programming and Optimization (MATH 373) course had already
existed within the department and had been taught a number of times by Andrey
(2011–13) before the TLEF funding began to be used for this initiative in 2014. For
sake of context, what follows is the Course Description from the Andrey’s syllabus
from the Spring 2014 term.

MATH 373: Introduction to optimization. Problem formulation. Linear programming.
The simplex method and its variants (revised simplex method, dual simplex method).
Complementary slackness and duality. Extreme points of polyhedral sets. Theory of linear
inequalities (Farkas Lemma). Post-optimality analysis. Interior point methods. Applications
(elementary games, transportation problems, networks, etc.).

Pre-requisites for this course were listed as first year linear algebra course, as well
as any 200-level math course. In other words, this third-year level course required
students to have some background in mathematics, but not any programming expe-
rience. Course objectives and expected learning outcomes for MATH 373 were
described in the syllabus as follows:

After taking this course, you should be able to formulate a linear programming problem and
convert it to the standard form(s); understand the structure of dictionaries of the Simplex
Method and their relation to the original problem; perform steps of the Simplex Method
(and its variants) and understand why they lead to the solution; use relations between dual
problems to efficiently verify optimality of solutions and to construct certificates of solutions;
detect inconsistent and redundant inequalities in a system; modify optimal solutions to take
into account changes in constraints and objectives. You will also develop a general sense of
what optimization problems are, see “linear algebra in action,” and pick up basics of using
math software and typesetting mathematical expressions in LaTeX.

In interviewing Charles, Andrey, other mathematics instructors, and mathematics
students at the University of Alberta, we quickly became convinced that our primary
focus would be on the MATH 373 course and how Andrey had developed strategies
involving technology for teaching and assessment through seven different iterations
of this course. Follow-up interviews allowed us to inquire into how the MATH 373
course had changed in further offerings of the course subsequent to the TLEF funding
window and to our campus site visit in Alberta.
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5.1.4 Overview of Sage Software Integration Within the Optimization
Course Over Time

As shown below, Table 4 provides a summary overview of the advancement of
technology-related strategies and tools that the instructor, Dr. Andrey Novoseltsev,
had introduced throughout the teaching of seven distinct installments of the
Mathematical Programming and Optimization (MATH 373) course over time.

For a more elaborate recounting of the technology development within the seven
iterations of the course, the reader is directed to our first paper entitled Innovative
CAS Technology Use in University Mathematics Teaching and Assessment: Find-
ings from a Case Study in Alberta, Canada (Jarvis et al., 2018). Examples of two
MATH 373 assignments (converting a student-generated word problem into a linear
programming problem, and then solving this problem using the Simplex Method)
and a mid-term examination, all of which involved CAS technology components
using Sage, are provided at the end of this chapter in Appendices 1–3.

5.2 Data Analysis Using the Oates Taxonomy Model

The analysismainly involved data from the interviewswithDr.Novoseltsevwho gave
descriptions of each iteration of the course. It resulted in six radar diagrams which
serve to visualize the changes made to the course with respect to technology integra-
tion over the seven iterations. There is limited data for some sections of the results
because the data was not collected with this taxonomy in mind. The following six
radar representations (Fig. 4) visually summarize the evolving degree of technology
integration throughout the seven iterations of the MATH 373 class.

The area on each radar reflects the level of engagement for that iteration. Over the
seven iterations several changes were made to the course that impacted how tech-
nologywas used in the course. All of the changes improved technology integration, as
can be seen as each radar diagram increases in area. The largest changes occurred in
Access, Student Facility, andAssessment. These changesweremade by the instructor
for a variety of reasons, including student feedback and his own ongoing observa-
tions. Figure 5 provides another visual summary, in line graph form, of the changes
taking place during the seven iterations of the MATH 373 Optimization course over
time, in terms of the six integration components.

The most limited change was noted in the component of Staff Facility. In other
words, although Novoseltsev made ongoing and substantive changes to his use of
CAS technology in both his teaching and assessment during this period of several
years, most of his math department colleagues demonstrated relatively little interest
in this CAS-based approach.
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Table 4 Overview of how Sage software was incorporated into the MATH 373 course over time

Installment Sage Technology Used in
Instruction

Sage Technology Used in
Assessment

1. Fall Term 2011 • Wrote simple code to check his
own lengthy calculations during
the course

• Minimal use for class
demonstrations

• Gave students access to it; very
few used it

• Used applets to prevent exam
question calculation errors in
marking written papers

• Grader used to mark student
work

2. Fall Term 2012 • Sage applets written for most
topics

• Demonstration: Frequently used
Sage in class lectures to
incorporate student suggestions
and to provide immediate
feedback on overhead screen

• Sage worksheets with additional
related commentary created and
made available to students via the
university LMS for completing
assignments and for review

• No grader used to mark student
work; cheating noticed on
submitted assignments

3. Spring Term 2013 • Student-generated linear
programming problems are
required, and are to be used
throughout the course in various
modules

• Sage used to explore these
problems

• Students read/respond to fellow
student problems online in
assigned peer groups

• Sage optional for assignments
(could also do by hand, or using
other CAS software)

4. Fall Term 2013 • Sage moved to online platform
with secure passcodes making it
more accessible

• Sage now required for some
assignments

• Sage required for three course
tests, which led to
implementation of strategies to
prevent cheating during test
writing in computer lab

• Required Sage use on final exam
in lab

5. Spring Term 2014 • Extra, optional computer lab
tutorials offered to small groups
of students to familiarize them
with Sage and LMS

• Created a step-by-step video for
this also

• Three term tests with Sage
replaced with one mid-term
examination using Sage

• Mid-term/Final exams feature
hand-written, optional Sage,
required Sage use questions

6. Spring Term 2015 • Created more and improved
online videos for LMS and Sage
technical instructions

• Short exercises for students to
explore included in his LMS
posted lecture notes

• Mid-term/Final exams feature
hand-written, optional Sage,
required Sage use questions

7. Fall Term 2015 • Created additional applets for
demonstration and teaching
purposes

• Mathematicians at other
universities become interested in
Simplex Method applet

• Mid-term/Final exams feature
hand-written, optional Sage,
required Sage use questions
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Fig. 4 Radar model representations of the seven iterations of the Optimization (Math 373) course
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5.2.1 Access

From the first iteration of the course, a free access to the technology was provided
to the students by way of a username and password to the online system. Many
undergraduate students owned personal laptops, and all had access to university
computer labs. Therefore, students’ ability to access the online software was not an
obstacle to the technology integration and did not change significantly over time.
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However, the frequency with which students accessed the Sage software did change
noticeably.

In the first iteration of the course, students had access to the software system
(Sage) that was being used by the instructor, but the students appeared to have little
or no motivation to access it. Dr. Novoseltsev recognized this and reasoned that “on
the one hand, once again it was usually done when we need it, and on the other
hand, it was not much useful for them, and I didn’t provide much help with it. So, I
don’t think many students used it” (Participant 2(Interview 1), page 1 of transcript;
henceforth abbreviated to simply (P2(1), p. 1)). Similarly, in the second iteration
the students were able to access the system and even look at, or edit, worksheets
that were used for demonstration in class, but they were not required to do anything
further with the system. Once more, there was limited use of the technology by the
students. There was little change in the third iteration. The instructor described how
he used the system for demonstration and mentioned that “after the class, I would
post the version that I already had with some mathematical comments and formulas
and so on” (P2(1), p. 3).

Iterations 1 through 3 are all represented by level three on the radar diagram
because although students could access the system it was not mandatory for them,
and they did not tend to access Sage during or following their math classes. In
iteration 4, the level on the radar diagram changes to 4.5 because the students had
almost full access, but classes were still not taught in a lab. So, while the instructor
did use the system during class, the students did not access the system during the
lectures. However, outside of class students only needed internet access to connect
to the system from any computer. Iterations 5 through 7 remain at 4.5 because there
is no apparent change to the factor of Student Access.

5.2.2 Student Facility

Over the seven iterations of the course, the student facility component showed one
of the largest changes. Starting from a situation where no help was being offered,
it developed into the facilitation of early tutorials, and then eventually online video
tutorials that the students could access at any time.

In the first iteration of the course students were not expected to use Sage for their
own use and therefore were not provided with assistance from the instructor. Dr.
Novoseltsev mentioned that he was unsure how many students used it, but noted
that “in any case, it wasn’t my intention” (P2(1), p. 1). In the second iteration of the
course, the component of Student Facility jumps to Level 4 because although student
use was still not mandatory, it was supported for any student who was interested.
The instructor provided additional commentary onworksheets that were used in class
and then posted them for his students so that the mathematics behind the technology
was explicit to them. Additionally, the instructor “offered a few labs for those who
wanted to come” (P2(1), p. 2) so that students could be comfortable with the use of
Sage. However, since use of Sage was not compulsory, he reported not “try[ing] to
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make sure that everybody knew how to do it” (P2(1), p. 2). There was no change to
Student Facility during the third and fourth iterations of the course.

The fifth iteration of the course had a larger enrollment, which motivated the
creation of video tutorials since it was no longer feasible to run in-lab tutorials at the
beginning of the semester. The instructor described that he had “recorded step-by-
step instructions, and also had the text instructions… it just was a screencast showing
how to do the commands and so on” (P2(1), p. 8). These videos were then uploaded
online for the students to access whenever necessary. Before the sixth iteration of
the course began, the instructor updated and improved the screencasts in order to
“introduce them to the technical steps” (P2(2), p. 1). Students who were interviewed
during the sixth iteration of the course shared specific insights about Student Facility.
One student spoke to how the instructor helped them understand the use of Sage:

He actually spends a really big chunk of time on Sage, showing us how to—not
just the commands, but what they mean when you’re getting the output.... It wasn’t as
thorough for some of the other classes, [where] you sort of had to learn more on your
own, and then if you had questions, then you would have to go and see the professor
separately, whereas [this instructor] focuses on it in class so we don’t really need
that extra help. (P6, p.1).

The same student also described how helpful the video tutorials were in reviewing
the new mathematics learning:

[The instructor] has really detailed instructional videos that he personally uploads
on eClass, and those were really helpful because you can go back—he narrates them,
and he also has the typing thing that shows what he’s typing. So, it’s very thorough.
You can’t really mess up. (P6, p.2).

Another student had a different experience and found using Sage for the first time
somewhat difficult, even with the videos: “It’s a little bit hard to get into the program.
Like at the beginning, even my teacher gave me instructions, he has a video, on
typing code, but sometimes you just feel like you’ve never used this technology
before, so you’re not really sure how to do next” (P7, p.1). Student Facility seemed
to have improved since the previous iteration, especially with some in-class focus
on Sage in addition to the online tutorials. However, being at a Level 5 requires
students to have either “considerable previous experience and/or comprehensive
training provided” (Oates, 2009), which did not seem to be the case for all students,
therefore iteration 6 was given a level 4.5. There was no change to Student Facility
component in iteration 7.

5.2.3 Assessment

Like Student Facility, the Assessment component represented an area of significant
change during the seven iterations. However, unlike Student Facility, which jumped
from 0 to 4 in one iteration, technology allowance was progressively increased in
Assessment over the first five iterations of the course.

The first iteration of the course was run as a traditional class, with no technology
allowed in any assessment and therefore was given a Level 0. However, the instructor
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did use Sage to create written assessments and to check his own solutions, which, one
might argue, is an important factor in beginning to introduce students to the idea of
using Sage. In iteration 2, the instructor introduced Sage to the students as a tool that
they could use for their assignments but only if they wished to do so. However, the
assignments were still designed to be done with pencil and paper. He noted: “It was
not mandatory, in any way, and the assignment that I have used was still numerical
problems which were, in principle, meant to be done by hand. And I said that, ‘You
can do it by hand, you can do it using Sage, if you wish’” (P2(1), p.2). Therefore,
iteration 2 is given a Level 2 since “All assessment questions written so no supposed
advantage from student access to technology” (Oates, 2009).

Technology use for assignments in iteration 3 becamemandatory. In particular, the
assignments required students to design their own problems which they would then
solve using technology. Students were required to use technology by the assignment
specifications, but in addition, the questions had to bemade “to not be doable byhand”
(P2(1), p.3). However, the instructor did “not force them to use Sage” but “let them
use anything else that they were more comfortable with, likeMaple, or MATLAB, or
something else” (P2(1), p. 4). This iteration is best represented by a Level 3 because
there was a specific technology component (i.e., the assignments), but there was also
a specific component where technology was prohibited (i.e., the tests/exams). While
students were allowed and encouraged to use Sage for their assignments in the third
iteration, the instructor noted: “Throughout the course, nobody tried using the Sage,
so for the fourth time, I removed these possibilities, and I said that, ‘You have to
use Sage’” (P2(1), p. 4). Requiring all students to use Sage for assignments allowed
for an additional and significant change—the introduction of Sage use on tests. The
reason for doing this, according to the instructor was that “One of the complaints
before was that, ‘We’re using all this stuff, and we’re using it to solve problems with
Sage, but then on exams we don’t use this knowledge. So, maybe on assignments we
should train the skills that would help us to do well on the exams’” (P2(1), p. 5). Note
that this point, which was brought up originally by a student, was recognized and
reported by the instructor and thus demonstrates an important pedagogical insight
and also provides evidence of his own growth as an instructor. This was the first
time the instructor included a technology component in one of three tests during the
semester. He set up the test with two problems so that, “One problemwasmaterial for
which a computer was not particularly useful, so you really need to write your own
arguments; and one was a problem where the computer was extremely useful, and I
don’t think that problem was doable by hand much at all” (P2(1), p. 5).

Similarly, the final examwas composed half of problems that would be done using
computers and Sage, and the other half of problems that would need to be done by
hand (i.e., the computer would not add value to solving the problem, although they
could still be accessed). These changes increased the level of engagement during
assessment to Level 4, since there were still two technology-free tests.

Iteration 5 had a larger enrolment and therefore, for logistical reasons, the three
tests became one mid-term exam. The mid-term included technology and therefore
there was no longer any technology-free assessment in the course. This raised the
Assessment component to Level 5 in the radar model. Although for some questions
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on the exams, Sage might not be considered useful, students were still allowed to
use technology “at any appropriate time in all assessment” (Oates, 2009). Similarly,
iterations 6 and 7 allowed for Sage use in all assessment and therefore remained at
a Level 5.

5.2.4 Pedagogy

Throughout the seven iterations of the course, the component of Pedagogy changes
moderately, but technology did not appear, from that perspective, to ever become
fully integrated.

In the first iteration of the course the instructor personally used technology for
creating problems, but “didn’t use it in demonstrations as much” (P2(2), p. 1). It was
used in-class a few times for reviewing “material from the previous chapters” (P2(2),
p. 1), but it was not intended for student use, and the instructor did not demonstrate
how to use it. Therefore, the first iteration was given a Level 0.5; there was “no
specific use required or expected of students”, but there was “reference to specific
examples in course-notes” (Oates, 2009). The second iteration of the course jumped
to a Level 3. Due to the instructor’s personal use of Sage in the first iteration, he was
able to extend the affordance of using it to his students, and he himself used it in his
teaching. He started to realize the potential of using Sage more with his students and
described this increased use of Sage in his class:

So, what I was doing was preparing parts... before we needed them in class, and then I
would show the computations in class, on the one hand, much faster than if I was doing it
by hand, or on the board; on the other hand, what I really liked, I was able to get input from
students—asked them, “What do we do next?” And I could follow their suggestions, even if
they were wrong. If their suggestions were wrong, and you spend time doing it correctly, the
algorithm would show you that the end result will show you that you have done something
wrong.... So, on the one hand, I do want to follow their suggestions; on the other hand, I don’t
want to waste time doing computations with them—with the computer it was instantaneous,
so I did not worry about it. (P2(2), p. 1).

Here the instructor is describing a Level 3 pedagogy which Oates (2009) qualified
as “Staff model for specific examples, but not used all the time, student use follows
for specific examples or assessment component” (p. 308). There was no change in
pedagogy from iterations 3 to 5.

The sixth iteration was given a Level 3.5 because the instructor used technology
whenever appropriate and modeled it during the lectures. A student described his
appreciation for the instructor’s approach to teaching using technology:

He actually did a sample question and showed how to do it, and he does not have to do that,
but he did that. And dealing with technology difficulties, he is always answering questions
and always getting questions. …. It’s something I actually appreciate because he actually
engages. So, it’s not just, “Here’s a program, go figure it out.” He actually kind of walks you
through it and makes sure you understand. (P6, p. 6).

However, interestingly enough, students noted that “he doesn’t allow technology
in class—no phones or laptops” (P6, p.6) which obviously prevented students from
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simultaneously participating in Sage use, which is a requirement of Level 4 in the
radar model. The component of Pedagogy remained the same for iteration 7.

5.2.5 Curriculum

The Curriculum component for the Optimization course did change based on tech-
nology use but was ultimately limited by the students’ technology abilities—the
content that could be explored with technology required programming beyond what
is realistic for the students to learn within the math course. The main change was
articulated by the Chair who noted: “The kind of questions that one could ask in an
optimization course and expect the students to work out either on homework or the
exam went from being atypical for applications of optimization in the real-world to
being typical” (P1(1), p. 4).

In the first iteration of the course, the instructor used technology only as a demon-
stration tool in lectures when reviewing previously covered material, but did not use
it as a way to teach a new concept. Additionally, although students had access to the
technology that he was using, he did not expect them to use it personally and said
that “it wasn’t [his] intention” (P2(1), p.1). Since there was some technology use
by the instructor in class, but no change to content or student use, the first iteration
had the Curriculum component represented by a Level 1. In the second iteration,
the Curriculum component increases to a Level 2 as technology was incorporated
into assignments. However, use of technology was not required, and the assignments
were “still numerical problems which were, in principle, meant to be done by hand”
(P2(1), p. 2), so the content itself was not significantly changed. In the third iteration,
course content was further impacted by technology, and therefore the Curriculum
component was given a Level 3. Again, the change to course content was reflected
by the assignments in which “students had to each come up with their own word
problem at the beginning of the course that would be convertible to a linear program-
ming problem. There was a requirement to make the problem big enough… to not
be doable by hand” (P2(1), p. 3), so they had to use some sort of technology. This
requirement reflected the change that the Chair discussed about the course moving
from simplified problems to more realistic problems.

In the fourth iteration, Sage became a required element and there was tech-
nology use in a test and during the final exam, but there was no further change to
course content and therefore the Curriculum component remains at a Level 3. When
discussing the fourth iteration of the course, the instructor elaboratedmore about how
technology was being used for learning. In short, it was used for saving time in calcu-
lations enabling more difficult problems to be tackled or allowing previous problems
to be covered in more depth. He says that before using technology he was “giving
them a very simple problem with simple steps, so they could do it, or give them a
little bit more complicated problem, but ask them to do just one step, or just, say, two
steps” (P2(1), p. 8). However, by the fourth iteration, the questions had changed to
“a bigger problem with some random coefficients, so something you couldn’t do by
hand, and the task was to solve it completely which usually required five or maybe
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even a bit more steps—and then they always had to do it to the end” (P2(1), p.8). In
the instructor’s mind, the idea of the questions appears to have remained the same;
before technology use, students were still asked to understand the concept but to
not compute it, now they were able to also fully compute it. The instructor noted
that “nothing was changed officially” (P2(1), p. 10), but described how the ability
to fully calculate problems did change. He noted, “I hope that I can raise the value
of the method that I am using with students, and I certainly would not be able to
do this computation by hand—it’s crucial that we have the power of the computer”
(P2(1), p. 10), showing how the content did change because of the efficiency that
using technology use allowed.

In the subsequent three iterations of the course no changes were made to the
course content in terms of technology use. However, it is interesting to note that
the instructor did appear to have a vision for further integration of technology into
the curriculum, but limited primarily by a perceived deficiency in student facility
and prior knowledge. In particular, Dr. Novoseltsev described the Revised Simplex
Method as follows:

It is unquestionably more intricate, and more difficult for the students to understand and
apply it.... The point of it is, of course, it is more of an efficient method, but you need to
work with sparse matrices. So, on the one hand, I think the discussion of sparse matrices
has to be included, and of course it does not really make sense to talk much about it unless
you have some programming experience, I mean, mathematically it is the same matrix—
rectangular with a bunch of zero entries, but on the programming side, it means that you can
represent it in a different way... and it can be more efficient.... So, if they had some basics in
understanding even what is a computer variable—what is the difference between that and a
mathematical variable—that would be already useful. If they had more understanding about
data structures, arrays, and separations, it would be even better. (P2(1), p. 11).

The instructor described a Level 4 or 5 Curriculum integration vis-à-vis tech-
nology integration, but recognized that curriculum can only change to the extent that
students are able to understand and use technology. Therefore, because there was no
pre-requisite for programming, there was a limit on how much the curriculum in this
course could actually change.

5.2.6 Staff Facility

Staff Facility, across the department, was lacking throughout all iterations of
the course, as the changes that were made to the course were primarily due to
the instructor’s own expertise and interest, and not because of any departmental
motivation.

From iterations 1 through 4 the instructor was using technology according to his
own preferences and based on his own related skills. In the interview he was asked:
“Were you working with a technician to set that up, or did you just do it yourself
because you have the understanding of that?” (P2(1), p. 5), and replied: “Yes, I did
that myself. It’s just a standard thing, so it’s not like I have written something to do
that, you just need a program that will show you this” (P2(1), p. 5). There was no
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evidence of “assistance or professional development for staff,” and it appeared to be
“largely domain-specific computational use where staff facility is assumed by virtue
of their mathematical expertise” (Oates, 2009, p. 308).

Starting in the fifth iteration there was some departmental support, with the Chair
noting the following:

We have the undergraduate Associate Chair supporting us in this—actually sending out
emails formally to the course heads for the courses that [the instructor] is working on, saying,
“Look, you know, there’s a TLEF [Teaching and Learning Enhancement Fund] project and
we’d like to have you work on—set up a meeting, if there’s anything I can do to help?”
(P1(1), p.1).

However, the Chair felt that there was not general support from other staff
members, and that even if the instructor of MATH 373 showed what could be done
with Sage there were staff members who would not want to integrate technology into
their own courses. Specifically, Dr. Doran described the possible related difficulties:

We are encountering, I wouldn’t say resistance, but the complexities of integrated technology
in multi-session classes. As you might expect, there are some professors who are simply
uncomfortable with technology. There are others who are happy to use it if it’s painless and
easy. We might have to have something where [the instructor] goes to the other sections and
takes over the class for a day. We haven’t done that yet, in any organized fashion, but I’m not
sure. I’m not sure how we’re going to disseminate, through the other sections, if we meet
serious resistance. (P1(1), p.4).

Therefore, Iteration 5 was given a Level 1. There is some “word-of-mouth,
collegial support,... but no obvious systems for training” (Oates, 2009, p. 308).

Regarding the sixth iteration of the course, the instructor described his own doubts
about being able to use technology in a multi-section, multi-instructor course which
involved the perceived lack of departmental support. Even with his then recent
success in using Sage in a single section course he noted, “For multi-section courses,
I did not try to use computers in any way, and I frankly just don’t see how it could
be possible, for final exams or for any other shared assessment, with more than one
section [i.e., with more than one instructor]” (P2(2), p. 6). Therefore, iteration 6 saw
Staff Facility remain at Level 1, and there was no apparent change to this component
in iteration 7.

6 Discussion

In this section, we will discuss some of the broader issues around technology in
mathematics teaching and assessment; how these novel uses of Sage software were
shared with other faculty; and some suggestions for related future research. We also
discuss the findings relating to the Oates taxonomy model analysis in terms of if and
how the various factors changed throughout the seven course iterations, as well as
highlighting potential relationships between the factors.
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6.1 Technology in Mathematics Teaching, Learning,
and Assessment

Clearly there is still no international consensus around the role and effectiveness
of instructional technology in the learning of mathematics, particularly with regard
to powerful CAS-based tools such as Sage. One of the most interesting aspects
regarding the role of technology in mathematics learning is whether or not, and if so
in what specific ways, the use of the technology directly impacts the understanding
of existing mathematics curricula content. For some mathematicians, they appear to
equate “true understanding” exclusively with the learning of traditional algorithms
and hand-written solutions and proofs. To them, technology may be a helpful way
to reinforce this understanding through answer checking, demonstration, or even
exploration, but it is perceived as supplementary. For example, note how Zack, who
had taught the Optimization course once previously, and who had included Maple
software explorations in his lectures and course assignments, praises the use of
powerful digital tools, yet distinguishes these from real “understanding”:

Zack: What’s nice about using technology is that you can ask them some interesting and
very difficult computational problems that you couldn’t do in a reasonable amount of time
with paper-and-pencil. . . . Students should learn about the technology that’s available. . . .
that’s why this technology is fantastic. Why shut it away? They should learn how to use it,
but it shouldn’t be used as a replacement for understanding. . . . I think that most professors
encourage students to use the technology as a checking tool and as a confidence builder,
so that what you’re handing in is actually correct, but it shouldn’t be used to replace your
understanding of the material.

In contrast, other mathematicians and educational researchers are of the opinion
that the use of CAS technology not only is intrinsically tied to the understanding of
existingmathematics curricula content, but that it in fact can open upwhole newways
of thinking about content that were previously inaccessible, hence actually serving to
expand the very possibilities ofmathematical knowledge and understanding. Verillon
and Rabardel’s theory of Instrumental Genesis (Trouche, 2004) speaks to this idea of
how the development of ICT, together with its usage, has led to both “instrumenta-
tion,” meaning a person is able to use the instrument, and also “instrumentalisation,”
meaning that the tool actually shapes the actions and the character of the knowledge
constructed with the tool (Haapasalo, 2013, p. 87).

Beyond just performing quicker calculations, Tobin and Weiss (2016) likewise
concluded that handheld CAS-enabled calculators actually allow for expanded ways
of exploring and thinking about mathematical phenomena:

The best way to use this technology would be to write a curriculum around [the] expectation
that technology like it will always be available in [the] future and that the focus on learning
should shift to contexts, to applications, to learning of concepts that transfer well. It seems
that we are far from being able to do this at present. (p. 40)

Dr. Novoseltsev hadmade significant revisions to theMathematical Programming
and Optimization (MATH 373) course in terms of how Sage software had been used
in both his teaching style and assessment practices. Dr. Doran, the TLEF Project
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leader, reflected on the gradual and purposeful changes that colleague Andrey had
made to the MATH 373 course:

This is a very unique situation because Optimization is a course which has always suffered
by the fact that you cannot do real world style examples by hand, you just can’t. By its very
nature, it involves systems of integral equations that cannot be solved in your head, and you
can illustrate on the board with so few variables that it seems meaningless. On the other
hand, what Andrey realized right away was that by using Sage, and also by integrating both
the algebraic manipulation capacity of Sage, and the visual capacity, the actual ability to
show the graphs, to show the boundary lines for the various Optimization constraints, that
you could really take it to the next level. . . . So, that’s what I think he did at first . . . then
he created something that they could do for their homework. And then he began to realize
there was a disconnect between the course that the students experienced in the classroom
and on homework, and their exams. They went from having this marvelous tool that they
knew how to use to having to sit there in an exam room and do everything by hand, and it
just didn’t make any sense. So, then he took the great leap of just trying to make the entire
course Sage-based, and now it is.

Andrey had unmistakably transformed the Optimization course over time and
through multiple iterations of the course, in terms of pedagogical and assessment
strategies involving the purposeful use of Sage software. You can see this first
affecting the way applets were used for illustrating and co-developing (with student
input) key concepts in the classroomsetting; then in the impact on theway the students
worked with interactive applets for homework and course assignments; and, finally,
through the inclusion of required Sage technology use within formal course tests and
exams. One could easily argue that he had thus demonstrated all four levels of Puent-
edura’s (2006) Substitution, Augmentation, Modification, and Redefinition (SAMR)
model. Based on our relatively small participant sample, Andrey’s supervisor and his
students were appreciative of his math knowledge, classroom methods, supportive
attitude, and novel assessment practices. To the external observer, he had also thus
demonstrated key characteristics of Koehler and Mishra’s (2009) Technology, Peda-
gogy, and Content Knowledge (TPACK) model insofar as his reflective teaching
practice provided ample evidence of these qualities.

6.2 Observations from the Oates Model Analysis

Oates (2011) argued that, “The effective integration of technology into the teaching
and learning of mathematics remains one of the critical challenges facing contem-
porary tertiary mathematics” (p. 709). The survey on which his taxonomy was based
drew upon the input of 56 colleagues from international tertiary institutions involved
in the teaching of undergraduate mathematics. In conclusion, he highlighted the
urgent need to revisit curricular content and assessment practices:

With respect to assessment, both pedagogical consistency, and the impact of CAS on exam-
ination questions, are seen as particularly significant issues. . . . For content, the findings
reported here support the complexity of assessing the values of topics, and support the
overall conclusion that a re-examination of the changing pragmatic and epistemic values of
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specific topics, and the goals of mathematics education, within a rapidly evolving technolog-
ical environment, remains a pressing challenge for undergraduate mathematics educators.
(Oates, 2011, p. 720)

In reviewing the changes that were evident in the various iterations of the Math
373 course, the radar model (Fig. 4) assisted us in forming a number of observa-
tional opinions regarding the various model components. For example, in Iteration
2, Student Facility jumped from Level 0 to 4 with the instructor clearly expecting
more from his students by way of assignments since they had experienced increasing
amounts of Sage-related instruction and assistance. It would be unreasonable tomake
technology usemandatory (as happened in Iteration 3 and 4)without some acceptable
level of Student Facility with the software. This also affected the Access component
becausewithout Student Facility (i.e., ability to confidently use the software) students
did not regularly access the technology even though it was available to them. Student
Facility was also limited by certain changes made to the Curriculum because some
of the concepts that could be explored with technology required a higher level of
computer programming than was possible for some students in the class.

Making Sage use mandatory in Iteration 4, represented a key moment because it
allowed for consistency in technology use across almost all components of the Oates
(2009) model. Sage was used in class demonstrations (Pedagogy), the software was
made available both onsite and off-site (Access), students were all taught to use
the same technology skills and therefore experienced more of a level playing field
regarding Sage competency (Student Facility), students were expected to use Sage
in tests and exams (Assessment), and this resulted in the ability of the instructor to
alter the course content in meaningful ways with justification (Curriculum). As noted
above, only the Staff Facility (i.e., beyond the instructor himself) component of the
model was left generally unaffected during the seven iterations of the Optimization
(Math 373) course.

One component from among the six in the model cannot easily be labeled as
the most important in terms of increasing technology engagement. Oates (2009)
concluded that all the components were interdependent for “consistent, effective,
and sustainable” integration. Notwithstanding, some components appear to have
had more of a significant impact. For example, in the Access component, having
increased accesswithout Student Facility is relatively ineffective. Curriculum change
withoutAssessment changewas also shown tobe inconsistent and easily recognizable
among both instructor and students. Finally, positive technology integration across
components without increases in Staff Facility is ultimately unsustainable.

6.3 Future Recommendations

Dr. Novoseltsev had clearly taken bold new steps regarding the implementation of
technologywithin his curriculumand assessment planning at the post-secondary level
(Jarvis et al., 2018).While such pedagogical experimentswere fraughtwith both first-
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and second-order barriers, Andrey had indeed provided an informative example of
perseverance and progress.More specifically, the adoption of personalized, revisited,
and highly engaging optimization problems, along with carefully developed summa-
tive assessment tools (mid-terms/finals) that required CAS-based technology use in
ways parallel to those with which his students were familiar, together demonstrate a
level of sophistication and accomplishment well worth sharing.

The Oates taxonomy (2009) proved to be a very helpful model for analyzing the
key components that affect the implementation of instructional technologies such as
CAS-based tools within university mathematics curriculum. Significant changes in
Pedagogy, Access, Curriculum, and Student Facility allowed for meaningful parallel
modifications toAssessment practices (e.g., CAS use on tests and final exams). These
practices were interpreted by both the instructor and his students as being relevant,
timely, and justifiable in light of the independent and group learning experiences
that had preceded them. In dealing with pragmatic issues involving server hosting,
software uses/limitations, classroom/lab logistics, student plagiarism, plan B prepa-
ration, and tiered assessment,Dr.Novoseltsev providedmeaningful guidance, byway
of example, to all mathematics faculty who are willing to revisit their undergraduate
mathematics teaching and assessment practices. Future research regarding the effec-
tiveness of the Oates taxonomy in analyzing technology integration in other types
of undergraduate mathematics courses, and with a number of different instructors
would be beneficial, as would a closer look at departmental adoption of CAS-based
assessment practices specifically in light of access and teacher belief considerations.

New and innovative working spaces that incorporate powerful instructional tech-
nologies, such as CAS-based software applications, within post-secondary mathe-
matics learning environments require both a shift in curricular scope and assessment
practices. Beyond mere visualization and demonstration uses, these accessible tech-
nologies can now allow university and college level instructors to rethink the types of
mathematical explorations that are indeed possible for their students. Furthermore, a
parallel (and sometimes painful) shift in assessment practices, such as those bravely
attempted and shared by Novoseltsev, must ultimately accompany such a significant
reconceptualization of mathematical inquiry.

Acknowledgements We gratefully acknowledge that this research was made possible through
internal research funding support offered by theOffices ofResearchServices atNipissingUniversity,
Brock University, and the University of Alberta.

Appendix 1: MATH 373 Assignment 2 (Spring 2015)

Chapter 2 Assignment: Problem Formulation

1. Word Problem: Compose a word problem. You should start by practicing
on some other problems (e.g. from course notes) and you may use them for
inspiration, but please formulate your own problem in your own words and with
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your own numbers—do not look at other problems while writing yours. Taking
“Dog Food” problem and replacing “Dog” with “Cat” throughout the text does
NOT count at your own problem! Refrain from looking at others’ submissions
until you have posted your own. Your word problem should “make sense” to
people who have never heard of Math 373 and optimization and be written in
proper English, ask someone to proof read it, especially if English is not your
native language. Points will be taken off for typos/mistakes/unclear sentences!
While it may seem harsh, this is the problem that you will be working on for
the rest of the term and that means your group members will have to deal with
it as well—be kind to them and write accurately.

2. Linear Programming Problem: Formulate an LP problem corresponding to
your word problem. Make sure to explicitly describe all involved decision vari-
ables: what do they represent and in what units are they measured. Explain the
physical meaning of each constraint and how do you derive it (e.g., 3C + B ≤
1500 means that the total amount of fertilizer used cannot exceed the available
amount).

Once you are done, input your problem into Sage.

A = ([2, -1], [1, -1], [1, 0],)
b = (-1, 2, 1)
c = (1, 5)
P = InteractiveLPProblem(A, b, c)
P 

3. Standard Form: Convert your problem to standard form. You are free to use
Sage to do it automatically in a single step, but please explain in words what has
to be done (not “use this command” but rather “multiply the second inequality by
-1, replace the third equation with two inequalities, etc.”). In standard form your
LP problem must involve at least 5 decision variables and at least 4 constraints
(not counting sign restrictions or constraints involving a single variable only).
There is no upper limit: if you are so adventurous that it gets difficult to enter all
the coefficient or display output, talk tome andwe’ll try to figure out how to deal
with such a problem. If your problem has too few variables/constraints, go back
to the beginning and make it more interesting! Of course, if you change your
word problem, you have to adjust its conversion to an LP problem accordingly.
There is no need to keep the “old” problem around. In addition, it would be nice
if the numbers of constraints and variables are different for your problem. (This
will help you to avoid confusion in duality theory.)
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These commands have to return “True”:

P.n_variables() >= 5

[r.nonzero_positions() >= 2 for r in P.A().rows()].count(True)
>= 4

It is not strictly required, but it would be better if this command returns
“True” as well:

P.n_variables() != P.n_constraints()

4. Feasible Set: Adjust your problem (both words and formulas!), if necessary, to
make sure that the feasible set is non-empty (i.e. the problem is feasible) and
has at least 4 vertices, i.e. the following command should give “True”:

P.feasible_set().n_vertices() >= 4

5. Solution: Use Sage to find the optimal value and an optimal solution for your
problem.

What do these numbers mean in terms of your original word problem?

Appendix 2: MATH 373 Assignment 3 (Spring 2015)

Chapter 3 Assignment: Simplex Method

1. WordProblem:Start with theword problem you have composed last time: your
submission should include the word problem, description of decision variables,
and formulation as anLPproblem. (Noneed to keep derivation of each constraint
or explanation of conversion to standard form.) If the initial dictionary of your
problem is feasible, tweak the problem (both the word and formula versions so
that they continue to match) a little to make the initial dictionary infeasible and
force you to go through the auxiliary problem phase! You still should make sure
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that your problem has a feasible set with at least four vertices, the number of
decision variables is at least five, and the number of constraints involving two
or more variables is at least four. Make sure also that your problem is bounded
so that you do have the optimal value and at least one optimal solution!

2. Simplex Method—Feasible Problem: Use the Simplex Method to find ALL
optimal solutions and ALL BASIC optimal solutions of your problem! (If your
problem has a lot of basic optimal solutions, find at least 3 of them.) You may
want to watch the "Recovering from Wrong Choices" screencast on eClass
for how to “fix mistakes.” It is OK to use decimal approximations if precise
computations look too ugly, but you need to keep at least 5 digits for each
number, i.e. you should use RealField(20) or higher. Beware of approxima-
tions issues, however! See “Approximation Issues” worksheet. You are NOT
allowed to submit work invoking run_simplex_method() command and I do not
recommend using it at all until you have solved the problem yourself.

If your solution uses less than 4 iterations of enter-leave-update steps
(combined for auxiliary and original problem), go back to your word problem,
make it more complicated, and adjust all other steps as necessary. No need to
include the old “simple” version in your submission.

3. SimplexMethod—Infeasible Problem: Take the word problem you have been
working on and slightly modify its constraints/parameters in such a way that the
problem becomes infeasible (e.g., for Corn and Barley the requirement to grow
at least 2000 acres of corn would do the trick.). Provide below your modified
word problem and its formulation as a LP problem.

You can quickly check if your modified problem is indeed infeasible via

P.is_feasible()

Apply the SimplexMethod to this problem to prove that it is infeasible. (You
cannot just invoke run_simplex_method().)
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4. Degenerate Dictionaries: Have you encountered any degenerate dictionaries
while working on this assignment? If yes, give a clear reference to it. If no,
explain whether it is possible for your problem to have degenerate dictionaries.

Appendix 3: MATH 373 Mid-Term Examination (Spring
2015)

Instructions: Points WILL be taken off if you deviate from any of the following
instructions:

1. Fill in the information above, including “Desk:” from a plaque along its top
side.

2. Authenticate on the lab computer (you are not allowed to use your own device).
3. Start Mozilla Firefox web browser (not Chrome or Internet Explorer).
4. Go to [University of Alberta based url] (https:// is important!)
5. Press F11 to switch to full screen.
6. Log in to your account. You will see no worksheets—do not make any!
7. Once the test starts, make your own single copy of the published test worksheet.
8. You are not allowed to start or use any other program, access any other web site,

create any other worksheets, or share/publish your test worksheet.
9. You are not allowed to use any run_… or possible_… commands.

This exam consists of 4 pages (including this title page) with 3 question(s). You
can use any calculator without wireless capabilities. TURN OFF AND PUT AWAY
ALL OTHER ELECTRONIC DEVICES. You can use one 2-sided sheet of notes in
your own handwriting (do not submit it). You may not use any other notes or your
own scratch paper. If you run out of space on the problem page, please use the back
of the previous problem (which should be conveniently located on your right). Ask
for more paper if it is still not enough. You must show your work on the exam paper
with explanations in plain English. If a problem asks you to use a specific method,
you MUST use this method. You may get zero credit for any other solution, even if
it is correct. Each of the 3 questions are worth 10 marks, for a total of 30 possible
marks. Good luck!
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1. Consider the following LP problem with a “mystery” constraint:

(a) Give an example of the last constraint for which the problem is feasible, but
there are no optimal solutions or explain why it does not exist.

(b) Give an example of the last constraint for which there are no feasible solutions
or explain why it does not exist.

(c) Give an example of the last constraint for which (3; 5) is an optimal solution
or explain why it does not exist.

2. Your company produces 4 types of fertilizer: A, B, C, and D. To produce 1 kg
of fertilizer A you need 300 g of potash (P), 400 g of phosphate (H), and 300 g
of nitrogen (N). To produce 1 kg of fertilizer B you need 300 g of P, 300 g of
H, and 400 g of N. To produce 1 kg of fertilizer C you need 500 g of P, 200 g of
H, and 300 g of N. Finally, to produce 1 kg of fertilizer D you need 400 g of P,
400 g of H, and 200 g of N. Suppliers can provide 40 kg of P, 40 kg of H, and
30 kg of N per day. Net profit is $20, $40, $50, and $30 per kilogram of A, B,
C, and D respectively. Formulate an LP problem for maximizing the profit of
your company. Make sure to clearly describe all decision variables, their units,
and the physical meaning of each constraint. No need to simplify constraints
and/or objective. You can also get 2 bonus points (but no more than 100% for
the whole exam) if you find the optimal value and all optimal solutions using
Simplex Method!

3. Solve the LP problem provided in the Sage worksheet using the (\Regular")
Simplex Method and, based on your solution, write down the following
information. Entering and leaving variables on each step:

The optimal value (or explain why it does not exist):
An optimal solution (or explain why it does not exist):
All optimal solutions (or explain why there is only one or none):
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Modeling Practices to Design Computer
Simulators for Trainees’ and Mentors’
Education

Fabien Emprin

1 Introduction

Our work focuses on the simulation of human interactions for the education of math-
ematics teachers. We are working on three types of interactions: teacher–students
in a classroom teaching situation (Emprin & Sabra, 2019), teacher–teacher in a
mentoring situation, students–students in a geometric work situation (Emprin &
Petitfour, 2020). Our goal, in this chapter, is to show how the work on these simu-
lators can be upstream of the work on AI-aided educational working spaces and is
articulated with the usual work without the digital tools (classroom observation),
but also with digital training (use of simulators in training) and with the production
and analysis of data on learning. For us, the development of AI-aided educational
working spaces poses several problems: the nature of the aids that these tools can
offer (on which aspects of teaching, to assist which parts of the practices), that of the
use by teachers of such environments (digital technologies are struggling to integrate
effectively into practices (Abboud & Emprin, 2009) and what follows, i.e., teachers
preparation in such tools.

Our human interaction simulators belongs to the artificial intelligence tools in
that it is an expert system that operate with pre-established rules, but our goal is to
also show how they can feed deep learning algorithms. There are two main lines of
work: first, human interaction simulators can be used to define and verify models
that would be useful, by reducing the quantities of data to be processed; second, they
generate data to power AI-aided environment.

In the first part of this chapter, we rapidly develop theoretical frameworks that
guide the work of modeling human interactions in education and teacher preparation.
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These frameworks allow us to define teaching and training practices and to make
choices for building computer models.

In a second part of this paper, we develop a model of the mentoring situation that
we implement in a simulation software. This Mentoring Dialogue Simulator (MDS)
is used in teacher training in France and Russia (Galiakberova et al., 2020).

The third part is dedicated to the analysis of the exploitation of a simulator to
generate data that can be exploited with AI-based algorithms. For this, we take
the example of the Computer Classroom Simulator (CCS). Indeed, it offers a fully
controlled situation and reproducible activity. This type of tool can easily be put
online or on a Learning Management System (LMS) and thus proposed to a large
number of users who themselves can make several tests. The data generated are
therefore quantitatively very important and comparable (since the simulated situation
is the same for all). This is what we have done with the CCS by developing an online
tool associated with a collection of information on the user (questionnaire that the
user could fill in). The models built can then evolve according to the information
collected automatically but also during training sessions.

At the end of this chapter, we discuss the use and the limits of this work for an
AI-Aided environment.

2 Theoretical Framework

In a training simulator (MDS or CCS), several levels of practice are involved: that
of the students facing the Dynamic Geometry Software (DGS), that of the teacher in
the classroom, that of the instructor using the simulator in training. These different
Layers are nested like Russian nested Matryoshkas dolls. Each layer requires the
mobilization of specific theoretical frameworks: student learning, teacher practices,
teacher training practices.

2.1 Choices About Student Learning

What all our simulators have in common is that they all address the issue of teaching
geometry with DGS). This decision was made to limit the didactic theoretical knowl-
edge at stake and because this is a field in which many research studies have been
carried out (Laborde, 2001, Sträßer, 2001, Baccaglini-Frank&Mariotti, 2010; Jones,
2000), allowing us to anticipate the difficulties encountered by students or teachers
and thus to model them. Moreover, geometry is a fundamental field of knowledge, as
Sherard (1981) point out and it is a necessity for the development of both individuals
and our society:

Geometry has not died because it is essential to many other human activities and because it
is so deeply embodied in how humans think. With the introduction of computers with rich
graphical capacities and the recognition of multiple ways of learning, our current situation



Modeling Practices to Design Computer Simulators … 321

offers an unprecedented opportunity for geometers and those who work visually (Whitely,
1999, p. 1).

The question of the teaching of geometry has moreover been the subject of several
international studies such as Mammana and Villani (1998) or working groups in
international conferences as CERME1 (Jones et al., 2017).

We focus on the possibilities offered by the movement of figures in the process
of conjecture and demonstration. When a drawing is made in the software using
the appropriate properties, this drawing resists the dragging of its base points:
a square constructed with perpendicular isometric diagonals intersecting in their
middle remains a square whatever the points dragged, conversely if the properties
are not used it will deform and become rectangles or simply quadrilateral. This led
us to place the teaching situations in the simulators for students over 10 years old.
In particular, we use two ideas of the model developed by Baccaglini-Frank and
Mariotti (2010), based on the model of Arzarello et al. (1998, 2002).

First, DGS may become a potential bridge between two worlds, i.e., the math-
ematical world of Euclidean geometry and the phenomenological world of experi-
ence, which we will refer to as the spatial-geometry world. Therefore, DGS provides
teachers with new insights and tools to overcome students’ difficulties.

Second, the dragging mode in DGS can be seen as an instrument (Rabardel, 2002)
that can change students’ approach to the proving process.

Dragging can help the user interpret the exploration in terms of logical dependency, in the
following way […] Such use of dragging may develop through a process of instrumental
genesis (Rabardel, 2002). If we consider dragging to be an artefact and place a user in
the context of solving a problem (task), it is possible to identify specific utilization schemes
associatedwith dragging (dragging utilization schemes, in the following ‘dragging schemes’)
[…] (Baccaglini-Frank & Mariotti, 2010, p. 228).

With regard to the proving process, we rely on the work of Arsac (1987) and
Richard (2004), which highlight that the transition from the conjecture phase to the
demonstration phase is complex, and on the distinction between argumentation and
proof (Balacheff, 1998).

As a result, the classroom sessions that will be at the core of the simulators should
highlight these elements. We are now interested in how to look at teaching practices.

2.2 Twofold Approach to Define and Model Teaching
Practices

Robert and Rogalski (2005) built a theoretical framework for defining and analyzing
teaching practices. This approach, which combines didactical and psychological
perspectives, is known as the twofold approach didactic and ergonomic (TADE).

1 Congress of the European Society for Research in Mathematics Education.
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It examines practices on the basis of the following five components: a cognitive-
epistemological dimension, i.e., the organization of tasks and the mathematics that is
actually taught; a mediation–interaction dimension, i.e., interactions through verbal
or written and direct or indirect communication; a personal dimension, i.e., whether
the teacher regards mathematics as a science or merely as a subject for teaching and
learning processes; a social dimension, i.e., a teacher works in a teacher’s collective
within which not everything is possible; and an institutional dimension, i.e., teachers
are subject to academic programs and institutional injunctions.

This twofold approach to analyzing teachers’ practices allows us to create amodel
of such practices, taking both the didactic and professional aspects of the work into
account. It allows us to consider the content to be taught.

In a previous paper (Emprin, 2007, 2009), we demonstrated that the training of
teachers to teach mathematics with digital technologies in France deals with very
few of the dimensions referred to above. In the case of the proposed simulator, we
have chosen to model the teacher’s responses on four of the five components (we
do not discuss the institutional component). Indeed, these four components make it
possible to question the teacher’s didactic choices in relation to the chosen theoret-
ical framework (uses of the DGS for conjecturing and demonstrating) through his
interactions with the pupils, his choice of learning situations, his way of seeing (from
a personal point of view but also as part of a community of teachers) mathematics
and in particular the place of demonstration.

In thiswork, the place of digital tools is important. Teachers’ educators use simula-
tion software, the students use a DGS.We need to be able to question the relationship
between humans and digital tools.

2.3 Instrumental Genesis

The instrumental approach (Rabardel, 2002) is also used to analyze teacher activity
when a digital artifact is used. Dragging is also an instrument for teachers, and
schemes of use can be determined and implemented in a simulator.

Adopting the instrumental approach allows us to analyze the instrumental genesis
of the pupils in relation to the tasks proposed by the teacher. We can then implement
trajectories of these geneses in the simulator. We regard the instrument as being
constructed by the teacher from an artifact, which is in this case a DGS.

The scheme of use is a central concept in the instrumental approach, especially
with a view to understand the role of the artifact as amediating tool in the construction
of knowledge. The various components of the scheme have been identified as follows
(Vergnaud, 1998): the goal (or subgoal) of the action, the teacher’s rules of action for
achieving the goal, the operating invariants that justify the rules of action, and the
possibilities of inferences that allow the teacher to enrich his operational invariants
according to the lived experience. According to Vergnaud (1998, p. 238), the role of
mediator is the most important work of the teacher in class:
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[the teacher] starts out of class where he begins to organize a complex process of implemen-
tation with several constraints, conditions and variables from one class situation to another.
It continues in the classroom with a large number of decisions and mediations in a very
limited time.

Vergnaud (ibid) proposes referring to the various components of the schemes to
analyze these decisions and the acts of mediation. The operating invariants reflect a
form of appropriation of knowledge by the teacher.

Using this approach, the virtual teacher’s answers result from the analysis of the
operating invariants of practices.

We combine these theoretical frameworks with specific frameworks depending on
the nature of the simulation. For example, to create a mentoring dialogue simulator
we have to characterize the different postures of the mentor. The role of the mentor
is particularly important at a time when the question of the appropriation by teachers
of AI-assisted environments arises in the same way as for other digital tools.

3 How to Create a Model of Mentor–Teacher Interactions?

The mentoring dialogue can cover several practical aspects, for example, class-
room management, learning plans design, organization of the session, and proposed
teaching–learning processes. All these various aspects can be treated a priori in a
simulator of human interactions; however, we have chosen to focus on processes
related to the learning and teaching of mathematics. We based our work on two main
assumptions:

A first founding assumption is that by making mentors aware of the dilemmas and
possible roles in mentoring dialogues, they will be more efficient and able to make
choices. The theoretical frameworks presented in this section allow us to design an
artifact that enables an academic or professional supervisor (and even a peer) to
approach a dialogue to analyze and question its practice.

Our second assumption is that going beyond the teacher-centered dialogues to
bring them to student learning allows the tutored teacher to question and develop his
practices. Specifically, “student teacher supervision, with few exceptions, remains
a teacher-centered enterprise. Typical supervision policies, procedures, and forms
focus on teachers’ observable behaviors.” (Paris & Gespass, 2001, p. 398). It is
therefore a question of considering teaching practices in several of their dimensions,
in particular the cognitive-epistemological dimension. To achieve this, the simulator
must make it possible for the instrumental genesis of the DGS to be questioned at
two levels: that of the student and that of the teacher.

Thus, designing a Mentoring Dialogue Simulator (MDS) requires the following
three elements: excerpts from a classroom session conducted by the virtual teacher,
a model of current virtual teacher practices (twofold approach), and a model of
the mentoring relationship. The user of the simulator will be able to view or read
transcripts of the session, make choices on conducting the mentoring dialogue, and
receive feedback of his choice (see Fig. 1).
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Excerpt from a 
teaching session
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teacher
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or read 
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Simulator

Gives 
feedback

Fig. 1 Model of interactions in mentoring dialogue simulator

This MDS is designed to be used at the core of a face-to-face or training device
for online trainers.

What makes our research method specific is the triple use of theoretical frame-
workswhichmake it possible to analyze the real practices observed, to designmodels
and systems of interactions in simulators and to analyze the simulated practices of
users.

We now present the choices and the design process for such a simulation.

3.1 From the Design of a Mentoring Dialogue Simulator
(MDS) to a More General Model

3.1.1 Choice of Software

To simulate a dialogue of the analysis of practices first requires the existence of a
teaching situation, which is the starting point of the process. This situation provides
the basis for the cognitive-epistemological dimension of the practice. Wemust there-
fore provide elements that can be discussed in the interview; these are video clips
showing the work of the student and verbal interactions between the teacher and the
student.

Our goal is to encourage a reflection on the actions taken as well as reflexivity
on the practices; we therefore opted for a part-scale simulator (Pastré, 2005). Unlike
full-scale simulators, which aim to reproduce reality as faithfully as possible, part
scale simulators focus on a specific part of the subject’s activity. In simulated time—
as opposed to in real time—it is possible to exchange views and think about an
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action before actually taking it. It is also possible to link several simulations quickly
to test several hypotheses. To consider several practice dimensions, including social
and personal dimensions, we decided to use a simulator environment with realistic
conversational agents that can simulate emotions and use speech synthesis. With this
choice, we dissociated ourselves from other existing simulators which use avatars
with a comic/drawing appearance. This allowed us to enrich the system of interacting
with the user and to increase the level of possible feedback. Studies on Embodied
Conversational Agents (ECA) (Krämer & Bente, 2010) demonstrate that they have
promising potential for improving the motivation and learning of users. However, a
detailed discussion of these effects is beyond the scope of this chapter.

To create simulations of human interactions, we opted to use the Virtual Training
Suite software (VTS—© Serious factory—Suresnes, France), which enables the
generation of a realistic 3D environment with ECA to incorporate multimedia
content, to build a rich scenario and to follow the answers of the users in the form
of a score. Entirely customizable, the software manages the scenario as a graph. The
overall scenario is divided into scenes that are depicted graphically (Fig. 2).

Within each scene, word bubbles provide elements of interaction (choice of verbal
interaction, answers to a multiple-choice question, or clicking on the screen), and
the branches that result are therefore the different decision paths (Fig. 3).

The scenario, once compiled, can be exported to different formats, including the
web, SCORM (for LMS), iOS (iPad and iPhone), Android, Mac OS, or Windows,
or deposited on a Serious Factory learning platform (the company that developed
the software). We do not go into technical design details here but rather describe the
conceptual aspects embedded in the simulation. For the construction of theMDS, we

Fig. 2 Cutting the scenario in scenes
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Fig. 3 Scenario graph of a scene

started from the theoretical framework MERIDs’ Model and mentoring dilemmas of
Brau-Antony and Mieusset (2013), with the use of didactic knowledge.

3.1.2 Combining MERID’s Model and Mentoring Dilemmas

In a literature study (Hennissen et al., 2008, 2017), five key aspects were identified.

As an answer to the first research question, from the selected empirical studies, five key
aspects of mentoring dialogues emerged, which are often the focus of research: content of
the dialogue, mentor teachers’ style and supervisory skills, mentor teachers’ input, time
aspects of the dialogue and phases in the dialogue.

The authors extract/highlight three of these five aspects.

In answer to the third research question, empirical evidence in the selected studies indi-
cates that three key aspects connect with distinctive mentor teachers’ behavior in mentoring
dialogues: style/supervisory skills, input and time aspects. These three aspects are plau-
sible candidates to constitute a conceptual framework. We connected these key aspects in
the MERID model, which identifies four mentor teacher roles during mentoring dialogues:
imperator, initiator, advisor, and encourager.

Mattéï-Mieusset (2013), for her part, identifies the following four dilemmas asso-
ciated with this particular facet: transmitting the job or reflecting to allow the trainee
to build his response; spotting the mistakes and successes of the trainee or helping
them to emerge; supporting the trainee or evaluating him or her, guiding, imposing
a framework, providing the trainee with tools, or leaving him or her free to make his
own choices.
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We combine these two frameworks which constitutes a complete theoretical
framework to model the mentor/teacher relationship.

We described the didactic choices and instrumental genesis issues of the DGS
implemented in the classroom scenario used in the following section.We then imple-
mented the software in such a way as to bring out this knowledge and the knowledge
of both didactic and mentoring activities in the user’s possible answers and in the
feedback of the software. The MDS is therefore designed in such a way that the user
becomes aware of the facets and dilemmas related to the practice analysis interview
activity and may identify knowledge that highlights the role of technology in the
learning process.

3.1.3 Classroom Session Used as a Basis for Simulated Mentoring
Dialogue

Our objectives in terms of didactic content led us to choose to focus on the use of
geometry software for students aged 14–15. The students must conjecture about a
property and then demonstrate it such that a triangle’s three perpendicular bisectors
meet at a point O, known as the circumcenter, which is also the center of the triangle’s
circumcircle:

In the software. Draw a triangle. Name it ABC. Draw the perpendicular bisectors of each
sides.What can you conjecture? Let O be the point of intersection of two of the perpendicular
bisectors. Draw the circle with center O and radius [OA]. What can you conjecture? Then
demonstrate the property.

We videotaped several teachers implementing this lesson andwe transcribed some
characteristic interactions of instrumental genesis problems related to DGS. From
this material, we made four video clips, each of which presents a characteristic time
of the lesson. We have chosen to focus on the use of DGS as part of both a conjecture
and a demonstration. We rely on the research literature to identify the knowledge
that could be transmitted during a training session. One key point emerges in the
case of dynamic geometry, namely, the robustness of the construction of objects
(Baccaglini-Frank & Mariotti, 2010; Laborde, 2000; Restrepo, 2008). The space in
which students work is relevant because it brings a new system of constraints. The
correct construction is one that is resistant to dragging. Moreover, this system of
constraints requires an assimilation by the student that can be analyzed in terms of
instrumental genesis (Rabardel, 2002).

The first video illustrates the screen of a student who built the middle point of a
segment in the DGS environment by measuring the length of the segment and then
placing a point on the segment and moving it to obtain the desired length (half the
length of the segment). The teacher asks the student to drag the midpoint, which the
student does. The resulting exchange is as follows:

Teacher (T): So, what’s going on?
Student (S): It is no longer in the middle.
T: What’s the problem there?
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S: There’s no problem.
T: So how can you say it’s in the middle? You will say, “Yes, I measured and I

placed it in the middle.” But is the drawing something that is stable?
S: No.
T: So, is that the way to go?
Students use correct mathematical knowledge. The distance from one side of

the segment to the middle is half the length of the segment, so this construction is
not resistant to dragging. The teacher’s intervention does not allow the student to
understand the didactic rules specific to the DGS. The teacher asks the student if the
drawing is stable but does not refer to the rule that “to be correct, a construction must
withstand all movements.” We also notice that the instrumental geneses of the DGS
are poor for this student; he does not allow himself to move the point and does not
use the primitive constructions implemented in the software to build resistant points.
The instrumental genesis of the teacher is also weak; he does not use the software as
a learning environment with feedback.

In a second excerpt, the teacher asks a student to provide a definition of the
perpendicular bisector. The students answer is “a straight line that passes through
the middle of a segment and is perpendicular.” The teacher then begins an exchange
based on the fact that the student did not use the correct article, stating that the student
should not have used “a” but rather “the”. This choice is debatable because it results
in the student questioning an issue that is not directly related to the task at hand, even
if the teacher’s point is correct.

In the third video clip, when a group has correctly drawn the three perpendicular
bisectors, the teacher then asks them to move a vertex. First, the student is worried
that he will “have everything wrong,” and then he asks himself why one of the three
perpendicular bisectors does not move. The student cannot conclude anything other
than the fact that there is a “base” in the triangle that results in the mediator of
the base not moving. The interesting aspect here is that this example illustrates how
point shifts on a resistant drawing can lead students to identify phenomena that allow
them to gain a better understanding ofmathematical properties. It demonstrates, once
again, that the instrumental genesis of both the student and the teacher are tooweak to
benefit from work on DGS. The challenge of the interview will be to help the teacher
not only realize the potential of theDGS but also incorporate the understanding under
which he was operating. It’s about following what Sträßer has highlighted: “There is
no change in geometry learning and teaching without additional ‘costs’ in terms of
investment of time and concepts to understand the software!” (Sträßer, 2001, p. 331).

The last clip extract concerns the end of the lesson, the moment when the students
debate their ideas. It is a very typical situation because only the teacher speaks. He
makes students guess words by means of the topaz effect (Brousseau, 1997, 2006).
A question posed to students is progressively rephrased up to the point where the
expected answer is ultimately generated: “If you have three lines, what is the word
used to designate the point? The point of … / con-course, and we say lines are
… // con-current. So, here you see again the difficulty of vocabulary control.” The
challenge is understanding why the teacher decided to share this information without
interacting with the students. Is he aware of this lack? Is it a question of the length of
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the session?What drove him to make that choice? Could it have been social material
constraints? What are the alternatives and their consequences?

We now describe the link between these classroom sessions and the system of
interaction with the ECA.

3.1.4 Design of the Interview

The four video excerpts allow us to question each one a theoretical knowledge of
didactics of mathematics. These four excerpts also allow us to define four entities
(the scenes of the software) that make up the scenario (Fig. 4).

In each of the scenes, thementormust therefore lead the virtual teacher to question
himself on a specific problem (instrumental genesis) andhelp himacquire the targeted
didactic knowledge. In the fifth and last scene, he must say, for each of the points, if
he thinks he has succeeded, and the virtual teacher will answer him if he has indeed
evolved.

In the scenes, the user (mentor) must interactingwith the ECA. For this he chooses
from a list the interventions and the actions he wants to perform. An example of such
a list can be seen on the left in Fig. 4, which is a screenshot.

The context of the interview was chosen to correspond to the usual practices of
mentors, who have indicated that they liked to settle down in a quiet place with their
trainee (Brau-Antony & Mieusset, 2013).

The questions chosen by the user and the answers of the ECA are then heard. The
ECA is animate and can express different feelings both by voice and by means of
facial expressions, as presented in Fig. 5.

Fig. 4 Screenshot of the MDS
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Fig. 5 Facial expressions in the VTS software

3.1.5 Choice of Interactions

TheMDS simulator has been designed to allow users (i.e. future mentors) to become
aware of the dilemmas and the different roles he can take in dialogues. At the end
of each simulation the software must position it in relation to these different roles.
To this end, each choice in the list (each possible interaction with the ECA) was
assigned a weight in the form of a score for each of the axis of Fig. 7. For example,
the axis “non-directive—directive” is graduated from 0 to 4. 0 for non-directive, 1
for undirective, 2 for a little bit directive, and 3 for directive. To be realistic, the
sentences chosen have been extracted or inspired from the body of interviews by
Mattéï-Mieusset (2013).

The intervention, “I propose that we play the video of your session to look at it
together. You can stop whenever you want to, at a moment that seems interesting to
you” is likely to result in the representation of the teacher emerging from a nondirec-
tive and reactive position without guiding the trainee too much. This choice therefore
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receives 0 on the “non-directive—directive” axis, 0 on the “reactive—active” axis, 0
on the axis (super teacher—evaluate) and 0 on the axis (leave free choice—guide).

The following intervention, however, is more guiding and comes from a nondi-
rective and active position: “I will show you excerpt of your session and I’ll ask
you questions about your choices.” This choice therefore receives 1 on the “non-
directive—directive” axis, 3 on the “reactive—active” axis, 1 on the axis (support
teacher—evaluate) and 3 on the axis (leave free choice—guide).

The following final intervention is made from an active and directive position
and with a choice of guidance: “I can tell you what I saw; in fact, you asked your
students the definition of the perpendicular bisector, and they told you ‘we build a
mediator’; you explained to them that one does not say ‘a’ but ‘the’ perpendicular
bisector.” This choice therefore receives 3 on the “non-directive—directive” axis, 3
on the “reactive—active” axis, 3 on the axis (support teacher—evaluate) and 3 on
the axis (leave free choice—guide). All the choices made during the simulation add
up and allow the user to position himself on each of the axes. For more clarity, the
user receives a percentage.

The choices given to the user provide the virtual teacher to question his practices
and improve his didactic knowledge, such as the following:

It is clear to me that the students who move a vertex of a triangle and wonder
why one of the mediators does not move are not sufficiently familiar with either the
figure or the operation of the DGS. This means that you did not spend enough time
on the construction because you were guessing at something that is not at all clear
to the students. If you decide to make the students work something out, you have to
go to the end of the process.

An alternative element is as follows: “First of all, I noticed that you are acting
in the student’s place. Some of your students do not understand the resistance of
objects. They do not understand it as a criterion for checking the drawing. You do
not do enough to precisely move the basic points of the drawing precisely as criteria.
Finally, your last interventions on the uniqueness of themediator changed the subject
while the students were fully occupied with the construction.” Depending on the fact
that these interactions more or less allow the teacher to evolve, they are given a score,
which is not visible to the user. It is used in the last scene of the scenario.

3.1.6 Feedbacks

In this last scene, the user has to answer questions about the effects of his dialogue
on the virtual teacher. He must state whether he believe that his virtual trainee has
identified different elements that could be at stake during the dialogue, as illustrated
in the screenshot in Fig. 6. The trainee answers by stating whether he has actually
identified the various elements.

The user can thus compare what he thinks he has worked and what has actually
worked.
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Fig. 6 Final questionnaire—determine what the ECA has identified or not

Once the work is complete, the software sends a final feedback. The user therefore
receives his profile in the form of a percentage positioning on each of the axes of
the model in Fig. 7. For example, the extract in Fig. 7, the user is on the transmit
side of the scale (19%), which is also on the side of “point out the errors,” “guide,”
and “evaluate.” The last score concerns the appropriation of the didactic contents
possible in the session. The score of 15 out of a possible 53 indicates that the trainee
only worked on certain didactic concepts during this interview.

This positioning result from the score obtained in the MDS. Each choice can
be interpreted according to the context, but that is precisely what makes this work
interesting. In training sessions, this positioning can then be used and discussed with
the mentor’s educator.

Indeed, the simulator is not designed to be used alone but rather as the core
of a training device, thereby allowing a collective reflection on the contents trans-
mitted during the practice analysis period and the postures and management of the
dialogue. These interpretations allow teachers to engage in a discussion during a
training session. Such exchanges will relate to the institutional, personal, and social
components of the practices. Our choice is therefore to generate discussions that truly
involve these components and that therefore require trainees to formulate personal
elements related to their teaching contexts, their representation of the profession,
mathematics, etc.

All the work on the simulator, which is, let us recall it, an expert system and
not a deep learning algorithms makes it possible to test theoretical models of the
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Fig. 7 Final diagram: positioning the user the theoretical model combining MERID’S model et
Mattei-Mieusset’s Dilemmas

mentoring activity and to check that it works, and is acceptable. The data collected
are therefore qualitative but essential in our opinion to then consider systems using
deep learning for example. In the last section, we will come back to the prospects of
using these models. In the following section, we will look at how another simulator
can be used to collect massive data.
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4 Collecting Data in a Classroom Simulator

The Computer Classroom Simulator (CCS) is used to educate student (trainee) by
way of “teaching” virtual student. The teacher has predetermined choices and they
see the effect of their choices on student behavior. We have designed a simulator that
simulates reactions centered on didactics, i.e., on the teaching-learning process. The
user receives several types of feedback about the student: his mathematical work, his
answers when questioned and his level of attention (represented by a VUmeter). The
simulated situation is a problem of conjecture in dynamic geometry software, we do
not describe it in detail here, but it is presented in Emprin and Sabra (2019). Tomodel
this interaction system, we use the double approach (Robert & Rogalski, 2005) and
the instrumental approach (Rabardel, 2002) presented in the theoretical part.We then
operated by observing classroom situations and compiling the teacher’s choices and
the students’ responses using the division of the activity into cognitive, meditative,
social, personal, and institutional components as well as instrumental mediations.
We then made statistics to recreate a situation consistent with the choice averages.
The virtual teaching situation is designed accordingly to the Theory of Didactical
Situation TDS (Brousseau, 1997, 2006). We implemented the CCS with the data
collected and by replicating the observed behaviors.

4.1 Highlights in the Implementation Analysis

So, there are two kinds of data collected: didactic and what I will call pedagogical (in
the common sense). The first concerns the problem that the student will have to solve:
construction of a figure in the DGS or not (the file is provided partially or totally to
the student) and the role of the drawing in the conjecture, the role of the phases of
conjecture, proof, institutionalization.Here, theTDSmakes it possible tomeasure the
distance between what is proposed and the concepts of devolution, didactic situation,
a-didactic phase (of a situation), antagonistic environment, institutionalization, time
management of learning. The pedagogical aspects are those that are independent
of the teaching situation in mathematics: choice of the conditions for giving the
instruction (computers on or off), choice of the modalities of interaction with the
students (collective, individual), time management from the point of view of the
students’ attention.

4.2 Highlights in the Design of the CSS Simulator

The first choice is to program in the simulator, teachers’ decisions that have been
observed in practice or in the preparations. It conditions the nature of the simulation:
it simulates ordinary practices in the sense of those studied by Coulange (2012). This
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choice was discussed during the summer school of didactics in 2017 (Emprin et al.,
2017): would it not be better to propose to the simulator user richer choices, based on
didactic knowledge and therefore that he would not have thought of? It seems to me
that we then have two types of classroom simulators: one that allows us to question
ordinary practices and their effects, and the other that allows us to test new, richer
practices.

The procedures and difficulties observed in the students were quantified and
programmed in the software based on the a priori analysis. Thus, the number of
students who succeeded in making a resistant construction in the DGS, in conjec-
turing from a right or wrong construction, in mobilizing or formulating the property
of equality of the lengths of the diagonals of the rectangle corresponds to the observed
proportion. The effects on student learning were quantified at three stages: at the end
of the session by analyzing the students’ answers to the question: are the lengths
equal? But also, by the arguments written or formulated during the pooling, and
finally by questioning the students a week later to find out what they had retained
from the situation. The models that are programmed in CCS are based on observa-
tions: students who do not have a correct (resistant) figure are unable to conjecture.
Even with a correct figure, the proof is difficult to produce if the students are not used
(or encouraged) to use the DGS tools: moving points, measuring tools, adding extra
segments. Moreover, in the absence of formal institutionalization during or after the
session, even students who have found correct arguments remain with the superficial
aspects of the problem. The only thing they retain is the answer.

The teacher’s pedagogical choices are also programmed with their effects on the
students. Thus, when the teacher is talking, and the students are doing something else
(turning on the computers for example) only 1/3 of the students are able to repeat
what has been said. On the other hand, when one of the students manages to say the
sentence again, even those who did not listen the first time have understood and are
then able to rephrase when they are invited to do so. Teachers who favor individual
interactions spend much more time than those who interact with the group, but the
latter interactions have more time consuming than individual interactions. Finally,
some choices are also based on pedagogical hypotheses confirmed by numerous
observations: students will not behave in the simulator when they do not understand
or are unable to do the task, or when they have completed the work and have no new
instructions.

The teacher’s relationship to mathematics (personal component of practices in
particular) is also questioned in this simulation. What is the relationship of mathe-
matics to reality or what are the logical principles governing demonstration in math-
ematics? Indeed, in this problem the student must move from perception or measure-
ment (whether paper and pencil or computer) to the demonstration of a property.
Euclidean geometry, characterized by Euclid’s axioms (Peyrard, 1804) corresponds
to a mathematization of the real, whereas Hilbert’s axiomatic (1900) gives geometry
a status independent of the real. The training can thus refer to mathematical ques-
tioning. Numerous works such as those of Bkouche (1997) allow us to question and
clarify teaching choices. Indeed, in simulated lesson, the question arises of the place
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of drawing and the figure, in particular the status of what is drawn in a DGS, of its
role in the process of proof: between aid to intuition and obstacle to demonstration.

All of these elements make the simulator an artefact of the training situation that
allows access to didactic concepts.

4.3 Main Concepts from the Didactics at Stake

A posteriori analysis of the simulator’s design based on the observations allows us
to question during a training situation several didactic aspects:

When the teachers finish the simulation session, the software output indicates that
little learning has been achieved by the students. This is realistic compared to the
weight of a single situation in the overall learning: what can a class really learn in
55 min? Nevertheless, this goes against the representations of teachers who declare
themselves frustrated by this result. This may be indicative of their representation
of learning (personal component) or of computer play. In the games, they know or
serious games there is a way to win, an optimal strategy, in a simulator some choices
are better than others but there is no 100% winning strategy.

Nevertheless, there are strategies that promote learning among virtual students.
They are of two types: the existence of a real phase of institutionalization and a
sufficient time of confrontation with the correctly constructed figure in the DGS to
conjecturing, searching. With an erroneous figure or without a sufficient time, the
confrontation of the student in the milieu (in the sense of the TDS) would not be
effective.

Moreover, the programming of the simulation prevents the teacher from
constructing the knowledge text alone. That is to say, he can only write on the
blackboard what the students have said. This choice does not come from classrooms
observations but is based on the researcher’s desire to question the teacher’s role in
the institutionalization phases thanks to the simulation.

The didactic concepts of sub-figure (Mercier, 2018), drawing vs. figure (Duval,
1993; Laborde, 1985) and proof are fully evident in the simulation in that they
allow for the analysis of students’ difficulties or procedures: difficulties in locating
rectangles in the drawing and in seeing that the second diagonal is a radius of the
circle.

The status of the drawing for the students, in relation to their instrumental genesis
of the DGS, remains very close to that of the paper/pencil. While they are, in fact,
confronted with a class of drawings with the same properties, many of them only use
it as a single representative of the figure.

Finally, the question of what forms the basis of proof in mathematics can be
addressed (Mariotti, 2000) even though the software provides only a satisfactory
answer. Using the measurement tool, the software indicates that the lengths are
equal. Some virtual students are programmed not to offer a demonstration as soon
as they have an answer given by the software.
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This simulator is designed, based on the observation of practice and without
introducing random parameters. Each simulated student will always react in the
same way to the same series of choices. This makes it possible to obtain a perfectly
controlled situation, strictly identical between each user. The only parameter which
therefore varies is the user. It therefore makes it possible to collect information on
teaching practices independently of the teaching–learning situation.

4.4 Collecting Data on Teachers’ Practices

We have been putting online a version of the simulator for more than a year. It was
associated with a form asking users to specify their gender, whether or not they are
teachers, at what level they teach, their seniority, their perceived level of ability with
digital technologies. Once this questionnaire was completed, the user had the choice
to accept the sending of the data resulting from his simulation to the researchers.
The chronological choices of the user in the simulation were collected as well as the
synthesis of the students’ learning (did they do the right thing? Did they learn the
desired mathematical property? What do they remember after one week?).

Two hundred and sixty registered users carried out and submitted simulations
which made it possible to collect 420 completed simulations. This set of data allow
us to link choices with users’ parameters.

We have not yet been able to use this data with deep learning algorithms for lack
of a suitable partnership. We simply used statistical tools on a variety of variables
(descriptive statistics, inferential statistics and multiple correspondence factor anal-
ysis) to find out whether statistical correlations emerged. The first interesting result
of this correlation research is that there is none that is statistically significant. Neither
age, nor gender, nor country, seniority in teaching or the perception of their level of
familiarity with technology appears to be linked to the choices made. On the other
hand, two main scenario models emerge. The first, where the teacher tries to have
the geometric figures correctly constructed in the dynamic geometry software but
does not manage to work correctly on the conjecture and the second during which
the user passes very quickly on the construction to work on the conjecture. It is a
central point of the training to make the user realize that the situation has two distinct
objectives which are difficult to carry out simultaneously. The statistical data confirm
that the simulation clearly highlights this aspect. We should now further explore the
data to identify if other elements may appear, in particular elements which would not
have been anticipated during the programming of the software. In addition, the data
processing could also highlight actions that would be predictive of the final assess-
ment. Finally, the processing of this data couldmake it possible to return personalized
feedback.
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5 Discussion

The two simulators that we have presented are aimed at helping teachers andmentors
acquire knowledge and change their practices, more specifically regarding the use
of a DGS to teach geometry.

According to Haenlein and Kaplan (2019) the initial work on AI is to be found
in expert systems such as ELIZA and the General Problem Solver. These pieces of
software consisted of a set of rules and a series of nodes “if–then” like our simulators.

Our approach goes in the same direction as the evolution of AI and our hypothesis
is that it is an important step that allows us to lay the foundations for developingmore
complex systems. Indeed, the work we do advances the models of the teachers’ or
mentor’s activity. This highlights the usual practices of teachers, the difficulties of
these to develop learning situations using the potential of DGS. The experiments that
we have conducted on the different simulators seem to us to be indispensable steps to
consolidate the theoretical bases necessary to categorize and process data that could
be collected more massively on the teaching practice.

As far as teaching practices are concerned, a first problemarises in order tomove to
tools using deep learning algorithms: access to data. In fact, accessing teaching prac-
tices and student learning even if we stay with the observable part of the activity, such
as what the teacher says or what students respond to an exercise, requires collecting
this information by filming classroom sessions. And even if we had hundreds of
hours of filmed classes (or mentoring interviews) to see what students do based on
what the teacher says, we would have to digitize and process this information. The
models we experimented with would allow us to categorize this information and
define observables. They make it possible to limit the complexity of the information
to be collected.

Our goal in this chapter was to highlight two aspects that simulators can help:
reduce the amount of data to be processed and the generate data usable by the AI.
The models that we propose allow us to focus the data collection on the didactic
dimensions of the teaching activity. For the second aspect, the quantities of data
available (more than 30,000 teachers’ choices associated with the simulated time
in the session) or the possibility of deploying these tools on Learning Management
Systems like Moodle thanks to the Scorm format opens up interesting possibilities.

There is a situation where this information on teaching practices is already digi-
tized: this is the case of distance learning. Indeed, the exchanges between teacher
and students as well as the student’s activity pass through a course platform. The
requested tasks and the students’ results are therefore already in the form of comput-
erized data. A first work could be based on these data, which are called learning
analytics.

We have also shown that simulators can provide data that could be processed. If
they are easily accessible and carried out in a completely controlled environment
where the only parameter that changes is the teacher, they have a major drawback:
they are not real teaching practices but simulated teaching practices. Nevertheless,
it seems to us that these treatments could give information in a way ‘in vitro’ that
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could then be verified in reality. Thus, if we understand the difference between the
choices on simulated and real practices, we can identify if some results, found on
simulated practices, can be true in reality.

We have, in this chapter, focused our reflection on how simulators can be posi-
tioned upstream of devices using AI. However, a promising avenue seems to us
to use them downstream of the AI. Indeed, deep learning algorithms that could be
used to help learning will need to be tested at several levels: that of acceptability
by teachers or trainers and that of effectiveness for students. The simulators can
then play an important role to avoid testing, the first time, on real students with real
teachers. This follows the adage that prevails for the use of simulators in the training
of health personnel (e.g., doctors, dentists, nurses): “never the first time on a real
(living) patient.” These simulators also highlight the points of difficulty in the prac-
tices that AI-aided working spaces could attempt to resolve: the management of the
assistance provided to students during the construction and conjecture phases, and
the organization of the final debate phase in particular.

Simulators, as we have indicated, can integrate into LMSs such as Moodle. They
thus make it possible to create new workspaces for practice, at least a certain form
of practice. These new spaces offer perspectives for sharing between trainers, for
collecting and processing learning data. This work is particularly the subject of the
current HYPE 132 project. The simulators can also create new mediations between
students and mathematics as in the geometrical drawing made by an embodied
conversational agent.3

Moreover, if programs are able to offer teaching aids and to assist teaching, it will
be necessary for teachers to be able to appropriate them, to understand the results
provided, and also to know what their level of validity is. Simulators will then be
valuable tools to interface between artificial and human intelligence.
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Exploring Dynamic Geometry Through
Immersive Virtual Reality and Distance
Teaching

José L. Rodríguez

1 Introduction

This article explores the benefits that a virtual reality learning environment can offer
for the teaching of geometric concepts and 3D constructions. Like in Kaufmann et al.
(2000) our goal is working directly in 3D space to allow better and faster comprehen-
sion of complex spatial problems and relationships than traditional teaching methods
(see also Song & Lee, 2002).

The importance of 3D virtual environments for learning spatial problems is known
(see, e.g., Dalgarno & Lee, 2010; Extremera et al., 2021). Head-mounted displays
(HMDs) access these environments and their elements with varying degrees of inter-
action and immersion. They have become popular in recent years, due to their high
performance at an affordable price. We refer to the HTC Vive, Oculus Rift/S/Quest,
or Windows Mixed Reality headsets, which allow both room positioning and hand
tracking, thus improving the feeling of total immersion. On the other hand, stereo-
scopic glasses like Google CardBoard are much more affordable and still offer the
illusion of 3D depth of images or videos on mobile phones. Between both types of
VR there is a whole range of possibilities depending on the degrees of freedom (see
Derks, 2020 for a review).

One can consult (Radiantia et al., 2020) and its references on it for a detailed and
systematic description of recent studies that have been carried out on virtual reality
applied in education, either with stereoscopic glasses or the modern HMD headsets;
see also Prodromou (2020) for update references using augmented reality (AR) in
education, a complementary technology that we are not considering in this article.

In VR learning environments, like Neotrie VR, the player can manipulate a figure
and interact with its elements in real time. There are other virtual environments that
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are used to teach and learn geometry.We refer to them in Sect. 2, presented according
to the level of interaction with virtual objects.

In Sect. 3 we briefly introduce Neotrie VR and how some dynamic geometry tools
work. This software was designed for face-to-face classes and HDM headsets, so the
adaptation to online teaching has motivated the implementation of a third person
camera and the stereoscopic vision for stereoscopic glasses.

Section4 is devoted to describing the first two sessions of our teaching experience
in detail. The participants are fourth-year students of the Mathematics degree at the
University of Almería, in which some feedback is collected and analyzed.

Further testimonials about the use of various supports are collected in Sect. 5,
which are used to reconsider how to teach the next classes in the course, as well as
fixing the bugs and improving the tools in the software.

We then provide stereoscopic glasses to students so that they could watch online
lessons and videos of Neotrie in 3D. A few students could further use the HDM
headsets available in the VR room of our Math department, to test the new 3D
graphing calculator in Neotrie; see Sect. 6.

Section7 advances the development plans in Neotrie: one is the multiplayer mode
and another the adaptation of the software to the Oculus Quest-2 headset (or similar
devices emerging in the near future) that does not require a PC but still has hand
controllers, room positioning, and reasonable quality.

We finish the paper with some further discussions and conclusions of our
experience.

2 Levels of Object Manipulation

Before introducing Neotrie VR, we would like to put it in context, based on the
degree of interaction with virtual objects. This is based on the own experience of the
author, after using several supports and software during the last years.

We next list distinct levels of how to grasp and manipulate an object; in our case
one can simply consider a vertex, a geometric figure, or any of its elements. The list
gets closer and closer to reality, thus increasing the feeling of actually manipulating
it. We go from interactive manipulation by dragging the mouse to grabbing objects
(and any of its elements) as if they were real. On this scale, Neotrie reaches a high
level very close to reality, as we will illustrate in the following sections.

• A vertex on a 2D screen (PC or portable computer) and a hand with the mouse
selecting and moving the point: All the 2D DGS (dynamic geometry software)
usually work in this way.

• A vertex in space seen on a 2D screen and a hand with the mouse selecting and
moving the point; it is not known in which direction. Most 3D design software,
like Blender, Autocad, etc. incorporate three orthogonal vectors (red, green, and
blue) that indicate the directions to which vertices can move, or one can use a
keyboard key to set the desired direction.
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• A vertex on a touchable screen so that it can be selected and moved with a finger.
This is the way it is used in the current smartphones/tablets in augmented reality.
See for instance, GeoGebra-AR, and 1 Grib3D,2 Shapes3D.3 All of them use the
finger to select and move a vertex in space. However, it does not seem easy to
know in which direction the vertex (or object) is moving in space, so 3D vision
is often lost. More precisely, it is easy to move a point (or object) in the current
horizontal plane, but not in space (up or down). This is overcome in immersive
VR by using HMD headsets with hand controllers that we discuss in the next item.

• A vertex in a VR scene: Most VR software use controllers. A ray appears to select
and move the vertex or object in general, so you do not grab the object with the
hand directly. The sensation when taking an object is the same as when taking a
Moorish skewer. Furthermore, using the two controllers, and the two rays coming
out of each hand, allows you to rotate the figure and enlarge or decrease it. This
is how GeoGebra MR works, for instance. Moreover, several VR systems, like
Valve Index, HTC Vive series, Windows Mixed Reality, Oculus Rift/S/Quest, use
the side buttons so that when you approach an object and squeeze your hand, it
gives the feeling that you are holding on, and you can move it conveniently. For
instance, CalcFlow uses this approach in its interaction with objects and panels
(see Fig. 1).

• A vertex in a VR scene touchable by your virtual hands: Neotrie uses controllers,
which the player sees as hands. And due to the precision it requires for dynamic
geometry, to select the elements, it has further a pointer (small pink sphere over
each hand) so that by pressing the trigger button (this can be configured by the
player), it observes how the index and thumb fingers are closed to hold the vertex
(or object) and you can move it in the desired direction, which exactly matches
the actual direction of space (see Figs. 2a, b.)

• Higher levels of interaction: The effort to achieve near-real interaction with vir-
tual objects is being carried out with devices such as haptic gloves (like the new
Facebook’s 3D printed virtual reality gloves), leap-motions devices (the case of
HandWaver (Dimmel & Bock, 2019)), or mixed reality glasses with sensors that
read hand gestures, such as the Microsoft Hololens.4 Presumably, the precision
of these devices will be improved more and more, but the possibility of having
controllers in the hands with the possibility of pressing different buttons seems to
us the most suitable right now for dynamic geometry in VR.

The advantages that are achieved with the current virtual reality HDM headsets
have been analyzed in different contexts in recent years. We can closely observe
the benefits obtained in other fields of education (e.g., see applications of VR in
Extremera et al. (2021) for crystallography). We highlight the usefulness of virtual

1 https://www.GeoGebra.org.
2 https://grib3d.com.
3 https://shapes.learnteachexplore.com.
4 See for instance the project Holo-Math (https://holo-math.org/) to application in mathematics.

https://www.GeoGebra.org
https://grib3d.com
https://shapes.learnteachexplore.com
https://holo-math.org/
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Fig. 1 Grabbing in GeoGebra MR (left) and CalcFlow (right)

Fig. 2 Grabbing in Neotrie VR

reality to recreate and simulate situations that are difficult to carry out in reality. For
instance, it allows us to experiment like never before with four-dimensional objects,5

or immerse ourselves in spaces with non-Euclidean geometry (Hart et al., 2017).

3 Neotrie VR

Neotrie VR is a virtual reality software package designed for teaching and learning
3D geometry, mainly developed byDiegoCangas (CEOof the spin-off Virtual Dor of
the University of Almería). It was first presented at a Congress in 2017 organized by
theUNED, the Spanish distance university, where the use that virtual reality currently

5 https://4dtoys.com.

https://4dtoys.com
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has in the teaching of mathematics was already predicted; see Cangas et al. (2019a).
Since then, the software has not lost its original purpose of virtually “touching” and
“manipulating” geometry in a totally immersive scenario, greatly improving to the
present, thanks to the collaboration of a team of teachers and researchers within an
European Scientix project.6

Neotrie is currently used in several high schools and universities in Spain, Poland,
the Netherlands, and Germany, from which we keep getting feedback and improve-
ments to fix bugs as well as ideas to implement new tools and activities. Some case
studies and classroom experiences have already been carried out with updated ver-
sions of the software; see Cangas et al. (2019b), Codina and Morales (2020), Chavil
et al. (2020), Rodríguez and Romero (2019). A more in-depth study of the impact of
Neotrie VR on the teaching and learning of geometry is being carried out at Codina
et al. (2021).

3.1 How to Implement Neotrie in Face-to-Face and Online
Teaching

In the website of Neotrie7 one can find the minimum and recommended technical
requirements for the PC, and compatible VR systems, as well as a quick installation
guide.

The PC screen, which can also be projected on a giant screen, allows the students
in the classroom to see what the player is doing inside the VR scene and to organize
activities for small groups or the large group, even if only one person has the headset.
This is how we normally work in the classroom face-to-face. The signal can also be
transmitted by videoconference, sharing the full screen (Fig. 3).

A more affordable way of approaching VR is to use stereoscopic glasses for
mobile phones, either for face-to-face or online teaching. Students not using the
HDM headset will not have the feeling of room positioning nor interacting with the
geometrical objects, but they will get 3D depth when looking at the figures and 3D
explanations (Fig. 4).

The new camera gadget lets the teacher switch between the first and third person
views, as well as choosing the stereoscopic option in both views (Fig. 5).

The advantage that we found in working on a 3D whiteboard in VR is that the
player (with its camera in first person) can turn the head to quickly have different
perspectives of the figure, helping to mentally recreate the figure on the rest of the
viewers.

The new third person camera shows a fixed view of us, represented by our avatar,
working in the VR scene. One can make gestures “in the air”, point or serve as
support in some spatial reasoning, etc. This camera can be moved to show different
perspectives as well.

6 http://www.scientix.eu/projects/project-detail?articleId=689498.
7 http://www2.ual.es/neotrie.

http://www.scientix.eu/projects/project-detail?articleId=689498
http://www2.ual.es/neotrie


348 J. L. Rodríguez

Fig. 3 Gaming PC, Oculus Rift-S, and digital tablet Wacom used by the teacher

Fig. 4 Stereoscopic PC screen sent to students via video conference

From the teacher’s point of view, this tool is very useful to explain concepts and
reasoning in 3D. Of course, some training sessions are required to know how to use
the controllers, the tools, how to import and export figures, images, or videos, how
to save and load scenes, etc. On the other hand, students tend to learn very quickly,
and a 10min preparatory face-to-face session is sufficient.
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Fig. 5 Third person camera
implemented in Neotrie VR.
It allows students to get a
fixed and more stable view
for online teaching. Switch
off button backs to the first
person view, and the little
glasses button activates the
stereoscopic view

Fig. 6 One can select the
“plus” symbol to create
vertices and edges, “triangle”
to create faces, “edit” to
change positions of
elements, “cross” to delete
elements, “pencil” to free
drawings, “object” to move
and resize. Below there are
open hand and finger
touching positions, and
“extrusion” modes to build
prisms and pyramids

3.2 A Short Start in Neotrie VR and Their Tools

We next introduce the reader to the basic hand actions and use of various tools.
Pressing one of the buttons on the controller (button A or X in the Oculus system)

opens amenu of options that are selected by passing the virtual hand over the symbols
(see Fig. 6).

As it is shown in the video,8 (see capture in Fig. 7) one can create vertices, edges,
and faces by choosing the adequate handmode and simply pressing the trigger button
on the controller. For instance, the “object” mode on the hand allows you to grab any
tool, and then one can select any element with each blue tip on one end of the tool.
The perpendicular tool produces a point in the direction perpendicular to the plane
formed by three vertices. The compass allows you to translate a distance between
two points (the side), in the direction given by two other points. And the parallel tool
produces a point on the outer parallel that passes through two others (Fig. 8a).

8 https://www.youtube.com/watch?v=SVYH6pgOr10.

https://www.youtube.com/watch?v=SVYH6pgOr10
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Fig. 7 Capture of the video of how to make a square in Neotrie VR. This construction allows you
to move a point to change the plane, and the side of the square

Fig. 8 Some tools in Neotrie VR. The red parts indicate the inputs for each tool and the green
elements the outputs. The blue endings act as pointers for selecting input elements from the tools

In Fig. 8b we have other useful tools for dynamic geometry: The slider tool allows
to make both a point moving linearly on a set of points, or on a circle. To produce
a circle we have to touch first the center, then a point on the circle, and finally
a perpendicular direction point above the center, to set the clockwise sense. The
trace pencil allows drawing the trail of a moving point or line. The midpoint tool
generates themidpoint of the selected points, and the intersection tool is used tomake
intersection of lines, planes, and line and planes, depending on what you select.

The reader can find on the website of Neotrie a detailed user guide andmany other
proposed activities, both for plane and spatial geometry.
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4 A Real Case: Parametric Equations of Surfaces

We next describe our teaching experience with a group of students of the last year of
the Math degree at the University of Almería, during the academic course 2020–21.
The subject was introductory to Algebraic Topology, but we think that our methods
could also be valid to teach calculus courses where curves and surfaces by parametric
equations are treated, as well as other topics where 3D arguments are difficult to carry
out with only 2D representations.

4.1 Contents Contextualization and Pedagogical
Methodology

This course was taught for 15weeks, from September 14 to December 21, 2020.
Every week we give three theoretical-practical sessions of 1h each and another
session of 1h to solve problems. The course was divided into two blocks. In the
first one of 7weeks we classified the compact and connected surfaces by means of
its orientability, the number of boundary components, and the Euler characteristics.
We followed our course notes from previous years (Gálvez & Rodríguez, 2019),
complemented with classical references in the subject, like Kosniowski (1980), and
extra material9 elaborated by students from previous years. The second block of
8weeks introduced students to the basics of homotopy theory, i.e. the fundamental
group, Seifert and Van Kampen’s theorem, and coverings theory, focused especially
on compact surfaces, 2-complexes, and knot exterior 3-varieties.

Following Duval (2021), the course dealt with different representations of topo-
logical surfaces, the connection between them, transformations, and how andwhen to
use each one is taken into account in the learning process. We also alternated observ-
ing and manipulating learning to increase the success of the course, as suggested in
Freeman et al. (2014).

For instance, students made Möbius and cylindrical paper strips, studied their
orientability according to the number of half turns, cutting them longitudinally by
different parts. They saw what types of knots and links can appear, of narrow strips,
orientable or not. They also explored properties of topological surfaces with the
famous games by Jeff Weeks (2001). Further experiments within the standard square
representations of the torus or the Klein bottle, with identified sides on the boundary
can be found in Hawkins and Sinclair (2008).

Going back to the beginning of our course, one of the first preparatory sessions
was to recall the parametric equations of the sphere, the torus, and the Möbius strip,
to continue later with the quotient topology, group actions, varieties, etc.

9 https://topologia.wordpress.com.

https://topologia.wordpress.com
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Table 1 Resume of relevant supports used in each session

Session Type Teacher’s
supports

Student’s
supports

Time

Sect. 4.3 Online lesson Neotrie VR,
HDM headset

PC 50m

Sect. 4.4 Individual task GeoGebra, PC 1h

4.2 Justification of the Used Technologies

During the first weeks only half of the group of students was allowed to attend the
face-to-face classes, although only about 3 or 5 people finally came.Moreover, in the
week some lessons were totally online, and others mixed. Students mainly preferred
to stay at home (this contrasts to 1st year courses, in which students have a greater
need for face-to-face classes). Therefore, the teacher had to teach simultaneously
to both groups, with a video camera, and a graphics pen drawing (our university
has implemented the Blackboard Collaborate Ultra, and a Wacom digital tablet in
each classroom). As a novelty this year, every session was recorded synchronously,
so students could see them again at home. Extra videos were recorded, edited, and
sent to students for better understanding along the course. Depending on what was
required in each moment, the teacher used textbook notes, 2D whiteboard to write
explanations (Google JamBoard, Windows OneNote), and also the HMD headset to
explain in 3D, either in the classroom or at home. In Table 1 we resume the used
supports for each session.

4.3 Observing Learning Session with Neotrie VR

This session was held on September 16, 2020. This was the first time that the teacher
usedNeotrieVRas a 3Dwhiteboard, for distance teaching. Studentswere all at home,
and this session was recorded synchronously with the BlackBoard Collaborate Ultra
video conference. The stereoscopic view was not implemented yet, but the third
person camera was already available.

After a quick introduction to Neotrie and how to use the tools, the teacher started
from the grid of the surface obtained from the gallery of the new 3D graphing
calculator (Sánchez, 2020, see Fig. 9d).

The surface meshes were hidden to show only the grid so that the teacher’s 3D
annotations could be better seen. Figures9a–c are screenshots of the deductions of
the parametric equations of the sphere, the torus, and the Möbius strip. A short video
was recorded, just after each explanation.10 The reader will get first impressions of

10 https://youtu.be/aTFu6RqC2ZQ.

https://youtu.be/aTFu6RqC2ZQ
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Fig. 9 Explaining parametric equations of surfaces in Neotrie VR, alternating first and third person
cameras

how the students could see the different views of the figures and annotations by
moving the teacher’s first person camera.

In order to get the first feedback on using Neotrie, a short questionnaire was
passed to the students. Anonymous responses collected from 34 students indicate a
significant improvement in their perception of understanding of the deduction of the
formulas, using Neotrie as a 3D whiteboard. Of course, we are not comparing this
way of teaching these concepts with standard methods. It simply helps the teacher to
know if the results are positive and the opinions of students; see answers in Fig. 10,
questions (a) and (b).

We also asked the students what they preferred best for the teacher to use—the
camera in the first person, in the third person or alternately; see answers in Fig. 10,
question (c).

Due to the fact that the transmission was carried out in real time over the internet,
most responded that they preferred a fixed third person camera (thus losing a bit of
3D vision). But alternating with the first camera (teacher’s view) the students could
get different perspectives of what is being explained in real time. In this regard, 21
students preferred the third person view (62%), 12 preferred alternating the views
(33%), and only one student preferred the first camera view.

The option of alternating cameras will probably be better, once some kind of
algorithmic stabilization has been implemented that slows down camera movement,
even if the player moves faster.



354 J. L. Rodríguez

Fig. 10 Answers by students to questions a “Did you already know how to deduce the parametric
equation of …?” Note that most may know the formulas, but not how to deduce them. b “The use
of Neotrie VR helped you understand the parametric equation of …?” This shows a noticeable
improvement in the perception of students. c “With which camera did you see the figures better and
what we were doing in 3D?”

4.4 Manipulating Learning Task with GeoGebra

To guarantee the correct understanding of the explanations on the 3D whiteboard
in Neotrie, a task with GeoGebra was then proposed. The students were asked to
generalize the formula of the Möbius strip to others that made n half-turns, also
varying their radius r and width a (see Fig. 11). Most of the students successfully
carried out a correct parametric equation, obtaining a global mean of 8.35 on 10
points, from 29 presented (5 did not present the exercise).

5 Opinions on the Use of Various Supports

To the question “Did the use of GeoGebra help you to finish correctly deducing the
parametric equation of the n half-turns strips, with variable width and radius”, 75%
of the students said yes, and 25% that it helped them half. Here it is evident that
manipulating learning helps their understanding, since the student interacts directly
with the figures and modifies them to see the changes produced. This was remarked
by one of the students who wrote: “Working on the parametric equations myself,
investigating how the figure changes according to the values of the sliders, made me
understand how the shape of the n-half turning strips”.

We conjecture that the combination of both supports, virtual reality for explaining
3D concepts and the use of GeoGebra for manipulating learningmay have influenced
the success of the practice in GeoGebra. For that, we asked for voluntary opinions,
receiving 17 answers (see Fig. 12).
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Fig. 11 Strips with n-half turns done in GeoGebra 3D by students, made with command Surface
((r + vSin(un/2))Cos(u), (r + vSin(un/2))Sen(u), vCos(un/2), u, 0, 2π, v,−a/2, a/2) and
sliders grabbed with the mouse. The students had to figure out this formula for themselves

Fig. 12 Pie chart of supports chosen by students

A sample of interesting responses from students to justify their choices is collected
in Table2 (A1, A2, and A3 have chosen option A. Similarly, B1, B2, and B3 have
chosen option B, etc.) (Table 2).

We can extract some interesting points from this survey:

1. Almost half of the students (43%) like E1 or E2 thought that the combined use of
2D and 3D tools in class, including GeoGebra tasks and written homework, were
beneficial.

2. The combination of using Neotrie VR for explaining 3D concepts, together with
GeoGebra (or similar DGS) for individual tasks, seems to be a recommendable
option, well received by a majority group of students (66% chose C, D, or E).

3. However, a significant group (34%choseA orB) preferred the explanations on 2D
whiteboard over 3D one. Regarding this, Student A1’s argument is reasonable; it
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Table 2 A sample of student’s opinions on the use of different supports

Student Opinion

A1 “Taking notes is easier and with the GeoGebra file was a bit caught”

A2 “Neotrie videos often drop low frame rate, making you lose concentration on the
explanation. The GeoGebra application has given me many problems: the
commands were deleted when I wanted to delete just a single character, and it was
too slow”

A3 “Classic teaching methods are worth it to me, I don’t notice much difference with
other media. That’s why I go to the classics that take up less time”

B1 “I prefer a normal explanation [2D whiteboard] whenever possible and then the use
of other platforms helps to better understand these exercises”

B2 “I think that is what we are most used to”.

B3 “Using several platforms creates some insecurity because in each new program or
application I have to learn to move in the environment”

C1 “Doing homework with GeoGebra seems too laborious to me”

C2 “The tasks in GeoGebra took me a long time not knowing how to use it well”

D1 “Visualization is better, more comfortable”

D2 “The GeoGebra seems more useful to carry out tasks, it is more intuitive since the
figure is seen as it is in 3D, while if I draw it I find it more difficult to see how the
figure and perspective would look”

E1 “The explanations in 2D and the written task are the usual and as a complement,
using the Neotrie helps you to clarify the doubts you have”

E2 “I think the more tools we use appropriately, the better the degree of understanding.
Seeing with different perspectives helps”

is easy to take notes from 2D to 2D, as the formulas and the figures were “painted”
in 3D. This could cause difficulty for some students. Others who chose A were
supporters of methods close to traditional teaching, and apparently they did not
need 3D software to visualize in 3D. Those who chose B agree with the use of
new software but without going overboard.

4. Some students who chose option C stumbled upon GeoGebra, possibly because
they weren’t used to using it.

Given the variety of preferences, we encourage researchers to carry out more
studies in this line with larger samples of students. We think that the combined use
of several supports will benefit students with more difficulties in understanding or
with less spatial, although not so much for more advanced students or those with
greater spatial vision. At this point, we thought it is appropriate to implement the
use of stereoscopic glasses and record 3D videos to help especially those with more
difficulties.
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Table 3 Resume of relevant supports used in each session/activity

Reference Type Teacher’s
supports

Students’s supports Time

Sect. 6.1 Videos Neotrie VR,
HDM headset

PC/phones/stereoscopic
glasses

5–10min per video

Sect. 6.2 F-to-F small
groups

Neotrie VR, HDM
headsets

60m

6 Stereoscopic Videos and Extra VR Session

After carrying out the online session with Neotrie and the home task in GeoGebra
3D, we introduced the stereoscopic viewer option in the video camera that allowed
students to view parts of a lesson in 3D, either broadcast or prerecorded. On the other
hand, a few students were able to access the VR room. Table 3 is a resume of the
supports used by the teacher and the students in each case.

6.1 Stereoscopic Videos

As in previous sessions, the camera can be placed where it is deemed best to see
what you are doing, being able to switch between the first and third person camera.
The added stereoscopic view would not be properly immersive virtual reality, and of
course, nor would it have the high quality of HDMwith hand controllers, but at least
the student would have the perception of 3D depth of the figures, better than on his
PC screen, as we said in Sect. 3.1.

Stereoscopic glasses for mobile phones, as in Fig. 5b, were given to 16 students
so that they could watch the recorded 3D videos. (The rest did not attend face-to-face
classes, then they could not pick up their glasses.)

Definitely, the 3D viewing was better done by each student individually to ensure
maximum video quality, because due to connection speed problems, a 3D video
broadcast in real time to the students caused a low frame update and low quality. In
one of the prerecorded videos11 we build a strip with 3 turns and in another one12 we
build again theMöbius strip (with 1half-turn), finishing with its parametric equation.
See captures in Fig. 13a, b.

We think that we have thus offered the best option to use Neotrie in the remote
classroom, given the circumstances, and this is how the students have valued it:

• To the question “How do you rate that Neotrie videos can be viewed in 3D on
mobile phones?”, the average was 4 points out of 5.

11 https://youtu.be/2irYPYOCkr4.
12 https://youtu.be/oq4Xk99Sa64.

https://youtu.be/2irYPYOCkr4
https://youtu.be/oq4Xk99Sa64
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Fig. 13 Sample of videos recorded in Neotrie VR and sent to students

• To the question “Would you like to see more 3D videos with mobile glasses in the
course?”, 85% answered yes.

• The time duration of this type of stereoscopic videos to choose between 5, 10, 15,
and 20min, was mainly 5min (average 7min).

Some students have dizziness and vision problems, so the videos for these cheap and
low-quality glasses should preferably be short, and should be restricted to concrete
situations, where we believe that 3D vision is beneficial to understand the figure or
better follow some spatial reasoning.

We then kept recording other short videos related to the subject, in alternating
stereoscopic and monoscopic views; see for instance Fig. 13c and the video,13 and
the capture Fig. 13d of the video.14 The sliders bars were implemented out of the
need to build these animations inside the VR scene.

For the interested reader, all the videosmadewithNeotrie on this subject are being
compiled in a project entitled Introduction to Algebraic Topology on the website of
Neotrie.15

13 https://youtu.be/rlbr-s0wg4M.
14 https://youtu.be/ALr5DdcAvYY.
15 http://www2.ual.es/neotrie/project/introduccion-a-la-topologia-algebraica.

https://youtu.be/rlbr-s0wg4M
https://youtu.be/ALr5DdcAvYY
http://www2.ual.es/neotrie/project/introduccion-a-la-topologia-algebraica
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Fig. 14 Experimenting in the VR room of the Math department

6.2 Extra Session in the VR Room

TheMath department of our university enabled at the beginning of 2019 a roomwith
fourVRheadsets ofWindowsMixedReality, and the required PCgaming computers.
Many students from 1st grade, 4th grade, and Master’s students were able to carry
out activities with previous versions of Neotrie.

This time, only a few students were able to do a practice. They could learn about
Neotrie and how to use the basic hand actions and some of the tools, and in particular,
they tried different options of the 3D graphing calculator, to represent some curves
and surfaces (see Figs. 9d and 14a). They also investigated the changes in the Euler
characteristics of 2-complexes (Fig. 14b).

According to their impressions and comments, totally immersive virtual reality
would have been the best way to finish the sessions on parametric equations. An
exhaustive study of the use and effectiveness of the 3D graphing calculator in the
learning process should be completed and compared with the results of the cheap
stereoscopic glasses.

7 Future Development Plans

It would be best if the teacher and the students were all working in the same virtual
space, all with their own HMD, and interacting with each other, in a collaborative
way. This could be done both in the VR room of our Math department, as well as
each one at home if they had a high-quality VR system.

Neotrie had a multiplayer alpha version in mid-2019, but no study was done at
that time, as the software had quite a few bugs, and it was not easy to connect with
the online game.
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There are already different platforms currently on the market, such as Engage,16

but they do not incorporate tools and functions necessary to teach 3D Geometry, as
Neotrie does. These are virtual reality environments where users interact, can share
presentations, even 3D objects, and some allow writing in 3D too. That is, in part
it could be used to teach or that students could interact. See for instance Charles
Coomber’s lesson on the popular video game Alix.17

Teachersmust be attentive to the rapid development that is taking placeworldwide,
accelerated by the current pandemic period (see, e.g., Bambury, 2021).

Another important step in the popularization of Neotrie VR would be to adapt it
to Oculus Quest series (or similar), which does not require a gaming computer and
still have controllers and room positioning. All of these options will reduce costs
making high-quality VR more accessible to schools and users.

An interactive web version of Neotrie would also be very useful, for students not
having VR headsets or stereoscopic glasses or simply to give an alternative to those
who suffer from dizziness or have vision problems to put on virtual reality glasses.
An example to imitate would be the one developed by the sculptor Anton Bakker’s.18

Augmented reality is an alternative technology increasingly used in the classroom,
as it allows the student to visualize from different points of view, as one can move
around the object, and would complement that offered by Neotrie VR in virtual
reality. It could also be interesting to see in augmented reality what the teacher is
making with his HDM headset in real time.

From now on, we will begin to see how well-known dynamic geometry software
develop their own virtual reality versions, such as GeoGebraMR, or Cincerella, with
its Cindy VR. It would be desirable to be able to import and export Neotrie files to
each of them. Even being able to view a GeoGebra file or CalcFlow, in a Neotrie
scene, and vice versa, OBJ or STL objects are right now interchangeable models but
their geometric properties and interactivity with sliders, for instance, are lost.

8 Conclusions

The difficulty of current augmented reality for teaching geometry is that the dragging
or handling of the points is still done on a flat screen; before it is done with the
mouse on the PC screen and now with the finger on the screen of a mobile device.
This difficulty is easily overcome with high-quality VR systems, which facilitate
direct interaction with the 3D objects, thanks to their hand controllers. Hence, the
advantage of using Neotrie with HDM headsets is clear: Objects are viewed and
manipulated as if they actually existed in space and not projected onto a computer

16 https://engagevr.io.
17 https://www.youtube.com/watch?v=_T2-9MwA5JI.
18 Geometric artwork in augmented and virtual reality https://www.antonbakker.com/momath.

https://engagevr.io
https://www.youtube.com/watch?v=_T2-9MwA5JI
https://www.antonbakker.com/momath
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screen. It is therefore much easier to build 3D figures in a virtual reality environment
where we are seeing the real depth and angles, which allows us to select and handle
the elements correctly and faster.

But, how to organize the lessons with the restrictions caused by the Covid-19
pandemic? In this paper, we have described a possible solution by using Neotrie as
a 3D whiteboard, and also as a tool to produce monoscopic and stereoscopic videos
for both the classroom and home. To this concern, we have found that students adopt
different positions toward the use of VR, as an observing learning tool.

Our results show that the use of Neotrie by the teacher (observing learning by
students) has favorably influenced the perception that students have of the derivation
of parametric equations of surfaces. This improvement in perception is also based on
exercises with GeoGebra that allow manipulation with equations. Without claiming
that these results are definitive, due to the small sample, almost half of our students
(43%) prefer the combined use of 2D and 3D tools in class, includingGeoGebra tasks
andwritten homework. Theymainly think that 3D tools like GeoGebra or Neotrie are
very good at visualizing, and Jamboard (or similar online apps) is important because
it helps to take better notes. Two out of three students support the use of Neotrie as
a 3D whiteboard. On the other hand, some advanced students may not need these
technological tools to follow the classes, while others had technical difficulties using
GeoGebra.

Reduced groups could have been later working in the VR room, but unfortunately
we could not continue after the strict recommendations from our responsible for risk
prevention. Our experience from previous years certainly confirms that it would have
been very convenient for students.

The plan envisaged by theNeotrie developers is to adapt the software to theOculus
Quest 2 headset (or similar). This would greatly reduce costs, as this system does not
require a PC, which would make virtual reality technology more accessible for many
schools. On the other hand, the multiplayer mode will allow immersive collaborative
activities between groups, even with members in different countries.

The personal experience of the author using VR, and particularly Neotrie, is
incredible, being able to explain parametric equations better than in previous courses.
It has been easier to explain 3D concepts on the 3D board than to use pen and paper,
or the 2D board. It would be interesting to receive comments in this regard from
other teachers who use this tool.

On the student’s side, is making it so easy for them to see and manipulate 3D
objects an obstacle to learning 3D geometry? Didactic activities should be designed
to take full advantage of new technological support for students to explore topics
beyond their scope with current systems of representation.

The need for new strategies has motivated the use of VR for distance teaching, as
well as the development of new tools and improvements in Neotrie. However, there
is still much to investigate and test with this software, and find the most effective
strategies in each educational level, in order to improve the teaching and learning of
3D geometry by using virtual reality.
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We ended up with a quote from Ng and Sinclair (2018), which refer to 3D pens;
“3D drawing is dynamic and unregimented; it opens up a new, 3D territory for
mathematizing that was unimaginable in the era of paper and pencil, and even in the
era of the computer screen”. The same could be claimed for the totally immersive
DGS that is being developed in virtual reality.
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Historical and Didactical Roots of Visual
and Dynamic Mathematical Models: The
Case of “Rearrangement Method”
for Calculation of the Area of a Circle

Viktor Freiman and Alexei Volkov

1 Introduction

It has been widely acknowledged that the concept of areas of plane shapes and
rigorous methods of their calculation are complex and difficult to learn and to teach.1

Among thesemethods, the calculationof the area of a circle is particularly challenging
as it requires dealing with infinitesimal methods and an irrational number (π). At the
same time, it is considered crucial for middle school curriculum being embedded into
a rich context of real-life applications along with introduction of ideas and concepts
which are supposed to be used in later schooling.2 Not surprisingly, the number
of resources produced to help students deal with the complexity of explanations
and justifications of the formula for the area of a circle has been growing, both
in the traditional form of printed textbooks and teacher’s manuals3 and in novel,
digital format. The latter category includes a number of online resources with useful
information (explanations and exercises, learning scenarios and suggestions) for
teachers, some of which are published by official curriculum bodies (e.g., NCTM,4

1See, for instance, Kordaki and Potari (1998), Rejeki and Putri (2018), among others.
2Cavanagh (2008), O’Dell et al. (2016).
3See, for instance, Van deWalle et al. (2020), p. 530. For a preliminary discussion of some of them,
see Freiman and Volkov (2006).
4NCTM (National Council of Teachers of Mathematics), see nctm.org.
5LearnAlberta.ca is a website providing digital learning and teaching resources correlated with
the educational programs from kindergarten to Grade 12 approved by the Government of Alberta
Province, Canada.
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Learn Alberta,5 and NZ Math6). With the raise of digital tools and environments,
several applications (applets) were created allowing dynamic investigation of the
formula of the area of a circle by the learners.7

In the present paper, we shall argue that at some point in the history the educa-
tors started adopting (sometimes with considerable modifications) methods coming
from pre-modern (ancient andmedieval) mathematical treatises available to them via
translations and interpretations provided by historians of mathematics. The reason
for this adoption usually was not explicitly stated by the educators and deserves a
further study; for the time being we assume that the educators did it in hope that the
“archaic” (and, therefore, presumably “simple”) methods could stimulate interest
and facilitate understanding of the learners.8 It is also possible that this conviction
of the educators may have been based on a tacit assumption concerning the growth
of the child’s understanding of geometrical concepts as mirroring the stages of their
historical genesis.

In the context of teaching geometry, this vision led the educators to a transition
from approaches found in Euclidean Elements (ca. 300 BC) and based on quasi-
formal deduction system9 to more practical, visual, intuitive, and dynamic ones.10

However, while some of these methods indeed allowed a relatively simple visualiza-
tion, the others involved concepts and ideas particularly difficult for young learners.
The infinitesimal methods of calculation of the areas of a circle and its parts, as well
as the methods of calculation of the volumes of a pyramid and a sphere, arguably
belonged to the latter category. In the case of calculation of the area of a circle, the
search for an appropriate didactical apparatus suitable for this case led some educa-
tors to the use of so-called “method of rearrangement of sectors” or, more precisely,
a group of approaches based on the division of circle into sectors followed by rear-
rangements of different kinds and investigation of possible approximations based
upon them.

Nowadays, this rearrangementmethod (wewill use this term further in the chapter
for the sake of convenience) seems to be the most often used by the authors of
textbooks who suggest it for teaching calculation of the area of a circle; it can be

6 See https://nzmaths.co.nz/, the website containing information about mathematics education in
New Zealand.
7 See, for instance, https://www.mathed.page/constructions/pi/index.html for an applet designed by
Henri Picciotto. With the help of this applet a circle can be divided into 2n sectors, n = 6, …, 180,
and these sectors can be rearranged to form a “rectangle-like” figure.
8 See, for instance, Francis (1976), Ernest (1998), Marshall and Rich (2000), Farmaki and Paschos
(2007), Furinghetti (2007), Jankvist (2009), Mac an Bhaird (2011) (listed in chronological order).
The earliest publications of this kind we are aware of were authored by D.E. Smith (1860–1944);
yet, he was not the only one who claimed that history of mathematics can be used in classroom;
see, for instance, Wiltshire (1930).
9 For a recent study of the logical structure of Euclid’s Elements, see Acerbi (2008).
10 On this process see, for example, Montoito and Garnica (2015), Herbst et al. (2018).

https://nzmaths.co.nz/
https://www.mathed.page/constructions/pi/index.html
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Fig. 1 A “justification” of the formula of the area of a circle. Larson et al. (2007), p. 755

found in almost allmodern textbooks formiddle schoolmathematics and in numerous
resources available online.11

In particular, the rearrangement method explores the idea of dividing the circle
into a number of equal sectors, then rearranging them in a way that makes it look
like a familiar figure, namely, a polygon (e.g., parallelogram) for which the area can
be easily found (see Fig. 1).

When facing this seemingly attractive, “visual,” and “dynamic” justification of
the formula, the learners are expected to follow the implied reasoning procedure
and are supposed to realize that the area of the rearranged shape is “resembling a
parallelogram,” and, consequently, the area of the original shape (i.e., the circle) is
equal to the product of the “height” and “base” of this “parallelogram.” Further, the
learners are guided toward expressing the area of a parallelogram using the radius,
which is supposed to be the “approximate height” of the parallelogram, and the half
of the circumference, identified as the “approximate base,” and thus would obtain a
“justification” (apparently, problematic12) of the area of the circle.

Why did the authors of this and other textbooks choose this particular approach?
While seemingly appealing to students’ intuition, it does contain hidden assumptions

11 Freiman and Volkov (2006). The printed textbooks and teaching materials available online that
feature this method are too numerous to be listed here; for the most recent ones see, for example,
Johnson and Mowry (2016), pp. 574–575 and the website https://www.colorado.edu/csl/2017/03/
23/slices-pi containing an animation of this kind. For an analysis of the attempts to use digital
technology to estimate the value of π, see de Silva et al. (2021).
12 There are two elements that make this kind of “justification” problematic: first, the left part of
the picture in Fig. 1 shows that the sectors do not seem congruent while in the right part they are
obviously congruent; second, the term “approximate” used in connection with the terms “base” and
“height” of the “shape resembling a parallelogram” does not help the learner understand why the
area of the circle is equal exactly to the product of the radius and circumference. Much of the work
dealing with these subtleties is thus left to the teacher.

https://www.colorado.edu/csl/2017/03/23/slices-pi
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that are far from being obvious.13 Stacey and Vincent (2009), for example, discuss
this method among other methods that can be used for introducing the area of a circle
(such as a “square grid” method or an “onion layers” model) to young learners; they
stress that when using such methods the educators should be aware of “a difference
in the mathematical quality of the arguments between the empirical counting squares
method and the approaches that use deductive reasoning” (ibid., p. 9). The authors
stress that these methods include “very complicated limiting processes involved
in formally proving the formula,” and the instructors need to take these complex
elements into account when presenting students with intuitive models that might
help shaping their conceptual understanding (ibid., p. 8).

In line with Tamborg (2017) who refers to classical work of Vérillon and Rabardel
(1995), we look into the process of growth of conceptual understanding through a
view of human cognition and knowledge building as artifact-mediated activities in
which “artifacts (as opposed to natural objects) possess cultural and historical dimen-
sions because they are constructed with a particular purpose and a particular way
of fulfilling this purpose in mind” (op. cit., p. 3). These “cultural and historical
dimensions” are not always made explicit, in our opinion, especially when the arti-
facts undergo transformations in the process of transition from traditional (“usual”)
“mathematical working spaces” (hereafter MWS) to modern (“new”) MWS (e. g.,
in particular, those supported by digital technology).14

In our view, it appears promising to adopt a genetic paradigm that relates devel-
opmental process of mathematical work and themanner by which it was created and
took shape. This paradigm dialectically unites mathematical, didactical, and histor-
ical aspects of an artifact which further could be transformed through, for example,
an “instrumental genesis” (that is, an instrumentalization and instrumentation, as
result of an interplay between a subject and an artifact, as a part of “didactical situ-
ation”; see, for example, Brousseau (1998) and Trouche (2005)). In this complex
and transformational (eco)system of knowledge development, we consider the rear-
rangement method as an artifact whose history goes back to the Antiquity and whose
genesis (or even “geneses”) has/have not yet been made sufficiently explicit. While
the ancient history of the method seems to be lost in time and space, as we will
show in this chapter, it was later (approximately in the mid-second millennium CE)
refined by mathematicians to help them solve some particular problems (related to
the calculation of the area of circle), or to conduct investigations of other infinites-
imal processes before being taken over by the nineteenth–early twentieth-century
educators as “visual support” for learners. At that time, the rearrangement method
was introduced propaedeutically, as a (novel) didactical approach in introductory
geometry courses; in the case of the area of a circle, it was featured as an alternative
to the relatively technical approaches of Euclid and Archimedes. Apparently, the

13 This “justification” is apparently based on the unstated assumption that the length of any
curved line getting closer to a given straight line tends to the length of this straight line, which
is mathematically incorrect.
14 On the concept of MWS see, for instance, Kuzniak and Richard (2014) and Richard et al. (2019).
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educational reforms of the late 1990s–early 2000s (which coincided with the intro-
duction of electronic calculators and other digital tools) placed it in the foreground
of modern didactical innovations, yet without a clear explanation of the history of
its genesis and possible pitfalls, as well as the challenges it might bear for teachers
and students.

Therefore,we begin our chapterwith a brief history of the origins of the rearrange-
ment method and infinitesimal discourses that accompanied some of its versions. We
will then investigate some didactical ideas brought by nineteenth–early twentieth-
century educators into their textbooks. We will finally explore how these works
shaped modern development of innovative spaces of reflection and practice in math-
ematics education. At the end of the chapter, we will outline epistemological and
didactical issues that modern educators might need to be aware of when using the
method and will also discuss how a further and deeper investigation of both historical
and instrumental geneses could help dealing with these issues, both in theory and in
a classroom practice.

2 Historical Roots of the Rearrangement Method

The origin of the rearrangement method is unknown. In his book on the history
of π originally published in 1971,15 Petr Beckmann (1924–1993) claimed that
rearrangement method was used by some unidentified “ancient peoples”:

The ancient peoples had rules for calculating the area of a circle. […] They probably did it
by a method of rearrangement. They calculated the area of a rectangle as length times width.
To calculate the area of a parallelogram, they could construct a rectangle of equal area by
rearrangement as in the figure below, and thus they found that the area of a parallelogram is
given by base times height (1976, pp. 17–18),

and provided the diagrams shown in Fig. 2.
The word “probably” used by Beckmann in the above-sited quotation reveals that

the author most probably provided here his own reconstruction that, he apparently
believed, was not found in any particular extant historical documents produced by
the unidentified “ancient peoples” (who, he claimed, devised this method “almost
five millennia before the integral calculus was invented”). (Beckmann, 1976, p. 17).

15 Even though the author himself admitted that he was “neither an historian nor a mathematician”
(op. cit., p. 3), his book was praised by some of its reviewers (see, for instance, Brieske’s 1977
review of its edition of 1976 and even more recent review of its edition of 1989 by Blank (2001),
p. 155). However, mathematicians and historians of mathematics provided a detailed critique of
this book accompanied with a list of numerous misprints and errors (some of them indeed quite
surprising, such as, for example, the claim that p! + 1 which is not divisible by 2, 3,…, p, “is
therefore a prime”) that can be found in Gould 1974 who (quite justly, in our opinion) concluded
that “[t]he book should be rewritten entirely and the manuscript should be examined by qualified
mathematicians and historians before being committed to the printed page” (p. 327). Unfortunately,
this work has never been done.



370 V. Freiman and A. Volkov

Fig. 2 Diagrams from p. 18 of Beckmann (1976) identical with the diagrams in the first edition
of his book (1971). The caption reads: “Determination of the area of a circle by rearrangement.
The areas of the figures (b), (c), (d) equal exactly double the area of circle (a).” The origin of the
diagrams is not specified

It thus remains unknown from where Beckmann borrowed this diagram, appar-
ently radically different from the one used by Archimedes of Syracuse (287–212
BC), to prove his statements concerning the area of a circle.16 Some authors, when
putting this method side by side with the one used by Archimedes, remind the reader
that this method should be considered less rigorous and needs to be handled with
care, for example, Bryan and Sangwin (2008, p. 145) write:

We shall approximate the area of each sector by such a triangle. You would be well advised
to retain a suspicious attitude towards the cavalier way we forge ahead with approximations
such as these.

Similarly, (Casselman, 2012) states

Roughly speaking, the reason the Theorem is true is that we can carve up both the circle and
the triangle into very small regions that approximate each other closely in area.

A number of books, articles, and online resources featuring rearrangement
diagrams (along with some descriptive texts) rarely contain the necessary refer-
ences to the original works in which this method was introduced. Some of them
mention David E. Smith’s and Mikami Yoshio’s三上義夫 (1875–1950) A History
of Japanese Mathematics (1914) where a similar diagram presumably dated of 1698
and credited to the authorship of Satō Moshun’s 佐藤茂春 (whose name can also
be spelled Satō Shigeharu; fl. late seventeenth century) can be found on p. 131, as

16 Archimedes (1544), pp. 44–46, 1615, pp. 128–133, 1676, pp. 81–97, 1880, pp. 257–271.
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well as more recent books on the history of mathematics, in particular, the mono-
graphs authored by Carl B. Boyer (1906–1976) (Boyer, 1959) and Margaret Baron
(1915–1996) (Baron, 1969). In her book, M. Baron refers (p. 110) to the approach
used by J. Kepler (1571–1630) whereas C. Boyer, while also pointing at Kepler’s
work, mentions the works of Nicholas of Cusa (1401–1464) as the possible origin of
Kepler’s approach (Boyer, 1959, p. 108). In turn, Beckmann (1976, p. 19) conjectures
that Leonardo da Vinci (1452–1519) may have used the same method; he, however,
does not provide any references to Leonardo’s works.

In his summary of Nicholas of Cusa’s works on mathematics, Hofmann (1971)
lists several treatises of Cusanus related to the squaring of circle.17 The earliest state-
ments of Nicholas concerning a circle and an inscribed polygon are found in his De
Docta Ignorantia (On learned ignorance) completed in 1440.18 Also, in Chap. 3 of
Book 1 of the treatise titledQuod praecisa veritas sit incomprehensibilis (The precise
truth is incomprehensible) Cusanus uses the relationship between these two figures
as a metaphor of the process of approaching the absolute truth. It is interesting that
Cusanus makes a mathematically correct statement: at any step the area of inscribed
polygon is less than the area of the circle, and two of them cannot be equal to each
other unless the polygon becomes identical with the circle (he, apparently, under-
stands that this cannot happen at any finite step of the procedure). Later Cusanus
returns to the topic in his other works including De circuli quadratura, pars theo-
logica (On Squaring the Circle, Theological Part), completed in 1450, Quadratura
circuli (Squaring the Circle), 1450; De sinibus et chordis ou Dialogus de circuli
quadratura (On sines and chords, or Dialog on the Quadrature of the Circle), 1457,
and De caesarea circuli quadratura (On Squaring the Caesarian Circle), 1457.19

Pierre Duhem (1861–1916) in his study of Leonardo (1909, vol. 2) devotes a short
section titled “L’infiniment grand et l’infiniment petit dans les notes de Léonard de
Vinci” (pp. 49–53) to Leonardo’s concepts of infinitely small and infinitely large
entities. Duhem quotes Leonardo’s claim that “La Géométrie est infinie parce que
toute quantité continue est divisible à l’infini dans l’un et l’autre sens” (p. 50);20

he borrows this quote from Manuscript M of the Bibliothèque de l’Institut21 and
provides his own reconstruction of Leonardo’s drawing that is supposed to illustrate

17 For more details, see Watanabe (2011), pp. xx–xxvi.
18 Watanabe (2011), p. xxi.
19 For details, see Watanabe (2011), pp. xxiv–xxv. On Cusanus’ interest in mathematics and eval-
uation of his mathematical writings by his contemporaries, see the section “[Nicolaus von Cusa:]
Die mathematischen Schriften” in Scharpff (1871), pp. 294–323; for more recent works, see Boyer
(1959) (esp. see p. 91), Counet (2005) (esp. see pp. 286–289) and Vengeon 2006. Albertson (2014)
on p. 172 cites a (negative) evaluation of Cusanus’ geometry by Regiomontanus (1436–1476); see
also idem, p. 255, n. 15 for relevant references. German translation of Cusanus’ mathematical writ-
ings is available in Nikolaus von Kues (1980), while their French translation is found in Nicolas de
Cues (2007).
20 That is, “Geometry is infinite, because every continuous quantity is infinitely divisible from one
direction to another” (da Vinci, 1964, p. 127). The original statement of Leonardo is found on the
same page of da Vinci (1890).
21 Da Vinci (1890), vol. 5, Ms M, fol. 18r.
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this claim. Surprisingly, Duhem does not mention here Leonardo’s fragment and
diagrams directly related to the calculation of the area of a sector found inManuscript
E.22 Leonardo gives his verbal formula for the area of a circle on the first page
(verso) of thismanuscript; FélixRavaisson-Mollien (1813–1900) provides his French
translation on the same page (1888, ibid), in our English translation it reads: “The
circle is equal to a quadrilateralmade of a half of the diameter of this circle,multiplied
by a half of the circumference of the same circle.”23 Leonardo offers a description
of his procedure accompanied by several pictures; its translation can be found in the
mentioned works of C. Ravaisson-Mollien and V. Zubov.

In the context of infinitesimal (pre-calculus) debates of the sixteenth–seventeenth-
century, Johannes Kepler’s discussion of the circumference and area of a circle is
found in his treatise Nova Stereometria Doliorum Vinariorum (New Stereometry of
Wine Barrels) published in 1615; it makes important setback fromArchimedes proof
putting upfront practical utility against rigor. It opens with “Theorem 1” stating that
the ratio Circumference: Diameter is close (but not equal!) to 22:7. Kepler provides
his own proof using only inscribed and circumscribed regular hexagons andmentions
that Archimedes found this ratio using polygons with 12, 24, and 48 sides. In his
Theorem 2, Kepler states that the ratio of the area of a circle and the square built on its
diameter is approximately equal to 11:14. It is surprising to find this outdated approx-
imation inKepler’swork right after hismention of themuchmore precise approxima-
tion (3.141592653589793) attributed by him to Adriaan van Roomen (1561–1615),
also known as Adrianus Romanus.24 One can conjecture that for Kepler the main
reason was not obtaining a good approximation of π; instead, he focused on the
method which, as he stressed, differed from the method of Archimedes.25

3 The Rearrangement Method in Nineteenth–Early
Twentieth-Century Western Textbooks

While logico-deductive approach to geometry based on Euclid’s work was having
significant influence on teaching geometry up to the modern times, alternative
approaches were also making their way being grounded in its practical origins as
“the art of measuring well” (Ramus, 1569, cited in Menghini, 2015). Hence, the
activity of measuring, as argued by Marta Menghini (ibid.), was “preceded by a very
interesting and original part of observation, a ‘play’ with figures” in which proofs
were supported by geometric constructions and measurement activities by drawing.
Later on, by the end of the eighteenth century, according to Menghini (2015, p. 568),
one can observe in Western Europe an apparent shift from teaching practical geom-
etry to teaching geometry “practically” (e.g., using problem-based approach). To

22 Da Vinci (1888), vol. 3, Ms E, folios 24r-26v.
23 For a Russian translation, see Zubov (1935), vol. 1, pp. 68–69, Zubov (1955), p. 73.
24 Romanus (1593).
25 For a Russian translation of these two theorems, see Kepler (1935), pp. 111–117.
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support her claim, Menghini takes as example a textbook authored by Alexis Claude
Clairaut (1713–1765):

In 1741, again in France, Alexis Clairaut wrote hisÉléments (sic.- V.F.&A.V.) deGéométrie.
His first chapter is about themeasurement of fields; nevertheless, Clairaut was not interested
in teaching a practical geometry. With Clairaut we see a shift from measurement as a goal
to measurement as a means to teach geometry via problems. This is seen by the fact that the
part about measurement doesn’t contain numbers; there is only a hint at the necessity for a
comparison with a known measure (See Clairaut, 1743).

The aim of Clairaut is to solve a problem ‘constructing’ the elements he wants to measure.
The focus is on the process of constructing and in a narrative method.26

In their turn, Richard et al. (2019) argue that Clairaut, when building his proofs on
inductive argument, “tries to make dynamic a figure by reasoning” in such a way that
“the model reader will be able to visualize the animation, while in his demonstration,
a classical figure like those in Euclid’s Elements is proposed” (pp. 141–142).

The rearrangement method was not the only method used by mathematicians of
the past that was taken over bymathematics educators of modern times. For instance,
the so-called “onion” model was used by Rabbi Abraham bar Hiyya ha-Nasi (also
known as Savasorda), a Jewish philosopher, mathematician, and astronomer active
in the late eleventh and early twelfth centuries,27 to justify the formula of the area of
a circle (Figs. 3 and 4). This method was later used by Emma Castelnuovo (1913–
2014) in her textbook on intuitive geometry (1966) as a part of a hands-on activity
for elementary students as demonstration of the formula for the area of the circle
(Fig. 5).

While the possible historical and didactical sources of the rearrangementmethod
need to be investigated inmore detail,28 our analysis of geometry textbooks published
in the nineteenth and early twentieth centuries shows that this model was already
present in some of them thus becoming a didactical artefact; these archaic methods
were introduced, we claim, because it was assumed that they may have helped artic-
ulate certain didactical ideas of modern “innovative” approaches to teaching geom-
etry. The educators searching for alternatives to “Euclidean” methods of teaching
geometry (that is, to the methods based on quasi-formal logic used in the Elements)
in the second part of the nineteenth century often adopted an approach based
on Anschauung (intuition) in preliminary courses on observational geometry and

26 Menghini 2015, p. 568. Italics as in the original.-V.F.&A.V. On Clairaut and his approach, see
also Schubring 2011, p. 81. In this paper, the author refers to Schubring 1987, 2003 (pp, 54–
58) and Glaeser 1983. For a brief description of Clairaut’s Élémen(t)s de Géométrie (1741) and its
influence on European textbooks of the nineteenth and twentieth centuries, see Barbin andMenghini
(2014), p. 481. Menghini (2015) provides a more detailed description of Clairaut’s textbook on
pages 568–571.
27 The dates of birth and death of Abraham bar Hiyya are unknown. Some authors claim that he
died in 1136, while other scholars consider this date not sufficiently justified; for more details, see
Levey (1954), p. 50, n. 1. Levey himself suggests “fl. […] before 1136” (1981, p. 22).
28 The results of our investigation will be published elsewhere.
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Fig. 3 The “onionmodel” usedbyAbrahambarHiyya (Savasorda) (1116). The diagram reproduces
Fig. 73 from Guttmann’s (1903) edition of Savasorda’s book

Fig. 4 The diagram from an
earlier edition of Savasorda’s
treatise (Abraham, 1720).
The authors thank Josep
Maria Fortuny Aymemí for
his suggestion to refer to
Savasorda’s work

drawing; this approach was based on the ideas of the pedagogical reformers J.H.
Pestalozzi (1746–1827) and J.F. Herbart (1776–1841).29

Indeed, several geometry textbooks published during the time period from the
early nineteenth century to the mid-twentieth century by the authors from several

29 For more details, see Henrichi and Treutlein (1897); Castelnuovo (1948).
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Fig. 5 A hands-on activity
for elementary students
learning the formula of the
area of a circle (Castelnuovo,
1966, p. 93)

Western countries, namely, England, Austrian-Hungarian Empire, Germany, United
States, and Russia, included various versions of the rearrangement method. In partic-
ular, its popularity might be attributed to the works of Dionysius Lardner (1793–
1859), Peter Joseph Treutlein (1845–1912),30 and Emma Castelnuovo,31 among
others.

Webeginour analysiswithLardner’sTheFirstPrinciples ofArithmetic andGeom-
etry; Explained in a Series of Familiar Dialogues (1835) to pursue with other text-
books that used themethod, the latest of themwasZaitseva’s teacher’smanual (1952);
none of these textbooks provides a reference to earlier sources (prior to the nineteenth
century). The authors of these textbooks dealing with elementary geometry stressed
various didactical aspects that were in the heart of innovative approaches at their time.
In particular, the following elements were stated explicitly as the goals: the popu-
larization of scientific (especially, mathematical) knowledge (clearly expressed by
Lardner, 1835), development of the learners’ intuition (Castelnuovo, 1948; Henrici&
Treutlein, 1897), emphasizing “practical approach” (Stern & Topham, 1913),32 and
“hands-on experiments” (Willis, 1922). For instance, Treutlein’s (1911) program
contains three main principles which arguably influenced modern teaching: (1) to
consider intuitive geometry as preliminary step tomore formal, deductive instruction;

30 On the reform of school mathematics education designed by P. Treutlein and the textbooks he
co-authored with J.Henrici, see Becker (1994) and Weiss (2019).
31 On Emma Castelnuovo’s work, see Furinghetti and Menghini (2014); esp. see pp. 2–3, see also
Castelnuovo (1977), pp. 42–44 on her interest in A.C. Clairaut’s (1713–1765) didactical ideas.
32 When dealing with the area of a circle (pp. 70–71), Stern and Topham describe the “matching
sectors” method they borrowed from Earl (1894), p. 89–90 (see their footnote on p. 70). In turn,
Earl does not provide any reference to his sources. It should be stressed that Earl’s textbook was
devoted to “lessons in physical measurement” (italics ours.- V.F. and A.V.).
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(2) to conduct an implementation of modern ideas of projective and transformation
geometry; and (3) to focus on spatial imagination and the fusion of spatial and plain
geometry (Weiss, 2019, p. 112). Themethod (of rearrangement of the sectors) seems
to align with this didactical vision.

The two books by Lardner that contain the method are The First Principles of
Arithmetic and Geometry; Explained in a Series of Familiar Dialogues (1835) and
Lardner’sCabinetCyclopedia (1840).According to Peckham (1951), the audience of
Cyclopediawere “thosewho seek that portion of information respecting technical and
professional subjects which is generally expected from well-educated persons.” The
front page of the First Principles… (“Adapted for Preparatory Schools and Domestic
Instruction; with Copious Examples and Illustrations”) states that it was written
as a mathematics textbook for the beginners. Lardner claimed that he considered
geometry as part of public instruction having two objectives:

First, it may be regarded as an exercise by which the faculty of thinking and reasoning may
be strengthened and sharpened. It is peculiarly fitted for this purpose by the accuracy and
clearness ofwhich its investigations are susceptible, and the very high certitudewhich attends
its conclusions. Secondly, it is the immediate and only instrument by which almost the whole
range of physical investigation can be conducted; without it we could not advance a step
beyond the surface of the earth in our knowledge of the universe; without it we could obtain
no knowledge of the figure or dimensions of the earth itself, nor of the mutual mechanical
operation, or influence of bodies upon it. (Lardner, 1840, pp. 2–3)

After having stated these two goals, Lardner complained that

In the course of instruction followed by the great mass of students in our universities, geom-
etry has been regarded almost exclusively as a system of intellectual gymnastics; while, on
the other hand, owing to the very stinted portion of instruction attainable by those who are
engaged in the useful arts, the science is with them almost degraded to a mass of rules,
without reasons, and dicta, the truth of which is expected to be received on the authority of
the writer, and of which the reader is not put in a condition to judge. (Lardner, 1840, p. 3)

Therefore, in his textbook, he uses a form of a (Socratic) dialogue between a
student (Henry) and the teacher (“Mr. L.,” with the capital “L” apparently, referring
to Lardner himself). Let us consider one of such dialogues devoted to the area of a
circle. It begins with the student’s questioning:

Henry (Student): […] How shall I compute the number of inches enclosed within the circle
when I know the length of its diameter?33

Mr. L. presents then a picture of a circle divided into 16 equal sectors while
mentioning that by further dividing the circle into many even smaller sectors the
arches will be made “exceedingly” short so that their curvature would not percep-
tible. The student says that in this case, the sectors would look as “narrow triangles.”
The conversation arrives then at the point at which the teacher mentions that the
space enclosed within the circle would be the same as within a rectangle formed
by the circumference (length) and the radius (height). Further, the teacher brings
even a more “evident” way of rearrangement cutting the two identical circles into
sectors-triangles and then putting them one against the other (Fig. 6).34

33 Lardner, 1835, p. 112.
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Fig. 6 Figures 104 and 105 from Lardner (1840), p. 101 originally published as Figs. 81–82 in
Lardner (1835), p. 114. The author states that the formula for the area of a circle can be “made still
more evident” with the help of this picture (1835, p. 113; 1840, pp. 100–101)

Fig. 7 Diagram 112 from Boryshkevich (1893), p. 68

A Russian textbook by Boryshkevich (?–1906) published in (1893), expressed a
similar idea of using “saw-teeth,” but this time with only one circle divided into 32
equal pieces; then from two half-circles, two “saws” with 16 teeth each were formed
to be rearranged into a “parallelogram,” see Fig. 7.35

The use of “rearrangement method” for the area of a circle was certainly a part of
the larger didactical agenda focusing on “visualization” of geometrical statements.
For instance, Max (Maximilian) Simon’s (1844–1918) book (1889) provided some
suggestions for teachers who intended to teach introductory geometry “intuitively.”
In the case of the area of the circle, he explains that one could imagine a circle divided
into many triangles with a common vertex in the center of the circle and the bases on

34 The regular polygon inscribed in the circle that Larnder used is rather unusual: it has 25 sides. It
thus differs from the polygons of all the other authors whose works we inspected. It is possible that
the division of the central angle into 25 equal parts was somehow related to the reform of measure
units that took place in France after the French Revolution of 1789; according to the new system,
the measure of the circumference equaled to 400°.
35 The diagram reproduced in Fig. 7 is not clear: while the circle is divided into 32 sectors, the
second (central) figure shows only 13 + 13 = 26 triangles, while the right figure (composed of the
upper and lower parts of the central diagram) contains only 24 triangles.
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Fig. 8 Simon (1889), p. 19, Fig. 31

the circumference, so all of them, when combined, would form one big triangle with
the base equal to the circumference and the height equal to the radius; see Fig. 8. So,
its area should be equal to area of the circle.

Interestingly, a similar description of the method can be found in the abovemen-
tioned modern book by Bryan and Sangwin (2008), although in a slightly different
manner: the authors subdivide the procedure into three “steps”: (1) the circle is
divided into 18 sectors; (2) the circle unfolds into a “teeth row” (making not very
obvious the curvilinear shape of the “base” of each “tooth”); and then (3) suggesting
a transformation of the “teeth row” into a set of triangles having equal bases and the
same height (their vertices are joined together thus forming a big isosceles triangle,
that is, a rectilinear figure). A warning accompanies this transition from a curvilinear
to a rectilinear shape; it says that the sectors are arranged “along a straight line”
whose length can be (when the number of sectors is large) “approximated very well
by the circumference of the circle” (p. 145) and the height is “practically” equal
to the radius of the circle, and, finally, that the “displacement of the apex of each
triangle does not alter the area” (ibid.). The reader is thus supposed to be convinced
that the circle was transformed into the large triangle, so the area of the circle equals
to the area of the triangle.

Following the same line of thought, P. Treutlein’s Intuitive Geometry (1911)
introduces the process of calculation of the area of a circle by means of an even
more sophisticated visualization passing through two consecutive transformations,
one based on the division of the circle into six pieces and on the rearrangement
(“gluing”) of three of them on top of three others. Then a second circle, identical with
the first one, would be divided into 12 pieces which would be similarly rearranged
into two groups of six pieces completing each other. The student then is asked to
make an observation concerning the differences between the surfaces of both shapes,
and, moreover, is asked what would happen if the number of pieces grows larger. So,
gradually the student would eventually come to the conclusion that the rearranged
shape would become a parallelogram with the base equal to circumference, and the
height, to the radius; see Fig. 9. All this serves to derive the formula for the area of
the circle using the student’s “imagination” (Treutlein, 1911; for a discussion, see
Fujita et al., 2004).

In England, a book on practical mathematics by Stern and Topham (1913) focused
on graphical and experimental processes in mathematics; the projected readership
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Fig. 9 Treutlein (1911), p. 186, Fig. 8636

was the militaries, but the book would also have been useful for more general audi-
ence. The authors called their method “approximate” (p. 70) while making reference
to an earlier work by Earl (1894) who also suggested dividing a circle into a large
number of equal sectors so that the obtained pieces, when put together, would form a
figurewhose area could be found approximately by treating it as a rectangle (Fig. 10).

As general introduction to his approach, Earl claimed that

Public Schools should not be devoted simply to instilling into boys a certain amount of
technical knowledge, but should rather train them to observe accurately, to reason rightly,
and to front nature with an open and inquiring mind (Earl, 1894, p. v).

In the US, also in attempt to help teaching practical mathematics, C.I. Palmer
(1871–1931) suggested in his Practical mathematics for home study (1919) a similar
approach to approximation of the area of the circle using its division into 16 pieces.
The illustration in his book reproduced below (Fig. 11) presents, however, a half of
a circle divided into 8 pieces.

The ideas of laboratory methods of studying geometry, popular in the first half of
the twentieth century, brought C.A. Willis (1869–?) to design an experiment-based
lesson to help students “discovering” this formula using a model that suggested
manipulations with sectors (1922, pp. 264–265); see Fig. 12. In his textbook, the
formulas for areas of plane figures were supposed to be obtained as results of “experi-
ments,” and the entire chapter 16 titled “Measurement of areas. Principles determined
experimentally” was devoted to manipulations with paper models of geometrical
figures.

The calculation of the area of a circle is preceded by a definition ofπ and a theorem
stating that “The value of π can be calculated with as close an approximation as
desired” (p. 249). His discussion of the matter reads as follows:

36 Note that in this diagram the lower part of the circle shows its division into six equal sectors,
while the upper part shows its further division into 12 sectors. Meanwhile, the results of the re-
composition of the sectors shown on the right side are inversed: the upper figure shows the result
of recombination of the six sectors, while the lower figure features 12 sectors.
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Fig. 10 Earl (1894), p. 89, Fig. 44

Fig. 11 Palmer (1919), p. 152, Fig. 90

356. Experiment V. The area of a circle.

Draw a circle about 4 inches in diameter and cut it out. Cut it on a diameter AB. Cut each
semicircle into the same number of equal sectors; say into 8 sectors. Place the sectors as
shown in Fig. 2. How may the resulting figure be made to approximate more and more
closely to a rectangle as in Fig. 3? What are the base and altitude of this rectangle? What is
therefore the area of a circle? (Willis, 1922, p. 264)
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Fig. 12 Figures 1–3 from Willis (1922), p. 26437

The diagrams provided by Willis are quite remarkable. Firstly, they do not show the
presumed division of the circle into 16 sectors, but into a larger number of sectors
only 8 of which are shown. Our exploration of the diagram suggests that the diagrams
shown in Fig. 12 represent a division of the circle into 32 sectors; this number is not
specified in the text. Secondly, and this is even more interesting, the figure obtained
as combination of sectors intowhich the circle is subdivided (“Fig. 2” of the diagram)
is designed according to some particular strategy: the sectors from the lower half of
the circle are coupled with the symmetric sectors from the upper half, for example,
sector 1 is coupled with sector 2, sector 3 with sector 4, and so on. Apparently, the
author of this diagram suggested that each sector from the upper half of part 1 is
to be paired up with the symmetric sector from the lower half, and this operation
should go from right to left to produce the couples placed in part 2 from left to right.
Thirdly, the object shown in “Fig. 2” of the diagram has straight lines as its upper and
lower sides, which is actually an approximation, since it is obtained as collection of
sectors. So, using these diagrams would require some additional mathematical and
didactical work from the teacher to avoid possible misconceptions.

Several Russian and Soviet authors used the method of rearrangement in the text-
books over the first half of the twentieth century often referring to Western sources
(e.g., Treutlein’s work which was translated into Russian). Some ideas of the above-
mentioned experimental approach could be found, for instance, in Zaitseva (1952).
On the one hand, the author used a diagram (Fig. 13) visually close to that used
by Earl (1894) (however, the number of sectors, 16, was different). On the other
hand, she suggested that students, after dividing a circle into 16 sectors, should have
cut them out and superpose one half of them over the other half to form a figure
resembling a parallelogram.

While visually convincing and eventually accessible to relatively young learners
(the textbook was supposed to be used in grade 5 of Soviet school, that is, by students

37 The lettering in Fig. 1 of the diagram contains a misprint: instead of number “6” the capital letter
“G” is written to mark a sector, while Fig. 2 shows the same sector correctly marked with digit “6”.
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Fig. 13 Diagram from Zaitseva (1952), p. 70, Fig. 14

of 12 years of age), the complexity of the model and especially its infinitesimal part
would have remainedobscure for them, unless someextra explanationswere provided
by teacher.

As Earl (1894), Zaitseva suggests dividing the circle into 16 equal sectors then
cutting them out and putting together as shown on the right picture to get “approxi-
mately a parallelogram”; its base will be half of circumference and its height will be
equal to radius; so the area of the circle is half of circumference multiplied by radius.

In another part of the world, namely, in Quebec, Canada, the authors of a 1966
secondary school textbook on “newmathematics” (MathématiquesNouvelles, Hamel
et al., 1966) also were seemingly inspired by the “teeth model.” On pages 203–204
of the textbook, we find first a regular hexagon divided into six triangles with the
common vertex in the center of the circle. At the next step, this hexagon (which can
be inscribed in a circle) is shown as decomposed into a chain of triangles; the area of
one such triangle multiplied by 6 would give the area of the hexagon (Fig. 14). Then
it is said that the same technique can be applied to a regular polygon with a very
large number of sides, so it would “practically coincide” (highlighted by us. - V.
F. & A.V.) with the circle. According to the authors, in the case of a circle, the base
of each “triangle” (interestingly, the illustration shows figures looking rather like
sectors) is “practically” a segment of a straight line and the height (of the triangles)
is “practically” the radius (Fig. 15). This leads to the formula for the area of the
circle.

Overall, in the 1950–60s, the bases of these “novel” approaches to initiation to
geometry in the middle grades (starting from the age of 12) have been discussed,

Fig. 14 Hamel et al. (1966), p. 203
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Fig. 15 Hamel et al. (1966), p. 204

according to Tessier and Beaugrand (1961) at the Congress of the International
Commission for Mathematics Instruction (ICMI) in 1958 where the appropriate
methods of teaching at entry level (first year of secondary school) where identified
as intuitive, experimental, and empirical, based on observation and investigation,
and providing an access to knowledge in a clear, direct, and immediate manner of
perceiving the truth intuitively (without using deductive reasoning). The learners’
access to rigorous modes of reasoning was therefore supposed to be based on exper-
iment, and they were supposed to discover by themselves new properties of already
familiar shapes as result of a process of active research (Tessier and Beaugrand
(1961), see the section titled Présentation). We consider this essence of didactical
genesis as representing an accumulation of the “innovative” elements of the didactical
knowledge produced over the 150 years of reforms.

Not surprisingly, in their textbook, the authors of the “innovative approach”
presented the familiar old rearrangement methods to introduce the area of the circle
by suggesting to decompose the circle into “a big number of sectors, or figures that
resemble to triangles” (the provided illustration shows 32 sectors) and then to operate
with triangles in order to calculate the area of a sector (as base times height divided
by 2 or, in other words, arc times radius divided by 2) which yields the area of the
circle as the area of one sector multiplied by the total number of sectors. It remains
however unclear why the formula of the area of the triangle can be applied to the area
of the sector, and, moreover, why this method is believed to be helpful for transition
to higher levels of rigor in later schooling?

This latter question can be considered fundamental in terms of the interplay
between mathematical, historical, and didactical aspects of the development of the
method as an artifact and its use to (presumably) support teaching and learning. In the
next section, we will look at modern development to confirm that the issue appears
to be well alive in twenty-first century’s mathematical working spaces.
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4 Looking into Modern Mathematical Working Spaces
Through the Lens of Historical, Didactical,
and Instrumental Genesis

From our genetic analysis of possible historical and didactical sources of rearrange-
ment method, we can track a variety of ideas that reflect nineteenth–early twentieth-
century innovations in teaching geometry by making it more visual, intuitive, and
experimental, and therefore accessible to all learners at their early steps in mathe-
matics. In particular, in Lardner’s and Boryshkevich’s textbooks, we find illustrations
of a circle divided into equal sectors that are then rearranged into a new shape that
“looks like” a parallelogram (or rectangle), eventually helping learner to visualize
the process like it was done by the abovementioned authors centuries before.

An intuitive approach (Anschauung) which became the focus of innovative
approaches at the end of the nineteenth–beginning of the twentieth centuries focused
on the perception of a student who imagines “what happens if” a circle is divided into
“many” sectors (considered as “triangles”) that could be rearranged in what would
look as a big “triangle” (Simon) or a “parallelogram” (Treutlein).

In the context of a practical (experimental) approach, the focus is put on approx-
imation as the main tool used to grasp the concept of area of the circle by the learner
(Earl; Stern and Topheim) who could also support her or his observation by phys-
ically manipulating with pieces of paper (like in Palmer, Willis, and Zaitseva); the
latter approach was related to the idea of mathematical laboratory popular in the
didactics of the first decades of the twentieth century.

All three approaches are apparently being used in the design of modern middle
school geometry lessons which we will examine in the next section.

4.1 Rearrangement of the Circle in Modern Middle School
Geometry Lessons: Possible Teaching Scenarios
and Didactical Challenges

The approach based on the rearrangement of sectors apparently remains very attrac-
tive to the authors of geometry textbooks even nowadays, as we mentioned in the
introductory section of our chapter (Larson et al., 2007; see Fig. 1).

In their quest for justification of the formula of the area of the circle, similar to
the “approximate method” used in the textbooks of the late nineteenth and early
twentieth centuries discussed above (e.g., Earl, 1894), the authors suggest an inves-
tigation based on the idea of dividing a circle into sectors, cutting them out and
rearranging them into a new shape (“resembling a parallelogram”), and then ask the
students to “write an expression” to calculate its area (using the radius of circle as the
“approximate height of parallelogram.”) Finally, students are asked to connect their
“expression” to the area of the circle (eventually using the formula as “justification”
of the theorem stating the mathematical expression for the area of a circle). However,
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the “task” does not provide any reference to the possibility of making the number
of sectors grow indefinitely thus entirely omitting the infinitesimal part of the proof.
Another difference with earlier textbooks is that the figure itself does not present a
division of a circle into equal parts (sectors), for example, the circle in the left part
of Fig. 1 looks like an orange sliced into pieces that do not look “congruent,” while
on the right side they, surprisingly, have the same size and shape. Again, in the case
of Willis’s (1922) scenario, some extra work from teacher would be needed to help
students to grasp the subtlety of the process of “division” and “approximation.”

In a popular in the North America manual for (pre- and in-service) teachers which
claims that teaching should be done developmentally (Van de Walle et al., 2020), it
is suggested to challenge students to “figure out the area formula for circles on their
own.” Teachers are, however, advised to give a “hint” by showing the students how
to “cut a circle apart into sectors and rearrange them to look like a parallelogram ”
(ibid., p. 530). According to the authors, the process of approximation (ibid., p. 530,
Fig. 18.19) unfolds in three steps: (1) dividing a circle into 8 equal sectors and
rearranging them a “near parallelogram”; (2) doing the same with 24 sectors (“even
closer to a parallelogram”); (3) as the number of sectors grows, the figure “becomes
closer and closer to a rectangle (a special parallelogram)”. Here, the issue that draws
our attention is that no mechanism is suggested to make students think about the
reason why the fact of being “closer and closer to a rectangle” ensures the equality
of areas (in other words, what justifies the transition from “being close” to “being
equal”).

Anothermanual for teachers’ preparation (tomake them think, as the authors state)
by Brumbaugh et al. (2006) along with the method of “squares counting” suggests an
activity of “cutting a circle” into “several pie-shaped wedges” (the authors suggest,
as example, that wedges should have the central angle of 30°, that is, the circle is
supposed to be cut into 12wedges), then getting it “unrolled” and “interlaced” to have
a shape which “approximates a parallelogram” (ibid., p. 187, Fig. 9.13). Again, the
authors only mention that, presumably, an exploration of this fact (“approximating
a parallelogram”) would “lead to the area of the circle” (that is, the area as obtained
by multiplying half of the circumference by the radius, idem.). The question of why
one fact “leads” to the other seems to remain open (or even not formulated).

Finally, Small (2018, p. 167) provides an example of dividing a circle intomultiple
parts (“like pieces of a pie”) to help students to see that the parts can be re-united to
form a parallelogram. Her illustration (p. 167) shows first a circle divided into eight
pieces and a rearranged shape (“parallelogram”), to finally come back to a circle (as
a whole) whose area will be “equal” to Pi× radius× radius. Interestingly, the author
does not mention approximation but puts straightly an equality sign for the area of
the “parallelogram” (which is still curvilinear on the illustration) to claim that it is
equal to the area of the circle.

A large number of similar approaches can be found in online resources available
to teachers and learners nowadays. For instance, the method of calculation of the area
of a circle based on the procedure of division of circle into sectors can be found on
the official website of the National Council of Teachers of Mathematics suggesting a
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Fig. 16 Picture from the
NCTM website (accessed on
November 01, 2020)

Fig. 17 Picture from the NCTM website (accessed on November 1, 2020)

number of said-to-be-high-quality resources.38 The teaching scenario for “measuring
circles” begins with students working in pairs or small groups; they would “cut the
circle from the sheet and divide it into four wedges.” The next step would be to ask
the students to rearrange the wedges in the way shown in Fig. 16 (this configuration
looks similar to Treutlein’s, but contains only four pieces).

The authors suggest highlighting different parts of the circle (its radius and circum-
ference) with a color. Then the authors argue that this shape would not be recognized
by students as something familiar to them. Hence, the next step would be a further
division of each wedge into two thinner wedges so that there would be eight wedges;
the students have to continue the process to get 16 wedges and to finally produce a
shape shown in Fig. 17 (similar to what we had in the above-cited examples, such as
Larson et al. (2007), and in earlier sources).

This work, facilitated by the teacher’s discussion eventually helping the students,
would lead them to identify the shape resembling a parallelogram,which, when being
“continually divided, […] will more closely resemble a rectangle.”

Another step in the investigation (i.e., the further division of the wedges) would
presumably lead the students to the conclusion that the length of the rectangle is
equal to half the circumference of the circle, or πr. Additionally, students should
recognize that the height of this rectangle is equal to the radius of the circle, r. And,
similar to the previous examples, students would “try and generate a formula for
area of this new rectangle formed by the pieces of the circle.” Considering the area
of this rectangle being equal to πr × r = πr2,39 and knowing that “this rectangle is

38 https://www.nctm.org/Classroom-Resources/ARCs/Measures-of-Circles/Circles-Lesson-2/.
39 Interestingly enough, at the moment when we visited the official site of NCTM, it contained a
misprint at this crucial point: instead of πr × r = πr2 it was typed “πr × r = πr2.”

https://www.nctm.org/Classroom-Resources/ARCs/Measures-of-Circles/Circles-Lesson-2/
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Fig. 18 Picture from the NCTM website (accessed on November 1, 2020)

equal in area to the original circle, this activity gives the area formula for a circle:
A = πr2”

The provided figure (Fig. 18) indicates dimensions of the shape to addmore clarity
to this conclusion (similar to Zaitseva’s figure).

The final suggestion is to “have a class discussion with students explaining that
total area is almost always an approximation.”40

Again, as in previous examples, we can see the division of the circle into 16
pieces (yet, the authors encourage students into further exploration of situations with
increasing numbers of pieces by saying that the process can be continued). The
authors of this procedure also keep the idea of cutting out pieces of the circle and
rearranging them into “parallelogram”; they also mention that the further division
would transform the “parallelogram” into a “rectangle” without any specific sugges-
tions of how to interpret and explain such transformation, again leaving it to the
teacher’s didactical orchestration (Drijvers, 2012). The website of NCTM does not
mention any rationale of this method to explain why this activity is supposed to be
relevant to teaching and learning mathematics in middle school.

4.2 Novel Approaches to Area Investigation Using Dynamic
Digital Tools

The development of digital tools to support teaching and learning geometry in the late
twentieth–early twenty-first centuries has brought novel didactical dimensions and
tools thatmight be used by teachers. For instance, theCanadianwebsite LearnAlberta
provides an interactive animation which allows to increase the number of sectors
(using a slider), so their rearrangement rapidly approaches the shape of a rectangle
(see LearnAlberta.ca). Figures 19 and 20 show the division of the circle into 8 and
16 sectors.

40 The exact meaning of this statement remains unknown. Does it refer to the area of a circle or to
the area of any geometrical figure?

https://www.learnalberta.ca/


388 V. Freiman and A. Volkov

Fig. 19 LearnAlberta webpage, n = 8

Fig. 20 LearnAlberta webpage, n = 16
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Fig. 21 LearnAlberta webpage, n = 300

The maximal possible number of sectors is 300, and when this number is reached,
the figure composed of the sectors looks like a rectangle with the sides C/2 and r
(Fig. 21).

The applet is accompanied by the following explanations:

The area of the interior of a rectangle is the product of the length of the rectangle (l) and the
width of the rectangle (w) [A = lw].

When the number of sectors is large:

– the width of the rectangle (w) is approximated by the radius of the circle (r);

– the length of the rectangle (l) is approximated by half the circumference of the circle
(πr).

This explanation is somewhat problematic. Firstly, at no step the figure obtained as
rearrangement of sectors becomes “rectangle,” so the figure referred to as “rectangle”
is actually not a rectangle. Secondly, if l is used to note the length of a rectangle, say,
drawn to approximate the “waved” figure, andw is used for itswidth, the relationships
between these magnitudes and the half of circumference and radius are not very
clear, for example, what can be l and w in Fig. 19? Thirdly, it is not very clear
why the approximations suggested by the authors are valid. Again, as in above-cited
textbooks, much of the work dealing with this complexity is left to the teacher.

Numerous interactive applets (like the one created using GeoGebra’s affordances,
see Fig. 22) allow for some more sophisticated exploration using several sliders to
arrive at similar conjectures concerning the formula of area of the circle.

It can be argued that these and other similar recent computer-aided approaches to
the introduction of the formula of area of the circle are largely based on the methods
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Fig. 22 GeoGebra applet for exploring the formula of area of the circle, Authored by Ooi Soo
Huat. (available at https://www.geogebra.org/m/AADN5Ruq, visited on October 24, 2021)

of teaching already found in the mathematics textbooks compiled in the twentieth
century or even earlier. In other words, the creators of the mentioned software tools
developed their programs to “animate” the procedures that had been found in earlier
textbooks, and by doing so, to transform them, presumably, into more dynamic and
interactiveMWS, and, eventually, to make themmore attractive and accessible to the
learners. However, this transformation (from traditional “paper-and-pencil” methods
to novel ones, based on digital tools) when carried out without a substantial historical
analysis of the method, especially in regard to its epistemological complexity and
didactical implications, could lead to limited conceptual understanding by students.
One can question whether the application of software aiming at visualization of
infinitesimal procedures can indeed enhance the ability of the learner to understand
the rationale of the derivation of the formal expression for the area; this question will
immediately lead to an even larger question concerning the application of computer-
generated simulations in teaching mathematics (in particular, geometry).

4.3 Discussion and Conclusions

In our paper,we tried to track back the history of introduction of the “matching sectors
method” (or “rearrangement method”) recently used to justify the formula for the
area of a circle in school curricula and resources (printed and available online). It
appears plausible to conjecture that this method was originally used by professional
mathematicians of Antiquity and Middle Ages in the West,41 and only later it was
borrowed by mathematics educators and placed into school textbooks and lessons as
result of didactical transposition from “knowledge to be used” to “knowledge to be
taught and learned” (Chevallard, 1985; Kang & Kilpatrick, 1992). In the case of the
area of a circle, the earliest sources for “rearrangement method” that we were able

41 The original version of this chapter included a discussion of the similar methods found in Chinese
and Japanese mathematical treatises; it was removed as not directly related to the topic discussed
in the present chapter. We plan to return to the collected materials in a future publication.

https://www.geogebra.org/m/AADN5Ruq
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to identify in the Western textbooks were produced in the first half of the nineteenth
century (e.g., Lardner, 1835, 1840). What were the particular reasons for the use of
this archaic method for instruction in the nineteenth and especially in the twentieth
century? Was it grounded in some pedagogical or didactical traditions or was it a
result of innovative efforts to improve teaching and learning comparable to other
newly introduced methods?

It remains equally unclear fromwhere did themethod of “matching sectors” come
to themodern school textbooks.Whywas it perceived as an especially “efficient” tool
for teaching? Was it because Archimedes’ “exhaustion method” involved sophisti-
cated reasoning and thus was considered difficult for beginners, while the method of
“matching sectors” used in textbooks may have seemed more didactically attractive
since the procedure of “matching” the sectors looked easy to understand for even
relatively young learners? This simplicity, along with visual and dynamic nature of
rearrangements, apparently seemed to the modern educators to be the best way to
construct lessons which are hands-on, practical, investigative, and providing students
with initial intuition that could lead to more complex mathematical concepts.

In this chapter, we only briefly discussed possible historical roots of “rearrange-
ment method” while mentioning some mathematical works authored by European
scientists (Cusanus, da Vinci, Kepler), among others. We used mainly the primary
sources cited in modern literature, and used secondary works, such as Baron’s book
on the history of calculus and Beckmann’s History of Pi,42 as well as in online
resources (e.g., the Cut-the-Knot educational website created by Alexander Bogo-
molny).43 A more detailed historico-didactical and genetic analysis of the process of
calculation of the area of a circle mainly based on primary sources will be published
elsewhere.

The problem of calculation of the area of a circle solved by mathematicians
of the past was of a particular nature; in certain cases, they arguably dealt with
it when focused on some specific problems as, for instance, the quadrature of the
circle (Cusanus) or calculation of the volumes of the wine barrels (Kepler). Yet,
when one turns to the process of transmission of scientific (in this particular case,
mathematical) knowledge featured in the textbooks specifically designed for learning
such as Clairaut’s Elements of 1741 (1830)44 or, later, the geometry textbooks of the
nineteenth and twentieth centuries, then the task of transmission of theoretical and
practical knowledge became essentially a didactical issue, and new considerations
took place.

In the case of the area of the circle, the epistemic issue of dealing with infinity
interacted with the need for visualization (in particular, using diagrams in textbooks),
induction (based on intuitive approach to infinitely small and large entities), and
approximation (dictated by practical considerations). In particular, we found two

42 Although several authors cite Beckmann’s work, especially the paragraphs concerning the proce-
dures of calculation of the area of a circle, we find that certain parts of the book are not sufficiently
elaborated and reliable.
43 http://cut-the-knot.org/.
44 On Clairaut’s didactical ideas see, for example, Sander (1982) and Glaeser (1983).

http://cut-the-knot.org/
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different interpretations of the “making of a circumference a piece of straight line”
(with the length equal to the circumference): one related to the category of methods
based on the idea of “unfolding a circle” (with sectors becoming “teeth-like” row, as,
for example, in the diagram constructed by Casselman, 2012 or in the one found in
Beckmann, 1976 (Fig. 2)); the other is more like “cutting out the sectors of a circle”
(each sector is to be moved and rearranged), when even the notion of “being equal”
seems to be sacrificed to the goal of making a new arrangement of parts fitting into
a rectangular shape (like in Lardner, 1835 and Willis, 1922).

We argue that the division of a circle into a number of equal sectors and their
further rearrangement thus producing “teeth-like” diagrams in school textbooks was
done mainly for the sake of visualization, even though minor differences between
variants of this procedure can be identified. There is an aspect that needs deeper
reflection as far as the “visual” part of the process is concerned: it is related to the
number of sectors into which the circle is dissected. More specifically, there are two
patterns that can be identified, the first one is based on a regular hexagon inscribed
in the circle and then having its sides doubled (6–12–24…), the second one features
powers of 2 (4–8–16…) and is apparently based on a square inscribed in the circle
and then having its sides doubled. Both visual representations serve to convince the
reader (learner) that the area of a given circle can indeed be calculated in the same
way as the areas of all other circles, via an approximation by the polygons.

At some point, the circle itself is considered (or should one say “defined”?) as
a polygon with an infinite number of sides. Then comes a “rearrangement part”
arguably based on the assumption that the operations of division, decomposition, and
re-composition of a shape do not change its area; several models that we investigated
above reflect this dynamic process. Then comes even more complex (and compli-
cated) issue which remains mathematically and didactically challenging: How to
deal with the infinity? Some sources we analyzed provide a rather static explanation
(providing a “sufficiently large” number of sectors) saying that the new shape “looks
like” a triangle, or a rectangle, or a parallelogram. Others add the word “approxi-
mately” to this visualization. Finally, a number of authors bring dynamic aspects in
the process, explicitly or implicitly, pointing at a possibility to increase the number
of sectors and, consequentially, to make it intuitively clear that the area of the rear-
ranged shape of the circle becomes (approximately) equal to that of a triangle, or a
rectangle, or a parallelogram for which it is known how to calculate the area.

This “knowing” (most often coming from the previously proved formula for the
circumference) allows for further manipulations with the formulas for the area of
a triangle (or rectangle, or parallelogram) and, finally, for advancing conjectures
concerning the formula of the area of the circle.

Considering geometry as a complex activity embracing various processes of inter-
action between practical knowledge (measuring) and its theoretical codification (e.g.,
the Euclidean deductive system used for proving), we are inclined to see in the use of
this “rearrangement” method an attempt to introduce a twofold procedure explaining
to the learners how to calculate the area of a circle and, at the same time, offering a
plausible reasoning strategy explainingwhy this formula works.While considering it
as “instrumental activity” (implying both signs and tools) from its very beginnings,
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Richard et al. (2019, p. 143) reflect on the complexity of distinguishing between
mathematics as a science and mathematical thought in the context of a particular
situation/task/activity. The authors further refer to Kuzniak and Richard’s (2014)
definition of mathematical work as a “progressively constructed process of bridging
the epistemological and the cognitive aspects in accordancewith three yet intertwined
genetic developments as the semiotic, instrumental and discursive geneses” to intro-
duce their model of MWS allowing to “report on mathematical activity, potential or
real, during problem solving or mathematical tasks” (Richard et al., 2019, p. 144).

From the historico-didactical perspective, it appears to be difficult, or even impos-
sible, to make direct connections between the mathematicians’ work prior to eigh-
teenth century and didactical innovations of the later period; however, some of the
issues that they were dealing with certainly merit attentive look of modern educators.
For instance, the idea of da Vinci of separating “the angles of the sectors from each
other in such a way that the space between the vertices of these angles become equal
to flattened bases of the sectors” (Ravaisson-Mollien 1888, Ms E, folios 24r-26v)
might be resonating with that of transforming rearranged sectors into configurations
where sectors (approximately) become triangles, and, when put together, form recti-
linear shapes (triangles, rectangles, or parallelograms). The idea of Cusanus that the
area of the circle may be found by the same means as that employed for any other
polygon, that is, by dividing it up into a number (in this case, an infinite number)
of triangles (Boyer), is also fruitful in terms of the treatment of “teeth-like” repre-
sentations in later (modern) sources.45 Kepler’s work, besides following Cusanus’
method of “indivisibles,” provides an insight into the procedure that points at the
approximation as a way of approaching the circle by polygons with a large (even
infinite) number of sides.

In our study, we found that the modern authors (e.g., Boyer, Baron, Beckmann)
seem to add details whichwere not found in the citedworks. Indeed, neither Cusanus,
nor Kepler explicitly discussed the “rearrangement” of sectors. Moreover, despite
a seeming similarity of the way in which the rearrangement method was described
in the nineteenth–early twentieth-century sources that we analyzed in this chapter,
we noticed some substantial differences in representations that need to be reflected
upon from the “teaching and learning” perspective. While the idea of dividing the
circle into sectors is present in all models, there are differences in terms of the
number of pieces, as well as in their pictorial representations. Some authors provided
illustration of the whole circle divided into equal sectors (e.g., Boryshkevich, 1893;
Earl, 1894). Others presented a division of a half of a circle (Palmer, 1919) or showed
a part of the sectors (Willis, 1922). One model (Henrici & Treutlein, 1897) shows
division of one half of a circle into three sectors and the other half into six sectors.
When representing the result of a rearrangement, some authors show the final result
of one transformation (Earl, 1894; Hall & Stevens, 1921; Palmer, 1919), or even
leave the “matching” incomplete (like in Lardner, 1835, 1840), where two rows
of “teeth” are getting close to each other but not yet stuck together (similar to the

45 For discussions of Cusanus’ quadrature, see Uebinger 1985, 1896, 1897, Wertz 2001, Nicolle
1996; 2001; 2020.
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middle configuration in Boryshkevich’s drawing). Other authors might show two
consecutive transformations (like Treutlein’s model with three and six pieces, or
Willis’s showing a part of sectors put together and a plain rectangle) or even three
(similar to Boryshkevich). This variety of the representations of the one and the same
model might have had an impact on its use (in terms of instrumentation) which also
needs a deeper investigation.

Finally, the development of recent didactical models, especially employing the
dynamic aspects of new digital technology (e.g., dynamic geometry) adds more
complexity to the existingMWSwhile pointing at the fertility of genetic investigation
of their historical and didactical antecedents.
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Implementing STEM Projects Through
the EDP to Learn Mathematics: The
Importance of Teachers’ Specialization
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1 Introduction

In the last two decades, the European Union (EU) has increasingly encouraged the
training of competent citizens for meeting the demands of a progressively techno-
logical society (European Union Council, 2018). The idea of developing students’
competences and stimulating them to study and work in STEM-related fields to
form a solid society has also been supported by national governments (Niss et al.,
2017). An effort to diversify STEM-related careers has also proliferated recently
after detecting an under-representation in certain sectors of the population, such as
women (Eurostat, 2018). It is, however, questionable whether these objectives are
being accomplished. International reports, like the Programme for the International
Student Assessment (PISA; OECD, 2019), point out that many 15-year-old students
across countries do not achieve the minimum required level of mathematics and
science competency. Although in the EU there is a growing number of STEM gradu-
ates (Eurostat, 2018), this rate is smaller than the one raised in countries like theUSA,
Russia, and Canada (Watson & Munkoe, 2019). Similarly, the number of graduated
females in STEM-related fields still remains under-represented in the EU (Eurostat,
2018).
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As a consequence of the above priorities, researchers have approached the inte-
gration of content by combining different disciplines. Technology has been incor-
porated into the learning of mathematics through innovative technological devices
and software (Cullen et al., 2020). The creation of tools like GeoGebra has certainly
helped to acquire mathematical knowledge that was difficult to gain through the
traditional approach (Prodromou, 2014). Similarly, researchers have promoted the
connection between science andmathematics (Maass et al., 2019a; Potari et al., 2016;
Triantafillou et al., 2021) by a number of European initiatives (e.g.,Mascil, PRIMAS,
and Fibonacci). The incorporation of engineering into the science, technology, and
mathematics disciplines has also been considered, completing the acronym STEM
(Diego-Mantecón et al., 2019; English, 2016, 2020).

STEM education usually employs engineering as a context to integrate the three
remaining disciplines (Moore et al., 2014; Thibaut et al., 2018b). This has often led
teachers to adopt the engineering design process (EDP) for implementing STEM
projects. The EDP is thus used as a way to teach mathematics in a contextualized
manner (English & King, 2019; Fidai et al., 2020; Margot & Kettler, 2019). Some
authors have questioned this approach for its difficulty to raise mathematics (Lasa
et al., 2020; Ubuz, 2020). The present study aims to verify teachers’ capacities to
explore and promote mathematical content within this approach. The EDP requires
teachers to integrate content in which they are not experts. In particular, we will
analyse the mathematics school content addressed by technology and mathematics
Spanish teachers (out-of-field and in-field, respectively) when implementing STEM
projects.

2 Teaching Mathematics Through Technology

Technology is traditionally viewed as a tool for teaching mathematics. Most official
curricula and textbooks incorporate technological devices and software to work out
mathematics tasks. Researchers worldwide also recommend technology to support
instruction (e.g., Blanco et al., 2019a; Borba et al., 2016, 2017; Fabian et al., 2018;
Kovács et al., 2020; Lavicza et al., 2020; Prodromou & Lavicza, 2017). The use of
technology in mathematics education has quickly evolved; not just calculators but
also computer laboratories, mobile technologies, and Massive Open Online Courses
(MOOCs) are nowadays available (Borba et al., 2016, 2017). There seem to be
three main ways in which technology is employed in mathematics classrooms: (1)
as a tool for delivering content; (2) as a supply for facilitating analyses, proofs, and
conjectures; and (3) as a tutor for receiving feedback. Although, in general, these
threeways of learning seem to contribute positively tomathematics learning, research
arises contradictory conclusions.

(1) The use of technology for delivering content through tablets or laptopsmay not
have a significant impact on learning mathematics. One-child-one-device does not
necessarily ensure meaningful learning (Dubé et al., 2019; Hall et al., 2021), espe-
ciallywhen the purpose of using devices is to simply replace the traditional resources.
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(2) The employment of technology to encourage cognitive aspects of learning also
generates contrary outcomes. Prodromou (2014) suggests that technology facilitates
the visualization processes to learn concepts. Zulnaidi andZamri (2017) found a posi-
tive relationship between using GeoGebra and understating conceptual and proce-
dural knowledge. In contrast, Wijers et al. (2010) conclude that digital games do not
always report positive impacts on mathematics knowledge. (3) Intelligent tutoring
systems have also reported different findings (El-Khoury et al., 2005; Pai et al., 2021;
Richard et al., 2011). While some authors found intelligent tutoring systems suit-
able to apply mathematical concepts and to develop problem-solving skills (Dašić
et al., 2016), others did not identify significant differences in achievement between
students utilizing a tutoring system and the ones following the traditional approach
(Pai et al., 2021).

Some of the discrepancies identified above may be explained by issues associated
just with the integration of technology in the classroom. Implementing technology
implies overcoming key challenges related to pedagogical, technical, and organiza-
tional aspects (Borba et al., 2016). Still, many teachers have not even attempted to
use technology because of factors concerning resistance to change and precedents of
previous failed initiatives (Diego-Mantecón, 2020; Lavicza et al., 2020; Vinnervik,
2020). Moore et al. (2014) talk of the need of setting a context where technology
naturally incorporates and applies mathematics. They, for instance, highlight the
importance of using engineering design for employing technology and applying
mathematics and/or science in meaningful learning.

3 STEM Projects and the Engineering Design Process
for Learning Mathematics

In response to the European priorities, STEM education is becoming more impor-
tant in the current educational systems (Diego-Mantecón et al., 2021; Maass et al.,
2019b; Thibaut et al., 2018a, b, 2019). Authors have conceptualized STEM under
slightly different approaches (English, 2016; Kelley & Knowles, 2016; Martín-Páez
et al., 2019; Toma & García-Carmona, 2021). These approaches are characterized
by various forms of boundary-crossing among the four STEM disciplines (English,
2016, 2020; Kelley &Knowles, 2016; Maass et al., 2019b; Martín-Páez et al., 2019),
and even in relation to Art in the so-called STEAM education (Diego-Mantecón
et al., 2021; Herro et al., 2019; Mohd-Hawari & Mohd-Noor, 2020; Quigley &
Herro, 2016). English (2016) distinguishes three ways of integrating disciplines:
multidisciplinary, interdisciplinary, and transdisciplinary. The first implies teaching
concepts and skills separately in each discipline but within a common theme. The
second entails teaching concepts and skills from two or more disciplines aiming to
narrow knowledge down. The third relates to applying knowledge and skills from
various disciplines to solve real-world problems shaping the learning experience.
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To implement STEM education, several authors propose contexts or processes
where usually one discipline is emphasized over the others (Martín-Páez et al., 2019;
Thibaut et al., 2018a, b for a review). One of these processes takes engineering
like a context and promotes technology and mathematics in similar ways; this is
the so-called engineering design (Diego-Mantecón et al., 2019; English & King,
2019; English et al., 2017; Li et al., 2019). The engineering design process (EDP)
often comprises the following steps: ‘problem scoping’, ‘idea creation’, ‘designing
and constructing’, ‘assessing design’, and ‘redesigning and reconstructing’ (English
et al., 2017). Problem scoping seeks understanding problem boundaries by clari-
fying the goal and identifying constraints. Idea creation implies developing a plan
to approach the problem, which includes formulating questions, sharing ideas, and
developing strategies. Designing and constructing encompasses sketching designs,
interpreting them, predicting possible outcomes, and transforming them into models.
Assessing design involves checking constraints, testing models, and verifying the
accomplishment of objectives. Finally, the redesigning and reconstructing step entails
reviewing initial designs and sketching new ones for refining the model.

Several researchers view the EDP as a way to apply mathematics and technology
in a creative and innovativemanner (Akgun, 2013; English&King, 2019; Fidai et al.,
2020; Margot & Kettler, 2019; Quigley & Herro, 2016). Others suggest, however,
that this process does not necessarily require a deep mathematics focus. Lasa et al.
(2020) claim, for instance, that mathematical content in engineering-orientated activ-
ities is often basic and utilitarian, and involves mainly geometry and measurement.
Concerning technology, some researchers consider it as a tool to create, activate, and
test engineering artefacts (Akgun, 2013), while others point out that technology is
often under-represented in STEM education (English, 2016).

4 Design and Implementation of STEM Activities
in Secondary Education

The design and implementation of STEM experiences seem to be affected by
teachers’ specialization and thus their understanding of the discipline. Inmany educa-
tional systems, primary school teachers are responsible for instructing most subjects,
while high school teachers are characterized by being subject-specific. In Spain, the
latter holds a bachelor’s degree and a subject-specific master in teacher training.
Toma and García-Carmona (2021) suggest that this training is contrary to STEM
education and thus to the integrated approach. An integrated approach requires a
solid conceptual, procedural, and epistemological knowledge on various disciplines.
Many authors criticize the lack of content and pedagogical knowledge of high school
teachers to integrate disciplines (Domènech-Casal et al., 2019; Frykholm&Glasson,
2005; Toma & García-Carmona, 2021), and teachers have reported to feel uncon-
fident when designing and implementing STEM activities (Frykholm & Glasson,
2005).
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According toDavis et al. (2019) andTriantafillou et al. (2021), the epistemological
ground that teachers adopt when implementing an activity significantly affect the
way it is elaborated and the concepts that students learn from it. During the STEM
activities instruction, mathematics and science teachers put different emphasis on
the concepts and properties used to explain the same topic (Potari et al., 2016). Vale
et al. (2020) reveal that Australian mathematics and science teachers do not have
the same beliefs about these two disciplines, and the way these should be taught.
Epistemological differences are even explicit in trainers when guiding teachers into
the design of integrated activities (Triantafillou et al., 2021). In this sense, Davis
et al. (2019) claim the need of instructing teachers on approaching STEM concepts
from various epistemological orientations (or ways of knowing).

To facilitate STEM implementation, researchers suggest setting real contexts from
which to naturally integrate content (Frykholm & Glasson, 2005; Potari et al., 2016;
Triantafillou et al., 2021). Nevertheless, framing experiences in real contexts does not
imply promoting high content integration (Domènech-Casal et al., 2019), and authors
often advocate for using design-based processes (Burghardt&Hacker, 2004; English,
2019). Design processes, commonly used in the technology subject, are often applied
by a trial-and-error approach that does not always foster conceptual understanding
(Burghardt &Hacker, 2004). To increase discipline integration, teacher collaboration
has also been promoted (El-Deghaidy et al., 2017;Nelson&Slavit, 2007; Potari et al.,
2016; Triantafillou et al., 2021). Potari et al. (2016) reveal that the collaborative work
between science and mathematics teachers allowed for a deep content integration
and contextualization. Similarly, teachers’ interactions help to better explore the
relationships across subjects, often overlooked in fragmented approaches (Nelson &
Slavit, 2007).Although teachers are aware of the importance of collaborating, several
studies highlight the difficulty of establishing connection between peers (Al Salami
et al., 2017; Potari et al., 2016; Thibaut et al., 2018b; Triantafillou et al., 2021). In
this regard, Frykholm and Glasson (2005) state that willingness to share classroom
experiences facilitates collaboration. Nelson and Svait (2007) and Triantafillou et al.
(2021) highlight also the necessity of establishing a sense of community between
teachers. Trainers should participate in this community to support teachers in the
activity design (Triantafillou et al., 2021).

5 The Study

This study seeks to assess the design and implementation of STEM projects through
the EDP to learnmathematics.We analyse how technology andmathematics teachers
(out-of-field and in-field, respectively) address high-school mathematics content
in STEM projects elaborated through the EDP. We thus formulate the following
question: Does teachers’ specialization affect the way in which STEM projects
are executed through the EDP to learn mathematics? For tackling this question,
we call on high school teachers willing to implement STEM projects with an
engineering-oriented focus.
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5.1 Sample

Five Spanish teachers were selected for this study from an initiative run by the
Open STEAM Group (https://www.opensteamgroup.unican.es/). The five teachers
were selected, from a total of 54, because they implemented STEM projects within
the engineering design process, where mathematics and technology were somehow
applied. Two of the teachers were specialized in mathematics, holding a pure mathe-
matics bachelor’s degree (in-field). The other three were qualified in technology with
engineering bachelor’s degrees; they thus taught mathematics without having such
specialization (out-of-field). The five teachers executed a total of ten STEM projects.

The teachers had more than 15 years of experience instructing technology,
computer, ormathematics subjects in state and state-subsidised Spanish high schools.
The teachers did not have formal training nor background experience in STEMeduca-
tion. About 30 students were involved in the initiative, beginning at the age of 14–15.
These students followed the regular Spanish curriculum including mathematics and
technology subjects. The mathematics subject embraces numbers and algebra, func-
tions, geometry, and statistics and probability. The technology subject comprises
information and communication technologies, domestic installations, electronics,
control and robotics, pneumatic and hydraulic, and technology and society.

5.2 Guidelines for Project Development

The in-field and out-of-field mathematics teachers implemented the STEM projects
in their classroomswith groups of 4–5 students, through the EDP and using the KIKS
format (Blanco et al., 2019b; Diego-Mantecón et al., 2021; Ortiz-Laso, 2020). The
KIKS (Kids Inspire Kids for STEAM) format goes beyond project-based learning,
actively involving students and teachers in dissemination actions worldwide. To
deliver their outcomes, students produce a video and a text report in English. The
videos aim to provide quick overviews about the project, the constructed artefacts,
and their functioning. The report addresses in-depth information about the analytical
processes. Projects are presented in different formats (online and face-to-face) and
events (e.g., conferences and outreach activities) to a variety of audiences. In this
study, students developed several projects for a period of at least two years. These
projects were designed by their teachers or by experts of the Open STEAM Group.

5.3 Data Analysis

Toanalyse themathematical content addressed in the elaborated projects,we assessed
the text documents and videos produced by the students. The mathematical content
was classified according to the following blocks: ‘numbers’, ‘algebra’, ‘geometry’,

https://www.opensteamgroup.unican.es/
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‘functions’, ‘statistics’, and ‘probability’. The three authors of this chapter indepen-
dently classified themathematical content, to be compared later. To gain precise infor-
mation about how mathematics was used in the projects, teachers’ semi-structured
interviews and observations were also conducted. We identified whether the teachers
promoted solutions by intuition instead of a planned approach (Lin & Williams,
2017), whether they endorsed inquiry processes through questioning strategies
(Bruce-Davis et al., 2014), and challenged students to think deeply about concepts
and ideas to foster skills like abstracting, analysing, applying, formulating, and inter-
preting (Herro et al., 2019). All the interviews were audio-recorded and transcribed.
The raw data was entered into a text document and analysed by identifying key
statements and associating patterns.

6 Results

As shown in Table 1, most of the projects included geometry and algebra content.
Only two of them included statistics, probability, and/or numbers. A preliminary
analysis suggested that technology teachers tended to use algebra, whilemathematics
teachers usually applied geometry content.

The technology teachers introduced algebra for designing circuits, covered in
the electronic block of the technology curriculum (Boolean algebra). To design the
pieces composing the artefacts, measurement and geometry content from the mathe-
matics curriculum was applied. For example, students quantified lengths and angles,
employing instruments such as rule, triangle, protractor, and compass. They also
required basic geometry concepts as perpendicular and parallel lines and drew the
nets of different 3D shapes such as prisms and cylinders.

Table 1 STEM project categorization

Project name Maths curricular content
emphasized

Subject of implementation

Star Wars Robot Algebra, Geometry Technology

Simon Says Algebra, Geometry Technology

Lights of Buildings Algebra, Geometry Maths

UV Light in Rudimentary Health
Care Centres

Algebra, Geometry Maths

Rubik’s Cube Geometry, Probability Maths

Vehicle Avoiding Obstacles Algebra, Geometry Technology

Solar cars Algebra, Geometry Technology

Astrolabe Geometry, Statistics,
Numbers

Maths

Hothousing Gardens Algebra, Geometry Technology

Wireless Telegraph Algebra Technology



406 J.-M. Diego-Mantecón et al.

The mathematics teachers involved geometry in all the projects to a larger extent
than the technology ones. This geometry content was also more formal than the one
applied by the engineers, being often the vertebral column of the projects. That was
the case, for example, of the Lights of Buildings andAstrolabe projects. In the former,
trigonometric relations were employed to determine the angle and height where to
locate the lights, while in the latter students were introduced to the stereographic
projection. Mathematics teachers also promoted the interaction with 3D shapes,
using software to draw them during the design and construction of the artefacts. In
the Lights of Buildings and UV Light projects, students drew and built truncated
pyramids. Regarding algebra, the mathematics teachers used similar contents to the
technology teachers. Other content employed by the mathematics teachers were
probability, statistics and numbers, used in the Rubik’s Cube and Astrolabe projects.

A deep analysis of the projects showed that mathematics was exploited at least
in three different ways: identification, reasoning, and modelling. For exemplifying
each of these ways, we describe how mathematics was addressed in the Star Wars
Robot, the Rubik’s Cube, and the Astrolabe projects.

6.1 Identification: Star Wars Robot

The Star Wars Robot project, supervised by a technology teacher, aimed to construct
the famous R2-D2. The project idea arose from the students after being challenged to
create film characters. Initially, students thought about different characters including
Bender (The Simpsons and Futurama) and LightingMcQueen (Cars). However, they
discarded the aforementioned characters because of constraints like the difficulty
of reproducing Bender’s movements of legs and arms or modelling the Lighting
McQueen’s hood or bumper. Students considered that it would be easier to construct
characters from objects found in daily life or by assembling 3D shapes obtained
from a net. As a consequence, a group of students agreed to work on the design
and construction of the R2-D2. The teacher suggested drawing an initial design of
the robot and constructing it according to a certain scale. Nevertheless, the students
proceeded freely, not following such suggestion; they searched for objects, in their
surroundings, representing different parts of the robot for joining them together.
They designed the widest part of the leg, decomposing it into a semicircle and a non-
regular hexagon. To sketch and construct this piece the notions of diameter, parallel
and perpendicular lines were applied. Once the piece was produced, they replicated
it three times more; finally, these were cut, painted, and assembled (Fig. 1a, c).

In the next step, students programmed the robot using App Inventor with an
Arduino board (Fig. 1b). When programming, the measures of length and angles
were used to reproduce the movements of the prototype (Fig. 1c), involving geomet-
rical concepts like rotation and translation. This project could have offered the possi-
bility of applying other concepts related to proportionality. However, the students
did not attempt an accurate reproduction of the original R2-D2, focusing mainly on
assembling objects and programming the different functions.
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a. Assembling Materials b. Programming c. Final Design

Fig. 1 Star Wars Robot

6.2 Reasoning: Rubik’s Cube

The Rubik’s Cube project, led by a mathematics teacher, was intended to construct a
robot for solving a Rubik’s cube of 3× 3× 3 dimensions. The project idea emerged
from the teacher who is fascinated by the variety of strategies that can be used to
solve it.

To set the project, the teacher provided the LEGO MindStorm robotic Kit-tool
and introduced geometrical concepts such as a polyhedron, cube, faces, edges, rota-
tion, symmetry, vertex, and so on. The students explored the structure of the cube
discovering that only the central pieces of the six faces maintain a fixed position
with respect to each other, being able only to rotate around the axis perpendicular
to the face. Counting the number of small cubes in the bigger one, as well as the
number of faces, edges, and vertices, they applied probabilistic content concerning
permutations to work out the number of possible positions of each small cube in the
bigger cube. At this stage, they understood the importance of following an ordered
sequence for the resolution process, and they continued investigating into the combi-
natorial world. They found out that in the original Rubik’s cube there are 8! ways to
combine the eight vertices. Seven of these vertices can be oriented independently,
and the orientation of the eighth will depend on the previous seven, resulting in 37

possibilities. Then, the teacher promoted reasoning by helping understand that there
are 12!

2 ways to arrange the 12 pieces with two colours located in the middle of the
physical edges, since a parity of the corners also implies a parity of the edges. The
students also learnt that 11 edges can be turned independently, and the rotation of
the 12th edge will depend on the previous ones, giving 211 possibilities. Finally, they
were able to work out the total number of permutations, and to understand where the
figures were coming from. Figure 2a exemplifies the students’ reasoning.

At this point, the students became aware of the amount ofmathematics needed and
realized that different ways of solving the cube drive to different algorithms. They
searched for traditional algorithms and related them to the steps undertaken when
solving the cube by hand. Recalling their own experience in solving the cube by hand,
they were employing their visual-spatial ability to search for an algorithm and thus
transferring each particular piece of the cube to the desired position. Similarly, talking



408 J.-M. Diego-Mantecón et al.

a. Mathematical 
reasoning

b. Building process c. Final Design

Fig. 2 Rubik’s Cube project

about positions, rows, and columns, they realized the necessity of using matrices to
store the colours.

6.3 Modelling: Astrolabe

The Astrolabe project, guided by a mathematics teacher, aimed to construct an astro-
labe employing 3D printing. The project idea arose from the teacher, as he is an
enthusiast of this instrument. In this project, the teacher initially explained the aspects
and content of geometry and astronomy needed to understand the functioning of the
instrument. Regarding geometry, he reminded the 3D projection of objects on the
plane, emphasizing the stereographic projection as it is not feasible to represent the
sphere on the plane. This required students to become familiar with elements such as
parallels, meridians, great circles, angles, and spherical triangles. They also had to
learn that properties of the plane are not extrapolated to the sphere; for example, the
sum of the interior angles of a triangle is not fulfilled when working with spherical
triangles.

In the design and construction phase (Fig. 3a), students applied the content
acquired in the initial phase to design the astrolabe with software and using scales. At

a. Initial Design b. Assessing design c. Refined design

Fig. 3 Astrolabe project
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that stage the main difficulty was the design of the astrolabe front piece (named rete).
Then, they assembled all the 3D printed pieces. Once the artefact was constructed,
the students took measures to calibrate it; they analysed a sample of 57 observations.
The students observed that the distribution of errors followed a normal curve, not
being accurate (Fig. 3b). During this process, they were managing statistical content
such as mean, standard deviation, variance, and confidence interval. Consequently,
they sketched a new design for refining the initial artefact (Fig. 3c).

7 Discussion

The project selection, the content, and the applied mathematics differed in relation to
teachers’ specialization. In the projects guided by out-of-field mathematics teachers,
mathematics was hardly involved. Teachers and students verbalized mathematical
terms related to the components of the artefacts (e.g., cylinder, sphere), but rarely
they engaged in reasoning or conjecturing processes; at least it was not perceived by
these researchers. Out-of-field teachers tended to overlook the mathematical content
and to focus on specific aspects of their subject, not promoting content integration.
Domènech-Casal et al. (2019), in an analysis of STEM projects, already noticed that,
in general, high school teachers do not integrate content from different disciplines.
According to our analyses, the teachers were usually embedded in their context
facing difficulties to breakout from it and to integrate disciplines. This concurs with
Potari et al. (2016) when reporting that teachers usually address concepts from the
perspective of their specialization, struggling to exploit the same concepts from an
out-of-field perspective.

During the project design and construction, our out-of-field mathematics teachers
normally worked with their students under a trial-and-error strategy, restricting the
application of mathematics. This outcome is in line with English (2019), as well as
with Lin and Williams’ (2017) observations, when suggesting that teachers with
a lack of STEM training seek solutions by intuition rather than by considering
mathematics and science principles. Our out-of-field mathematics teachers usually
implemented projects where students simply have to identify and recall geometric
components of the artefacts. We concur with Burghardt and Hacker (2004) that in
design-based projects teachers are frequently focused on the product rather than on
the learning process. Conjectures and data analysis were rarely attempted. They even
avoided activities promoting inquiry processes, appropriate for facilitating the inte-
gration and application of content. Normally, themathematics arousedwas employed
in the designing of circuits and programming, using for example Boolean algebra.
This fits, to some extent, with Lasa et al. (2020) when reporting that engineering
projects lack school mathematics content, mainly related to basic geometry.

Unlike the out-of-field mathematics teachers, the in-field ones took mathematical
concepts and procedures as a starting point from which to elaborate the projects.
They usually proposed their own ideas on topics where they felt confident. In-field
teachers involved mathematics to a greater extent than technology ones. In contrast
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to technology teachers, the in-field ones attempted to elaborate the projects under an
iterative process of design, analysis, and redesign. In-field teachers tended to make
an effort for matching project content with high school mathematics curriculum. In
addition to the basic and utilitarian content promoted by out-of-field teachers (e.g.,
the identification of mathematical terms or measures), the in-field ones incorpo-
rated concepts, properties, and ideas. In some projects, data collection, analysis, and
modelling were also promoted. The projects were mainly used to reinforce and apply
previous knowledge, as also reported in the study of Margot and Kettler (2019). The
in-field teachers tended also to engage their students on reasoning, and conjecturing
processes. For example, in the Rubik’s cube project the teacher was questioning the
number of possibilities for arranging the pieces of the cube, encouraging mathemat-
ical thinking. In the astrolabe, the students proved the sum of the interior angles of a
triangle is 180° in a Euclidean space and observed that such property is not fulfilled in
a spherical triangle. The teacher drove their students also in the process of verifying
the astrolabe consistency by taking and analysing measures.

8 Conclusions and Implications for Further Research

This study examined the extent to what school mathematics is addressed in STEM
projects following the EDP, and consequently the suitability of the integrated
approach in the school contexts. The analyses showed that teachers’ specialization is
a key point in the implementation of the projects, and it determines howmathematics
would be promoted and reflected in the instruction process. In the majority of the
projects, mathematics was poorly promoted. Only in some of them, mathematics
content and reasoning were stimulated, and in rather few projects teachers encour-
aged high cognitive processes by means of questioning, conjecturing, analysing, and
verifying.

Out-of-fieldmathematics teachers selected projects designed by experts, requiring
a dose of effort to personalize them, and becoming familiar with the materials. They
put the focus on the assembly and construction of the artefacts, as well as in their
functioning, avoiding to explore mathematics in-depth. Such focus on the construc-
tion phase seems to be due to the strong influence of teachers’ specialization, which
leads them into the creational part of the engineering process, and the stimulating
part of the technology usage. They actually achieved rather exciting artefacts with
their students, but with a substantial lack of school mathematics content.

In contrast, in-field mathematics teachers evaded selecting the proposed projects.
They tried to design their own projects based on their mathematical experiences and
content inwhich they felt confident. Unlike the out-of-fieldmathematics teachers, the
in-field ones provided their students less freedom to conduct their projects, guiding
them into the resolution process. They asked their students to deal first with the
mathematics content, offering them less time for hands-on activities. The in-field
teachers encouraged the application of mathematical concepts, properties, and ideas,
as well as data collection and analysis.
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This study presents some methodological limitations concerning the sample, but
we could still claim that integrating school mathematics content through the EDP
is rather challenging for high school teachers. They are subject-specific and thus
rooted into a limited content and context. Within these courses, we recommend
promoting collaboration among teachers from different specializations to join their
best knowledge for achieving a common goal. The Open STEAM Group is already
running such courses with in-service teachers to initiate them in a collaborative
teaching before their incorporation in the school. Doing so, we seek to protect the
idea that teachers must hold a specialized knowledge, as reported by many experts
in mathematics education.
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Digital Technology and Its Various Uses
from the Instrumental Perspective: The
Case of Dynamic Geometry

Jana Trgalová

1 Introduction: Role of Digital Technology in Education

Whether to use or not digital technology in mathematics classrooms is not an issue
anymore nowadays, the question rather shifted to how to use it more efficiently and
how to benefit the best from its affordances.

Since 1980s, researchers question the role technology should play in education.
Two distinct roles have been highlighted by Pea (1985) and described in terms of
amplifier and reorganizer metaphors. The amplifier metaphor suggests that tech-
nology changes “how effectively we do traditional tasks, amplifying or extending
our capabilities, with the assumption that these tasks stay fundamentally the same”
(p. 168), while the reorganizer metaphor posits that technology changes “the tasks
we do by reorganizing our mental functioning, and not only by amplifying it” (ibid.).
A simplified vision of the two metaphors leads to considering the use of digital tech-
nology either to do traditional tasks although in a different way or to do new tasks
that cannot be done without this technology (Ripley, 2009). Likewise, Thomas and
Lin (2013) point out that key affordances of technology emanate from the tasks that
are used with it. However, designing tasks incorporating technology and having an
epistemic value (Kieran & Drijvers, 2006) is not trivial for mathematics teachers.

In this chapter, we aim at highlighting that a given (mathematical) digital tool
can be mobilized in manifold ways with different learning potential. We illustrate
these considerations on the example of dynamic geometry (DG). The choice of
dynamic geometry is motivated by a discrepancy between its potential to support
students’ learning evidenced by numerous research (e.g., Arzarello et al., 2002;
Baccaglini-Frank & Mariotti, 2010; Leung, 2015) on the one hand, and its limited
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use inmathematics classrooms (e.g., Bretscher, 2010; Kriek&Stols, 2011;Molnár&
Lukáč, 2015).

Jones (2005) claims that “carefully designed tasks” with their appropriate enact-
ment by the teacher are necessary for an efficient use of DG fostering students’
learning:

Overall, research in this area [use of DG software] indicates that successful access to geomet-
rical theory does not happenwithout carefully designed tasks, professional teacher input, and
opportunities for students to conjecture, tomakemistakes, to reflect, to interpret relationships
among objects, and to offer tentative mathematical explanations. (p. 29)

This chapter therefore proposes an analysis of selected DG tasks aiming at high-
lighting their differences in terms of student’s cognitive activity, thus showing the
range of potential use of DG.

The tasks, presented in Sect. 3, are categorized according to the SAMR framework
(Sect. 2.2) and are analyzed referring to the instrumental approach (Sect. 2.1). The
concludingSect. 4 discusses implications of the analyses for the teaching and learning
mathematics with technology.

2 Theoretical Framework

Instrumental approach (2.1) is the main theoretical framework that we use to analyze
mathematical tasks under consideration in Sect. 3. These are organized according to
the SAMR model presented in Sect. 2.2.

2.1 Instrumental Approach

The instrumental approach (Rabardel, 2002) was elaborated to understand processes
by which a user transforms a (digital) tool—an artifact, into an instrument enabling
her to achieve her goals. While the artifact (material or symbolic) is available to the
user, the instrument is a personal construct elaborated by the user during her activity
with the artifact in the course of the so called instrumental genesis. The process
of instrumental genesis comprises two interrelated sub-processes: instrumentation
leading to the constitution and the evolution of schemes of use of the artifact in
the user, and instrumentalisation during which the user adapts and personalizes the
artifact according to her knowledge and beliefs. The development of schemes of use
manifests itself in a user’s invariant behavior in a given class of situations (Vergnaud,
1990).
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Fig. 1 SAMR model2

(Puentedura, 2006)

2.2 SAMR Model

Several frameworks have been elaborated to understand the role of technology in
teaching and learning, such as RAT framework (Hughes, Thomas, & Scharber,
2006) described as “an assessment framework for understanding technology’s role
in teaching, learning and curricular practices”.1 According to this framework, tech-
nology can be used as a Replacement when it “serves as a different (digital) means to
same instructional practices”, as anAmplificationwhen it “increases efficiency, effec-
tiveness, and productivity of same instructional practices”, and as a Transformation
when it “invents new instruction, learning, or curricula” (ibid.).

SAMR framework developed by Puentedura (2006) is another framework
suggesting four roles of technology ranging from substitution to redefinition (Fig. 1).

Let us explain the different uses of technology from substitution to redefinition
levels on the example of a quiz. An online version of a traditional paper-based quiz,
where the student checkswhat she considers as correct answers, does not offer her any
functional change. Technology in this case is thus used as a substitute of a paper quiz,
although it can facilitate administration of the quiz (via a url instead of paper copies
for example) and collection of students’ responses. If the environment within which
the quiz is implemented can provide feedback about the correctness of the answer, this
functional improvement (augmentation) fosters learning. Indeed numerous studies
suggest that feedback is most effective when it is provided immediately, rather than
days or weeks later, and seems to positively impact both students’ achievement
(e.g. Razzaq, Ostrow & Heffernan, 2020) and engagement (e.g., Sancho-Vinuesa
et al., 2013). If the environment provides not only true–false feedback but a more
elaborated feedback such as hints (e.g., link to lessons) in case of incorrect answers,
the student’s task is deeply modified: such feedback supports learning by orienting
the student toward appropriate remedial activities (modification). Finally, a quiz that

1 https://techedges.org/r-a-t-model/.
2 http://hippasus.com/resources/tte/puentedura_tte.pdf.
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personalizes student’s path through the items according to her answers can only be
developed with technology (redefinition).

Aswe show in the following section, the four levels of the SAMRmodel alignwith
the four roles of dynamic geometry identified by Laborde (2001). For this reason,
we refer to this framework when considering various uses of dynamic geometry.

3 Various Uses of Dynamic Geometry

Laborde (2001) identified four different roles of dynamic geometry in the tasks:

• DG is used “mainly as facilitatingmaterial aspects of the taskwhile not changing it
conceptually” (p. 293). These are for example construction tasks inwhich the only
difference “lies in the drawing facilities offered” by dynamic geometry (ibid.).
Dynamic geometry can be seen as a substitute of traditional tools.

• DG “is supposed to facilitate the mathematical task that is considered as
unchanged”. In this case, “DG is used as a visual amplifier […] in the task of iden-
tifying properties” (ibid.). Indeed, geometric properties of a figure being preserved
while dragging its free elements, their visual recognition is facilitated. Dynamic
geometry substitutes traditional tools, but brings certain functional improvement
(augmentation).

• DG “is supposed tomodify the solving strategies of the task due to the use of some
of its tools and to the possibility that the task might be rendered more difficult”
(ibid.). Whereas a construction of a geometric figure with traditional tools can
result in a visually correct drawing although controlled by perception, the same
task in DG environment requires using geometric properties to obtain a figure that
resists while dragging its free elements. Solving strategies in DG environment are
thus deeply modified.

• The task only exists in DG environment. Laborde (2001) refers to the so-called
“black box” tasks in which students are asked to reconstruct a dynamic figure
provided in a DG environment that preserves geometric relations when its free
elements are dragged (redefinition).

In the following sections, organized according to the levels of the SAMR frame-
work,we discuss various possible uses ofDGand analyze them from the instrumental
perspective. Following Lopez-Real and Leung (2006), who consider that

dragging in DGE can open up some kind of semantic space (meaning potential) for mathe-
matical concept formation in which dragging modalities (strategies) are temporal-dynamic
semiotic mediation instruments that can create mathematical meanings (p. 666),

we focus on the dragging functionality of dynamic geometry, considered as artifact,
to highlight its semiotic potential.
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3.1 Substitution Level Tasks

Inviting students to make a free drawing using DG tools, without paying attention to
geometric relations is perhaps the “simplest” task (Fig. 2). Such a task can offer an
opportunity to the students to get acquainted with DG menus and tools when they
are introduced to this technology. Such a task can also be an occasion to exploit the
semiotic potential of DG tools by comparing and contrasting them with traditional
tools. For example, the fact that, in order to draw a straight line, the user needs to
click to two different spots on the screen, which results in creating two distinct points
and subsequently a line passing through these points, conveys the idea that a straight
line passes through two distinct points. This is not necessarily the case with using a
ruler to draw a straight line, which rather emphasizes the straightness of the line.

Another example of a task at the substitution level is constructing a geometric
figure following a construction program (i.e., a series of instructions). In the example
shown in Fig. 3, the task is proposed to primary school pupils. The use of DG
presents several advantages. The figures pupils construct can be quite complex, not
only usual ones, since the task is facilitated within the DG environment. Pupils

Fig. 2 Example of a freely
drawn figure
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Fig. 3 Construction program (left) yielding a geometric figure (right)3

with motor difficulties of drawing with traditional instruments can succeed the task.
Self-evaluation is also easier as drawings are more accurate and pupils can modify
elements of the figure without deleting the correct steps.

Dragmode in these tasks is used to a limited extent, if at all: to adjust elements of a
drawing either for the purposes of perceptive satisfaction (free drawing) or to separate
elements of a figure to ease its construction (for example, when two points are too
close to each other that they may be confused when selecting one of them). Restrepo
(2008) classifies this dragging instrument as draggingwithoutmathematical purpose.

It is not rare to find resources inwhichDG is used as amere substitute of traditional
tools although its potential could have been exploited to a greater extent. An example
is given in Fig. 4 showing a task aiming at discovering that the area of a triangle ABC
does not change when one of its vertices, say A, belongs to a line (d) parallel to the
opposite side [BC]. Instead of dragging the vertex A on the line (d), the task invites to
construct three distinct points A1, A2 and A3 on (d) (instruction 4 in Fig. 4 below),
construct four triangles ABC, A1BC, A2BC, A3BC (instruction 5), display their
areas (instruction 6) and observe the property (instruction 7).

In this task, the dragmode is not exploited at all. The only contribution of dynamic
geometry is the accuracy of measures of lengths of the segments and of the areas of
the triangles.

The same goal, namely observing the above-mentioned property of the area of a
triangle, can be achieved with a simpler construction: triangles ABC and ABD with
D on a line parallel to [BC]. One can either display areas of the two triangles or
ask the software for checking the relation between the two triangles (Fig. 5). In both
cases, dragging D along the parallel line allows verifying that the observed fact (i.e.,
equality of the areas) is not a coincidence.

In this case, DG offers a functional improvement; it is therefore used at the
augmentation level, discussed in what follows.

3 Task retrieved from http://www.ac-grenoble.fr/ien.st-gervais/spip.php?article1420.

http://www.ac-grenoble.fr/ien.st-gervais/spip.php%3Farticle1420
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Fig. 4 Task aiming at discovering a property of the area of a triangle

t1 and t2 have the same area 
(checked numerically)

Fig. 5 Checking the relation between t1 and t2 (areas of triangles ABC andABD)with theRelation
command

3.2 Augmentation Level Tasks

Tasks analyzed in this section fall under the robust construction paradigm. Laborde
(2005) characterizes robust constructions as those “forwhich the dragmodepreserves
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Fig. 6 Angle AMB inscribed in a semi-circle

their properties”. The author provides the example of an angle AMB inscribed in a
circle (Fig. 6). When the point M is dragged along the circle, one can easily observe
that the angle AMB remains right. This robust construction shows that “for any point
of the circle (except A and B) angle AMB is a right angle” (Laborde, 2005).

Typical taskswithin this paradigmconsist in exploring robust constructions. These
maybe either constructed by a teacher or by studentswho followdetailed instructions.
The students are then invited to vary elements of the figure (point M in the example
presented in Fig. 6) in order to recognize or to discover a geometric property based
on the observation of the figure: the property at stake remains invariant (the measure
of the angle AMB). Referring to the Marton et al.’s (2004) framework of variation,
described in (Leung, 2017), the epistemic function of variation enabled by dragging
in a robust construction is to allow separation of aspects of a figure that vary from
other aspects that remain invariant. In the above-mentioned example, dragging points
A and B allows observing for example that the segment [AB] is always a diameter of
the circle, but its horizontal direction is not a necessary condition for the angle AMB
to be right. Laborde (2005) sums up the contribution of this robust construction to
the learning of the associated geometric theorem as follows:

The robust construction contributes to a better identification in action of the elements of [the
theorem] for several reasons:

– The construction requires to take into account two conditions to get a right angle:
AB must be a diameter and M a point on a circle […].

– It allows contrasting the invariance of the angle and the varying nature of point
M.

– It exteriorizes the variable nature of pointMand the set inwhich it varies (Laborde,
2005).

Dragging elements of a robust construction allows producing quickly a number of
different drawings sharing the samegeometric property,which helps students “extend
their visual images of a property […] and reject some spatio-graphical properties”
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that they can attach to the figure. Thus, “the drag mode is used as tool for distin-
guishing between contingence and necessity” (Laborde, 2005), which constitutes a
clear functional improvement comparing to traditional tools. From the instrumental
perspective, Restrepo (2008) ranges this modality of dragging among exploratory
dragging instruments: its purpose is to look for invariants in a given figure, which
facilitates identification of its geometric properties.

3.3 Modification Level Tasks

Robust construction tasks are another kind of tasks falling under robust construc-
tion paradigm. Students are asked to construct geometric figures that satisfy given
conditions even when their elements are varied by dragging, for example, construct
a square given its side or given its diagonal. As Laborde (2005) specifies,

Eye ball constructions are invalidated by the drag mode since it becomes visible that some
of the conditions are not satisfied. The drag mode is a critical factor in robust construction
tasks that makes the difference with a paper and pencil environment. In such construction
tasks in dynamic geometry, the drag mode provides a visual feedback from the fact that
the construction does not meet all the required conditions. The strength of DGE lies in
this possibility of showing at the spatio-graphical level the theoretical weakness of the
construction.

The necessity to resort to geometric propertieswhen constructing a figuremodifies
deeply the construction task in comparison to the same task realized in paper and
pencil environment, where the students “very often stay at a graphical level and
try only to satisfy the visual constraints” (Laborde, 2005). The drag mode provides
students with a visual feedback about the correctness of their construction; it is
therefore used as an instrument for validating constructions (also called dragging
test, e.g. by Arzarello et al., 2002) and helps students gaining awareness of the
distinction between a drawing (material diagram representing a geometric object)
and a figure (theoretical object defined with its properties) (Laborde & Capponi,
1994).

Less common tasks at the modification level are those in which students are asked
to look for conditions underwhich certain configurations are obtained. In the example
taken from Laborde (2005), a circle with segment [AB] as a diameter and a point
M not belonging to the circle are given. Students are asked to find a position of M
outside the disk such that the angle AMB is obtuse (Fig. 7). The purpose of this
task is to let students explore the situation and notice that the angle AMB is acute
when M is outside the disc and obtuse when it is inside and eventually discover the
relationship between the measure of AMB and the position of the point M.

This construction is coined soft because, as the point M is not constructed as a
point on the circle, the targeted geometric property, namely the fact that the angle
AMB is right when M belongs to the circle, is not directly visible, as it is the case in
the robust construction (see Fig. 5). Rather, this property is inferred from observing
that “the circle is the border between two regions, one in which angle AMB is obtuse
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Fig. 7 Searching for
particular position of the
point M

and one in which angle AMB is acute” (Laborde, 2005), hence AMB must be right
when M in on the circle.

Soft constructions present several features that offer interesting learning opportu-
nities. First, tasks that exploit soft constructions are more engaging than their robust
versions. Indeed, they offer genuine problems to be solved and dynamic geometry
is a support for exploring given situations. Pea (1985) evokes

dynamic what-if capacities of such systems [that] make it possible to display immediately
the consequences of different approaches to a problem (p. 171).

We claim that soft construction dynamic geometry task is significantly modified
as it offers support for generating and testing various conjectures given different
hypothetical conditions. Dragging plays a crucial role in this exploration. Moreover,
students’ exploration of a soft construction leads to putting more emphasis on the
link between the condition (in our case, M is on the circle) and the consequence (the
angle AMB is right), which facilitates grasping the meaning of a geometric property
as an implication, which makes it particularly relevant in proof oriented tasks.

3.4 Redefinition Level Tasks

Among the tasks that cannot exist but within a dynamic geometry are the so called
“black box” tasks. Clerc (2006) described a black box in dynamic geometry as
a geometric figure made up of initial objects and final objects the construction and
displacement of which are linked to the initial objects. The construction of these final
objects is hidden. A mathematical task that can be set up with a black box consists
in asking the students to solve them, that is to say to find out how to construct the
final objects from the initial ones, the construction must of course resist when the
free objects in the figure are dragged. Figure 8 shows a black box where the initial
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Fig. 8 A black box task

objects are three distinct points A, B, and C (or a triangle ABC), and the final objects
are points X and Y.

The student is expected to explore the figure, make conjectures, verify them exper-
imentally and eventually reconstruct the points X and Y.While dragging, the student
can observe for example that the point X remains inside the triangle whereas the
point Y can get outside (Fig. 8, center). She can draw lines, circles, midpoints…
to enrich the figure; she can measure distances or angles (Fig. 8, right). Dragging
clearly plays a critical role in searching for the hidden relationships. It is used both for
exploring the figure and verifying conjectured geometric properties by highlighting
their invariance.

4 Concluding Remarks

The purpose of this chapter was to show that a given digital educational technology
can be used in many different ways, ranging from a mere substitute of traditional
tools to offering unique learning opportunities in novel tasks. Dynamic geometry has
been taken as an emblematic example and the tasks analyzed have been taken from
past research or from available curricular resources.

The various uses of digital technology illustrated on the example of dynamic
geometry can apply to other tools. Let us consider spreadsheets (Lagrange&Erdogan,
2009). At the substitution level, spreadsheet can be used as a traditional double entry
table, to organize data. The use of formulas and their dragging adds a functional
improvement to performing calculations (augmentation level). Tasks mobilizing
spreadsheet functions are deeply modified compared to traditional approaches as
they require modeling and generalization. Finally, tasks mobilizing advanced func-
tionalities, such as conditional formatting, charts or programming macros fall under
redefinition level.

Our analyses highlight that tasks at the transformation levels (modification and
redefinition) show a greater potential for a student-centered approach, engaging
students in inquiry-based problem-solving activity, compared to the tasks at the
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enhancement levels (substitution and augmentation), which are rather teacher-
centered, requiring less important cognitive activity from students.

Therefore, digital technology itself is not transformative; it is thewayhow it is used
that can be transformative. As the teachers’ role in technology-based education is
crucial, it is urgent to provide themwith support aimedat raising their awareness of the
manifold uses of technology and to help them develop practices at the transformation
levels.
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Molnár, P., & Lukáč, S. (2015). Dynamic geometry systems in mathematics education: Attitudes of
teachers. International Journal of Information and Communication Technologies in Education,
4(4), 19–33.

Pea, R. D. (1985). Beyond amplification: Using the computer to reorganize mental functioning.
Educational Psychologist, 20(4), 167–182.

Puentedura, R. R. (2006).Transformation, technology, and education. Screencast of the presentation
delivered August 18, 2006. Retrieved from http://hippasus.com/resources/tte/.

Rabardel, P. (2002). People and technology—A cognitive approach to contemporary instruments.
Université Paris 8.

Razzaq, R., Ostrow, K. S., & Heffernan, N. T. (2020). Effect of immediate feedback on math
achievement at the high school level. In I. Bittencourt, M. Cukurova, K. Muldner, R. Luckin, &
E. Millán (Eds.), Artificial intelligence in education. AIED 2020. Lecture notes in computer
science (Vol. 12164, pp. 263–267). Cham: Springer.

Restrepo, A. M. (2008), Genèse instrumentale du déplacement en géométrie dynamique chez des
élèves de 6ème. Doctoral thesis, Joseph Fourier University, Grenoble.

Ripley, M. (2009). Transformational computer-based testing. In F. Scheuermann & J. Björnsson
(Eds.), The transition to computer-based assessment (pp. 92–98). Office for Official Publications
of the European Communities.

Sancho-Vinuesa, T., Escudero-Viladoms, N., & Masia, R. (2013). Continuous activity with imme-
diate feedback: A good strategy to guarantee student engagement with the course.Open Learning,
28(1), 51–66.

Thomas,M.O. J.,&Lin,C. (2013).Designing tasks for usewith digital technology. InC.Margolinas
(Ed.), Task design inmathematics education. Proceedings of ICMI Study 22 (Vol. 1, pp. 111–119).
Oxford.

Vergnaud, G. (1990). La théorie des champs conceptuels. Recherches En Didactique Des
Mathématiques, 10(2), 133–170.

http://hippasus.com/resources/tte/


Conclusions

Like any thoughtful editor with a healthy dose of curiosity, we asked ourselves at
the end of the process which concepts were most commonly used in the book and
how the links they make most often materialise. Of course, the main concepts are
listed in the traditional way in the index, but as soon as we try to link them from
the contributions, we can draw on the internal organisation of the discourse with a
minimum of human intervention. Thanks to the expertise and work of our colleague
Fabien Emprin, we have produced a word cloud based on the frequency analysis of
occurrences (Fig. 1) and, from the word student which stands out clearly, a graph of
similarities based on Max Reinert’s Alceste method (Fig. 2).1 There is no need to go
into detail here, and we know we are taking some dialectical shortcuts, so we will
limit ourselves to a few brief conclusions.

Given the subtitle we chose at the outset, the fact that the student is at the centre of
the cloud is rather reassuring. Without asking whether it is the egg that comes before
the chicken, we know that it is the learner and learning perspective that seem to have
influenced the texts the most (Fig. 1). The teacher and mathematics remain close,
which is normal in the didactic relationship, yet these concepts are subordinated to the
student. The metamathematical notions of problem, proof and figure, as well as the
point itself, are almost on the same level, testifying to the importance of the heuristic,
discursive and semiotic elements for the performance of mathematical work. One
maywonder where the knowledge oftenmentioned in the general introduction lies. If
they are exemplified everywhere in the chapters, one should not lose sight of the fact
that “problems are the raison d’être of knowledge”, as Nicolas Balacheff reminds us
in his preface. The tool and technology are very much linked to mathematics, and
if AI is made very small, it would be a consequence of learning and not a cause.
We can take the study a step further by looking at the dendrogram in Fig. 2 which,
for all intents and purposes, groups the concepts into five classes. Thus, we could

1 The graphical representations were obtained using Pierre Ratinaud’s IRaMuTeQ software.
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Fig. 1 Word cloud based on occurrences by simple counting. The “student” is at the core of the
book and certain terms that revolve around it, such as proof and problem, are particularly used

add that the discursive and the vocabulary of argumentation, communication and
validation (first class), and terms that relate to the illustration and exemplification
process of an idea or practice (second class) are completed with a focus on the
interactions between student, teacher and knowledge as general principles (third
class), the emergence of assessment vocabulary and links to curricular aspects of
educational projects (fourth class) and work on textbooks and geometry in relation
to measurements and related calculations (fifth class). As for the iterative approaches
and aspects of smart technology, it is often linked to identified knowledge and the
language of instrumentation.

At the beginning of our book project, we knew that we were at the forefront of one
of the most exciting quests for human learning. We were putting together a catalogue
of dozens of technological achievements in the service of mathematics education.
But in our endeavour, we were constantly surprised, which delayed us, one might
say amused. Because the more we look at a particular approach or technology, the
more the diversity of uses is revealed and the more the mystery thickens. Where do
they come from? What problems do they address? What worlds do they open up?
We are still asking ourselves all these questions.
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Fig. 2 Graph of similarity based on the term “student” in lemmas with more than 80 occurrences.
Each text has been indexed by three parameters: part in which the text is placed, number of the
chapter and number of the authors

In this intertwining of constituted disciplines, it is often forgotten that mathemat-
ical and computational perspectives are first and foremost cultural heritages. It is
true that it is sometimes said that, in mathematics, the question of objectivity is an
epistemological question, and that of its reality is an ontological question. However,
as soon as the mathematical sciences teach us their principles and rules, we must
remember how much they condition work, the learning and the implementation of
practices or attitudes. A similar interplay is organised in the computer sciences,
but it seems that the interest in technical achievements is replacing the interest in
idealisation in its foundations. There is less interest in the knowledge as such, nor
in its logical origin, value or theoretical scope. More thought would be given to the
effects of the results and their validity, following the execution of the algorithms. If
the heuristic relevance and the principle of idoneity seem more visible to the com-
puter scientist, one would quickly lose sight of how the choice of models conditions
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the implementation, processing and interpretation of knowledge, thereby amplifying
the black-box effect so feared by analysts. How can we bring human intelligence
and machine intelligence closer together if we are not sure that we can simulate the
‘cognitive’, ‘problematising’ or ‘decision-making’ processes of human behaviour?
After all, intelligence is made up of thought intervention, initiatives, steps, trial and
error, and to lose this information, when it is the machine that is running, has some-
thing disconcerting in itself. Obviously, if it is meant to relieve us of arduous tasks
or to enhance our creative potential, it is certain that we will more easily accept to
“hide that process which we cannot see”, to paraphrase Tartuffe. At the same time,
mathematical competencies are intellectual skills, the exercise is almost like squaring
the circle.

As for the didactic sciences point of view, the human question is self-evident.
If the discipline is part of the humanities, its interest is naturally in the teaching of
mathematics and teacher training (knowledge and culture), both from the professional
standpoint (praxis) and from that of scientific research (methodologies). Mathemat-
ics education is accustomed to modelling and undertaking a-priori analyses, before
confronting its results with the results of human experience. Its field of application
already composes with the typical cultural variety of social activity, including its
anthropological and political valences, under the mathematical conditioning and the
ineffable computer development.Now, the intervention of themachine is overwhelm-
ing. It would be necessary to introduce the mathematical knowledge of the school
into the computer models, to successfully recognise the acquisition of knowledge in
the instrumented mathematical work, and to assume that one knows what the field
of application of this knowledge will be, as was believed in the traditional school.
In short, as a first lesson, any intention to map the ME+AI links only in terms of
current techniques or achievements would have inevitably led us to a fragmented
vision which would have neglected a fundamental fact: in order to simulate human
intelligence, it is still necessary to understand it and to accept to work with it. The
question rather shifts to where ME+AI links are today and what they should be for
tomorrow?

The authors’ contribution and the leads they give are eloquent. At the risk of
sounding anecdotal, it is strange that we are able to recognise shapes or identify
computer patterns (speech analysis, image retrieval, etc.), but we are still unable
to recognise the nature of geometric figures or meaningful graphic units. In the
same way, we can more or less automate motorised driving, but we are unable to
automate the statement of mathematical problems and their relevant solutions, even
though we know the theoretical references used in schools. Again, we have powerful
deductive engines to help validate certain mathematical statements, but we have
difficulty in producing human-readable proofs. Finally, we know how to apply deep
reinforcement learning techniques to beat humans in some games, by interacting
with an environment and observing effects and consequences, just as humans do.
And that is fine: part of the machine learning process is to analyse past experiences
to try to extract information that would allow it to act more effectively in the future,
which is what a teacher normally does in his or her assessment-preparation work.
But once again, we struggle to know what the student actually knows, to recognise
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why he or she is blocked in solving a problem, to be able to re-launch the student
who has reached an impasse, without giving the answers at the same time as the
questions…Yet, we could produce learning routes that are adapted to the difficulties
encountered, knowing that the obstacle is constitutive of knowledge and that we only
learn by constructing, as Gaston Bachelard brilliantly showed us in La Formation de
l’esprit scientifique. For the designers of machine learning, it is surely stimulating to
see that under certain conditions, we are able to beat the humans. And for the teacher,
there is nothing better than to see eyes shining with insight. Now imagine that the
same effort is aimed at supporting human learning and raising themathematical skills
for doing new mathematical work. It is with this in mind that AI and artefacts, both
digital and traditional, have been addressed in the chapters, emphasising the idea of
partnership and closeness in the human-machine relationship.

In a way, we have made a picture of the current links between AI and ME. We
also have a picture from 25 years ago that allows us to appreciate the progress that
has been made since. If we started from an “AI winter”, which already marked the
degree of technical innovationwith tools forME,we have experienced an “AI spring”
since around 2012, with the advent of deep learning and its effects. Today we are
undoubtedly experiencing the beginning of an “AI summer” in which important sci-
entific advances have been made in many fields: they are seeping into all levels of
industry, administration, and more timidly into education, giving rise to a completely
fragmented landscape in tune with the turbulence of our times. Our point of view
complements many new directions in AI research, joining a wide variety of insti-
tutional, social and academic experiences. From the beginning of the millennium,
mathematics has enjoyed an explosion of popularity due to the extension of AI to
all fields. On the other hand, since the last decades of the twentieth century, the
mathematical work has been considerably transformed, coming from a paper–pencil
activity based on the deductive method to work assisted by powerful laboratories in
the form of symbolic and numerical computation systems, simulation software, AI-
based software or programming languages. Thus, mathematical thinking has been
transformed into a mixed activity of experimentation (through examples and models
executed on the computer), formulation of hypotheses and mathematical deduction.
As evidenced throughout this book, there have also been great research advances in
terms of software development, generation of experiences and didactic frameworks
for the incorporation of AI to mathematics education. New tools require new curric-
ula and new competencies for both teachers and students. However, in the field of
education, this transformation is very slow, as if it often lags behind the development
of civil society. Yet we are training tomorrow’s learners, not yesterday’s, at a time
when the youth is entering technological complexity head-onwith an ease that baffles
many adults …Education is subject to political decision-making processes, which
means that researchers and experts are at the bottom of the decision-making process;
indeed, sometimes large multinational corporations with generalist solutions, and
more technological than human interaction-based, are who take on this expert role.

Nowadays, we can envision a future in which mathematical activity in the class-
room is based on expert systems that help students to pose and solve the right prob-
lems, to reason in a continuous human–machine interaction, not only performing
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tedious calculations, like Newton, Le Verrier or Kelvin who complained about the
hours wasted on elementary calculations. It is undoubtedly in such a spirit that we
should think of AI in the service of ME. This future also involves proposing con-
jectures and theorems, and even activities in STEAM universes to immerse them in
a physical, symbolic and virtual environment in which they can visualise the math-
ematics present in other areas, or going from manipulating a real object to doing
so virtually to better grasp its properties, relations, invariant characteristics, etc.
Likewise, teaching-learning models can be based on the transformation of teaching
towards “instrumented” models that represent a pedagogical improvement: gener-
ation of learning pathways adapted to the development of complex mathematical
competencies, control of the quality level of the problems to be devolved and the
way they are vested in the power of learning, modes of assessment bringing together
the overcoming of obstacles and conceptualisation in mathematics, among others.
We would like to think that a mathematics learning environment is possible that
integrates other disciplines, develops machine-assisted intellectual working capabil-
ities, accompanies learning and adapts to the level and talent of the student, assists
the teacher to design appropriate learning activities, and promotes positive action in
overcoming epistemic inequalities.

In essence, if the great contribution of artificial intelligence to mathematics edu-
cation is to be through more technological, more personal and more mind-bending
environments, it is certainly because it will have been designed to develop the pro-
fessional skills of the teacher, and above all because it will promote the acquisition
of knowledge and the development of the mathematical, scientific and cultural com-
petencies of the learner. Finally, while we know that it is very difficult to predict the
developments that can be expected in 5 years, 2 years or even in the course of the
year, the vagaries of the current pandemic have reminded us that we must approach
the future with a skilful mixture of humility and boldness. We have the right and
the duty to think ahead, to guard against the siren song of fads, utilitarianism and
short-term visions, and we remain on deck for the future. And, of course, we are
ready to pass the torch for the next quarter century.

Philippe, Pilar and Steven
Montréal, Collado Villaba, Santander
June 2021



Epilogue

Warning: this Epilogue has been written circa 2050 by To+gh, a colleague of Shalosh
B. Ekhad,1 and downloaded from the future by Tomas Recio.2

All’s well that ends well,3 humans used to declare, some decades ago, regarding
the finalisation of a task that seemed, at the beginning, quite challenging. This could
be, in fact, the case of this book, that originated at the very last days of February
2020, a quite remarkable annum, and not only because of being a leap-year!

In fact, less than a couple of weeks after the end of the Symposium on Artificial
Intelligence for Mathematics Education,4 organised by the editors of this book at
the Centro Internacional de Encuentros Matemáticos (CIEM), in Castro-Urdiales
(Spain), the “State of Alarm” was declared in Spain (and similar measures were
taken all over the world) as a consequence of the COVID-19 pandemic, greatly
restricting personal, face-to-face relations. A situation that accompanied the trio of
editors along the whole period of designing, assigning, recalling, writing, reviewing,
revising …recalling once and again …the different pieces shaping up this book,
conceived at the Symposium and delivered about one year later. Humans (and this is
the case of editors of the book) are, indeed, quite stubborn, for good or bad.

Clearly, we all—humans and automatons—are led by our background, by the
algorithms and structures that conform our being. Slightly modifying a quote5 from
Siri Hustvedt,6 a reputed writer at the time this book was published “There is no

1 See the web page of Doron Zeilberger, https://sites.math.rutgers.edu/~zeilberg/ and a detailed
information at Z. Hu, Y. Cui, J. Zhang, J. Eviston–Putsch. Shalosh B. Ekhad: a computer credit for
mathematicians. Scientometrics (2020) 122:71–97
2 In Spanish: += mas, recio = tough.
3 “Bien está lo que bien acaba”, “Tout est bien qui finit bien”.
4 https://ai4me.unican.es.
5 https://www.goodreads.com/quotes/419395-there-is-no-future-without-a-past-because-
what-is.
6 https://en.wikipedia.org/wiki/Siri_Hustvedt.
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present without a past, because what is to be cannot be imagined except as a form
of repetition” (the word in italics is ours). Or, to express the same idea with the
editors’ own words, in the Conclusions: “…it is often forgotten that mathematical
and computational perspectives are first and foremost cultural heritages.”

This thought could be behind the many cautions and subtleties that most of the
authors of the different chapters take to reflect on the role of AI in mathematics
education, as if they were attracted, yet fearful, by its potential impact. Transmitting
illusion, but stopped by prudence. This dilettante (at best) reaction to the arrival
of technological novelties is not new. It is as old as humanity—and, a fortiori, as
ancient as bot-kind!We can already witness it at Plato’s “Phaedrus”’, worrying about
the negative consequences of the invention of writing: “If men learn this, it will
implant forgetfulness in their souls. They will cease to exercise memory because
they rely on that which is written, calling things to remembrance no longer from
within themselves, but by means of external marks.”7

Actually, a quick look to the past century history of the implementation of tech-
nology in the mathematics classroom, provides arguments insisting in this, quite
disappointing (with some hints of sarcastic humor), perspective. Thus, consider the
(perhaps nowadays perceived as ironic) title of the ICMI Study Volume 2, “School
Mathematics in the 1990s”,8 edited by G. Howson and B. Wilson and published in
1986 by Cambridge University Press, where it is stated “…even if the students will
not have to deal with computers till they leave school, it will be necessary to rethink
the curriculum, because of the changes in interests that computer have brought.” A
necessity that the ICMI study was urging for the decade of the 1990s, and that it
seems could be equally applicable to the school mathematics of the 2000s, the 2010s
and the 2020s …. Another illustration of this situation can be found in the Foreword
to this book, written by Prof. Balacheff in 2021, summarising the impact of AI in
the educational context, more than 50 years after its first serious attempts: “AI raised
hopes in the 1970s with the main stream research program on Intelligent Tutoring
Systems (ITS)…Nevertheless, the dissemination of AI-based learning environments
remained limited and still is…”.

Some further examples—although biased to the context of the geometry
curriculum—of the slow (if moving at all) movement towards the consideration
of technology in the mathematics classroom, are collected in the Conclusion section
of a chapter by M. Hohenwarter, Z. Kovács and T. Recio, on “Using GeoGebra
Automated Reasoning Tools to explore geometric statements and conjectures”.9

7 https://fs.blog/2013/02/an-old-argument-against-writing/.
8 https://www.mathunion.org/icmi/publications/icmi-studies/icmi-study-volumes.
9 In Hanna, G., de Villiers, M., Reid, D. (Eds.), Proof Technology in Mathematics Research and
Teaching, Series: Mathematics Education in the Digital Era, Vol. 14, 2019, pp. 215–236. Springer
Cham.
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Luckily, there are quite strong, stubborn and optimistic, humans and machines.
My mate, Shalosh B. Ekhad, is one of them, perhaps not well informed. Thus, he
has written, this same year 2050.10

Do you know that until fifty years ago most of mathematics was done by humans? Even
more strangely, they used human language to state and prove mathematical theorems. Even
when they started to use computers to prove theorems, they always translated the proof
into the imprecise human language, because, ironically, computer proofs were considered
of questionable rigor!

Only thirty years ago, when more and more mathematics was getting done by computer,
people realized how silly it is to go back-and-forth from the precise programming-language
to the imprecise humanese. At the historical ICM 2022, the IMS (International Math Stan-
dards) were introduced, and Maple11 was chosen the official language for mathematical
communication. They also realized that once a theorem is stated precisely, in Maple, the
proof process can be started right away, by running the program-statement of the theorem.

Indeed, it seems the authors of the chapters in the present book on Artificial Intel-
ligence and Mathematics Education, published in 2021, did not have the feeling that
in 2022, the International Congress of Mathematicians (ICM) in Saint Petersburg
would make such advances in the inclusion of technology in mathematics education
and research, although it was true that, more often each time, theoremswhere discov-
ered and proved with the use of computers. In fact, few chapters dare to address—or
simply to notice—with some in-depth the possible curricular changes that the arrival
of AI technology in the education world should involve.

But surely my colleague Shalosh B. Ekhad knows better what would happen,
soon; what has to happen, soon …. Indeed, again, there are quite strong, stubborn
and optimistic, humans and machines, and things can change, should change, soon. I
recall ICME 8 (International Congress on Mathematical Education) in 1996, taking
place in Seville (Spain), under an extremely hot weather that could havemelted some
robots, if there were any at that time attending ICME. There, professor Balacheff, the
author of the Foreword to this book,was chairing a TopicGroup on “Computer-Based
Learning Environments (CBILE)”, with Prof. Jim Kaput and some assistant.

It could be an interesting exercise for the readers of this book, to look at the
different presentations and comments from theTopicGroup sessions, here http://web.
archive.org/web/20060701133658/ and http://mathforum.org/mathed/seville/index.
html. One of the comments, for example, was done by the 2000–2006 president of
the Royal SpanishMathematical Society (RSME), Carlos Andradas and it is publicly
available in the above mentioned url:

I just want to say that I am not at all an expert neither in education nor in computers but
it is evident that they are changing the whole society and we in education (and in Math)
cannot ignore them. They open a fantastic world, the use of internet in the classrooms is
fascinating and that computers offer new and important challenges to the educators. If the
(boring) mechanics can be done by a machine in what should we concentrate?

10 Plane Geometry: an Elementary Textbook by Shalosh B. Ekhad, XIV (Circa 2050). Downloaded
from the future by Doron Zeilberger https://sites.math.rutgers.edu/~zeilberg/GT.html.
11 https://www.maplesoft.com.
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Good question that, yet in 2021, seems to be far from being answered.
This book is, indeed, an extraordinary effort in this direction.
Letme finish recalling you, human readers of the 2020’s, Kaput’s visionarywords,

cited by Balacheff in his highly recommended Followup report on the CBILE Topic
Group12: technologymeans that “instead of doing (old) things better we should focus
on doing better things”.

Tomás Recio
Universidad Antonio de Nebrija, Madrid, Spain
e-mail: trecio@nebrija.es

12 http://web.archive.org/web/20060621140909/ http://mathforum.org/mathed/seville/followup.
html.
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Appendix: Photographs of the Book Project
and Some of the Authors

See Figs. A.1, A.2, A.3, A.4, A.5 and A.6. AQ1

Fig. A.1 At the ACA 2019 held in July on the campus of the École de technologie supérieure in
Montréal. In the usual order, on two lines: Victor Freiman, M. Pilar Vélez, Pascal-Alexandre Morel,
Othmane Farid, Philippe R. Richard, Alain Kuzniak, Anthony Simard, Daniel Jarvis; Fabienne
Venant, Sébastien Cyr, Assia Nechache, Ludovic Font, Nicolas Leduc. Authors not in the picture:
Jiří Blažek, Roman Hašek, Thierry Dana-Picard and Pedro Quaresma
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Fig. A.2 Natural intelligence in action augmented by the collective

Fig. A.3 The off-programme meeting where ideas, partnerships and first drafts of the book were
launched: Nicolas Leduc, Gaël Nongni, Ludovic Font, M. Pilar Vélez, Othmane Farid, Alain Kuz-
niak, Assia Nechache, Philippe R. Richard, Sébastien Cyr, Fabienne Venant, Victor Freiman, Daniel
Jarvis, Michel Gagnon, Pedro Quaresma
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Fig. A.4 February 2020, just before the pandemic restrictions, in front of the International Centre
for Mathematical Encounters (CIEM) of the Universidad de Cantabria, in Castro Urdiales: Jose
Diego Matecon, Jana Trgalova, Zsolt Lavizca, Roman Hašek, Zaira Ortiz, Belén Palop, Robert
Corless, Theodosia Prodromou, Alvaro Martínez Sevilla, Philippe R. Richard, José Luis Rodríguez
Blancas, M. Pilar Vélez, Eugenio Roanes, Steven Van Vaerenbergh, Pedro Quaresma, Martha Ivon
Cardenas Dominguez, Adrián Pérez-Suay, Eunice Chan, Carlos Beltrán, Jean-Baptiste Lagrange,
Tomás Recio, Mario Fioravanti
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Fig. A.5 Although as researchers we are all used to working remotely and teleconferencing, this
is the first time we have had to coordinate an entire project from home. Clockwise from the left:
Philippe R. Richard, Jean-Baptiste Lagrange, Steven Van Vaerenbergh, Jana Trgalova, M. Pilar
Vélez y Pedro Quaresma
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Fig. A.6 The editors in Santander at the dawn of the pandemic and, in vignette, at work during
Covid-19
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