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Abstract. Today’s pervasive use of information systems (IS) not only comes
with many opportunities but also with considerable risks especially in relation
to cyberattacks, which become increasingly sophisticated and dangerous. Espe-
cially organizations providing critical infrastructures are at risk, which are held
to account by governments to ensure sufficient protection. Governments request
information to monitor cybersecurity levels of critical infra-structure providers
over time, which are today subject to respective nation-wide legislation in devel-
oped economies. Following guidelines of design science research, this study offers
a generic framework that supports continuous monitoring and benchmarking of
an organization’s cybersecurity status. It is generic allowing application by dif-
ferent critical infrastructure providers and usage by government institutions to
help achieve oversight of the nation-al cybersecurity status. Our design proposi-
tion is supported by an extensive review of academic literature, the consultation
of relevant industry standards, and two main rounds of field interactions. The
framework includes 15 major risk areas, and a collection of associated metrics
and controls, which cover material and social mechanisms. We would like to note
that our domain of study would require more design work that targets knowledge
accumulation spanning academic research and industry practice.
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1 Introduction

The ubiquitous use of information systems (IS) has changed the world as a whole. We
depend on IS in our daily life as governments and societies rely on IS in many ways. Not
surprisingly, IS are particularly threatened by attacks from the cyberspace and therefore
require adequate protection [1]. From the viewpoint of governments, a special group of
organizations, called critical infrastructure providers, are of particular importance to the
society, such as hospitals, energy providers, and internet service providers [2, 3]. These
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organizations need to operate on external accountability [4]. Meaning, critical infras-
tructure providers are held to account to implement the required measures to improve
cybersecurity and also report on their current state of cybersecurity. Such measures,
however, are manifold and exist in a vast number, either as stand-alone measures or
as part of well-established frameworks, guidelines or standards. What is more, existing
frameworks and standards seem to run short in specifically helping such organizations
to assess how well they are prepared to protect against cyberattacks [5]. In this study,
supported by a governmental funding scheme, we therefore aimed at developing a frame-
work to help these organizations to assess their current cybersecurity status and to ensure
those insights can be used by the government to gain oversight about the nationwide
cybersecurity status of critical infrastructures.

Specifically, our objectives were to (i) to design and test a framework that can help
to provide transparency in terms of the preparedness of critical infrastructure providers
against cyberattacks, (ii) which allows for combining the results of all participating orga-
nizations applying the framework. The former objective (i) is internally oriented to allow
organizations, in particular critical infrastructure providers, to assess their cybersecurity
status regarding their main risk areas. For this purpose, we focused on assessing threats,
vulnerabilities and their level of preparedness. The second objective (ii) is externally
oriented and should allow governmental authorities to compile the information into a
landscape showing and comparing the status of cybersecurity among critical infrastruc-
ture providers. The scope of factors considered was intentionally not limited to techni-
cal perspectives, but also includes additional social and contextual (e.g. environmental)
aspects, which are likely to have an influence on cybersecurity.

In terms of methodology, we followed a design science research (DSR) approach
[6, 7]. We started with a structured literature review to identify indicators related to
our assessment related objectives in relation to cybersecurity. Based on this and further
empirical sources andmethods (i.e.workshops, focus groups),wedesigned and evaluated
the framework in multiple iterations. Additionally, we observed how experts from the
field (i.e., security experts from business) were able to apply the framework in practice
and observed them while operating it.

2 Conceptual Background

2.1 Cybercrime and Cyberattacks

Hardly any organization has not fallen victim to attacks out of the cyberspace, and even
private people are not untroubled by such attacks. The resulting costs for the society seem
to be enormous, however, hard to measure [8, 9]. Of course, cybercrime is a complex
phenomenon, as it is global with no boundaries, it is innovative, as cybercriminals seem
always to be one step ahead and it is ubiquitous, as it may target and compromise any
computer [2, 3, 8, 10]. New technologies and services, such as the Internet of Things
(IoT), cloud computing, blockchain or smart grids [11–13] increase the complexity of
protection, as newly adopted technologies are less proven and thus oftenmore vulnerable.
Besides, terms like cyberterrorism or cyber espionage [14] blur the understanding of
what cybercrime is. Cybercrime covers “different criminal activities where computers
and IS are involved either as a primary tool or as a primary target” [15]. Cybercrime



A Framework to Achieve Cybersecurity Accountability 235

reflects on one hand traditional crime (e.g., theft, fraud, discrimination), often with a
specific IS-related component (e.g., theft of cryptocurrency) but also crime uniquely
related to IS and the infrastructure of such (e.g., distributed denial of service attacks,
malware, ransomware) [15–17]. Since computers have become ubiquitous and smart
systems control substantial parts of the production, logistics and industrial systems [18–
20], the number of targets is constantly growing. Cyberterrorism is mainly related to
bringing down the infrastructure of a nation to put pressure on a government, but could
also occur with terroristic intentions [14, 15]. Recent statistics show that attacks from
cyberspace against different targets have not only increased in quantity, but also in
severity [21]. Cyberattacks, defined as any “deliberate actions to alter, disrupt, deceive,
degrade, or destroy computer systems or networks or the information and/or programs
resident in or transiting these systems or networks” [22], try to exploit vulnerabilities of
organizations on different levels. Vulnerabilities in this context have been defined as “a
weakness in design, implementation, operation or internal control” [23]. This definition
seems to focus mainly on the technical level, such as built-in software and hardware
problems [24, 25]. However, the individual (personal) level is at least equally important
since flourishing techniques such as social engineering and phishing make use of limited
knowledge, low awareness and laxness regarding cybersecurity issues [26–29].

2.2 Cybersecurity and Risk Management

Measures to fight cybercrime are often subsumed under the term cybersecurity or infor-
mation security. However, it has been argued that the difference between the two is the
human dimension: in information security, the human factor is bound to the process,
whereas cybersecurity integrates human beings as targets that have to be protected [30].
According to the International Telecommunications Union (ITU), “cybersecurity is the
collection of tools, policies, security concepts, security safeguards, guidelines, risk man-
agement approaches, actions, training, best practices, assurance and technologies that
can be used to protect the cyber environment and organization and user’s asset” [31].
As this is a very holistic definition, it covers not only technological but also social,
organizational and legal aspects. Therefore, it is necessary to form activities addressing
these threats in a holistic way, covering relevant social, organizational and legal aspects.
The NIST framework further divides activities into different groups: “Identify, Protect,
Detect, Respond, Recover” [32]. It can be argued that these activities show a chrono-
logical relationship with cyberattacks, in particular pre-attack (prepare, prevent, deter,
identify), during the attack (protect, defend, respond) and post-attack (repair, recover)
activities. The framework AVOIDIT differentiates attacks according to their attack vec-
tor, operational impact, defense, informational impact and target [33]. An often-used
approach is to identify activities in relation to confidentiality, integrity and availability
of information [34]. Besides the already mentioned NIST framework, other frameworks
aim to support organizations in handling the complexity of information security and
cybersecurity management. The ISO 2700x family [35] is a widely adopted framework
with standards for implementing an information security management system to mea-
sure, analyze and evaluate information security issues and activities. In central Europe
and German-speaking countries, in particular, the so-called BSI IT baseline protection
(“Grundschutzkatalog”) [36] was the de-facto standard methodology to identify and



236 B. Krumay et al.

implement computer security measures in organizations for a long time. Anyway, a
more holistic approach is needed to handle the increasingly challenging task of assuring
a reasonable level of cybersecurity. With regard to technical threats, numerous measures
are reflected by frameworks and applied by professionals, from encryption to access
management, from firewalls to software updates. Putting the human being as a major
‘weak point’ more into focus, awareness building activities and training seem to be
the appropriate approach [28, 37]. What the frameworks have in common is the idea
of measuring indicators to be able to manage the challenges [1]. This is a challenging
endeavor, as IS highly depend on and influence each other, hence testing and assessing
where the problem is, is a complex task [9]. Again, frameworks and guidelines provide
metrics or so-called Key Risk Indicators, which should be selected based on distinct
criteria such as impact, effort to implement, measure and report, reliability and sensi-
tivity [23]. However, measuring or assessing the organizations’ cybersecurity status is
also a precondition for calculating their risk. In the current version of ISO 31000, risk is
described as “effects of uncertainty on objectives” [9]. An often stressed basic formula
for calculating risk is the combination of likelihood times consequences [38]. Regarding
cybersecurity, the relationship between threats and vulnerabilities and factors like con-
sequences, asset value or likelihood and impact on the organization [39–42]. Besides
assessing the risk level, there are several ways to cope with risk, such as risk avoid-
ance, risk reduction or mitigation, risk-sharing or transfer as well as risk acceptance
[23]. In the NIST Special Publication 800–30, risk mitigation is defined as “a systematic
methodology used by senior management to reduce mission risk” [41]. The possibilities
include risk assumption, avoidance, limitation, planning, transference aswell as research
and acknowledgment [41]. Whereas most of the risk mitigation possibilities are clearly
within the scope of organizations, transferring and sharing risks extend the scope beyond
the companies’ boarders. On one hand, it integrates supply chain partners for sharing
the risk, on the other risk insurances have become a common instrument of transferring
risks [43, 44]. Summing up, organizations have to invest in cybersecurity activities on
all levels – hardware, software, and employee - to reduce IS vulnerabilities [45].

2.3 Critical Infrastructure

Although cybersecurity is an issue for all organizations, it becomes a menace to the
public when attacks negatively impact infrastructure supporting our daily life, such as
power grids [46], hospitals [47], or smart cities [48]. This shift from a rather company or
micro-level to a wider and global macro level induced governments but also organiza-
tions like the European Union to strengthen their efforts towards fighting cyberattacks,
in particular when threatening critical infrastructure providers [49–51]. What defines a
critical infrastructure is its importance for a nation when failure or reduction of service
may menace security, economy, public health or safety [5, 32]. This includes energy
(electricity, oil and gas), transport, banking, financial market infrastructures, healthcare,
water supply as well as digital infrastructure such as internet exchange points [5]. Orga-
nizations – obliged to it or not - follow these frameworks in order to establish their
internal cybersecurity activities and risk management. In our further examination, we
focus on the two already mentioned directives, published by the US government and the
European Commission due to their importance. TheNISTCybersecurity Framework has
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first been published in 2014, the current version (1.1) dates back to April 2018, aiming
at supporting providers of critical infrastructures to handle cybersecurity-related issues
holistically [32]. Consisting of best practices, standards and guidelines for appropriate
action, it has soon been adopted not only by providers of critical infrastructures but also
IT and security professionals in general [52]. The NIST framework comprises of five
functions (identify, protect, detect, respond, recover), consisting of 23 categories and
108 subcategories, structuring activities in accordance with the functions. In Europe,
on the other hand, the European Union had published the so-called EU NIS Direc-
tive on cybersecurity in 2016, which had to be implemented by Member States 2018
[5]. It obliges providers of critical infrastructures to continuously monitor threats from
cyberspace, assess imminent risks and implement according technical and organizational
activities to secure their IS. The NIS Directive sets goals on three levels, in particular
increased cooperation at EU-level, improved cybersecurity capabilities at the national
level, as well as the implementation of incident reporting and risk management obli-
gations for providers of critical infrastructures at the organization level. The derivative
duty of the national government includes identifying providers of critical infrastruc-
tures (by November 2018) and improving their cybersecurity capabilities. This is, of
course, a very complex endeavor, as the basis are the organizations doing business in
the country, and their internal and external circumstances, interdependencies and not at
least IS are heterogeneous. Breaking it down to the organizational level, as requested by
the NIS Directive [5] means requesting providers of critical infrastructures to measure
their cybersecurity status based on specific criteria. At themost detailed level, this means
measuring activities’ performance in absolute (e.g., number of employees entrusted with
security activities), relational (e.g., number of attacks per device) or time-related (e.g.,
money spent on security issues per year) indicators, be they monetarized or not. They
have to be aggregated and reported to the according governmental or non-governmental
point to allow for a further assessment of the nation’s current cybersecurity status.

3 Methodology

As the goal of this study is to design and test a framework to allow organizations con-
sidered as critical infrastructure providers to assess their cybersecurity status, a Design
Science Research (DSR) approach was an appropriate choice [6, 53]. The so-developed
framework can be considered an artifact based on design as the research maxim, being
relevant, as it is designed to solve real-world problems and rigorous, as it is rooted in the
existing knowledge base [6, 53]. This requires iterative circles of design and evaluation
regarding validity, utility, quality and efficacy [53]. In our problem-centered approach,
we adopted the well-established six-step DSR process proposed by Peffers et al. [7]. The
six steps include problem identification and motivation (step 1), definition of objectives
for a solution (step 2), design and development (step 3), demonstration (step 4), evalu-
ation (step 5) and communication (step 6) [7]. The research process involved different
sources and methods, developing two different versions of the framework, both through
several iterations within each sub-process. However, for the sake of clarity, we describe
the first iteration (for developing framework V1) and second iteration (for developing
framework V2) in a linear way. Iteration 1 mainly covers the first four steps in the pro-
cess and involves a structured literature review of academic sources, resulting in more
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than 50 academic sources related to the topic. Next, we analyzed documents from non-
academic sources (standards, guidelines, regulations). This rich knowledge set was the
foundation for a workshop with ten participants from different fields (i.e., academia (3),
private research institution (4), representatives of the ministry (1), security experts from
business (2)), with the aim to develop the first version of the framework. In theworkshop,
we used the term impact area, which is defined for this study as the interrelationship
between metrics and controls for specific cybersecurity issues. In addition, the conse-
quences of impact areas for the organization or society are at least on medium level.
Next, we identified three dimensions – (A) hardware and software supplier or manufac-
turer, (B) provider of critical infrastructure, (C) government – reflecting the context or to
be more precise, who can influence the context or is most directly influenced by it. For
example, the impact area ‘Cyberwarfare’ is related mainly to the government. Overall,
40 different impact areas were defined in this first iteration. However, in the workshop,
the experts came to the conclusion that the framework should focus on impact areas
influencing dimension B - the critical infrastructure provider - directly. Based on the
result of the workshop, iteration 2 required going back to the literature and reflecting
our findings. In parallel, we started the process of mapping and further defining the
impact areas. We split up the impact areas into four groups and assigned each of it to
two team members of the funded project. After four weeks, we discussed the results
and designed a refined draft of the impact areas regarding definitions and indicators.
Next, we conducted two focus groups with five to six experts. In the first focus group,
we aimed at selecting impact areas with medium to high consequences, leading to 15
impact areas and assigned according indicators from academic and non-academic liter-
ature to it. In the second focus group, we demonstrated the 15 impact areas and tested
it regarding utility, reliability, validity and efficacy. Although this testing is normally
related to evaluation [53], we decided to integrate it into the demonstration step, but to
retest it during the evaluation. Results from the focus groups were used to further shape
the framework. None of the impact areas had to be excluded, but definitions and indica-
tors were adopted. Another result from the focus groups was a discussion about who is
applying the framework, as not all indicators may be assessed correctly on all levels of
people involved. Therefore, the following roles were designed: Chief Executive Officer
(CEO), Chief Information Security Officer (CISO), IT technician and auditor. In accor-
dance with role descriptions, indicator sets were assigned to the impact areas per role.
For example, business-related indicators such as the assessment of monetary aspects of
cybersecurity issues are assigned to the roles of CEO, cybersecurity management indica-
tors are assigned to CISOwhereas indicators covering technical issues such as downtime
of a system to the role of the IT security expert or the technician. The auditor role has
been assigned more or less with the same indicators as the CISO, but from an external
perspective. As the final step in this iteration, we invited experts from academia and
business to apply the second version of the framework, observed them and conducted
a post-hoc interview based on an interview guideline. We were aiming at balancing
experts from academia and business per role, resulting in nine experts (Table 1). First,
the participants received a short introduction including a declaration of confidentiality
and the information that they will be observed. They were asked to express verbally what
comes to their mind while applying the framework. This so-called think-aloud method
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provides more information compared to standard observations [54]. Verbally expressed
thoughts as well as the whole process were documented by the observer in an observa-
tion protocol. After this, a post-hoc interview based on a rough interview guideline was
conducted to further evaluate utility, reliability, validity and efficacy of the framework
with according questions, such as comprehensibility, completeness, balance to name just
some. Some minor changes evolved from this step (e.g., shorten long sentences), but the
framework in general had not to be changed. The so-evaluated framework has already
been communicated to various stakeholders as the national government, security experts
and stakeholders in general.

Table 1. Participants in the evaluation step (5) in the DSR process [7]

Role Sex Age From Expertise in
years

Auditor Male 20+ Academia 2 years **

Auditor Female 40+ Business 5 years

Technician Male 30+ Business 7 years

Technician Male 30+ Business 7 years

Technician Male 50+ Academia 15 years

CEO Male 30+ Academia 3 years *

CEO Female 30+ Business 2 years

CISO Male 30+ Academia 7 years

CISO Male 40+ Business 12 years

* Interview via skype, ** self-reported

4 Results

Asone key result of the above describedDSRprocess, the designed and tested framework
consists of 15 identified impact areas with potentially medium to severe consequences
for critical infrastructure providers (see Table 2 with definitions). For an effective appli-
cation of the framework and to strengthen its reliability, a common understanding of
these impact areas among the stakeholders and security experts in the respective critical
infrastructure provider is required. The assessment regarding organizations’ cybersecu-
rity status relies on indicators able to reflect an impact area (IA). In the framework, we
differentiate between metrics and controls. Metrics are linked to threats and vulnerabil-
ities, thus often defined by a lack of or something missing. Furthermore, it is something
that can bemeasured (quantitatively or qualitatively) by comparing it to a reference point
[55]. For example, in impact area 1 ‘Negligent Use’ the slow or non-acceptance of cyber-
security policies by employees [56, 57] is such a metric related to a reference point in
time, expressed in a rather qualitative, descriptive way (e.g., immediately, fast, medium-
fast, slow, no acceptance). This metric indicates that such behavior makes the company
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vulnerable. A set of metrics, related to an impact area, can be used to assess the current
threat and vulnerability status regarding this area. By contrast, controls are safeguards or
countermeasures [58], which should be in place to mitigate risks in each impact area and
can also be assessed to judge the preparedness of organizations. Controls are related to
risk management covering different types of measures such as policies [58]. To give an
example, establishing a process to revoke access rights when the status of an employee
requiring access to a system has changed [59, 60] is a control related to impact area 1, as
it fights negligent use. We consulted leading industry practice frameworks to support the
initial selection of metrics and controls. However, we also added other sources, e.g. from
academic literature, where appropriate. Interestingly, some impact areas are completely
covered by one or two frameworks, (e.g. IA 3 fully covered by the BSI IT baseline
protection framework [36]). The most prominent frameworks are the ISO 2700x family
[35, 61, 62], the BSI IT baseline protection [36] and the NIST frameworks [32]. Partic-
ularly interesting is IA 11 as it is informed solely by academic literature. Table 2 gives
examples of according metrics and controls, and their main sources. In our analysis,
we used far more sources, however, due to page restrictions we just provide the most
relevant ones. As already described, we processed metrics and control in conjunction
with the identified roles (CEO, CISO, Technician, Auditor). The number of indicators
(metrics, controls) assigned to impact areas and roles varies, e.g. the CEO, CISO and
technician roles were assigned to 5, 11 and again 11 controls for IA 13, respectively.
The CISO received the main load with 70 metrics and 97 controls.

5 Discussion

The aim of this study was to develop and test a comprehensive framework that allows
critical infrastructure providers to evaluate and report their cybersecurity status in a way
that allows governmental agencies to further process results to provide a nationwide
assessment. The focus was on identifying the main risk areas and relate these with
most common threats and vulnerabilities as well as capturing levels of organizational
preparedness. Relying on a DSR approach, we based our framework on academic and
non-academic sources (standards, guidelines, regulations), conducted workshops and
consulted professionals through an iterative approach, which resulted in a holistic set of
15 risk areas (termed impact areas) with related metrics and controls. As intended, the
framework can be used by organizations to assess and monitor their cybersecurity status,
and by governments to build a ‘landscape’ of the current cybersecurity situation based
on aggregating these organizational applications. It would also allow organizations to
cooperate and create benchmarks of their individual performance as compared to other
market operators. Thus, our framework serves as an innovative generic design for such
evaluations, which is also seen as a pre-condition for DSR studies. The framework was
also well-tested and documented thoroughly to allow for such an intended application in
the given cybersecurity domain. Our results indicate that the final framework design is
sufficiently stable in terms of utility, reliability, validity and efficacy.We, thus, contribute
to research and practice, especially to national legislators in terms of obtaining and
compiling the relevant data to hold critical infrastructure providers to account for their
performance in the context of cybersecurity.
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Table 2. Definition of impact areas - * refers to parts not or only partly covered by NIS/NIST

Impact Area (IA)/Definition Metrics (M)/Controls (C)

IA 1: Negligent use: Lacking or inadequate
diligence when using IS (examples: insecure
passwords, opening spam emails)

M: the slow or non-acceptance of
cybersecurity policies by employees * [36,
57]/C: establishing a process to revoke access
rights when employees’ status has changed
[32, 36, 57, 59–61]

IA 2: Lack of prioritization and focus
regarding cybersecurity activities: Lacking
awareness (knowledge) of responsible actors
regarding what has to be protected or how high
the probability of certain threats is as well as
ranking risks by their severity, hindering the
organization to prioritize cybersecurity
activities in a reasonable way for assigning
resources and capabilities appropriately

M: a well-defined cybersecurity strategy is
missing [32, 35, 61]/C: resources to develop a
cybersecurity strategy exist [32, 35, 61, 62]

IA 3: Lacking general cybersecurity
awareness: A general lack of awareness and
knowledge regarding threats and attack
vectors. In addition, the knowledge regarding
appropriate and effective handling of such
challenges is missing

M: no cybersecurity training specifically
designed for the needs of the target group *
[36]/C: cybersecurity trainings, specifically
designed for the target groups, are conducted
on a regular basis * [36]

IA 4: Insufficient awareness and appreciation
regarding external cybersecurity situation:
Knowledge, information or technical
resources, processes and capabilities for
developing a clear appreciation regarding the
external cybersecurity situation is missing.
This hinders the organization from
reproducing and assessing the external
situation

M: no structured analysis of incidents or
attacks, affecting the organization or other
organizations in the same industry [32, 35, 61,
62]/C: a defined process for the exchange of
knowledge and experience with other experts
or computer emergency response teams
(CERTs) exists [32, 35, 61]

IA 5: Missing or insufficient Business
Continuity Management (BCM): The
insufficient preparation to handle possible
damaging events, as the goal of BCM of an
organization is to be back to normal business
conduct as fast as possible (also often referred
to the term disaster recovery)

M: defined responsibilities and list of involved
parties for business continuity management
processes are missing [36] */C: well-defined
business continuity management processes
and measures exist [32, 63]

(continued)
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Table 2. (continued)

Impact Area (IA)/Definition Metrics (M)/Controls (C)

IA 6: Insufficient attack recognition: The lack
of capabilities to recognize in time attempt or
successful malicious activates (i.e.,
cyberattacks) against the organization to be
able to react appropriately with the according
countermeasures (often subsumed under the
term incident response)

M: last year attempted attacks have been
recognized very late [36] */C: network traffic
is continuously monitored using a software
[36, 61] *

IA 7: Legacy systems: IS, which exist due to
historical reasons although they are outdated,
deprecated and not further supported by the
manufacturer (vulnerable against new threats,
as security updates by the manufacturer are
not provided)

M: critical business processes depend on
legacy systems [35, 61, 64] */C: a list of all
legacy systems (incl. possible threats) exists
[35, 61, 62, 64]

IA 8: Natural catastrophes: Massive natural
catastrophes such as floods, earthquakes or
fires threaten the infrastructure of IS

M: no emergency plan in case the
infrastructure (in particular the data center) is
not available due to a natural catastrophe [57,
65, 66] */C: concepts for backup and restore
are constantly adopted in the business impact
analysis considering impacts of natural
catastrophes on IS [57, 65, 66] *

IA 9: Changes in the ownership structure:
Changes in the ownership structure may push
cybersecurity activities in the background
leading to a decrease of investments and
unclear responsibilities

M: changes in the ownership structure may
hinder the continuation of cybersecurity
processes [67–69]/C: the systems have been
prioritized to allow appropriate continuity in
case of changes in the ownership structure
[67–69]

IA 10: Social engineering: Target towards
exploiting interpersonal relationships to evoke
a specific behavior, in particular, insecure
activities to undermine existing cybersecurity
policies and precautionary measures

M: employees are not familiar with the
common social engineering techniques and
attack vectors * [36]/C: technical measure to
prevent social engineering attacks established
* [36]

IA 11: Misuse of digital identities: Misusing
digital identities (i.e., user accounts) facilitate
unauthorized access to IS and malicious
activities by using the identity of the betrayed
user

M: no processes established to force secure
passwords [40, 70] */C: least privileges
principle established * [36, 40, 61, 70]

IA 12: Unavailability of systems: Distributed
denial of service (DDoS) attacks make service
unavailable to regular users or reduce their
availability

M: no technologies in place to automatically
fight DDoS attacks * [36]/ C: sufficient
resources are provided to detect, fight and
overcome DDoS attacks * [36, 61]

(continued)
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Table 2. (continued)

Impact Area (IA)/Definition Metrics (M)/Controls (C)

IA 13: Data theft or data manipulation: Data
theft leads to loss of confidentiality whereas
data manipulation degrades the integrity of
data, hence both compromise two main goals
of cybersecurity

M: there were data leaks in the last year [35,
61, 64]/C: there is an insurance covering
possible risks evolving from data theft and
data manipulation [35, 61, 62, 71]

IA 14: Cyber espionage: Politically or
ideologically motivated attacks, technically
very mature, aim at eavesdrop or wiretap data
with high strategical relevance (e.g., business
secrets) to gain strategic advantage

M: there have been watering hole attacks with
the goal to steal valuable information in the
last year [35, 61] */C: there is a strategy to
fight cyber espionage accompanied by
appropriate measures [32, 35, 61, 62, 64]

IA 15: Cybercrime: Illicit activities conducted
via or on information technology and
networks. IS foster as an instrument to
conduct illegal activities and increase their
distribution as well as elicit exponential
material or non-material damage

M: there had been incidents relating into
ransomware infection last year [61] */C:
trainings on a regular base with all employees
to increase awareness regarding cybersecurity
issues * [35, 61, 62, 71]

Regarding research, the framework adds to the existing literature by providing a
compilation of various sources of knowledge, initially informed by a structured literature
review. Although we found overlapping contents between well-known frameworks such
as NIST and the German BSI IT baseline, we could identify some relevant aspects that
were only covered in the academic body of knowledge. Obviously, the impact areas
cover technological and social (or individual) issues, yet social issues seem to dominate
over pure technical issues. In almost all impact areas, metrics and controls related to
social issues can be found. Especially, metrics regarding the lack of training (IA 3, IA
10), awareness (IA 2, IA 3, IA 15) and knowledge (IA 2, IA 3) are important. On the
other hand, controls addressing the individual level (training, awareness, knowledge)
characterize many impact areas (IA 2 - IA 5, IA 10, IA 11, IA 15). The framework,
thus, is consistent with the notion that the human being is becoming the focus of holistic
cybersecurity approaches [72], is equally important, in particular the time needed to
comply. This has already been discussed in research and considers factors influencing the
adoption process such as clear language, up-to-date policies and access to the documents
[57]. Regarding the impact areas, we were surprised to find that some of them were
not reflected in the well-known practice frameworks but discussed in the literature, in
particular natural catastrophes (IA 8) and change in the ownership structure (IA 9).
Both have been suggested by prior work [57, 65–68] with a clear focus on the negative
effects they might have on the providers of critical infrastructures. Natural catastrophes
threaten the facilities and infrastructure of organizations; thus, they should be a vital part
of cybersecurity activities to protect IS.

Regarding contributions to practice, we seek to emphasize two key results. Firstly,
thewell-established standards used in practice do not cover all our identified impact areas
completely. As already discussed above, natural catastrophes and changes in ownership
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structure are two under-documented examples, which all consulted experts from busi-
ness and the officials of the national government classified as being especially important
although not directly cyber-related. Additionally, other impact areas were mainly cov-
ered by metrics and controls from academic literature, for example IA 1 and IA 11. Our
framework, thus, integrates knowledge from academic research to help to solve our field
problem. Secondly, by assessing the number of metrics and controls and putting them
into relation to roles, which strengthens responsibility, it became clear that the CISO
occupies a particularly important position in this context. This role which combines
managerial and technical tasks contributes to the application of the framework more
than the technician. The high number of controls (97) assigned to the CISO reflects the
importance of this role for the successful implementation and execution of cybersecu-
rity controls. Thus, the CISO can be seen as mainly responsible for the cybersecurity
preparedness of an organization.

Finally, in terms of legislation and policymaking, the framework may serve as a
blueprint or starting point for governing cybersecurity assessments across the critical
infrastructure sector. It suggests the key impact areas and their assessment mechanisms
(metrics and controls) to strengthen cybersecurity and its awareness in a country. While
the fifteen impact areas seem to define an adequate scope for developing a landscape of
the cybersecurity situation among critical infrastructure providers, they are also generic
enough to be of value to other organizations.

6 Conclusion, Limitations and Further Research

From the perspective of design science research (DSR), we designed and tested an inno-
vative and well-documented framework consisting of impact areas and their associated
metrics and controls, which can be applied by different types of organizations (and
operators of critical infrastructures in particular) to assess their cybersecurity situation.
Moreover, it can be used as a guideline by governmental institutions to generate national
oversight and allow for comparison of different industries’ level of cybersecurity. We
thereby provide a design science research proposition covering a field problem (pre-
vention of cybercrime and cyberattacks), a design artifact (the developed framework),
expected outcomes (assessed and controlled cybersecurity and riskmanagement), and the
material and social mechanisms (implementation of metrics and controls covering social
and technical issues, including roles and responsibilities) providing these outcomes in
our domain of study.

We developed and tested an artifact to address the need of protection of IS that
are threatened by attacks from cyberspace, which provides a generic answer on how
to accomplish the comprehensive assessment and ongoing monitoring of cybersecurity
and related risk management. The contribution of a generic design can be considered as
a key requirement of DSR, which in our case was also a mandatory research condition
for this study. We based the development and testing of the framework on the six-step
DSR process proposed by Peffers et al. [7]. In particular, we used the relevant bodies
of literature and standards provided by academia and practice to provide the foundation
of the framework, which we amended and corroborated through fieldwork including
two main developments and testing iterations. We thus produced a saturated body of
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evidence supporting the framework. The included metrics and controls shed insights not
only on the material (technical) but also on social mechanisms needed to produce the
assessment outcomes. Our work is therefore highly relevant in practical and academic
terms. It should be stated that our empirical data is limited to one central European
country. Although we do not see any deviating cybersecurity requirements as compared
to any other developed country, additional empirical insights at a larger scale might be
insightful. We are aware that assessing metrics and controls in binary format (yes or
no) hinders a more fine-grained assessment. However, we deliberately refrained from a
more sophisticated assessment to increase usability. In terms of future research, it would
be interesting investigating the role of company characteristics such as size or age in the
context of metrics and controls. We would like to note that our domain of study would
requiremoreworkwhich targets the daunting process of knowledge accumulation across
perspectives and rests on the pair of shoulders incorporating both, academic research
and industry practice.
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