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Preface

Business Information Systems Engineering is a vital scientific discipline, which has
objects of investigation that can hardly be more timely: the design, use, and
management of information systems (IS). The discipline’s wide range of topics is
impressive, which is also documented through the contributions submitted to the
16th International Conference on Business Information Systems Engineering
(WI21). Innovation through IS has been the guiding theme for the conference,
representing both the present and the future. The coronavirus pandemic has made it
clear to individuals, companies, and society as a whole that the digitalization trend
will not lose its power for a long time to come. Areas of society long known for
their slowness to adopt digital technologies, such as health, education, and gov-
ernment services, are opening up to the use of modern digital IS. The massive
expansion of online shopping and the increased acceptance of digital customer
touchpoints will stay even when the pandemic has ended. Moreover, virtual
teamwork and working from home concepts are now implemented in many com-
panies that were reluctant to embrace these trends before the pandemic started.
Altogether, the past year has enabled a new level of digitalization and is driving
companies to take further steps to digitalize products, services, and business
models.

Digitalization is changing our world faster than ever, and Business Information
Systems Engineering as a discipline has the potential to play a major role in
understanding and shaping this development. Not only does Business Information
Systems Engineering combine technical and economic knowledge in its origins, but
also its intrinsic interdisciplinary nature gives it a great position to continue and
extend collaboration with other disciplines, such as business economics, infor-
matics, communication science, and psychology. In recent years, it has become
clear that addressing complex organizational and societal problems requires theo-
retical and methodological approaches used in different disciplines. Making visible
how rich, wide-ranging, and practically relevant the outcomes of our discipline are
is a major goal besides contributing to the academic discourse of our community.
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Business Information Systems Engineering as an established discipline gains its
profile from three constituent aspects. First, Business Information Systems
Engineering research presupposes an information technology artifact. This tech-
nical artifact is at least fundamentally understood (and not merely represented as a
black box). This implies an understanding of the design process as well as the
context of use. Second, the use of the technical artifact takes place in a system that
has social elements. The integration of socio-organizational aspects is necessary
because the appropriation and use of the artifact by people influences its mode of
action. Third, resource constraints can be observed in all actions in organizations.
Economic considerations are required if an organization’s goal is to be achieved in
the best possible way. This implies the need for economical design, use, and
management of information technology (IT) artifacts as well as the question of
added value that arises from their use. For example, Business Information Systems
Engineering is not just about the issue of developing software according to user
requirements but also about the successful use of software in organizations, which
is reflected in economic dimensions.

It is a mark of great success that our discipline actively addresses a wide range of
urgent research fields by submitting so many research articles to WI21. In these
proceedings, we have structured the accepted papers in the areas of domain,
technology, and management and a general area on innovative, emerging, and
interdisciplinary topics and methods, theories, and ethics in Business Information
Systems Engineering. The high number of papers submitted has made it necessary
to publish several volumes. We have used the conference structure to divide the
conference proceedings into three volumes. The first volume contains the domain-
related tracks, supplemented by the two general tracks. In the second volume, the
tracks on technology are summarized, and the third volume contains the manage-
ment tracks. A total of 267 full papers and 80 short papers were submitted for the
conference, of which 93 were accepted as full papers and 28 as short papers,
resulting in an acceptance rate of 35% for the full papers and for the short papers.
All the accepted papers passed a double-blind peer-review process.

The details of the short papers can be found in the table of contents and the brief
introductions to the tracks; they are not detailed in this preface. The student track’s
interesting and diverse contributions, a clear indicator of the discipline’s attrac-
tiveness for students, have also been included in the conference proceedings.

In the following, we briefly summarize the articles submitted for the different
domains. In doing so, we aim to highlight the wide range and diverse nature of the
contributions that characterize our academic community.

Volume I: Domain

Domain represents that part of the discourse that is of scientific interest, which has
become highly differentiated due to problem specificity in research. This structure
largely follows the divisions in management consultancies, standard software
manufacturers, the software product-related organization of IT in companies or, in
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the area of research, also the call for applications-oriented research programs by the
Federal Ministry of Economics in Germany. The domains contain their own
“language games” with deviating application architectures and economical problem
definitions. The five tracks on creating value through digital innovation in health-
care, retail, digital services and smart product service systems, and smart city and
e-Government examine a broad spectrum of current technology use in specific
domains.

At the time of the conference, hardly any area is more present from the point of
view of the digitization discussion than Digital innovation in healthcare. This is
also documented by the contributions accepted in this track. The role of patients in
the value creation of digital innovations often depends on the patients. One paper
focuses on their attitudes toward apps for chronic disease management and another
discusses in an empirical study how satisfied elderly people are with telemedical
remote diagnostic applications. In the third paper, the evidence about patient
engagement tools and their integration in patient pathways is analyzed. The
transformation path from research to clinical practice for data-driven services is the
subject of the last paper in this section, which analyzes how a third party can take
part in less digitalized domains like health care.

The Retail domain is subject to two requirements as a result of digitalization: the
improvement of internal and network-like value creation processes and the
implementation of omnichannel customer requirements, including diverse customer
touchpoints. The customer interface capabilities are essential for companies,
especially after the pandemic experiences of the past year. The three selected
contributions are dedicated to this topic. In the first contribution, the impact of the
coronavirus pandemic on local retailers and local retailer shopping platforms was
investigated with interviews. The role of personality traits and gender roles in
choosing a consumer channel was investigated in a laboratory experiment with the
result of significant differences in channel evaluation. The third paper discusses
digitalization of luxury retail by assessing customers’ quality perception of a digital
sales desk for jewelry stores.

In a sense, a symbiosis of old material and new informational worlds is explored
in the track Digital services and smart product service systems: A maturity model
for manufacturers with five areas (strategy, culture, structure, practice, and IT) is
used to show the stages from a pure product to a product service system provider,
existing methods for the design of a digital service in operational practice are
evaluated, a conceptual framework for tools for the development of digital services
is designed, and requirements for augmented reality solutions for safety-critical
services are formulated.

The Digitalization and society—even in times of corona track discusses societal
challenges and the role and usage of information technologies. An empirical paper
on an online survey conducted in March 2020 examines if willingness to release
private data increases if fear of the crisis exists. The role of trust in government also
has an impact on voluntary data provision, as shown in the paper. The perceived
stress of knowledge workers working at home in COVID-19 times is investigated in
another empirical study. The third paper reviews online platforms for cultural
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participation and education and develops a taxonomy. The differences in the
challenges of digital transformations between industrial and non-profit organiza-
tions in the areas of business processes, business models, and customer experience
are investigated using a grounded theory approach. The fourth paper discusses the
success factors of pandemic dashboards and the development of dashboards for the
specific requirements of COVID-19 data. The last paper in this section discusses the
impact of digitizing social networks on refugee decision making in Germany.

The Smart city and government track contains both conceptual and empirical
contributions. An empirical paper on competence requirements for the digitalization
of public administration analyzes job advertisements, while a literature review on
requirements for blockchain-based e-government services represents the status
of the scientific debate on e-government blockchain approaches. The future of cities
in the South Westphalia region in Germany is the subject of a scenario-based paper
that examines how we can prepare cities against uncertain future circumstances.
The potential uses of smart city data in smart city projects are explored through a
taxonomy of such projects that provides guidance for real-world projects. The focus
on sustainable urban logistic operations is directed in a contribution that offers a
design-oriented strategic decision support approach. In the last contribution of the
track, an explicable artificial intelligence approach is demonstrated as a support for
public administration processes.

The two general tracks on innovative, emerging, and interdisciplinary topics and
methods, theories, and ethics in Business Information Systems Engineering and the
students’ track conclude the first volume.

The track Innovative, emerging, and interdisciplinary topics includes five papers
that address the influence of organizational culture on idea platform implementa-
tion, a taxonomy for data strategy tools and methodologies in the economy, the
design of an adaptive empathy learning tool, an empirical study of secondary school
students’ openness to study Business Information Systems Engineering, and the
altered role of 3D models in the product development process for physical and
virtual consumer goods.

The track Methods, theories, and ethics in Business Information Systems
Engineering includes three full papers on ethical design of conversational agents, a
framework for structuring literature search strategies in information systems, and
the design of goal-oriented artifacts from morphological taxonomies.

The Student track, which has been part of WI conferences since 2016, comprises
16 selected full papers and another 13 contributions accepted for the poster session.
These contributions are listed in the table of contents. The program chairs consider
the strong involvement of students as a distinguishing feature of Business
Information Systems Engineering. For this reason, the student challenge became
part of the WI2021 in Essen to bring students and companies together and to
emphasize the application orientation as a further strength of Business Information
Systems Engineering.
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Volume II: Technology

The second volume is dedicated to the core of change in organizations, information
technology. The five tracks of the second volume are data science and business
analytics, design, management, and impact of Al-based systems, human—computer
interaction, information security, privacy, and blockchain, and social media and
digital work, which represent the wide range of technologies investigated in
Business Information Systems Engineering.

The first track in the technology section is dedicated to the perspectives of Data
science and business analytics. Hardly any area is associated with as much
expectation in operational practice as the possibilities for using as much data as
possible. A wide variety of contributions were selected that report on managing bias
in machine learning projects and the design of hybrid recommender systems for
next purchase prediction based on optimal combination weights, present a holistic
framework for Al systems in industrial applications, use natural language pro-
cessing to analyze scientific content and knowledge sharing in digital platform
ecosystems demonstrated for the SAP developer community, and realize informa-
tion extraction from invoices based on a graph neural network approach for datasets
with high layout variety.

The second technology track, Design, management, and impact of Al-based
systems, also covered a wide range of topics. The first paper presents a socio-
technical analysis of predictive maintenance. The evaluation of the black box
problem for Al-based recommendations is empirically investigated on the basis of
interviews in the second paper, and the role of influencing factors and the chal-
lenges of chatbots at digital workplaces is the subject of the third contribution.
Another empirical work examines the relationships of Al characteristics, project
management challenges, and organizational change. The challenges for conversa-
tional agent usage through user-specific determinants and the potential for future
research are the subject of the fourth paper in this track. A design science per-
spective is used for an augmented reality object labeling application for crowd-
sourcing communities and also to construct an artificial neural network-based
approach to predict traffic volume. A hybrid approach is used at a German bank by
combining leveraging text classification with co-training with bidirectional lan-
guage models. The eighth and final paper in this track contributes to explaining
suspicion by designing an XAl-based user-focused anti-phishing measure.

One research direction that has been established in Computer Science longer
than in Business Information Systems Engineering is Human—computer interaction.
Four contributions were accepted, which deal with the influence of the human-like
design of conversational agents on donation behavior, state-of-the-art research on
persuasive design for smart personal assistants, a conversational agent for adaptive
argumentation feedback, and insights from an experiment with conversational
agents on the relation of anthropomorphic design and dialog support.

The five papers accepted in the Information security, privacy, and blockchain
track consider data protection challenges and their solutions with regard to
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blockchain technologies from the perspective of German companies and organi-
zations, a survey of private German users about the relationship between IT privacy
and security behavior, cyber security challenges for software developer awareness
training in industrial environments, the hidden value of using design patterns to
whitebox technology development in legal assessments, and an analysis of the user
motivations driving peer-to-peer personal data exchange.

The last technology track focuses on Social media and digital work. In the first
accepted contribution, the design principles for digital upskilling in organizations
are analyzed. A comparative study on content and analyst opinion, crowd- or
institutionally oriented, is the subject of the second contribution. The third paper is
dedicated to a no-code platform for tie prediction analysis in social media networks.
The track on social media and digital work is rounded off with problems and
solutions in digital work, exploring measures for team identification in virtual
teams.

Volume III: Management

The third volume of the conference covers Management aspects and has the largest
number of tracks. The volume includes tracks on data management and data
ecosystems, digital education and capabilities, digital transformation and business
models, digital innovations and entrepreneurship, enterprise modeling and infor-
mation systems development, the future of digital markets and platforms, IT
strategy, management, and transformation and, finally, management of digital
processes and architecture.

Data management and data ecosystems form the starting point for value creation
processes, which are expressed, among other things, in data-as-a-service consid-
erations. In the first paper of this track, the authors design a data provenance system
supporting e-science workflows. A taxonomy for assessing and selecting data
sources is designed in the second paper, which also discusses aspects of the efforts
for data integration in a big data context. Another literature-based paper develops
four types of hybrid sensing systems as a combination of high-quality and mobile
crowd sensing systems.

The Digital education and capabilities track includes four papers. In the first
paper, a literature review about digital credentials in higher education institutions is
presented. The interplay between digital workplace and organizational culture is
investigated using a multi-case study in the second paper. The current performance
of digital study assistants and future research fields are subject to state-of-the-art
investigations in the last paper of this track.

The track Digital transformation and business models has been particularly
topical and not only since the coronavirus pandemic. The first article takes a long-
term look at which strategic orientations are identifiable, and digital business model
patterns are investigated. In the second article, digital leadership is analyzed
through a literature review. The path from the producer to the holistic solutions
provider is an empirically oriented investigation of digital service development in
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an automotive environment, while the fourth contribution focuses on the success of
digital transformation and asks, using the notion in IS literature, what is meant by
digital transformation success. The last article in this track explores IT artifacts in
people analytics and reviews tools to understand this emerging topic.

Digital innovation and entrepreneurship, the fourth management track, com-
prises four papers, which deal with the impact of business models on early stage
financing, structuring the different capabilities in the field of digital innovation,
structuring the digital innovation culture using a systematic literature review, and
the question of how to recombine layers of digital technology to create digital
innovation.

The track Enterprise modeling and information systems development as a tra-
ditional research field of our community includes three papers this year. The first is
devoted to language-independent modeling of subprocesses for adaptive case
management. Challenges of reference modeling are investigated in the second
contribution by comparing conventional and multi-level language architectures.
The last contribution is dedicated to how dimensions of supply chains are repre-
sented in digital twins by presenting a state-of-the-art survey.

With eight contributions, the Future of digital markets and platforms track
indicates the enormous interest that our community is showing in this topic. This
track also presents systematizing literature work in the form of literature reviews,
taxonomies, and empirical work. The first paper undertakes a literature-based
review of 23 digital platform concepts, leading to eight research focus areas. The
second paper develops a taxonomy of industrial Internet of Things (IloT) platforms
with architectural features and archetypes. The third paper explains that existing
reviews matter for future reviewing efforts. The reviewing effort, measured by the
willingness to write an evaluation and how long the textual explanations are, is
negatively correlated to the number of existing reviews. In an experiment with 339
participants, it was investigated how different evaluations are between anonymous
crowds and student crowds in terms of their information processing, attention, and
selection performance. The role of complementors in platform ecosystems is the
subject of a literature-based review. In another paper, an empirical examination
from social media analytics about IIoT platforms describes currently discussed
topics regarding IloT platforms. The principles for designing IloT platforms are
presented, analyzing an emerging platform and its ecosystem of stakeholders with a
focus on their requirements. The track is rounded off with a contribution on how
data-driven competitive advantages can be achieved in digital markets, which
provides an overview of data value and facilitating factors.

Strategic IT management, which forms the core of the Information technology
strategy, management, and transformation track, is also one of the traditional
pillars of Business Information Systems Engineering at the interface with business
administration. The first contribution considers the problem of how the design of IS
for the future of leadership should be structured. The role of open source software
in respect to how to govern open-source contributions is a case study-oriented
research contribution of the second paper. The third paper analyzes feedback
exchange in an organization and discusses the question of whether more feedback is
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always better. The impacts of obsolescence in IT work and the causes, conse-
quences, and counter-measures of obsolescence are the subject of the fourth paper
in this track. Chief digital officers, a significant role in the organization in times of
digitalization, are reviewed, and a suggestion for a research agenda is presented in
the fifth contribution. An empirical investigation of the relationship between digital
business strategy and firm performance is presented in paper six, and the role of IT
outside the IT department is discussed in paper seven of the track. The last paper
analyzes the requirements for performance measurement systems in digital inno-
vation units.

The final track, Management of digital processes and architectures, concerns the
connection of digital processes and architectures. Consequently, the first contri-
bution to the track asks the empirically motivated question: How does enterprise
architecture support the design and realization of data-driven business models?
Event-driven process controls, which are important in business reality, are related to
the Internet of Things (IoT) in the second contribution. This combination of the
technical possibilities of IoT systems with the event-driven approach defines the
purpose and attractiveness of IoT architectures and scenarios. Based on a literature
review, an outlook on a future research agenda is given, and the final contribution in
this track is dedicated to the status quo of process mining in the industrial sector and
thus addresses the use of an important method of Business Information Systems
Engineering in industry as a domain.

Due to the restrictions of the coronavirus pandemic, the International Conference
on Wirtschaftsinformatik 2021 will be held as a purely virtual event for the first
time. This is clearly a drawback, because meeting colleagues and getting into face-
to-face discussions is one of the highest benefits of this conference. Also, we are
sadly missing the chance to present the University of Duisburg-Essen and the
vibrant Ruhr area to our community. However, the conference’s virtual design has
huge potential for the whole community to use and reflect on digital communication
and collaboration and to invent new concepts of interaction for the future.

The Conference Chairs would like to thank our sponsors who made the WI12021
possible and gave valuable input for innovative ways of virtual interaction and
collaboration. Furthermore, we want to thank the Rectorate of the University of
Duisburg-Essen for supporting the event. Moreover, we want to thank all those
researchers who contributed to WI2021 as authors, those colleagues who organized
conference tracks and workshops, and those who supported the track chairs as
associate editors, session chairs, and reviewers. We are aware that all these services
for the community are time-consuming and mean substantial efforts to make such a
conference a successful event. We are especially grateful for the support of the
scientific staff involved. In particular, we would like to thank Jennifer Fromm, Dr.
Erik Heimann, Lennart Hofeditz, Anika Nissen, Erik Karger, and Anna Y.
Khodijah.
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In these special times, we would like to close the preface with the words of
Friedrich Schiller (in German):

Einstweilen bis den Bau der Welt
Philosophie zusammenhalt

Erhélt sich das Getriebe

Durch Hunger und durch Liebe

April 2021 Frederik Ahlemann
Reinhard Schiitte

Stefan Stieglitz

Conference Chairs WI 2021
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1 Track Description

Value creation in the digital economy is decisively dependent on the quality of data and
the efficiency of their planning, processing, management and control. Triggered by the
Internet of Things and emergent smart connected devices, data is also becoming a core
component of business models or new services (“Data-as-a-Service”). Data is
increasingly being monetized directly, and in this way new types of data ecosystems
are emerging. The recently published data strategies of the German Federal Govern-
ment and the European Commission underline the importance that data is attributed to
the future competitiveness of companies and social prosperity.

Data management comprises all activities necessary for the management of data in
companies and value creation networks. This includes in particular organizational tasks
and data governance as well as data/information modeling and architectures. Digital-
ization and the Internet of Things have given rise to a wide range of research needs:
Data management approaches need to be extended to new data classes, especially
unstructured data, and data storage for heterogeneous data. In addition, data ecosystems
require data sharing while at the same time ensuring the data sovereignty of the data
provider and the protection of the data recipient’s trust. There is also a need for research
on the institutional, organizational, and technical design of data infrastructures that
allow for the linking of internal with external and open data sets (“open data”).

The research presented in this track shed light on these developments and can be
categorized in two streams: The first stream comprises three papers that address the
challenges in data-driven organizations related to the integration of (external) data
sources. Research results comprise a taxonomy for data source selection, approaches
for high-quality sensing of crowd-sourced data as well as a microservice architecture
for data integration. The second stream extends the perspective to data ecosystems
and tackles questions related to the design of platforms for decentralized data
sharing and processing. It comprises two papers, one designing a blockchain-based
data provenance system for e-science, and one outlining a research agenda for federated
Al ecosystems in the context of edge intelligence.
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2 Research Articles

2.1 DataData Source Selection Support in the Big Data Integration
Process - Towards a Taxonomy (Felix Kruse, Christoph Schroer,
and Jorge Marx Go6mez)

Kruse, Schroer, and Gomez present a taxonomy for assessing and selecting data
sources and thereby minimizing big data integration effort. The taxonomy may support
data scientists in assessing feasibility of technical integration and decision-makers in
comparing data providers and making a purchase decision.

2.2 Permissioned Blockchain for Data Provenance in Scientific Data
Management (Julius Méller, Sibylle Froschle, and Axel Hahn)

Moller, Froschle, and Hahn design a data provenance system supporting e-science
workflows and integrate it into an existing data space, the e-Maritime Integrated
Reference Platform (eMIR). They elaborate on the architecture and blockchain design,
present performance evaluation results and illustrate scientific workflows between two
participating organizations that have an interest in keeping their data sets confidential.

2.3 Quantity over Quality? — A Framework for Combining Mobile
Crowd Sensing and High Quality Sensing (Barbara Stockel, Simon
Kloker, Christof Weinhardt, and David Dann)

The paper by Stockel et al. examines the combination of traditional High Quality
Sensing methods and Mobile Crowd Sensing in Hybrid Sensing (HS) system. Based on
a structured literature review, they identify four types of HS approaches and derive a
framework that informs HS-related projects on the required process steps.

2.4 Dezentrale und Microservice-Orientierte Datenintegration am
Beispiel Externer Datenquellen (Christoph Schroer and Jonas
Frischkorn)

Schréer and Frischkorn’s short paper presents research on management and governance
of decentralized data sources for integration in federated data lakes. They propose using
a microservice architecture and apply principles of domain-driven design.

2.5 Leveraging the Potentials of Federated AI Ecosystems (Marco Rader,
Peter Kowalczyk, and Frédéric Thiesse)

This short paper by Roder, Kowalczyk, and Thiesse suggests combining federated
learning and edge intelligence to build more sophisticated deep learning models in
intra- or inter-company collaboration. The authors develop a research agenda to foster
the potentials of value co-creation within federated Al ecosystems.
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Abstract. Selecting data sources is a crucial step in providing a useful information
base to support decision-makers. While any data source can represent a potential
added value in decision making, it’s integration always implies a representative
effort. For decision-makers, data sources must contain relevant information in an
appropriate scope. The data scientist must assess whether the integration of the
data sources is technically possible and how much effort is required. Therefore,
a taxonomy was developed to identify the relevant data sources for the decision-
maker and minimize the data integration effort. The taxonomy was developed
and evaluated with real data sources and six companies from different industries.
The final taxonomy consists of sixteen dimensions that support the data scientist
and decision-maker in selecting data sources for the big data integration process.
An efficient and effective big data integration process can be carried out with a
minimum of data sources to be integrated.

Keywords: Data source selection - Big data integration - Taxonomy - Record
linkage - Data science

1 Introduction

More and more information about real-world entities is digitized and stored in databases.
This information can be company-related information such as new product releases,
company acquisitions, patent applications, or person-related information such as their
employer, published papers, or which competences they have. Many of this information
is available in various internal and external databases. These data sources with comple-
mentary, additional, or different valuable information are rarely combined, which is why
they can be called data silos [1]. There is often a lack of information about the existence
and a lack of transparency about the content of the data sources [1]. The reduction of
data silos leads to an increase in information value when several data sources are com-
bined [2]. Decision-makers in companies and research need this added information value
from combined data sources to make a decision that results in a successful action. This
sequence can be described by the big data information value chain [3]. It describes the

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
F. Ahlemann et al. (Eds.): WI 2021, LNISO 48, pp. 5-21, 2021.
https://doi.org/10.1007/978-3-030-86800-0_1
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sequence of (1) data, to (2) information, to (3) knowledge, which is used in a (4) deci-
sion, and results in an (5) action. It is crucial to select the data sources with the required
information that is relevant for the decision-making. Since the required information can
be located in different data sources, they must first be integrated. The data integration
aims to enable uniform access to data, which are located in several independent data
sources [2]. The Big Data Integration (BDI) technical challenges such as semantic, syn-
tactic, and technical heterogeneity between data sources must be overcome to enable
data integration [2, 4]. Figure 1 shows the BDI process extended by the process step
of data source selection. First, the relevant external and internal data sources must be
selected. Then the process steps schema matching, record linkage, and data fusion must
be completed to finally obtain the integrated data source [2, 5].

Focus of this research

Data source A |!

Integrated
data source

Big data integration process

I Schema matching H Record linkage H Data fusion

-
—]
=

Internal Data source B

Fig. 1. Extended big data integration process to include data source selection [6]

The integrated database is used to develop a data product that supports business
decisions. The data product can be a descriptive, predictive, or prescriptive analysis
result. The Cross-Industry Standard Process for Data Mining (CRISP-DM) is widely
used to develop a data product [6, 7]. In the first CRISP-DM phases business and data
understanding, the data product’s goal is defined, and the data sources are selected. These
tasks are often performed by data scientists and decision-makers from the respective
application departments, such as marketing or sales.

With the available number of data sources, there is often the problem that neither
the data scientist nor the decision-maker is aware of all of them. The decision-maker
cannot judge which data source contains the relevant information. The data scientist
cannot estimate the technical effort required to receive and integrate the data sources. It
is generally difficult to track the number of data sources, compare them with each other
from the point of view of the data scientist and the decision-maker, and ultimately select
the most suitable ones. The selection of data sources is a crucial task for carrying out
an efficient and effective BDI process [4]. The goal should be to integrate as few data
sources as possible to obtain the most appropriate information base. Because the more
data sources have to be integrated, the more complex the BDI process is. At this point,
the following research question arises, which is to be answered in this paper: “How can
the data source selection be supported in the big data integration process?” To answer
the research question, we used the qualitative research method to develop a taxonomy
by Nickerson et al. [8]. Our research approach is inductive, since we obtain generalizing
insights from concrete data sources and domain knowledge. The paper is structured as
follows. In Sect. 2 the theoretical background is presented. In Sect. 3 the development
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and evaluation of the taxonomy is described. The final taxonomy is described in Sect. 4.
Afterwards, the use of the taxonomy is described in Sect. 5. Finally, a summary and
future research directions are presented in Sect. 6.

2 Background

Many research papers exist along the BDI process. The literature review of Kruse et al.
[9] describes the current state of research in the field of entity linking and record link-
age. Entity linking tries to extract relevant entities such as persons or companies from
unstructured texts. Record linkage identifies records that refer to the same real-world
entity, such as a person or a company. Furthermore, there are record linkage systems
like Magellan' or the framework BigGorilla,> which are technically supporting the com-
plete BDI process [10—12]. All these papers focus only on the three process steps schema
matching, record linkage, and data fusion.

We conducted a literature search for the relevant topics data source selection and
creation of taxonomies to describe data sources. The relevant research papers from both
areas are presented below.

Data Source Selection Research: For the data source selection in the context of big
data, papers such as that of Safhi et al. [13] exist. This paper develops an algorithm to
identify the subset of relevant and reliable sources with the lowest cost from an existing
set of data sources [13]. A prerequisite for the procedure is that all data sources are
available and accessible to calculate the developed metrics. Safhi et al. [13] summarize
the problem of data source selection as a compromise between the contribution of the
source, its quality, and the associated costs.

Assaf et al. [14] developed a framework for assessing the quality of Linked Open
Data. They developed a tool that profiles the data sources and evaluates them based
on objectively measurable indicators. Nevertheless, the reference to the BDI process is
missing in this paper.

Lin et al. [4] develop an algorithm for the evaluation of data quality. The algorithm
calculates the number of expected correct values per attribute for a data source (truth
discovery). With this single criterion, the data sources with the truest attributes can
be selected [4]. The procedure requires full access to the data source to execute the
algorithms. It also targets only the truth content criterion and helps to select the data
sources with the highest truth content. A reference to the BDI process is missing.

Dong et al. [15] aim to support the selection of data sources before the BDI process
starts so that the quality of the data and the data integration effort can be balanced.
However, first, the authors focus on the last step of the BDI process, the data fusion, in
which the conflicts of the already integrated data sources must be solved [15]. Building
on this, Rekatsinas et al. [16] go further into detail by extending the approach of Dong
et al. [15] for changing data sources.

1 https://sites.google.com/site/anhaidgroup/projects/magellan.
2 https://www.biggorilla.org/.
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Data Source Taxonomy Research: There also exists research work to classify data
sources with the help of a taxonomy. In the paper of Zrenner et al. [17] a data source
taxonomy for the visibility of the supply chain network structure is developed. The tax-
onomy goal is to increase the knowledge of practitioners and researchers about data
sources for supply chain network structures. According to Zrenner et al. [17], the taxon-
omy should support the initial data source selection. However, the taxonomy is limited
to supply chain data sources and does not reference the BDI process.

Li et al. [18] present a rule-based taxonomy of dirty data. The taxonomy is designed
to support companies in better monitoring, analyzing, and cleansing dirty data. The
authors present a method to solve the problem of dirty data selection, since often not
all data cleansing procedures can be performed due to limited computing capacity [18].
This taxonomy focuses on the support of the general data preparation and not the BDI
process.

Roeder et al. [19] present a taxonomy to classify the heterogeneity of data sources
and help researchers and professionals explore data sources. The authors consider the 5V
definition of big data (volume, velocity, variety, value, and veracity) when developing
the taxonomy. However, the value and the veracity of the data sources are not taken into
account. From the author’s perspective, the added value of the data is challenging to
measure objectively [19]. The taxonomy is evaluated by applying it to five other data
sources. The paper lacks an evaluation with practitioners or researchers who were not
involved in taxonomy development [19].

The presented papers show that research in the areas is conducted separately. No
paper considers the creation of a taxonomy for data source selection. Also, no paper in
both areas consider the BDI process. This research gap is investigated in our paper.

3 Development Process of the Data Source Taxonomy

The classification of objects of a domain into a taxonomy is a problem in many dis-
ciplines, such as information systems research. A taxonomy supports structuring and
organizing knowledge of a defined domain. A taxonomy enables researchers to describe
and investigate the relationships between the concepts captured in the taxonomy. Tax-
onomies as structure-giving artifacts play a key role in the exploration of new fields of
research in Information Systems (IS) [8, 20]. A taxonomy T is defined as a set of n
dimensions. Each of these dimensions contains mutually exclusive and overall complete
characteristics [8]. Nickerson et al. [8] define that only one characteristic from each
dimension may be assigned to an object [8, 19]. The taxonomy we have created allows
for multiple selections of characteristics to increase the taxonomy’s usefulness.

For the development of a taxonomy Nickerson et al. [8] have developed a widely used
process. The process supports researchers in developing a taxonomy [8]. The process is
shown in Fig. 2 and is described in the next section.
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3.1 Development of the Taxonomy

In the first process step, determine meta-characteristics, the goal of the taxonomy should
be defined. Based on the defined goal, the dimensions and characteristics can be deter-
mined in a targeted manner. Nickerson et al. [8] recommend deriving the goal from the
potential users and the related use cases of the taxonomy [8].

Meta-characteristic: The taxonomy is intended to support a data scientist and a
decision-maker in selecting data sources in the BDI process. The content of the data
source should be described to estimate the added value of the information. Also, technical
characteristics should be described in order to be able to estimate the possibilities and

the effort required for data integration.

| 1. Determine meta-characteristics |
2. iteration ¥

| 2. Determine ending conditions |
Gpen I

Corporates.
Empirical-to-conceptual 3. Choose
Crunchbase (2. and 3. iteration) Approach
Snapshot 2013

GLEIF . -
. i 4c. C tual haracterist d
@ 4e. Identify (new) subset of objects c. Conceptualize (new) characteristics an

dimensions of objects

Conceptual-to-empirical

(1. iteration)

3. iteration 1 1
Bdtemdb Se. Identify common characteristics and group Sc. Examine objects for these characteristics and - =
objects dimensions UsPTo

o I I o

6e. Group characteristics into dimensions to
create (revise) taxonomy

6c¢. Create (revise) taxonomy

[ |

_—7.E ons
—_ 7. Ending conditions —

— met? _— No (1. and 2. iteration)

] Yes (3. iteration)

Co

Fig. 2. Taxonomy development method [21]

In the second process step, determine ending conditions, objective and subjective
ending conditions for the process are defined. These ending conditions are necessary to
stop the iterative process [8]. This paper adopts the eight objective and five subjective
ending conditions proposed by Nickerson et al. [8] (see Table 1). After each iteration,
the ending conditions are checked (process step 7 ending conditions met?). The process
stops when all conditions are met.

The iterative process begins in step three choose approach. In this process step, a
decision is made between the empirical-to-conceptual and the conceptual-to-empirical
approach. The choice of the approach is determined by the domain knowledge and the
available objects. In our taxonomy development process, the data sources represent the
objects.

The conceptual-to-empirical approach is recommended if a few data sources, but
significant domain knowledge is available. The empirical-to-conceptual approach is
recommended if little domain knowledge but many data sources are available [8, 19].
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For the first iteration, we could decide between both approaches since the authors
have domain knowledge and six relevant data sources. We decided to use the conceptual-
to-empirical approach in the first iteration.

For this purpose, the dimensions and characteristics are first derived from existing
theories (process step 4c conceptualize (new) characteristics and dimensions of objects).

For the initial creation of the taxonomy, we refer to the paper by Zrenner et al. [17],
who developed a data source taxonomy for the field of supply chain management without
reference to the BDI process. Their created taxonomy was first generalized so that the
taxonomy can be used for any application area.

Table 1. Final conditions fulfilled per iteration of the taxonomy development [8]

Iteration Ending condition

1 2 3 Objective condition
X All relevant objects have been examined

X X X No merge or split of objects

X X Each characteristic of each dimension was selected by one object

X No new dimension or characteristic was added
X No dimension was merged or split

X X X Every dimension is unique

X X X Every characteristic is unique within its dimension

X X X Each combination of characteristics is unique and is not repeated

Subjective condition

X X Concise: meaningful without being unwieldy or overwhelming
X X Robust: significant and informative characteristics
X Comprehensive: all objects or a sample of objects can be classified
X X X Extendible: dimensions and characteristics can be easily added
X X X Explanatory: the dimensions and characteristics explain the objects

The information quality of the data sources is crucial for the selection for integra-
tion [2]. Therefore, we take into account the widely used 15 information quality (IQ)
dimensions of Wang et al. [21]. The IQ dimensions are divided into the superordinate
categories, (1) intrinsic data quality, (2) contextual data quality, (3) representational
data quality, and (4) accessibility data quality. The criteria give an overview of relevant
evaluation dimensions of data sources [21], which are valid until today.

Furthermore, the taxonomy of Roeder et al. [19] is included in the development in
order to consider the 5V (volume, velocity, variety, value, and veracity) of big data in the
development of the taxonomy. In contrast to Roeder et al. [19], we objectively describe
the value of a data source with our taxonomy. We will also try to describe the veracity
property of big data objectively to a certain extent. The trustworthiness of a data source
is a difficult criterion to measure. We think that this can only be reliably estimated by
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working with the data and independently checking the data and that only arough tendency
can be made when selecting data sources that have not yet been worked with in detail. In
the next process step, Sc examine objects for these characteristics and dimensions, the
data source of the United States Patent and Trademark Office (USPTO)? was applied to
the taxonomy. Then the process step 6¢ create(revise) taxonomy was performed and it
was determined that not all ending conditions were met (see Table 2). For the second
iteration, we have chosen the empirical-to-conceptual method. First, in step 4c identify
(new) subset of objects we used the data sources OpenCorporates,* Crunchbase Open
Data Map,” Crunchbase 2013 Snapshot® and Level-1 dataset from the Global Legal
Entity Identifier (GLEIF) Foundation.”

With these data sources, the taxonomy was further developed in the process steps
Se identify common characteristics and group objects and 6e group characteristics into
dimensions to create (revise) taxonomy. Even after the second iteration, not all end-
ing conditions were fulfilled. The third iteration was performed with the empirical-to-
conceptual method. The data sources upcitemdb® and a dataset of the Enigma platform’
were used for further development. After the third iteration, all final conditions were
met and the taxonomy development process was finished.

3.2 Evaluation of the Taxonomy

The iterative taxonomy development process and the subjective and objective ending
conditions lead to an ex-ante evaluation [20]. The main goal of a taxonomy is to be
useful and suitable for the defined use case (meta-characteristics). Since usefulness is
a criterion that is difficult to measure, the taxonomy should be presented to and used
by the addressed target group [8, 20]. The target group consists of data scientists and
decision-makers in our case.

Szopinski et al. [20] presents a framework for the ex-post evaluation of a taxonomy,
which is applied in this paper. The framework is divided into the following three sections.

1. Who, Subject of Evaluation? The evaluation of a taxonomy can be performed by
persons who have already been involved in the development of the taxonomy or who
are new to the research project for evaluation. These persons can be researchers or
practitioners [20]. For the evaluation, we were able to draw on researchers from the
University of Oldenburg and Goettingen (see Table 2), who are experienced in both the
development of a taxonomy and the selection of data sources. Furthermore, we were able
to win over data scientists and decision-makers from different sectors like automotive

3 https://developer.uspto.gov/product/patent-grant-bibliographic-dataxml.

4 https://opencorporates.com/.

5 Powered by Crunchbase: https://data.crunchbase.com/docs/open-data-map.

6 Crunchbase 2013 Snapshot ©, Creative Commons Attribution License [CC-BY], https://data.
crunchbase.com/docs/2013-snapshot.

7 https://www.gleif.org/de/lei-data/gleif-concatenated-file/download-the-concatenated-file.

8 https://www.upcitemdb.com/.

9 At the time of access still freely available: https://public.enigma.com/browse/collection/stock-
exchanges-company-listings/50a2457d-6407-4581-8f14-5d37a9410fa9.
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OEM, software development, photo and online print service, energy utility, energy sales,
and financial services to evaluate the taxonomy. With this evaluation partners, the target
group of the taxonomy is covered.

2. What, Object of Evaluation? The evaluation can be performed directly with data
sources (objects) or indirectly with papers reporting on data sources (research on the
objects). Therefore data sources can be used, which have already been used for the
development of the taxonomy or completely new data sources [20]. The evaluation in
this paper was done in one case (ID 1) with data sources that have already been used
for the development of the taxonomy (see Table 2). The evaluation runs with the IDs 3,
6,7, and 9 based on the participating persons’ expertise. The remaining evaluation runs
were performed with new data sources.

Table 2. Overview of the evaluation of the taxonomy

Who What How
ID | Sector Role Object (data Focus | Expert [lustrative
source) group |interview | interview

1 University Researcher OpenCorporates, X
Oldenburg Crunchbase

2 Automotive Decision-maker | Internal data X X
OEM sources

3 University Researcher About real-world X
Goettingen

4 Software Data Scientist Covid, Natural X X
Development Earth, Wiki

5 Photo and Data Scientist Weather data X X
online print source
service
Energy Utility | Decision-maker | About real-world X
Energy Sales | Decision-maker | About real-world X
University Researcher UTKFace, X X
Oldenburg IMDB-WIKI

9 Energy Utility | Data Scientist About real-world X

10 | Financial Data Scientist Internal data X X
Services sources

3. How, Method of Evaluation? The evaluation can be carried out with different meth-
ods, which are described in the paper by Szopinski et al. [20]. We have chosen the
methods expert interview, focus group, and illustrative scenario (with real data sources).
The expert interview was used when one person out of the target group was available
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for evaluation (see Table 2 ID’s 3, 4, 6, 7, and 9). The focus group was used if more
than one person out of the target group was available (see Table 2 IDs 2, 5, 8, and 10).
In both methods, we first introduced the taxonomy to the persons and then asked the
following open questions recommended by [20]: (1) Is the taxonomy understandable and
complete? (2) Have all relevant objects been considered in the taxonomy? (3) Which
dimensions or characteristics should be changed, added or deleted?

In the evaluation method illustrative scenario (see Table 2 ID’s 1, 2, 4, 5, 8, 10)
the taxonomy was applied by the respective evaluation partners to data sources such as
weather data (ID 5), Covid,'? Natural Earth,!! Wiki!? data (ID 4), UTKFace,'? IMDB-
Wiki'# (ID 8) or to internal company data (ID 2 and 10).

The feedback from the evaluation runs has led to adjustments to the taxonomy, so
that it has been iteratively developed further (see Table 1). The subjective and objective
ending conditions from Table 1 were used again to determine the end of the evaluation
runs. After ten evaluation runs, all ending conditions were met, so that the final taxonomy
was developed to assist in selecting data sources.

4 The Final Taxonomy

This section describes the final taxonomy (see Fig. 3). The taxonomy is intended to be
used by data scientists and decision-makers who select data sources for the BDI process.
We think that the selection of data sources depends strongly on the data product. The data
source taxonomy should capture as objective criteria as possible to support an optimal
decision for individual data products.

D1: Accessibility The dimension accessibility was taken over from the taxonomy of
[17] and at the same time addresses the IQ dimension 7 accessibility [21]. The dimension
has the characteristics Cyj = {Internal, external(open), external(closed)}. A distinction
is made between internal and external data sources from the perspective of the user of the
taxonomy. For external data sources, there is also a distinction between whether login
data is required for access (external(closed)) or whether it is accessible without barriers
(external(open)).

D2: Licensing The dimension License was created during the three development iter-
ations. It has the characteristics Cpj = {Specification open-source license, provider own
license, not available}. Under the characteristic specification open source license the
existing open source license should be specified such as MIT or BSD-3-Clause. Com-
mercial data source providers often conclude individual license agreements. Then the
characteristic provider own license should be selected. If nothing is known about the
license, select not available.

10 https://www.kaggle.com/sudalairajkumar/novel-corona-virus-2019-dataset.
11 http://www.naturalearthdata.com/downloads/10m-cultural-vectors/.

12 https://www.kaggle.com/juanumusic/countries-iso-codes.

13 https://susanqq.github.io/UTKFace/.

14 https://data.vision.ee.ethz.ch/cvl/rrothe/imdb-wiki/.
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Dimension Characteristics
D1: Accessibility Internal External (open) External (closed)
D2: Licensing Specification Open Source License Provider own license Not available
D3: Use after license expiry Data can be further used Data may no longer be used and must be deleted Not available
D4: Price model Quantity-controlled | Time-controlled One time costs Free of charge ‘ Data owner
D5: Interface API | GUI Manual download I Data medium
D6: Data structure Strucutred Semistructured Unstructured
D7: Reported point in time or period Period of time Point in time Not available
D8: Update Real-time Regular interval Not available
D9: Language Source language(s) Translated into language(s) Not available
[D10: Scope of the data source Complete Self-selected extract Provided extract

D11: Preprocessing of the data

Schema created |

Metadata generated Metadata from the data provider ‘

Keep original data format

D12: Current data status

Specification of the data status (date or version)

D13: Real-world entity Company I Person ] Product Patent | Geographical location | (8]
[D13a: Number of records Specification of the number Not available
D13b: Data volume Specification of the volume Not available
D13c: Number of describing attributes Specification of the number of descriptive attributes Not available
D14: Total data volume Specification of the total volume Not available
[D15: Number of tables or files Specifying the number of tables or files Not available

D16: Added Information Value

Balance sheet data | Mckpors e

[acquisitions information|

inancing and stock

Fi
| Product information I exchange data

| Corporate structures

Pantet applications,
patent grants

L]

Fig. 3. Final data source taxonomy to support the data source selection

D3: Use after License Expiry The dimension use after license expiry was created by
the evaluation with the practitioners. It has the characteristics C3; = { Data can be further
used, data may no longer be used and must be deleted, not available}. The dimension is
intended to describe the data sources in terms of how to deal with data after the license
expires.

D4: Price Model The dimension price model is taken from the taxonomy of Zrenner
etal. [17]. Ithas the characteristics C4j = { Quantity-controlled, time-controlled, one time
costs, free of charge, data owner}. This dimension should describe the pricing model of
the data source. In this dimension, multiple selections are possible, since, for example,
a combination of a quantity-controlled and time-controlled pricing model is possible.
The base account of OpenCorporates with 20000 requests per month is an example for
such pricing models. If an internal data source is classified, the characteristic data owner
should be selected.

DS5: Interface The Interface dimension was created during the development-iterations
and is intended to describe the user’s access options to the data source. The character-
istics Csj = {API, GUI, manual download, data medium} serve this purpose. Multiple
selections are possible. When selecting the characteristics, it is best to specify which
data formats such as XML, JSON, or CSV are offered. The characteristic data medium
is selected if the data source is provided e.g., via a hard disk or USB stick.

D6: Data Structure The dimension data structure is described by the characteristics
Cej = {Schema(structured), schemeless(semi-structured or unstructured)} whether the
data source is structured, semi-structured or unstructured. The dimension was created
during the development process.
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D7: Reported Point in Time or Period The dimension reported point in time or period
was created during the evaluation. The characteristics C; = {Period of time, point in
time, not available} are intended to describe the point in time or period covered by the
data in the data source. For example, patent data from the USPTO exists since 1976,
whereas an overview of Al start-ups only exists for the point in time July 2019.

D8: Update Frequency The dimension update frequency describes the update of the
current data source with the characteristics Cg; = { Real-time, regular interval, not avail-
able}. The data source can be updated continuously in real-time or at a certain frequency,
which should be specified if possible. If nothing is known about updating the data source,
not available is selected. This dimension was created during the development process
and address 1Q Dimension 9 (timeliness) of Wang et al. [21].

D9: Language The Language dimension describes the language used in the data source.
The dimension was created during the development process and was extended during the
evaluation. The dimension has the characteristics Co; = {Source language(s), translated
into language(s), not available}. The languages that appear in the data source should
be specified, such as German or English. During the evaluation, a data source was
classified, which was translated into a common language by the data provider, for which
the characteristic translated into language(s) was included. If the data source does not
contain a language, but consists, for example, only of numerical values, not available is
selected. This characteristic also arose during the evaluation of a practice partner who
classified a sensor data source.

D10: Scope of the Data Source This dimension should describe the scope of the
data source for classification into this taxonomy. The characteristics Cioj = {Com-
plete, self-selected extract of data, provided extract of the data} should be used for this
purpose. If the data source is not complete, it is necessary to specify the user’s criteria
to make a selection or by the data provider. The dimension has been defined during the
development-iterations. For example, Crunchbase provides an extract of the data from
2013.

D11: Preprocessing of the Data With the dimension preprocessing of the data, it is
to be described whether the data source has already been preprocessed and on this
basis the classification with the taxonomy is carried out. The characteristics C1; =
{Schema created or metadata generated (structured), structured metadata from the data
provider, keep original data format } are to be used for this. For example, JSON files will
be preprocessed and converted to a structured format to get a first overview of the data
source. Data providers of unstructured data, such as news data, often provide structured
metadata for them. If a structured data structure already exists, the data structure is often
not changed. This dimension was created during the evaluation process with the practice
partners.

D12: Current Data Status The dimension current data status has one characteristic C»;
= {Specification of the data status (date or version)} with which the current content status
of the data source is to be indicated. The dimension was created during the development
process.
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D13: Real-World Entity This dimension is used to describe which real-world entities
are represented in the data source. In the taxonomy in Fig. 3, the last cell (/...]) indi-
cates that the characteristics should and may be supplemented by further entities. From
the development and evaluation process the characteristics C13; = {Company, person,
product, patent, geographical location} have emerged. This dimension is crucial for the
BDI process since it is possible to identify whether and via which entity the data sources
could potentially be connected. The goal of the process step record linkage is to identify
records that belong to the same real-world entity [5].

D13a: Number of Records; D13b: Data Volume; 13¢c Number of Describing
Attributes The dimensions 13a, 13b, and 13c should be filled in for each real-world
entity, if possible. The specification of how many unique data records, how large the data
volume, and how many describing attributes exist for each real-world entity should help
evaluate the value and veracity of the data source. The objective, quantifiable criteria
allow the assessment of whether the data source is potentially useful or not for the data
product. Also, the number of descriptive attributes serves as a first indication for the
execution of the BDI process steps schema matching and record linkage. Since it can
be estimated how many attributes a comparison of the data records can be carried out.
The unique number of data records and attributes correlated with the data volume can
be used to estimate how complete the data source is.

Furthermore, whether the data source offers an appropriate scope (IQ dimension 19)
and thus also relevance (IQ dimension 2) for the respective data product [21]. Other
taxonomies like the one from Zrenner et al. [17] or Roeder et al. [19] use characteristics
like high, medium, low, which are very subjective. This subjective criteria are difficult
to use to compare different data sources. Our chosen objective numerical criteria can be
used to compare different data sources.

D14: Total Data Volume This dimension should cover the entire data volume of the
data source. If this is not available, the characteristic not available is used. This objective
criterion also serves to evaluate the appropriate scope of the data source in comparison
to other data sources.

D15: Number of Tables or Files This dimension should describe the number of existing
tables or files of the data source. This objective criterion is intended to provide a first
assessment of whether the scope is appropriate (IQ dimension 19) and the information
can be relevant (IQ dimension 2) [21].

D16: Added Information Value This dimension was created during the development
process and has been further extended during the evaluation process. With this dimen-
sion and its characteristics, the practitioners and researchers had the greatest difficulties
understanding and applying it during the evaluation. This dimension should serve to
objectively capture the big data characteristics value and the IQ-Dimension 2 value-
added for the data source. The final taxonomy (see Fig. 3) shows some characteristics.
Multiple selections are possible and the characteristics should be expandable if further
data sources with new added information values are captured.
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On the one hand, the characteristics must not be recorded in too much detail, as the
effort to apply the taxonomy could become too high. On the other hand, the characteristics
must not be recorded too roughly, so that the added value of the data source is adequately
captured. An important requirement for the operationalization of the taxonomy is that
the characteristics of this dimension are maintained and extended centrally so that the
instances of the characteristics remain disjunctive.

5 Application of the Taxonomy in the Data Source Selection

We applied the final taxonomy to the Crunchbase (see Footnote 6), USPTO Patent
Grants (see Footnote 3) and AI Startups'> data sources to demonstrate the applicability
and utility (Fig. 4). In the taxonomy meta-characteristic, it has been defined that the
taxonomy users are data scientists and decision-makers. The users should be supported
in the process steps business understanding and data understanding when designing a data
product. Since the crucial data source selection for the data product development takes
place in these phases. To demonstrate the utility of the taxonomy, Sect. 5.1 describes
the data integration perspective and Sect. 5.2 the decision-maker perspective of the
taxonomy.

Dimension Crunchbase® USPTO Patent Grants> Al Startups15
D1: Accessibility External (closed) External (open) External (open)
D2: Licensing Provider own license Provider own license Not available
D3: Use after license expiry Not available Data can be further used Not available

D4: Price model

Time-controlled

Free of charge

Free of charge

D5: Interface

AP Gul Manual download

Manual download
AP Gul R

Manual download (Image, PDF, PowerPoint)

D6: Data structure

Strucutred (MySql Dump)

Semistructured (XML)

Semistructured (PDF) Unstructured (Image,

PowerPoint)
D7: Reported point in time or period Not available 1976 until today July 2019

D8: Update Reaktime Regular interval Not available

D9: Language english english deutsch

D10: Scope of the data source Provided extract (Crunchbase 2013 Snapshot) Self-selected extract (One week 20.08 - 27.08.19) Complete

D11: Preprocessing of the data

Keep original data format

Schema created

Schema created

D12: Current data status 2013 August 2019 Not available
D13: Real-world entity Company | Person Product Gﬁ"ﬂﬁm“‘ Company | Person Patent Geﬂ%’;m”‘ Company Geographical location
D13a: Number of records 118342 | 117318 | 25059 7.076 34400 | 200123 | 114138 24682 279 47

D13b: Data volume 166 MB 2M8 | 25MB 14MB 12M8 2K8

D13c: Number of describing attributes 40 10 E 7 3 4 1

D14: Total data volume 300 MB 200 M8 2K8

D15: Number of tables or files 10 tables 9 tables 1 tables

D16: Added Information Value

Worldwide

Patent applications in america

German ai-startups

Financing and stock

e cian gt | Corporate structures

Patent applications, patent grants

Funding and investor information

Relationships between Company, Person, Product

Relationships between Company, Person, Patent

Branch and application focus

Mergers and acquisitions

Graduation of persons oaTation

Technology classification

Strategic startup orientation

Fig. 4. Application of the taxonomy on the data sources Crunchbase, USPTO and Al Startups

5.1 Data Integration Perspective

From the data integration point of view the following questions could be answered for

example:

15 https://de.appanion.com/startups.
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e QI: Which real-world entity(ies) can be used to link the data sources?
e Q2: How many attributes are available for comparison?

o Q3: How is the data source structured?

o Q4: What is the data volume of the entities?

e Q5: How can the data source be accessed?

(Q1) The dimension D13 provides the information that the three data sources could
be integrated via the entity company or geographical location. Integration via the patent
entity of the USPTO Patent Grants data source is not possible because no other data
source contains this entity.

(Q2) The dimension 13a contains the number of attributes for each real-world entity.
This information is used for a first estimation of how successful and sophisticated the
integration could be since the attributes that can be compared are identified in the BDI
process step schema matching [5]. All Crunchbase entities are stored in a common table
consisting of 40 attributes. The USPTO Patent Grants contains ten attributes for the
entity company. The Al Startups contains four attributes for the entity company. For the
integration of the Al startups with one of the other data sources, the four attributes must
be mapped to the 10 or 40 attributes (schema matching). We assume that more attributes
improve the quality of the BDI process result, but also increase complexity.

(Q3) The structure of the data source can be read from D6. The BDI process’s effort
increases if semi-structured or unstructured data sources are available because the BDI
process requires structured data.

(Q4) If there is only a part of the data source available (D10) and data integration is to
be carried out with this part, dimension 11 is relevant. Dimension 11 documents whether
the original data structure has been retained or preprocessed. For example, the original
XML structure (D6) of the USPTO Patent Grants was converted into a structured form
(D11) with nine tables (D15). The number of data records (D13a) and the data volume
(D13b) can be used to estimate the computing capacity required for data integration. If
the data sources Crunchbase and Al Startups are to be integrated via the entity company,
33.017.418 (279 x 118.342) data records would have to be compared. At this point, the
data scientist can get a first assessment of a suitable blocking algorithm to reduce the
number of comparisons in the record linkage process.

(Q5) The dimension D5 provides the information on how to access the data source.
The data source Al Startups only offers a manual download of the AI Startup Reportin the
data formats Image, PDF, and PowerPoint. This dimension is essential for determining
the degree of automation of the subsequent operationalization of the data product.

5.2 Decision-Maker Perspective

We think that the choice of decision-makers data sources depends on the goal of the data
product. Therefore, the taxonomy provides objective and comparable criteria that can
be individually evaluated and prioritized for each data product.

The taxonomy allows the decision-maker to answer the following questions:

e QI: Do the data sources contain useful information, added value, and appropriate
scope for the data product?
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e Q2: Are the data sources sufficiently reliable?

e Q3: Is the data current enough and goes back far enough into the past?
e Q4: What is the licensing model of the data sources?

e QS5: How expensive is the data source?

(Q1) The added value of the information provided by the data source can be taken
from the dimension D16. If, for example, Al startups are required for a data product, the
Al startup’s data source is suitable. Patent information for the data product should also be
used. The dimension D16 indicates the decision-maker that the Al startups data source
does not provide this information and that the USPTO Patent Grants data source should
be used. However, this data source only provides patent grants from America. These
value-added information categories can thus be used to select an initial selection of data
sources that are suitable for the data product. Via the dimension D10, the decision-maker
can see the basis on which the descriptions of D11-D16 have been collected. With the
dimensions D13, D13a, D13b, D13c, decision-makers can also estimate whether the
data sources contain a sufficient scope for the data product. If, for example, german Al
companies are to be analyzed and the decision-maker knows that about 1000 of such
companies, the decision-maker recognizes that the AI Startups data source does not
include all german Al companies.

(Q2) The trustworthiness of a data source is a difficult criterion to measure and we
think that this can only be reliably estimated by working with the data and independently
checking the data. The IQ dimensions believability (1), completeness (10), accuracy (4),
and interpretability (5) [21] are covered by the big data characteristic veracity. We think
that by specifying the data provider name, the license model (D2), the pricing model
(D4), and the dimensions D13a, b, and c, the first estimation of the veracity of the data
source can be supported.

(Q3) The up-to-dateness of the data source information can be read from D7 and
D8. In D7, it is indicated whether the data source only represents a point in time, like
the AI Startup data source, or whether it represents a period, like the USPTO Patent
Grants from 1976 until today. In DS, it is indicated whether and how the data source
is updated. For example, the USPTO Patent Grants data source is updated weekly. The
update frequency of the data source is essential for the operationalization of the data
product. Since a decision that has to be made daily, often requires a data source with
information that is updated daily. Therefore, the update frequency is a knock-out criterion
for the feasibility of a data product.

(Q4) With the dimension licensing (D2) and use after license expiry (D3), the
decision-maker gets the information about the license model of the data source. It is
equally important to consider the use of the data after the license expires. The reason for
this is that any data products developed with this data may no longer be used after the
license expires.

(Q5) With the dimension pricing model (D4), the decision-maker can estimate the
cost of the data source and put it into a cost-benefit relation when evaluating his data
product.
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6 Conclusion and Further Research

The data source selection is a crucial step to develop a useful data product. Therefore,
we have extended the BDI process to include the data source selection process step. We
have shown that research exists in data source selection, taxonomy development for data
sources, and the BDI process. However, these research areas have so far been considered
mainly in isolation. With this paper, we try to link the research areas and defined the
following research question: How can data source selection be supported in the big
data integration process? To answer this research question, we developed a data source
taxonomy according to the methodical approach of Nickerson et al. [8]. The taxonomy
was evaluated according to the evaluation framework of Szopinski et al. [20] with data
scientists and decision-makers from two universities and six companies from different
sectors. For the development and evaluation of the taxonomy, real data sources such as
OpenCorporates, Crunchbase 2013 Snapshot, Upcitemdb, or GLEIF were used.

The final taxonomy consists of sixteen dimensions and describes a data source in
terms of content and technical criteria to support data scientists and decision-makers
in selecting data sources in the BDI process. For example, the taxonomy provides an
overview of the added information value of a data source in the form of categories. It
also provides the real-world entities it contains, which can be used to integrate other
data sources.

The data source taxonomy developed by us for selection support directly influences
theory and practice. Our evaluation shows that companies see taxonomy as support.

Also, decision-makers can use the taxonomy to compare data providers and support
a purchase decision based on the completed taxonomies. The taxonomy could be filled
out by the data providers to reduce the decision-makers effort. The decision-maker
can obtain an overview of the data sources that could potentially be purchased. Our
research shows that the big data integration process, defined by [2], should be extended
to include the process step data source selection. Our research shows that a taxonomy is
suitable to structure and organize the many important aspects of data sources. At the same
time, there are some limitations to our work. With the developed taxonomy, we have
taken the first step into researching a data source taxonomy. There are many more data
source relevant aspects that we have not considered, like security, privacy, compliance,
GDPR, data anonymization, or company-specific organizational challenges. All these
limitations offer the potential for future research and further development of the data
source taxonomy. Also, the taxonomy should be evaluated and further developed in other
companies and with other data sources. Especially dimension 16 (added information
value) should be researched in more detail.
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Abstract. In the age of Big Data, the amount of data-driven research activities
has increased significantly. However, when it comes to collaborative data pro-
cessing in scientific workflows, provenance information of the used data is not
always accessible. Especially in complex data ecosystems with multiple decen-
tralized data sources, it is hard to keep track of the processing operations once they
are completed. When sharing such data between different researchers and other
involved parties, poor traceability of processing steps may also obstruct this pro-
cess. In this paper, we introduce a blockchain based data provenance information
system, which enables decentralized sharing of this information. We then inte-
grate this system into the decentralized data sources context and address trust and
traceability issues in the network with an identity-based solution. Furthermore, the
system’s performance is evaluated, and the concept is examined in a case study
on the e-Maritime Integrated Reference Platform (eMIR).

Keywords: Data provenance - Blockchain - Scientific data management

1 Introduction

The automated recording and storage of huge amounts of data is increasingly impor-
tant in both research and industry. The management of such big data data sets has long
since ceased to be trivial and has become a major challenge for research and industry
[1]. Additionally, the growing need for high-quality data assets in nearly any branch of
industry has led to a new awareness of the actual value of data. In a data ecosystem
controlled by different Data Producers, Data Owners, Data Consumers and Data Miners
all represented by different physical entities, there is a need for tracking the production,
transformation, and provision of data [2]. Also, it is a common scenario in industry
and research that project partners agree on a specific objective and work together with
different sets of data and data transformation nodes in shared networks. While this often
happens in private networks, there are also emerging concepts for the usage of potentially
public data spaces (cf. [3] for a general description or [4] for a reference architecture).
Especially in research, specific data often must be selected, pre-processed, transformed
and analyzed from a multitude of data. This digital process known as e-Science workflow
has been discussed in a great number of publications (see e.g. [5] for an introduction to
the topic, [6] for a taxonomy of e-Science workflow systems, and [7] for a more extensive
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overview). It is really important to be able to track every process step in the e-Science
workflow to guarantee a high-quality data-driven research methodology [8]. Moreover,
other researchers must be able to verify the authenticity and non-repudiation of the
workflow metadata thus created to fully understand the process from which research
findings have been made. The enormous value of scientific data for further processing
in industrial applications, such as the training of decision-supporting machine learning
models cannot be denied. Currently, many of the challenges of collaborative data pro-
cessing are being addressed by upcoming cloud-based platform solutions [9]. While the
cloud platform provider may be trustworthy and reliable, different parties providing,
preparing, and transforming the data may not. Keeping track of the creation, the changes
and the provision of data is a challenge in platform supported data spaces. Most of
these problems can be observed in research activities involving industrial partners with
economic interests: For instance, how could shipping companies provide data on vessel
movement and fuel consumption as a basis for a collaborative research project on traffic
optimization? Also, areas in which multiple partners need to cooperate, as it is done for
example in the logistics industry, face similar problems: For instance, how could data
from independent storage and transportation companies be securely made available, be
processed and analyzed by other companies to gather knowledge about influence factors
that can affect efficiency? The goal of this paper is to provide a decentral solution that
closes these gaps and fits into the scientific data ecosystem. Our contributions are as
follows: Firstly, we describe the setting of data provenance in e-Science. Secondly, with
the assumption of an existing data space setup, we elicit the requirements a decentral
solution needs to satisfy and motivate how the use of blockchain with an identity-based
consensus method is best suited to this purpose. Thirdly, we present the architecture of
our system. Finally, a prototypical implementation is evaluated in an example with an
existing maritime data space.

2 Scientific Data Management in a Decentralized Context

2.1 Scientific Workflows and Data Provenance

The activity of scientific data management is often presented in cycles or processes.
In general, this includes the steps from the import of source data to the extraction of
knowledge from the processed data. This procedure is an important element of e-Science
(electronic science), which deals with the generation of knowledge using digital infras-
tructures [10]. A well-founded and detailed model for the scientific data management
process is provided by Crowston and Qin [11]. In a comparison of nine data manage-
ment cycles/process models by Ball [12], the model of Crowston and Qin is identified
as one of the most comprehensive models. Figure 1 shows a summary of the model.
For workflow-oriented e-Science, data provenance is a very relevant topic: As a large
number of publications with data-driven approaches for problem analysis and solving
is emerging, the insufficient availability of trustworthy traceability measures is increas-
ingly becoming a problem [13]. In the case of a poorly documented data processing
workflow, other researchers would not be able to reproduce the author’s results. Bune-
man et al. [14] define data provenance as follows: “Data provenance — is the description
of the origins of a piece of data and the process by which it arrived in a database’.
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The work of Simmbhan et al. [2] provides a taxonomy of data provenance in e-Science:
The application of provenance is subdivided into the sections of data quality, audit trail,
replication recipes, attribution, and informational purposes. It also can be distinguished
if the provenance information is related to the data product or the process of its creation.
In this work, we will keep the focus on the audit trail for the whole process from data
creation to the final data product.

g Data acquisition, & Data description and & Data dissemination g Repository services/
: processing and quality 2 representation b 2 preservation
assurance Develop metadata
specification Identify and manage Saving and securing data
Data acquisition Contextualize related data packets Data curation, migration
. and summary
Initial preprocessing Document process of data Support sharing of data Validation
i i creation Provision of data
Data quality analysis Collect semantic metadata Extension of data stock
o Manage access to data Automation of archiving,
Linking data to validation and deployment
publications
Standardize & format
conversion

Fig. 1. Summary of the scientific data management process as described by [11].

2.2 Decentralized Data in Data Spaces

The term “data space” is widely used in different contexts. In the scope of this paper,
we use the definition of data spaces given by Franklin et al. [3] who define a data space
as a co-existent amount of data which is linked by a “data space support system” (or
specifically a “data space support platform (DSSP)”). This system must fulfil a set of
requirements to be recognized as such. Firstly, it must support a wide range of data
types and formats covering all data in the data space. Secondly, it must offer means of
searching, querying, updating, and administrating the data space. Data space queries
are not required to result in a complete result of available data, an approximation is
sufficient. And lastly, it must support tools to create a tighter integration of the data in
the data space.

Data spaces can be found in situations where partial control over or knowledge of
several data sources is available to a central entity. This central entity, however, is not
able to maintain full control over the data sources and therefore tasks like data ingestion
and harmonization are not trivial. Additionally, data spaces typically contain sets of
syntactically and semantically different data [15].

Data space architectures have already been realized in several publications, e.g. as a
vehicular data space [16], [oT data space [17] or maritime data space [18].

2.3 Identity-Based Blockchain

The blockchain concept has increasingly been applied in a large number of cases for
enhancing cyber security and decentralizing control structures and has also been inves-
tigated for usage in a scientific research context e.g. in [19]. A blockchain typically
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works like a distributed database with some special functional principles, such as find-
ing a network consensus on adding new information to the blockchain. Most consen-
sus algorithms for blockchain applications require the cooperation of a vast number of
nodes in the blockchain network. This often leads to slow performance when a new
block needs to be accepted. Assuming that a smaller group of nodes with trusted iden-
tities, and only these nodes are used to determine a consensus, the performance can be
improved significantly. Consensus algorithms utilizing this assumption are called Proof-
of-Authority consensus [20]. Another important factor in the application of blockchain
technology is the permission policy of the network. Common policies for blockchain are
public, consortium-based, and private. These approaches mainly differ in the degree of
centralization. Furthermore, permissions for reading data from and writing data to the
blockchain may also be restricted depending on the permission policy of the blockchain
[21].

2.4 Related Work

For the literature review, we analyze work in the area of data provenance in scientific
data management with special regards to security, architecture, and workflow models.
Additionally, we discuss work that uses blockchain technology in the context of storing
data provenance information. The importance of data provenance for scientific data
processing has already been discussed in a significant number of publications (see e.g.
[22] for an overview, and [23, 24] for applications). Additional work on the security of
data provenance has also been conducted in the past years. The work of Bertino et al.
[25] gives a good overview of this topic and presents an architecture framework and
methods for the secure exchange of data provenance. However, collaborative editing of
this information is not considered. Hasan et al. [26] introduce a formal model for a secure
provenance chain, in which document editing steps are cryptographically signed by their
originators. In addition to that, hashes of the changed data are appended to the blocks
of the editing chain. The model relies on public key cryptography and provides a good
baseline for the secure provenance documentation. A framework for finding a consensus
on a valid edit in a network of editing users is not discussed. Closely related to the
work in this paper are the approaches of Ramachandran et al. [27] and Liang et al. [28],
which both use a blockchain-based approach for securely organizing data provenance
information. Ramachandran et al. use the Ethereum blockchain and smart contracts with
the Open Provenance Model (see [29]) as their base. The consensus on a change of a
document is determined by voting with all nodes or by randomized threshold voting
and therefore seems very comprehensible for participants. The approach is evaluated
with two real-world use-cases and the performance is considered applicable by the
authors of the paper. Liang et al. also propose a blockchain based architecture, which,
however, aims at integrating a central cloud-provider that stores the data that is being
edited. An action-based method for tracking the changes in documents is utilized for
creating the data provenance information. The blockchain is used to carry a distributed
database which includes the tracked changes of the documents. Both works do not
solve the problem of unidentifiable entities and only partially discuss the challenges of
decentralized data sources. Apart from these papers, there are some others that partly
address some of the discussed problems. Chen et al. [30] present a formal model for a
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blockchain data structure for efficient sharing of scientific workflow provenance data.
Neisse et al. [31] discuss different design choices of a blockchain-based data provenance
approach and their compliance with the GDPR. Finally, Tosh et al. [32] compare different
consensus methods for cloud-based data provenance and come to the conclusion, that a
Proof-of-Stake consensus seems to be the best method in such a setup.

2.5 Research Objective

There is an increasing need for data provenance solutions for scientific data manage-
ment. Especially in data space environments, solutions with the ability to handle a high
degree of decentralization of data need to be developed. In existing work, the problem
of permissions to edit provenance information or having the right to vote for appending
new data provenance information is not solved entirely. An identity-based permission
system could possibly solve this issue and establish trust in a system of different editing
parties. Also, the existing architectures cannot address the decentrality of the actual data
in a data space setup. Requirements for scientific data processing are also only being
discussed partially. Therefore, a permissioned, identity-based blockchain seems to be a
candidate technology for establishing a data provenance information system. This seems
to fit best to the presented scenario, as a central ledger infrastructure may not be able to
establish overall trust. Moreover, it would require an independent organization to govern
the ledger and protect it against security risks. While it is still possible to have authenti-
cated and authorized entities, a central party would need to take the responsibility for the
system, which would be a problem with several parties that may have conflicting inter-
ests that would have to be resolved for each workflow individually. A data provenance
information system must be able to ensure the secure documentation of data provenance
information and its consistency with the actual data in a trustworthy and reliable way
for authorized entities. Additionally, it should be visible to researchers who authored the
data provenance information. The system should be adapted to the needs of a data-driven
science process, being able to track single workflow steps of data processing.

3 Design of the Data Provenance Blockchain with Identifiable
Entities

3.1 Architectural Components

To introduce a secure documentation of data provenance in scientific workflows, several
architectural components are required. Figure 2 gives an overview of the involved entities
and components and their interactions. We assume, that an existing data space is present
and has a DSSP as the corresponding support system (cf. Sect. 2.2) as this setup is one
of the most common solutions.

The architectural components can be described as follows:

o Identity Provider: The Identity Provider is assumed to be a trusted entity with the
function of providing cryptographic key-pairs linked to legal entities. Prerequisite for
this is the existence of a Public-Key Infrastructure (PKI). The Identity Provider is
needed for the identity-based consensus in our blockchain setup.
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Fig. 2. Architecture overview of the data provenance management concept.

e Data Space Support Platform (DSSP): The Data Space Support Platform is the
access point for data space access requests. It may also fulfil the functions of a Data
Processing Entity as workflow steps of the e-Science Workflow may also be executed
on the platform.

e Data Processing Entity: The Data Processing Entity is processing data from or pro-
vides data to the data space, which it accesses via the DSSP. Several Data Processing
Entities can be involved in the processing of a single data set.

e Blockchain Data Storage: The Blockchain Data Storage contains the actual data
provenance information and may also be used to organize data space access rights via
smart contracts.

When a dataset is created, the originator, i.e. the first Data Processing Entity, provides
first information on the data and makes the data available to the data space via the DSSP.
The metadata of the data creation is then stored in the blockchain and can be retrieved by
the next Data Processing Entity in the workflow. The data is then again processed, made
available to the data space and the metadata is stored in the blockchain. Access to the
blockchain always requires a cryptographic identity, provided by the Identity Provider.

3.2 Data Provenance Model

The classes and attributes of a data provenance model always depend on their use-
case and the domain they are applied to. The data provenance model in our approach
should describe the creation and processing of scientific data in e-Science workflows.
We assume, that every transformation of the data can be partitioned into a chain of single
processing steps. As a proof of concept, we use a simple workflow-oriented model whose
steps are derived from the tasks of Crowston and Qin’s model (see Sect. 2.1). We design
this model in such a way that it can act as a template and can be extended further
easily. Hence, we deliberately keep the attributes in our model general. We generalize
the steps of the e-Science workflow to the following tasks: Data Acquisition Process,
Anonymization (to comply with data protection regulations), Data Quality Analysis,
Preprocessing and Transformation and Conversion and Validation. A formalized model
of the proposed tasks is used to represent the data provenance information. Instances
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of this model for workflow steps can be serialized and then stored in the body of a
blockchain block. The stakeholders in the processing of scientific data in our data space
set-up can be modelled through the following roles (cf. [4]):

Data Owner. The Data Owner is considered possessing the actual data. This can be
interpreted in a legal or technical sense and is not further specified for our approach. The
Data Owner determines the access rights to the data.

Data Provider. The Data Provider is an entity which provides the technical means to
access a specific data set. The Data Provider must be authorized by the Data Owner and
only provide the data to other entities with access rights granted by the Data Owner.

Data Consumer. The Data Consumer is accessing a data set as a client of the Data
Provider.

Physical entities in this model can also have multiple roles at the same time. Refer
to Sect. 4.1 for an example.

3.3 Blockchain Architecture

Identities. In a collaborative research scenario, the anonymity (as e.g. found in crypto-
currency blockchains) of Data Processing Entities would lead to less traceability and trust
between different parties as manipulations of the data would not cause any negative rep-
utation for the guilty parties. Furthermore, the research community would benefit from
a secure and transparent documentation of data processing workflows as investigations
become easier reproducible. In our context, it is not a given that the transformations
on a data set always can be reproduced and verified (against a hash) by any partici-
pant. Hence, for our system we require technological measures to be in place so that
an entity that has processed data cannot repudiate their processing step and can be held
responsible for the result. These considerations lead to the conclusion that a blockchain,
applied to this problem would only fulfil its purpose if Data Processing Entities in a
scientific workflow can be identified. We assume that physical identities are bound to
cryptographic key pairs. To obtain such a key pair, Data Processing entities must fulfil
several requirements, which are defined through the Identity Provider. These could be
for example the evidence that a Data Processing Entity is part of a legally registered
organization. After obtaining a key pair and a certificate stating its validity from the
Identity Provider, the Data Processing Entity can participate in the blockchain network
(see Fig. 2). Every transaction in the network that is committed by a Data Processing
Entity must be signed with its private key, so that other entities can trace his interactions
with the processed data.

Transactions. Storing data provenance information in the blockchain can be achieved
in several different ways. Nevertheless, it must be kept in mind that any data, which
is stored in a conventional blockchain is replicated by every node in the network and
therefore causes traffic. Typically, data that is stored in a blockchain can be represented
as transactions. From the perspective of a data space entity, the smallest monitorable
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change of a data set in our model is a single workflow step. For an entity who is execut-
ing a workflow step, there may be smaller processing steps as parts of its implementation
of the workflow step, but these are normally not visible to any other entities. Hence, it
is appropriate to define a workflow step as a transaction in the blockchain. Transactions
also must contain a hash of the processed data to later enable other entities to verify thata
transaction was related to a specific workflow step. This binds the data provenance infor-
mation in the blockchain to the actual data set. In addition to the hash, meta-information
(see Sect. 3.2) for processing the data by the system is also stored. However, this infor-
mation cannot always be expected to include exact descriptions of used processes, as
they may contain proprietary algorithms.

Blockchain Structure. It must be kept in mind, that in a data space, there is not only a
single data set, that is being processed by its entities. Thus, there are several chains of
transactions that must be stored in the blockchain network. For this reason, we propose
to use multiple shorter chains, each representing a workflow for a single source data set
(see Fig. 3).
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Fig. 3. Data set specific blockchain setup with multiple chains.

This has some advantages over a conventional, single blockchain: First, permissions
can easily be set for every data set separately. Also, entities do not need to keep track of
data sets, which they are not permissioned to access or not interested in. This reduces the
locally used storage of the blockchain instance and prevents entities from wasting their
computational resources to track transactions, in which they do not have any interests. To
keep track of the different chains in the network, the DSSP can provide a central lookup
table or any other means for optimizing access to the blockchain network. This task
falls directly within the remit of such a platform. The permission model and deployment
of the blockchain should follow a standardized process. In a more proprietary setup,
Data Owner, Provider and Consumer may also have problems on finding a consensus
on a process, even in a small group due to conflicting interests or because data exchange
setups can also be dynamic or even fully automated. Standardization will largely prevent
the occurrence of these problems and support the balance between administrative burden
and benefits of the proposed method. Standardized procedures can also be supported by
the DSSP.
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Consensus and Smart Contracts. In the defined setup, the stakeholders in the process
of data processing in the data space have been clearly identified. The existence of an
Identity Provider now makes it possible to use a Proof-of-Authority (or identity-based)
consensus method. The Data Owner of a source data set has been defined as the entity
which holds the rights to distribute and modify the data set. We propose that the Data
Owner nominates a subset of entities in the network that are authorized to vote on data
provenance auditing for the data provenance information related to the specific data set
(see Fig. 4).

check identities

Identity Provider
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Fig. 4. Conceptual overview of proof-of-authority consensus mechanism.

The Data Owner can verify the identities of these validators via the Identity Provider.
It is left open how the Data Owner determines this subset, as there can be several legal,
organizational, or technical requirements which will be specific to the case. For example,
the authorization of being a validator may include contractual agreements, which require
validators to pay penalties, if agreements are violated. In return, a Data Owner may
provide access to its data or act as a validator for the other party. Also, for scenarios
with a stronger need to protect data, entities may also consider paying an independent
organization to provide validation facilities. However, in the case of working with highly
sensitive data, validators must be included in the process of the data processing and
may be selected from the set of existent and authorized Data Processing Entities for
validating the data processing steps of other authorized Data Processing Entities. Also,
in less critical workflows, validators may also base their decisions on data processing
metadata, without requiring access to the actual data sets.

Anytime a new block will be added to the blockchain, only the validators vote on the
changes included in this block. In this way, our setup fulfils the definition of a consortium
blockchain. Consensus algorithms like e.g. Aura or Clique can be used to implement the
building of a consensus [20].

In the near past and with the approach of the Ethereum blockchain, so-called smart
contracts have been in the focus of blockchain researchers and developers [33]. Smart
contracts are pieces of code, which run on the blockchain and execute contract terms
that have been defined in the code [34]. In the arrangement in Fig. 4, the Data Processing
Entity accesses and processes the data, provided by the Data Owner via the data space.
We propose to use the data provenance blockchain to deploy smart contracts between the



Permissioned Blockchain for Data Provenance 31

Data Owner and Data Processing Entities for the determination of access, modification,
and distribution rights of data sets. The smart contracts will be deployed on the blockchain
that is linked to the corresponding workflow. The DSSP can then subscribe to these smart
contracts and manage data space access accordingly. Additionally, the nomination of
validators may also be carried out via a smart contract. This formalizes the processes of
data and right management and makes it decentrally available to all authorized parties.
This completes our system design.

3.4 Security Analysis

The proposed system stores data provenance information without giving unauthorized
parties the possibility to tamper with this information or its consistency with the data
sets it relates to. Moreover, the system provides traceability (transactions can be traced
to a legal identity) and non-repudiation (a participant cannot deny having carried out a
transaction on the data set): this is implemented via the signatures within the blockchain
structure and the binding of the access control to the data sets to the permissions given
through the blockchain structure. We analyze what can happen when an unauthorized
or authorized entity is compromised as well as blockchain specific attacks:

Threat 1: Unauthorized entities. When an unauthorized entity tries to add false infor-
mation to the data provenance blockchain, this will be detected by the validators of the
blockchain and the transaction will be discarded due to invalid signatures. Similarly,
unauthorized entities will not have access rights to tamper with the data set.

Threat 2: Compromised validators. In general, there must be a significant amount of
compromised validators [20], which is relatively unlikely in a data space setup with
independent validators. However, if the Data Owner nominates a set of highly dependent
validators this can become a security issue if he does not ensure that they are highly
trustworthy at the same time. Also, conspiring validators will suffer a loss of reputation
and possibly legal consequences if this attack is detected.

Threat 3: Compromised Data Owner. If a Data Owner is compromised, then he will
perhaps be able to provide fake data within the original data set. However, since he
must sign the data provenance information in the blockchain it cannot be denied having
made the claim that it is real data later. Hence, when someone discovers that the data
is not authentic, the compromised Data Owner risks his repudiation as Data Provider
or could even be made liable if damage is caused. If a compromised Data Owner tries
to tamper with the transactions or adds transactions, he is not authorized for then this
will be spotted by the validators. Even though as the Data Owner he could nominate
conspirator validators this is unlikely (cf. Threat 2). The case of a compromised Data
Processing Entity is analogous.

Threat 4: Compromised DSSP lookup table. If the lookup table would contain false
information, this would only lead to false access in the blockchain, which would be
detected by any entity verifying the signatures or hash-values in the blockchain by cross
checking with the identities of the expected entities with the help of the Identity Provider.
The attacker might still duplicate a chain or prefix of a chain. However, this will not
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cause any harm as each block (describing data transactions) contains the hash of the
actual data, and this data hash is cryptographically bound together with the metadata by
the signature of the processing party. Moreover, if a regular party or the attacker tries to
add blocks to a duplicated blockchain or prefix in a way that would lead to a fork of the
workflow with respect to the respective blockchain then this will not pass the consensus
algorithm as usual. If the attacker tries to add a new block with an inconsistent match
between metadata and an existing data set, then this will be detected by the validating
nodes as usual. At most, if the attacker duplicates a prefix of a chain the information that
a data set was deleted might be lost, and a regular party who follows the corresponding
link will not be able to access the data set as expected. In general, duplication is less
of a problem here than in currency blockchains since the data sets and their provenance
records are not “consumed” but rather a derived data set has to be deleted explicitly.

Threat 5: General blockchain attack scenario. There are a few general attack scenarios
against a blockchain instance [35]. Attacks in which single nodes flood the blockchain
with transactions are possible. Not all these attacks are always applicable. Since we
deploy multiple chains with different permissions this will typically affect only a small
section of our proposed blockchain network.

Threat 6: Compromised Identity Provider. A compromised Identity Provider would
have fatal consequences for the proposed system. An attacker could invalidate the iden-
tities of authorized nodes, masquerade as an existing identity, and create new, malicious
identities. A countermeasure for this attack would be the utilization of an identity provider
with decentralized structures (see also Sect. 4.1).

This high-level analysis is only meant to show that the presented system is also
promising with respect to security. We will provide a detailed design and state-of-the-art
verification of the cryptographic architecture together with a resilience analysis in case
of key compromises in future work.

4 Evaluation

4.1 Case Study: AIS Data Processing in a Maritime Data Space

In 2002 The Automatic Identification System (AIS) was introduced by the IMO SOLAS
Agreement. It facilitates the submission of dynamic and static vessel properties (such as
position, speed, destination, size, etc.) by vessels via VHF. Several publications make
use of historical AIS data in their research process (see e.g. [36] for AIS-based collision
risk analysis, [37] for anomaly detection or [38] for route prediction). Even though
AIS is not encrypted and theoretically can be recorded by anyone, it requires powerful
equipment to record it for larger areas. For this reason, it is often the case, that AIS data
for a specific area needs to be exchanged between the recorder and users of the data,
which is a typical business case in the maritime data domain (see e.g. MarineTraffic').
As a representative scientific workflow for a maritime data space, we use the process of

1 https://www.marinetraffic.com/en/p/ais-historical-data.
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creating a heat map for vessel traffic density for the German Bight from raw AIS data
(in the NMEAOQ183 format, see [39]). Traffic density heat maps can especially be useful
for traffic optimization and could, for instance, be used as a data source by Vessel Traffic
Services (VTS) for optimizing traffic efficiency. For implementing this process, the e-
Maritime Integrated Reference Platform (eMIR) [40], which offers an open modular
research and test environment used for scientific analysis of maritime systems and data
generation with a variety of maritime data sources, is utilized. The workflow is illustrated
in Fig. 5: eMIR? uses a network of distributed sensors to continuously record the raw
AIS messages from vessels in the German Bight (approx. 2.700.000 messages per day).
This data is persisted in a PostgreSQL database. As AIS data contains public, unique ship
identifiers (MMSI and IMO numbers), which must be treated as personal information,
the data is anonymized by replacing the MMSI and IMO with a hashed value. All of
this is done by an arbitrary Organization A (Data Owner/Data Provider) to create the
source data set, which is distributed via the data space. In our example, Organization B
(Data Consumer/Data Provider) uses this data set as a starting point for enhancing the
data for further processing: Faulty entries are removed, and unnecessary attributes are
filtered. A data science researcher from Organization C (Data Consumer) can then use
the prepared data set to create a heat map for his research project.

Organization A Organization B Organization C
(Data Owner, Provider) (Data Consumer, Provider) (Data Consumer)

X

X =] = = g | ih

Raw Data Storage Data
NMEAQ183 -> Hash MMsls Remove faulty Filter attributes Science
PostgreSQL DB entries Researcher

Distributed Sensor AIS Vessel Traffic Heatmap

Network

Fig. 5. Workflow for creating a Vessel Traffic Heatmap in a maritime data space.

For the realization, we instantiated the proposed concept in Sect. 3 in the eMIR
data space setup to operate with its available resources. Figure 6 illustrates a technical
overview of the realization for this case study: The Maritime Connectivity Platform?
(MCP) is a platform to support the implementation of digital services for supporting the
maritime industry and was selected as an identity provider as it features a decentralized
management of identities (cf. Threat 6 in Sect. 3.4). For the realization of the blockchain
network, R3’s Corda Open Source* was selected as it provides interfaces to model
real-world relations independently from crypto-currency features. Furthermore, it was
optimized to run as a permissioned blockchain network and allows easy integration
of blockchain peers and data processing logic. The process for creating the heatmap
is completely automated and can for example be executed daily for tracking changes
in traffic. In our case, we worked with data sets of 1.000.000 AIS data points. The
documentation of the workflow in our system starts with the internal data acquisition,

2 https://www.emaritime.de/.
3 https://maritimeconnectivity.net/.
4 https://www.corda.net/.
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conversion, and anonymization of the data by Organization A. The data set is then made
available to the data space for further processing by Organization B and C.
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Fig. 6. Realization of the data provenance information system with Corda OS and the MCP.

Note, that the data acquisition, conversion, and anonymization cannot be observed
by other participants of the data space. However, as the data is bound to the transactions
by its hashes and the transactions are signed by their originator, the data and their
processing could be revealed later in case of discrepancies to proof the validity of the data
provenance information. For a single instance of the workflow, a total of six workflow
steps were added to the data provenance system adding ~3KB of provenance data to the
blockchain (per million AIS data points). Assuming ~2.7 million AIS data points are
recorded per day, this would create ~9KB of provenance data in the blockchain per day,
for the presented workflow. Finally, the case study successfully showed the applicability
of the proposed concept. It could be seen that our concept can be integrated into existing
workflows and the workflow model can be used to represent typical data processing steps.
However, the integration of existing infrastructure, such as external identity providers is
not always trivial. In our example, MIR keys could not directly be integrated into to the
Corda OS framework, as they did not match the cryptographic requirements. For this
reason, we authorized the Corda CA certificates making use of the MIR keys for each
entity and made this information available via the DSSP for validation of signatures (as
shown in Fig. 6). Finally, it could be shown that the system can be used to support typical
data exchange problems that can be found in the maritime data domain and close the
gaps of existing work. Gaining global data coverage for larger areas is very important
to the international maritime industry. As this task is often not achievable for a single
entity, data needs to be exchanged and analyzed collaboratively.

4.2 Performance Evaluation

We have implemented and evaluated a network of nodes that allows us to consider
complete workflows and several validators. We used a typical windows machine (AMD
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Ryzen 7 1700 @ 3 GHz, 16 GB RAM) for performance testing. Our focus in this
evaluation is on changes in the node-setup, to derive implementation/setup-independent
performance insights. Therefore, we mainly used a network of 10 nodes with different
workflows and role set-ups (as shown in Table 1).

Table 1. Performance evaluation results.”

Number of nodes Workflow setup Avg. time per transaction
10 1 workflow, 1 validator 1860 ms
10 1 workflow, 2 validators 2366 ms
10 1 workflow, 4 validators 2801 ms
10 1 workflow, 6 validators 3379 ms
10 2 workflows, 2 validators each 1364 ms
10 3 workflows, 1 validator each 790 ms
5 1 workflow, 2 validators 1195 ms

In the first four trials we set up a single workflow and constantly raised the number
of validators for that workflow. Consequently, the average time per transaction also
significantly increased. This is obviously due to the higher number of nodes that need to
communicate to find a consensus on adding a new workflow step. As stated in Sect. 3.4,
a higher number of validators increases the security of the system. Finding the right
balance of security and performance in terms of validators therefore can be identified
as a challenge of the proposed system and could lead to poorly configured systems.
Secondly, we investigated how parallel-running workflows affect the performance of the
system. With the same number of nodes and validators (cf. rows 3 and 5 of Table 1), we
already have a 52% faster transaction speed with two parallel workflows. Additionally,
we conducted a test with 5 nodes and 2 validators in a single workflow. It was seen that two
parallel running workflows almost have the same performance as a single workflow (cf.
rows 5 and 7 of Table 1). We interpret this as a result of our permissioned approach with
multiple chains. Lastly, it could be seen that the ‘time per transaction’-measurements for
our case study were already relatively high. According to R3 Ltd. [41], this seems to be a
general problem of the open source implementation of Corda and is probably not related
to our consensus mechanism. Also, due to our blockchain architecture, we do not expect
scenarios in which thousands of participants issue transactions at a single blockchain
instance. For an increasing number workflows, the system can easily and efficiently
be scaled horizontally by adding additional blockchain instances as the results of the
performance evaluation could show.

5 Our implementation is available under: https://doi.org/10.5281/zenodo.3960262.
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4.3 Extended Example: Setting with Confidential Data Sets

We now extend our case study to illustrate how our design can handle a setting where
two participating organizations are competitors and have therefore an interest in keeping
some of their data sets confidential. Assume there are three more participating organiza-
tions D, E, and F: both, D and E, are companies that specialize in algorithms to optimize
AIS data sets for use in ship navigation systems; F is a company that develops ship
navigation systems (potential client of both D and E). Moreover, E wishes to provide a
demo service, where F could view up to three results of their latest algorithm run on data
sets selected by F from the data space. Naturally, E does not wish that competitors such
as D have access to the resulting data sets. With many demo data sets publicly available
a competitor could at some point be able to reengineer the algorithm. The participants in
this example will choose a legal contract (from a set of standardized templates) where
every industrial participant is allowed to restrict access to data sets that result from one
of their processing steps to other industrial participants of their choice. These in turn are
then also bound to confidentiality (by the legal contract). Technically, E will establish
a secret key K with F, encrypt the confidential data set under K, and only store it in
encrypted form on the data space. The data hash for the provenance blockchain can be
computed over the encrypted data set. Hence, the workings of the blockchain system
are as usual. Naturally, this is also an example for the case when the validators will
neither be able to nor obliged to verify that the processed data set is indeed the result of
the transformation described in the data provenance information. Other scenarios where
confidential data must be accessed by several participants can make use of multi-party
key establishment schemes.

5 Discussion and Conclusion

In this work, we designed a blockchain-based data provenance system and integrated it
into an existing data space setup. For this purpose, a scientific workflow-based model
was utilized to track each data processing step of an e-Science approach. We used an
external Identity Provider and a Proof-of-Authority-like consensus method to secure
the blockchain against attacks and make the process of data provenance for scientific
workflows more transparent and verifiable. Our multi-chain concept for separating data
provenance information by their belonging workflows improved security and perfor-
mance of the system. However, we identified the need to carefully consider certificate
and performance requirements for implementations of our system. Also, the cases of sev-
eral data sets being merged by a processing step or forks on the chain of data processing
need to be evaluated further. We expect that our framework can easily be extended to
these cases since it seems the best strategy to generate a new data set in such cases.
The scenario of continuously changing data processing entities as permissioned users
also should be investigated further as transactions in a blockchain-setup are immutable.
In general, we aim to further integrate our concept into the data architecture of the
eMIR Platform to provide an overall architecture for collaborative data science and inte-
grated data provenance tracking. As the volume, variety and velocity of available data
is increasing continuously, we cannot deny that data provenance management will play
an equally important role. Collaborative e-Science has a big impact on today’s research
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methodologies and needs solutions for trust issues and the problem of decentralized
data. We expect concepts like ours to fill these gaps in the future and provide a secure
and efficient possibility to track data provenance.
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Abstract. Mobile Crowd Sensing is a widespread sensing paradigm, success-
ful through the ever-growing availability of mobile devices and their increasing
sensor quality. Mobile Crowd Sensing offers low-cost data collection, scalabil-
ity, and mobility, but faces downsides like unknown or low sensing quality and
uncertainty about user behavior and movement. We examine the combination of
traditional High Quality Sensing methods and Mobile Crowd Sensing in a Hybrid
Sensing system in order to build a value-creating overall system, aiming to use
both sensing methods to ensure high quality of data, yet also benefiting from the
advantages Mobile Crowd Sensing has to offer such as mobility, scalability, and
low deployment cost. We conduct a structured literature review on the current state
and derive a classification matrix for Hybrid Sensing applications.

Keywords: Mobile Crowd Sensing - High quality sensing - Data combination -
Hybrid sensing - Design science

1 Introduction

By now, Mobile Crowd Sensing (MCS) is a widespread large-scaled sensing paradigm.
However, some of the most prominent applications, building on information gathered via
MCS, like the traffic prediction service embedded in Google Maps, which counts more
than one billion active users per month [1], belong to the subcategory of “opportunis-
tic crowdsensing” [2]. This means data is shared without active user intervention and,
consequently, is often not perceived as MCS by the user. MCS approaches belonging
to the other subcategory of “participatory crowdsensing” [3], where users actively con-
tribute data or information via mobile devices, have received more scientific attention so
far. Although these applications do not generate revenue on the same scale as Google,
many of them still have a notable number of active users. The user-generated database
of Pl@ntnet [4], for instance, contains almost 1.8 million images covering nearly 28
thousand species [5] and does not only help plant enthusiasts to identify their uploaded
plant photos automatically, but also makes an active contribution to preserve protected
areas [0].
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The spread of MCS is predominantly driven by the increasing presence of mobile
devices (e.g., smartphones) as well as improved integrated sensor technology and their
increasing performance (e.g., accuracy, battery life). In addition, the expansion of
advanced mobile internet technologies (e.g., 4G, 5G) enables a variety of innovative
new MCS applications, especially those depending on real-time processing, as large
amounts of data can be transferred to the cloud with virtually no time delay.

In contrast, High Quality Sensing (HQS) describes traditional methods to collect
data (or information), guaranteeing an almost error-free recording of the variable to be
surveyed (e.g., via sensor, expert observation). These professional measurements, some-
times gathered within industrial contexts, are of high quality and verified. However, as
they are disadvantageous in terms of mobility, scalability, deployment, and maintenance,
they face the problem of being expensive and lacking in spatial and temporal coverage
[7].

As MCS and HQS have, to a certain extent, complementary strengths and weak-
nesses, combining both methods in a Hybrid Sensing (HS) system offers the possibility
to exploit the strengths of each method in order to compensate for the weaknesses of
the other. While MCS comes with advantages in terms of mobility, causing improved
spatial-temporal coverage and low-cost scalability [7, 8], as well as the ability to provide
additional information for better context awareness through human input [9], HQS can
provide reliable, high-quality data [10, 11] available for quality improvement of the over-
all system, for instance via sensor calibration or training of prediction models applicable
on MCS data. Additionally, a cost-reduction may be achieved through optimal resource
allocation in terms of energy consumption [12], maintenance or sensor deployment [13],
when combining both sensing methods.

Against this backdrop, there is a variety of scientific literature that focuses on the com-
bination of MCS and HQS. However, existing approaches differ substantially with regard
to different aspects (e.g., strategic focus, data type) and there is no structured overview
or general approach, resulting in a lack of knowledge transfer to other application areas.

Consequently, we argue it is time to take a step back and assess the current state of
affairs by structuring existing approaches, methods and results. Our research question
is therefore:

RQ;: How can existing approaches on the value-creating combination of MCS and
HQS be classified?

We approach this RQ by conducting a structured literature review, in which we
condense the insights of 23 papers, which feature (prototypically) implemented and
theoretical HS approaches. Since the results show that a structured approach towards
building an HS system is still missing, we decided to address this striking research gap
as well. Therefore, our second research question is:

RQ,: What are the essential components when designing a HS system that combines
MCS and HQS in value-adding way?

In a parallel and dependent process to deriving a classification for existing HS
approaches (answering RQ1), we iteratively develop a HS framework (answering RQ5).
These two tasks represent the main work of the first of three cycles in our overarching
Design Science (DS) project [ 14], within which we aim to build a generic value-creating
process for combining MCS and HQS. Whilst the focus of this paper lies on the results
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of the first cycle, in future work we will build a prototypical implementation of our HS
framework (cycle two), for which we have chosen the context of road condition moni-
toring (RCM). We will leverage the prototype’s evaluation results to further refine and
generalize our approach later on (cycle three).

RCM is a suitable context for our research endeavour in so far, as the HS applications
and theoretical approaches that we identified in literature primarily focus on stationary
high-quality sensors (e.g., [10, 11]), leaving the application of mobile high-quality sen-
sors, such as necessary in RCM, as a clear research gap. Conventional high-quality
approaches on RCM include scanning the road profile with a high-quality Lidar sensor
and determining the International Roughness Index (IRI), a global measurement for lon-
gitudinal evenness. This sensing method is expensive, due to the needed equipment and
personnel expenses, and, therefore, not feasible for ensuring a high spatial-temporal cov-
erage. The road condition on German federal motorways, for instance, is only recorded
at fixed intervals of four years [15]. Moreover, roads in the federal states, districts, and
municipalities are excluded and thus subject to individual local maintenance plans, lead-
ing to inconsistent road assessment. In recent years, various smartphone-based solutions
[16] were implemented using data collected via smartphone sensors (e.g., accelerator,
gyroscope) to predict the road quality (e.g., RoadSense [17], Roadroid [18]). Although
they help to increase the spatial-temporal coverage, they cannot guarantee a reliable high
quality. They do not attempt to include the structured and continuous combination of
both MCS and HQS data in a HS system, which we therefore address as a novelty in our
RCM use case (in cycle two), in order to solve the quality deficit.

The contribution of this paper is three-fold. First, with our structured literature review,
we identify and structure existing approaches, methods, and findings. To the best of our
knowledge, our paper represents the first structured literature review on this timely and
important topic. Second, we introduce a novel HS classification matrix, which logically
groups approaches with similar major tasks and challenges, enabling the classification
of HS applications and consequently facilitating the transferability of knowledge. Third,
we present the first version of a HS framework, which we will further refine in DS cycle
two and three, which aims to provide a generalized approach to building a HS system
for fellow researchers and practitioners.

The remainder of this paper is structured as follows. In the next section, we describe
our research project and the DS methodology used. Section 3 reports on our results from
the structured literature review on combining MCS and HQS. Based on the structured
literature review, we then derive two interim artifacts (HS classification matrix and HS
framework) in Sect. 4, providing more insight into our RCM use case. Section 5 discusses
our results and paths for future research.

2 Design Science Research Methodology

In our research project, we employ a Design Science Research Methodology follow-
ing the guidelines of Kuechler and Vaishnavi [14], which excels by its strong emphasis
on an iterative procedure in rapid iterating cycles, making the development of the arti-
fact flexible in its ability to react to re-evaluated requirements. Although several quick
iterations are conducted, we define three main cycles for providing a contextual struc-
ture. In these three main cycles, we aim to build a HS framework, for value-creating
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combination of MCS and HQS, with a prototype implementation in a RCM use case
using mobile high-quality sensors, which represents a novelty in the domain. With our
DS project, we seek to solve the lack of a structured cross-disciplinary approach when
it comes to the combination of MCS and HQS, due to which the potential offered by
HS is not fully exploited and the transfer of derived knowledge to other applications
is restrained. Our HS framework aims to help fellow researchers and practitioners to
design HS applications and improve the knowledge transfer to their respective fields of
application.

Inthe first cycle, we aim to clarify the problem space and classify different types of HS
applications. Based on the knowledge deducted from literature, we draft an overall HS
framework, according to whose design we will implement a prototype RCM application
in the second and third cycle. Since the literature gives only incomplete information about
the required components of the HS framework, the implementation in the following two
cycles serves for evaluation and further refinement based on the results. The first cycle
is already fully completed, the results of which are the main focus of this paper. In the
second cycle, the operational infrastructure for the RCM application is set up, a crowd
app is developed and extensively tested. An exploratory data analysis, data cleaning, and
pre-processing steps for the MCS and HQS data are performed as a basis for the following
data combination and model training. The working steps described up to this point have
already been carried out following the first results of cycle one. Building on this, we
will implement and evaluate a combination approach based on our HS framework in
future work. This will comprise the geospatial data fusion (Data Combination), model

Design Cycle One . Design Cycle Three
General DS gn yck Design Cycle Two en &y
HS classification and . .. Refinement and
Cycle RCM instantiation o
framework generalisation
Structured literature review | Refinement of problem
Awareness of | on combining MCS and identification (Refinement of problem
Problem HQS to identify problem RCM problem identification)
and research gaps identification
DS O 6 fis(E Revision of meta- Revision of meta-
. requirements (relevant . -
Suggestion requirements for HS requirements for HS
components) for HS
framework framework
framework
Derivation of HS Revision and generalisation
Development classification matrix Instantiation of HS system of HS framework
P Development of HS in RCM application Revision of RCM
framework implementation
HS classification matrix Evaluation of HS Field test for quantitative
framework based on RCM .
and HS framework draft are . . evaluation
o . . Instantiation
Evaluation iteratively deducted from . Expert workshop to
. . Expert testing to evaluate .. .
literature and continuously . . evaluate utility and derive
: functionality of RCM . L
revised S0 Design Principles
application
Clarialnsten Result: Hybrid Sensing Result: Initial applicable | Result: Design Theory (HS
Classification Matrix RCM HS system Framework)

Fig. 1. Design Science Research Methodology by Kuechler and Vaishnavi [14] applied to our
project with three main cycles (executed tasks are highlighted in color, development in cycle two
is currently in process) (Color figure online)
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training for predicting the road quality based on sensor data (Data Processing) and system
quality assessment (Quality Evaluation). The HS framework drafted in the first cycle and
continuously refined in the second will be evaluated and discussed in the light our specific
use case. In the third cycle, we want to use the results from cycle one and two to revise the
overall HS framework and its instantiation in the RCM use case. We will further use the
enhanced RCM application to derive specific conclusions, which we aim to generalize,
regarding the overall HS framework including the topics of spatial-temporal coverage
and quality measures, as well as identifying relevant quality enrichment tasks (e.g., task
allocation, incentives) for improving the HS system (Fig. 1).

3 Literature Review

In the following section, we present the results of our structured literature review, which
we conduct as a central task of the first design cycle. We thereby raise awareness of the
problem and create the basis for the derivation of the preliminary artifacts described in
more detail in Sect. 4.

3.1 Approach to Literature Review

We conduct a structured literature review following the methodological suggestions by
Webster and Watson [19] and vom Brocke et al. [20]. In an explorative search, we iden-
tify an initial pool of literature for extracting relevant keywords, based on which we build
a search term' for our structured literature search. We query a set of interdisciplinary
databases (i.e., ACM Digital Library, AIS eLibrary, Emerald Insight, IEEE Xplore Dig-
ital Library, ProQuest, ScienceDirect/Scopus, Web of Science) for matching our search
term in title, abstract, or keywords [20]. After removing duplicates, this results in 134
publications for further review. Since there is no commonly used term for what we refer
to as HQS, we use describing and closely related terms for it in our search query resulting
in 118 irrelevant findings, that are not concerned with the combination of MCS and HQS,
which we identify by analyzing title and abstract. With the remaining 16 papers as our
initial pool of literature, we conduct a successive backward and forward search, which
result in further seven relevant publications, yielding a total of 23 articles. The identified
articles both contain theoretical approaches, focusing on architecture or simulated mod-
els, and practical approaches with concrete or prototype implementations. We consider
the paper [7] to be relevant as it adequately outlines opportunities and challenges of
HS, but does not contain a HS approach. We present the results of our literature review
grouped into classes, the derivation of which we explain in detail in Sect. 4.1, in the
context of the development of the HS classification matrix.

In the following two subsections, we first clarify the terms MCS and HQS and then
present an overview over existing HS approaches grouped in classes, highlighting the
focus of the work.

1 (“mobile crowdsensing” OR “mobile crowd sensing” OR “participatory sensing”) AND (“in-
dustrial sens*” OR “traditional sens*” OR “stationary sens*” OR “static sens*” OR “special*
sens*” OR “sensor node*” OR “expert contribut*” OR “industrial data” OR “hybrid” OR “in-
dustrial IOT” OR “industrial Internet of Things”) Note: * represents one or more wildcard
characters.



44 B. Stockel et al.

3.2 MCS and HQS: Clarification of Terms

Guo et al. [21] defines MCS as “a new sensing paradigm that empowers ordinary citizens
to contribute data sensed or generated from their mobile devices, aggregates and fuses the
data in the cloud for crowd intelligence extraction and people-centric service delivery”.
Participants in MCS can either collect “hard” data, stemming from physical internal or
external sensors connected to the mobile device, or “soft” data, which refer to human-
added information (e.g., annotations, human observations) [22].

We define HQS as a sensing method that collects data or information in high qual-
ity trustworthily, which means that the accuracy can be considered error-free and the
recording of the data is reliable without failures (like e.g. sensor down times).

MCS can either be used to gather data (or information derived therefrom), that is
also professionally measurable by HQS, or aim for gathering data or information that
cannot be collected feasibly using professional measurement methods.

3.3 Literature Review on Combining MCS and HQS

We start by presenting the most frequent approach on HS, in which both sensing methods
collect the same kind of data and focus on accumulating a large amount of data in order to
improve the spatial-temporal coverage and/or data quality. For more clarity, we present
them divided further into approaches that add HQ sensors on top of MCS and vice versa,
that is adding MCS to an existing HQ sensor network. We address both in the following
two paragraphs.

Aiming to overcome limitations of MCS and thus ensuring a stable sensing quality
and spatial-temporal coverage, the following approaches add static sensor nodes on top
of a MCS system. In order for incentive mechanisms to work in MCS applications, a
sufficiently large user base is needed, yet MCS faces the problem that crowd partici-
pants do not provide sufficient data at all times (e.g., at night). The hybrid framework
(HySense) presented in [23] offers a solution by adding stationary sensor nodes to an
environmental monitoring MCS application to ensure spatial-temporal coverage. Users’
mobility restrictions can be another source for unreliable sensing quality in MCS, which
a HS network, containing both static and uncontrolled mobile nodes, seeks to solve in
[24] and [11]. The authors formulate criteria for measuring the sensing service quality
in HS, identify relevant influencing factors and develop a theoretical grid-based cov-
erage strategy. In [25] missing sensory data from areas less covered by MCS is also
compensated by additional static sensors, which are combined together by means of an
interpolation strategy. Evaluation shows that a combining interpolation with a mix of
static and mobile sensors yields better results over a simpler solution where interpolation
is based only on data from static sensors.

In the following approaches, the situation is reversed, making MCS the means to
improve a static sensor network, aiming to enrich by achieving an improved spatial-
temporal coverage with the benefits of low costs and scalability. Four of the identified
applications are (prototypically) implemented in an environmental context and one each
in a smart city, smart factory and military setting. In [10] the authors introduce a hybrid
sensor calibration scheme for MCS applications, to enable more accurate and dense mea-
surements of natural phenomena adding mobile sensing to an existing sensing infras-
tructure (e.g., weather stations). The proposed scheme was applied to an environmental
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use case, in which a temperature map of a city was created, resulting in more detailed
information than only the infrastructure-based measurements could provide. Another
environmental use case (pollution monitoring) is portrayed in [26], in which MCS is
presented as an opportunity to ensure better spatial-temporal coverage for stationary sen-
sory networks in a flexible and cost-efficient manner. The authors focus on solving the
resulting scheduling problem that faces the challenge of multiple sensor types generating
heterogeneous data at different levels of granularity. In order to receive more accurate
noise pollution maps with a better spatial-temporal coverage, a middleware solution is
introduced in [27], providing a data assimilation technique to estimate noise pollution
based on simulation and noise levels measured over both static and uncontrolled mobile
sensor, that are added additionally. In [28] the authors examine the potential benefits
of combining static and mobile sensors as a participatory sensor network in a use case
of measuring the emission of a substance (e.g., pollutant), evaluating their results using
mobility models for simulation. Turning away from environmental monitoring towards
a smart city context, [12] presents a prototype for enriching stationary infrastructure sen-
sors with smartphone data in order to improve the situation awareness in cities (public
safety and sustainability). The authors aim to develop a dynamic sensing platform that
intelligently assigns sensing tasks, not covered by static sensors, to smartphone users in
a resource-efficient manner. In the context of smart factories a blockchain-based app-
roach for integrating MCS into a static sensing network is introduced in [8], in order to
improve the spatial coverage in a scalable and cost-effective manner. The work focuses
on resolving the three main challenges, reliability, security and sensory data quality,
arising when integrating MCS into a factory. The G-Sense (Global-Sense) architecture
[29], prototypically implemented in a military context, integrates mobile sensors into
static wireless sensor networks, featuring an algorithm for optimizing the timing for
measuring and sending updated data from the mobile device to the server, while meeting
the application requirements.

Having presented HS applications aiming to combine MCS and HQS by collecting
the some kind of data or information in an accumulating manner, we now list approaches
in which both methods are not equally prioritized. They aim to minimize resource input
(e.g., sensor deployment, energy consumption) by cost-efficient replacement of the more
expensive method, under the condition of a guaranteed minimum sensing quality. In order
to improve the sensing quality and eliminate uncertainties resulting from mobility and
varying sensing quality of individuals a collaborative sensing approach is presented in
[30] and [31] using both mobile phones and stationary sensors in form of Wireless Sensor
Networks (WSN). While [30] introduces an activation scheme for WSN, only enabling
stationary sensors when the required sensing quality is not sufficient, [31] focuses on
finding optimal locations for wireless sensors in order to minimize the required number
of sensors. By solving an optimization problem, the authors in [13] determine the min-
imal amount of needed additional static sensors and their optimal locations to ensure
stable sensing quality and availability, while simultaneously minimize the deployment
costs. Trying to overcome limitations of both MCS and static WSN, like network latency,
limited lifetime of WSN, costly mobile internet connection, and high battery consump-
tion in the case of MCS, the authors in [32] and [33] introduce a RPL-routing protocol,
enabling interaction between MCS and static WSN in a smart city context. In order to
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optimize activities between data utility (e.g., accuracy) and operational costs (e.g., sensor
deployment), a comprehensive planning-based approach with prototype implementation
for the combination of mobile devices and in-situ sensors in urban environmental sens-
ing is presented in [34], addressing data generation, upload, and sensor calibration. The
authors in [35] introduce a greedy algorithm to solve the dynamic sensor selection prob-
lem in a heterogeneous sensor network composed of both mobile sensors and stationary
sensors, in terms of location, mobility pattern, energy constraint, and sensing cost.

All approaches listed above use MCS and HQS to obtain the same kind of mea-
surement, for either data replacement or complement. Yet MCS can also be used to
generate additional information, which cannot be collected feasibly via HQS methods.
Especially all non-physiological measurements fall under additional information (e.g.,
context information, human perception), as they are difficult or impossible to moni-
tor using traditional sensing networks. A lack of standardisation on data, service and
method, uncertainty regarding the measurement of quality, and privacy concerns are
common challenges arising when working with “soft” human data [36]. In the follow-
ing paragraph we present the three applications we have found that use MCS to gain
additional information to enrich HQS data.

The integration of spatial-temporal contextual information with human and technical
sensor information from a geospatial perspective, which is yet another challenge, is
discussed in [9], introducing a model of interactions between humans, the environment
and technology in a smart city environment. The MCS application Allergymap [37] is
developed in the field of public health monitoring and aims to help people with allergic
diseases (e.g., by identification of allergens season, monitoring of treatment process
etc.). It combines subjective user input and objective environmental data from fixed
stations in a privacy aware manner, outputting a data visualisation in form of a map.
The environmental monitoring network introduced in [38] differs from all previously
mentioned cases in the fact that it is based on both stationary and mobile high quality
sensor nodes. The crowd is used for further data enrichment via a mobile participatory
sensing platform, which allows citizens to subjectively report and comment on situations
with possible influence on environmental conditions.

The literature review shows, that several approaches on combining MCS and HQS
and using its potential already exist, but there is no uniformly structured approach. Most
prototypes are implemented in an environmental or smart city context. Our findings
therefore lack in diversity of application, as well as the integration of mobile high-quality
Sensors.

4 Artifact Description

With the results of our structured literature review at hand, we now continue with
the description of our two derived artifacts: The HS classification matrix and the HS
framework.

4.1 Hybrid Sensing Classification Matrix

Based on the use cases identified in literature on combing both MCS and HQS we
derive a Hybrid Sensing Classification Matrix (Fig. 2). We start the development of the
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HS classification matrix by identifying the features, displayed on the horizontal and
vertical axis in Fig. 2. For this, we first structure the found literature based on the main
aspects of each paper (e.g., minimizing energy consumption, spatial-temporal coverage).
In the same process, we extract relevant tasks and requirements for the creation of a
first draft of a generic HS framework, which maps the overall process for the value-
creating combining of both sensing methods. Based on those two parallel tasks, which
are mutually dependent, we inductively derive superordinate distinguishing features
for classifying HS systems. While doing so, we have our attention on two aspects.
On the one hand, we aim for gaining distinguishing features that help to group the
identified approaches into classes, which have similar relevant activities and challenges
when concretely applying the HS framework. On the other hand, our features should
help to divide the approaches into classes that separate as clearly as possible between
approaches, that are most challenging to incorporate into one single framework, due to
their varying relevant processing tasks. By inductively testing different distinguishing
features we conclude that the overall goal of the data combination (vertical feature:
strategic focus) answers the first mentioned aspect well and the used data basis (horizontal
feature: data/information) answers the second. Note that other classification features (or
more than two) are conceivable, but these have proven to be suitable for the development
of the HS framework.

To summarize, while the characteristic depicted on the horizontal axis states whether
the data or information collected using both methods is the same or different, the vertical
characteristic differentiates between the strategic focus lying on data aggregation or
substitution, thus resulting in an equal or unequal prioritization of both methods. This
leads to the following four HS classes:

— Complement: Both methods collect the same data/information and both methods have
equal priority, i.e. the methods do not aim to replace each other, but are combined in
order to aggregate a large amount of data to achieve better spatial-temporal coverage,
object coverage, or a quality improvement.

— Direct Replacement: Both methods collect the same data/information, but not both
collection methods are equally prioritized, as they aim to minimize resource input
(e.g., stationary sensors, energy consumption) by cost-efficient replacement of the
more expensive method, under the condition of a guaranteed minimum sensing quality.

— Supplement: MCS and HQS gather a different kind of data/ information and both
methods have equal priority, aiming to enrich each other by adding additional unknown
data/ information.

— Indirect Replacement: MCS and HQS collect different types of data/information and
not both methods are equality prioritized, as they aim for substitution, not aggregation.
Although both methods collect a different type of data/information (e.g., sensor data
vs. human subjective input), the data/information from one method can be used to
approximate the data/information of the other method, thus making it able to replace
the measurement.

Note that, whereas the horizontal differentiation between same and different data
is clearly assignable, determining the strategical approach is in some cases not equally
unambiguous. The overall goal of HS is the combination of both collection methods
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Information/ Data

Same Different

2 Complement Supplement
S | Aggregation | Aim: Spatial-temporal coverage, | Aim: Additional information (e.g.,
Z object-based coverage, quality context, subjective perception)
)
§ Direct Replacement Indirect Replacement
g Substitution Aim: Cost-efficient resource Aim: Cost-efficient resource

allocation allocation

Fig. 2. Hybrid sensing classification matrix

in a way which maximizes the overall value (which has to be defined individually for
each application, as it depends crucially on the strategic focus and could thus target
e.g., data quality, coverage or, deployment costs), not replacing one method altogether.
Consequently, a complementary component will always play a partial role in the system,
even when the strategical approach aims for substitution. This circumstance makes it
difficult to assign applications whose combination goal is not clearly communicated in
the literature. Due to the fact that HS approaches featured in literature are often not
described in full detail, as the research focus may lie on one very specific aspect and not
the system as a whole, this is a situation that occurs occasionally. Although this makes a
clear assignment difficult in some cases, we have tried to assign the identified approaches
consistently to the best of our knowledge, based on the provided information in the
respective papers. Table 1 features example HS systems found in literature with type
assignment and main target. We found no applications aiming for Indirect Replacement,
which leaves its relevance open for discussion, but also possible opportunities open for
future research.

4.2 Hybrid Sensing Framework

In the following section, we describe the derivation of the Hybrid Sensing Framework,
which aims to generalize the process of combining MCS and HQS in a value-create man-
ner, and present our first draft, illustrated in Fig. 3. It visualizes the generalized process-
ing steps in a HS system, including data collection, data combination, data processing,
quality evaluation, and quality enhancement tasks for optional system improvement.

As mentioned in the previous section, we build our first draft of the HS framework
based on the results of our literature review. For this purpose, we derive essential tasks,
requirements and general recurring components from the literature on existing HS appli-
cations, yet as stated before the information provided is often incomplete. Therefore we
will develop and evaluate an instantiation in a RCM use case (cycle 2), the evaluation
results of which we will use for further refining the framework (cycle 3). As we do so,
we will continuously check with the literature and the identified HS classes to ensure
that all revisions maintain the universal validity of the HS framework.

The final HS framework should include all possible applications combining MCS
and HQS, yet up to now, there is a lack of research on the combination of MCS and high-
quality data gathered by mobile sensors, making it not possible to extract knowledge
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Table 1. Example HS systems with classification

Ref. Main aim Context Type
[10] High quality through sensor | Environmental monitoring | Complement
calibration (temperature map)
[23] Spatial-temporal coverage Environmental monitoring | Complement
(ozone concentration)
[26] Spatial-temporal coverage Environmental monitoring | Complement
(pollution mapping)
[30, 31] | Cost-efficient resource Theoretical approach; Direct Replacement
allocation (energy evaluation via simulation
consumption, senor
deployment)
[34] Optimization between data Community [oT systems in | Direct Replacement
utility and operational costs urban sensing
[38] Additional information Environmental monitoring | Supplement
through subjective user input | (air quality)
[37] Additional information Allergy map Supplement
through subjective user input
for personalized services
Spatial-temporal coverage RCM (our project) Complement

on this scenario from literature. We will therefore build a prototype application in our
RCM use case to extract further knowledge, which we will use to refine and validate our
framework draft in terms of generalization.

!

Data Collection

Data Combination

Data Processing

High
Quality
Sensing

Mobile
Crowd
Sensing

Knowledge
extraction

Knowledge ||
application

Quality Evaluation

+ Linkage score

System quality score

Quality Enhancement Tasks

Task allocation &
scheduling

Incentive mechanisms

Technical requirements

Hardware calibration

Sensor activation
coordination

Fig. 3. Hybrid sensing framework illustrating the processing steps when combining MCS and

HQS
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Data Collection. MCS gathers human-generated data via mobile devices or connectable
sensors [39]. HQS data is collected by either stationary sensor networks (e.g., [10, 11,
23, 241), mobile high-quality sensors [38] or possibly expert observations. For our RCM
application, we developed a crowd app for android phones, making it possible to gather
relevant sensor data (e.g., acceleration, gyroscope, GPS) and upload it to our server.
The high-quality data is collected, as described in the introduction, by a project partner
specialized in RCM, providing us with IRI measurements. We tested both data collection
methods extensively, making our operative infrastructure ready to use for large-scale data
collection as a basis for the development of data combination methods.

Data Combination. Regardless of whether both methods collect the same or different
data, in order to perform a value-creating processing, it must be combined by some kind
of link characteristic, which is done in the Data Combination step. In the literature one
finds mainly a spatial-temporal link (e.g., in [9, 23, 26]), but it would also be possible
to link data, for example, over identical objects featured in images or data connected
to a similar situation. In our use case, we have to answer questions on how to define
geospatial coverage and how to deal with measurements taken at different times. Aim
of this step is to have a data fusion method, merging both data types by geo-coordinates
with respect to time and a linkage score (e.g., percentage geospatial coverage within a
certain time interval).

Data Processing. From the linked MCS and HQS, data knowledge is extracted (e.g.,
in the form of a prediction [37], interpolation [25], assimilation [27] or calibration
model [10]), which is subsequently used to enhance the unlinked data. When extracting
knowledge based on the linked data (which can also be referred to as labeled data) an
individual quality score for the specific knowledge extraction is derived, which serves
to estimate the quality of the knowledge application on the unlinked data. We will use
smartphone data collected via the crowd app, which can be linked to specialist data
with respect to space and time, to extract knowledge in form of training an individual
IRI prediction model for every crowd driver. This knowledge, in our case the individual
model, will be used to predict the road quality based on data collected by the same driver.
Every model has a known accuracy, which is the individual quality score for every driver.
Data from crowd workers with no spatial-temporal coverage with high-quality data will
be processed with a more generalized model, thus resulting in a greater prediction quality
uncertainty.

Quality Evaluation. The creation of suitable and meaningful evaluation scores and
identification of influencing factors [11] on the overall system quality, is a core task in
the design of a HS system, as they serve as optimization target values when improving
the system. We propose to evaluate the quality of the overall system based on the indi-
vidual quality score, which describes the performance of the Data Processing, and the
linkage score, which evaluates the Data Combination, also taking into account poten-
tial influencing factors. We will use the linkage score, that has yet to be defined, and
the model accuracies as individual quality scores to determine the quality of our RCM
system. We will also search for influencing factors in the evaluation.
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Quality Enhancement Tasks. Apart from improving the individual quality score (Data
Processing) and the linkage score (Data Combination), the overall system quality can
also be improved by working on the relevant influencing factors. This can be achieved by
means of subtasks which comprise topics like task scheduling and sensor coordination
[26, 40], incentive mechanisms and data security [8], or simply stating technical require-
ments, to name a few. Research on “traditional” standalone MCS already offers extensive
research in those domains, yet through changing the initial situation by combining MCS
and HQS in a value-creating manner, it will be necessary to revise and extend some
already well-researched approaches. Based on the results of our quality evaluation, we
will derive and implement possible solutions for quality improvement. If there is too
little crowd data available, for example, the development of incentive mechanisms could
be of help. If poor prediction model results are based on insufficient linkable data, task
allocation mechanisms, which assign crowd workers or specialists to specific sensing
tasks, may be beneficial. The quality of smartphone data could be improved by defining
a minimal technical standard.

5 Discussion and Outlook

HS gives us new opportunities to fully exploit the possibilities that the spread of mobile
devices, and thus MCS, has to offer in a wider field of application. Alongside technical
improvements (e.g., sensor quality), the flexibility of approaches is further extended by
the possibility of connecting external sensors and integrating smart gadgets. This allows
to create new cost-efficient industrial solutions, but also build services for participants,
aiming for an improvement in quality of life in general. With the expansion of 5G
networks, opportunities also arise for applications based on real-time information and
high-speed cloud processing, enabling applications requiring computing power, mobile
devices cannot provide (e.g., intelligent hazard detection in traffic based on smartphone
image processing). However, involving people into the data collection process not only
creates opportunities like improved spatial-temporal coverage, but also raises problems
(e.g., security/privacy issues, data trustworthiness, incentive techniques) [7]. While most
resulting challenges have been comprehensively discussed in literature in the domain of
MCS, including high-quality sensors and the corresponding effect is so far not dealt with
extensively. We now summarize frequently mentioned issues that present challenges for
HS applications but also offer opportunities for improved solutions.

— Reliable high-quality data can contribute to enhanced incentive techniques by the
development of more attractive crowd services. Furthermore, incentives can, when
needed, promote the generation of overlapping data by both collection methods.

— Malicious misuse can be detected and prevented more easily, thus improving data
trustworthiness, through the availability of verified high-quality measurements.

— Subjective human input offers opportunities for various new applications, yet repre-
sents a challenge due to the lack of standardization when combined with physiological
sensor measurements.
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— Some HS approaches will require a modified optimal task allocation for participants,
when including high-quality sensors, and sensor coordination strategies, when aiming
for a cost-efficient resource allocation.

— Finding suitable quality and coverage metrics and relevant influencing factors is cru-
cial and has to be solved individually depending on the field of application, yet the
definition of generalized requirements could help practitioners and researches.

We did not find any applications falling into the category of indirect replacement,
but we see potential for this HS class when it comes to applications providing public
benefit yet facing limited financial resources (e.g., crowd sourcing projects).

6 Conclusion

We conducted a structured literature review on the systematic combination of MCS
and HQS (i.e., Hybrid Sensing). This is the first of three cycles in our DS project for
creating a generic process for HS systems. We classified existing approaches by their
data or information gathered and the strategical approach regarding the sensing method
prioritization. This resulted in four main types, differentiating HS approaches: Com-
plement, supplement, direct replacement, and indirect replacement. This categorization
contributes a structure to open opportunities and challenges to address in the field of HS.
We also presented a HS framework for the structured combination of MCS and HQS
and identified the usage of mobile high-quality sensors in HS systems as research gap.
Researchers and practitioners may use the framework to structure HS-related projects.
The introduction of Quality Enhancement Tasks may be of high relevance for related
fields (e.g., Citizen Science) that suffer from data quality issues [41]. We also discussed
both contributions in the light of our RCM use case. After having set up the operational
infrastructure, we will develop and evaluate an initial combination procedure in cycle
two, answering questions regarding temporal-spatial coverage and quality assessment.
In the third cycle, we will use the evaluation results to revise the HS framework and
improve the RCM application to enable low-cost road maintenance, contributing to road
safety by near real time damage detection.
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Summary. Data lakes offer good opportunities to centrally use heterogeneous
data for analytical questions in companies. However, there are also challenges
and risks regarding missing reference architectures, accessibility or usability. By
using modern architecture patterns such as microservices, data can alternatively
be managed in a technically and organizationally decentralized manner. Easily
accessible interfaces and microservice architecture patterns can maintain impor-
tant data lake characteristics, such as accessibility and the provision of metadata.
Thus, costs can be saved, data can be held accountable in the respective domains,
and at the same time interfaces for analytical questions can be provided. The paper
illustrates the idea in the form of a work-in-progress paper using the integration
of external data sources as an example.

Keywords: Data lake - Microservice - External data sources

1 Introduction

Digitization and the associated digital transformation open up access to new information,
reorganize processes, reduce costs and create market opportunities [1]. In the context
of digital, strategically relevant decision-making processes, company-external, hetero-
geneous data sources can support a holistic overview of market events, innovations and
competitors. The integration of many and various data sources can result in central-
ized, schema-less data lakes [2, 3], which result into monolithic data architectures in
enterprises [4]. To collect, store, and process data and information in a powerful and
context-aware manner, efficient information processing architectures are needed.

Regarding the complication, we are going to answer the following research ques-
tion: How can microservices support data integration with respect to the described
challenges?

In the second section, we first present the concept and explain the need for further
research on how companies can integrate external data sources in decentralized, domain-
specific data lake microservices and thus make platform solutions more efficient. Crucial
here is the idea of avoiding a centralized data lake and considering analytical issues in the
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architecture based directly on the domain data. In the third section, we illustrate the pos-
itive effects for companies and the scientific implications of microservice architectures.
This paper ends with an outlook for further research.

2 Problem Statement and Challenges

Sawadogo (2020) defines data lakes as a scalable storage and analysis platform based on
raw data for statisticians, data scientists or analysts. In addition to storage capabilities,
essential concepts are a metadata system, data integration components, and data gover-
nance. Characteristics are accessibility, logical and physical organization, and scalability
in storage and computational capacities [5]. A data lake represents the state of the data at
any point in time [5-8]. A full overview of the state-of-the-art of data lakes is described
for example, in the paper by [1].

Challenges in the implementation of data lakes are, for example, the lack of reference
architectures [4, 5]. Specific characteristics such as metadata management and data
governance are not trivially achievable. A data lake not only technically represents a
central data store but is also organizationally managed by a central data team. This breaks
the flow of data across multiple organizational entities, complicating data lineage [9].
Hadoop as a technology is often used together with the term data lake [6]. However, data
lakes consist of different storage technologies suitable for structured, semi-structured,
and unstructured data. The challenge here is to enable data retrieval across heterogeneous
storage systems [5].

If external data sources continue to be integrated for analytical issues, architectural
decisions have to be made. Due to the external generation, these cannot be directly
assigned to an organizational, operational unit. There are various options for defining
the functional area of responsibility:

e with the requesting department, which recognizes the need for an external data source,

e with a central data team that wants to draw on external data for strategically relevant
projects,

e with a specialized department of that domain, which can be assigned to the external
data sources. For example, the communications department can take responsibility
for external news data.

Assigning external data to internal experts can harden the domain reference and
understanding. At the same time, the latter can also benefit from analysis results. The
integration of external data within the domain context (see Sect. 3) represents a success
factor that we will investigate further.

3 Microservice-Oriented Data Integration

This paper shows an alternative approach to the technically and organizationally cen-
tralized data lake architecture. The Domain Driven Design (DDD) approach has been
established in software development since 2003. DDD bases on software models through
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aubiquitous language [10]. Data are always to be assigned to a domain and organization-
ally to a specialist department, that has a subject-specific understanding of the data. A
central data team hast to gain this domain knowledge first to select and evaluate the right
data for answering analytical questions. A central storage platform is not necessarily
required to fulfill the characteristics of a data lake regarding data integration.

Microservices have been established themselves since 2014 as an architectural app-
roach to develop applications as a set of cohesive, loosely coupled services [11]. Figure 1
gives an architectural proposal for microservice-oriented data integration, which is
described in more detail in the following paragraphs. The proposal combines techni-
cal aspects of microservices with functional aspects of data lakes. We technically use
the architecture prototypically for integrating and processing external data sources from
the news, company, policy, and patent domains. This architectural proposal was derived
using DDD approach, in that the external data sources each form their own bounded
context.

The architecture proposes dedicated bounded contexts and thus microservices for
the integration and storage of external data for each data source and domain. The Fig. 1
shows an example of a data source A from domain I. Another data source could also
originate from domain 1 but has other concepts and its own technical language. For
example, the entity “company” can be defined by the terms “company”, “enterprise” or
“organization”.

To be able to track states over time, event stores are used to map data changes in
the form of events. For this purpose, we use the microservice architecture pattern of
event sourcing [12]. In addition to this domain-specific provision of external data, one
or more microservices can be implemented with query-optimized access for analytical
use cases and accessed by interfaces. For this purpose, we are testing the Command
Query Responsible Separation (CQRS) microservice architecture pattern [12] to update
data via event sourcing.

Interfaces (API) of the microservices follow a uniform convention. The interface
documentations are stored in the metadata system or data source catalog. Table 1 shows
important characteristics of the interface methods. These were derived in internal work-
shops and are based on integrating of four external data sources and conducting of a
practical case study.

The data platform shown in Fig. 1 implements well-known data lake architecture
patterns and components [1] for data processing. A data source catalog helps to query
information about data and data sources. The metadata system is not new with respect
to the microservice-oriented approach but needs to be adapted for it. Interfaces can
be used to query metadata of individual data sources and store the metadata in the
data source catalog [13]. Interface documentation can also supplement the data source
catalog. Semantic descriptions or knowledge graphs can supplement the semantic layer.
Knowledge graphs can be used to query across microservices and data without knowing
exactly which microservices need to be requested technically [14, 15].

The microservice-oriented approach differs from data marts in that dedicated
microservices enable full access via interfaces and thus not just access in aggregated
form to the dataset. Aggregated data and analysis results can be found in Fig. 1 in the
form of data products.
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Data governance can be strengthened by the organizational responsibility of
microservices in the specialist departments. The latter can check which data may be
released, for example, complying with the rules of the EU General Data Protection
Regulation. Furthermore, data quality aspects can also be evaluated here by domain
experts, especially for external data sources. Figure 1 illustrates this aspect in that data

governance already begins with data integration.

Table 1. Characteristics of the interface methods.

Characteristic | Description

Accessibility | Through an API method, access can be requested for each user

Metadata An API method is to be used to provide metadata that includes, for example,
descriptive statistics

Semantics An API method is to be used to query semantic concepts that are represented,

for example, in the form of a data model

Data retrieval

A data query should be able to retrieve raw data that can then be used for
analytical questions

Scalability

Not all data can always be provided via an interface due to the volume. Since
microservices are technology-open, query-optimized technologies as well as
direct database access and Hadoop can be used
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4 Summary and Outlook

To sum up, the paper demonstrates the concept of integrating data using DDD principles
and decentralized microservices. Existing microservice architecture patterns and seman-
tic concepts of data integration are combined to a new, technically, and organizationally
decentralized integration approach.

Further research is needed to evaluate the extent to which other quality characteristics
and legal frame conditions can be considered, such as performance or data privacy
protection respectively. There is also a need for further research into the questions of
whether the characteristics of data lakes can be retained and whether the domain reference
can actually support the answering of analytical questions.

A currently known limitation is due to the microservice architecture itself since it ini-
tially entails increased complexity. If the microservice architecture is widely established
in companies both organizationally and technically, our presented approach can expand
and support data integration by means of microservices and thus analytical issues.

Disclaimer: The results, opinions and conclusions expressed in this publication are not
necessarily those of Volkswagen Aktiengesellschaft.
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Abstract. Deep learning increasingly receives attention due to its ability to effi-
ciently solve various complex prediction tasks in organizations. It is therefore not
surprising that more and more business processes are supported by deep learn-
ing. With the proliferation of edge intelligence, this trend will continue and, in
parallel, new forms of internal and external cooperation are provided through fed-
erated learning. Hence, companies must deal with the potentials and pitfalls of
these technologies and decide whether to deploy them or not and how. However,
there currently is no domain-spanning decision framework to guide the efficient
adoption of these technologies. To this end, the present paper sheds light on this
research gap and proposes a research agenda to foster the potentials of value
co-creation within federated Al ecosystems.

Keywords: Edge intelligence - Federated learning - Al ecosystem

1 Introduction

The umbrella term “deep learning” (DL) denotes algorithms from the broader field of
artificial intelligence (AI) that seek to train complex artificial neural networks, which
typically consist of numerous layers between the model input and output [1, 2]. Such
deep neural networks (DNN) are particularly suited to process vast amounts of data
effectively to solve prediction tasks [3]. Thus, DL holds the potential to drive a wide
range of processes in important corporate areas, such as fraud detection, decision support,
automation, and more [2, 4, 5]. However, the application of DL is also accompanied
by challenges like learning from sparse data, model bias, poor model performance, or
maintaining data privacy [4, 6, 7].

Inlight of the advances in cloud-based systems, DL components are increasingly used
for business tasks as mentioned before [8, 9]. Moreover, a study by Deloitte from 2019
indicates that Internet of Things (IoT) projects using Al technologies will increase by
70 percent until 2022 [10]. With the proliferation of edge intelligence (EI) technologies,
which push DL towards the edge of the network (e.g., [oT-devices, and edge servers), this
distribution trend of DNN is continued [11]. Additionally, EI enables new collaboration
potentials at various organizational stages by utilizing federated learning (FL) [12]. The
objective of FL is to train a shared global DNN with the insights gained from decentral
DNNss instantiated by locally dispersed clients [13, 14].
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For example, by deploying EI, an electronic article surveillance (EAS) system in
retail (e.g., as proposed by Hauser et al. [15]), could be extended to facilitate DNNs on
local EI devices such as, for example, RFID gates in stores. If FL is applied additionally,
the local DNN could be trained collaboratively with insights gathered from other RFID
gates located in the same store, with those from EAS systems in a larger retail store
network, or even jointly with company-external sources.

Drawing on recent literature on ecosystems further substantiates the idea of such an
interwoven application of EI and FL to build more sophisticated DL models. The term
ecosystem originates from biology and is generally referred to as the fusion of multiple
units that interact with each other and the environment [16, 17]. As far as data ecosystems
are concerned, the ecosystem units share data either intra- or inter-organizational [18].
With regard to a federated Al ecosystem, shared insights from the EI instances (i.e., the
entities of the ecosystem) can be either related to a specific task or even to integrated
processes. The more entities involved in such a federated Al ecosystem, the greater the
chance and possible magnitude of benefit for each of them [19, 20]. Thus, we leverage
these possible effects by taking the ecosystem perspective [21] and loosely following the
service-dominant (SD) logic put forward by Vargo and Lusch [22, 23], which emphasizes
services (i.e., intangibles) rather than goods (i.e., tangibles) as the resources of exchange
to co-create value [22, 24-26].

Combining EI and FL holds the potential to enhance the system’s performance,
generalizability and robustness, and thus assist to overcome current challenges associated
with Al in practice (i.e., model bias, sparse data, data privacy, poor model performance)
[27-31]. However, while current research endeavors are already directed towards the
development of specific systems deploying FL [32, 33]—to the best of our knowledge—
there is no guidance on how to identify and enhance suitable processes to leverage the
potentials of EI and FL for value co-creation in ecosystems. To this end, we propose our
research question as follows: How can FL be used to empower Al ecosystems for value
co-creation?

In the following sections, we first elaborate on the technological background of EI
and FL. We then present a corresponding research agenda to serve as a blueprint to assist
and motivate researchers as well as practitioners to engage with this promising topic.
Subsequently, we conclude the present paper by applying the design-oriented research
methodology (DSRM) as proposed by Peffers et al. [34] to the research agenda and
briefly outline the expected contributions.

2 Theoretical Background

2.1 Edge Intelligence

EI follows the edge computing (EC) paradigm [11]. EC can be described as a distributed
and decentralized computing concept [35] which enables data processing to happen
directly or in proximity to the data source [36]. More specifically, EC includes all nodes
along the path from the end devices (e.g., sensors), over edge servers (e.g., micro-data
centers) to the cloud data center [36]. For the sake of simplicity, we generally refer
to these points as “edge nodes” (EN). Now, EI (cf. Fig. 1) can be regarded as the
migration of traditionally cloud-based DNN to these ENs [33, 37]. Therefore, EI can
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overcome the specific issues associated with cloud computing (e.g., latency, data privacy,
or communication inefficiency) [11, 36, 38—40]. Furthermore, shifting data processing
to the edge of the network makes transferring all raw data to a central cloud unit obsolete
[41]. Instead, data processing can take place in closer proximity to its origin, and thus
preprocessed data are transferred [11, 41]. Each EN in this EI hierarchy is capable of
consuming and producing data (e.g., by inferencing) [11]. Following the definitions of
Zhou et al. and Xu et al., we refer to EI as the usage of Al algorithms locally on any
of the ENs to enhance model training and inferencing, while simultaneously protecting
the privacy and security of data [11, 41]. According to the idea of EC, each EN in this
hierarchy is capable of collaborating with other nodes vertically or horizontally [11].
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Fig. 1. Comparison of traditional cloud intelligence and edge intelligence [11, 41]

2.2 Federated Learning

In order to facilitate vertical or horizontal collaborative training of distributed DNNss,
FL poses a promising solution [11]. The objective of FL is to train a shared global DL
model provided by a high-level instance (model owner) by successively feeding insights
gained from decentral DNNs which are instantiated by locally dispersed clients (data
owners) [11-13, 33]. Therefore, the local DNN iteratively updates the global model [13].
Here it should be emphasized that private data are treated confidentially in the sense that
they are not forwarded but rather remain with the data owner [11, 13]. Instead, only the
parameter values of the local DNNs are used to update the global DNN, ideally making
plausible data protection concerns obsolete [11, 33]. The training procedure of FL (cf.
Table 1) can be divided into three steps: (1) task initialization, (2) local model training
and updating, (3) global model aggregation and updating [33].

Although this decentralized learning approach is rich in potential (i.e., privacy pro-
tection, reduction of model bias), FL. may also come along with downsides—namely
algorithmic or practical challenges [27]. While the former may emerge by the difficulty
to design an appropriate model averaging policy that is fast and robust despite limited
availability of model updates or malicious contributors, the latter results from practical
issues such as the restorability of private data by another client [27, 32, 42].
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Table 1. Steps of federated learning [33]

Step Description

(1) | The model owner decides upon the training task and necessary data, initializes
model hyperparameters, and shares the initialized model (G;) with the data
owners

Repeat | (2) | Each data owner applies Gj (or Gi4j respectively) as a local model and optimizes
this model with private data. Finally, the data owner sends the updated local
model parameters back to the model owner

(3) | The model owner receives the updated parameters from the data owners and
aggregates these updates effectively to a new global model (Gi4;). Gi4; is then
sent back to the data owners

3 Research Agenda

As illustrated in section two, EI can lead to a reduction in latency, improves commu-
nication efficiency, and increases data security [11, 36, 38—40]. Additionally, FL may
potentially help to overcome some of the hurdles in the context of Al deployment (i.e.,
model bias, sparse data, model performance) [27-31]. By combining both technologies
we merge advantages and opt for a system which delivers a secure and efficient commu-
nication of the necessary information to build more sophisticated DL models in terms
of performance, generalizability, and robustness. Now, by taking the SD logic perspec-
tive, we argue that building service ecosystems, which incorporate these technologies
and additionally connect multiple entities, resembles a promising research field to be
investigated further. Therefore, we encourage researchers and practitioners to engage
with federated Al ecosystems by working on the following questions:

e Which processes can be enhanced by EI technologies and provide the potential for
value co-creation based on FL through the exchange of insights?

e How to design and operate an effective SD platform with a reasonable modular FL
architecture at company level?

e How to configure, monitor, and manage a federated Al ecosystem at an inter-company
level to leverage the full potentials of value co-creation?

e How to maintain data security and prevent the recovery of original data in federated
Al ecosystems?

4 Future Work and Expected Contribution

In the light of the identified research gap and our proposed agenda, we encourage
researchers and practitioners to engage with this topic. Against this backdrop, we pro-
pose three possible follow-up studies that are directly associated with the aforementioned
research agenda. Here, we especially focus on the first study and outline its backbone in
depth (cf. Table 2). To this end, we follow the DSRM approach put forward by Peffers
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et al. [34]. Briefly summarized, design science research—besides behavioral research—
as one of the two pillars of IS research offers a methodological toolset to create useful
artifacts which are often directed towards business contexts [43—46].

Table 2. Overview on study 1, in line with the DSRM [34]

Identify problem and motivate | Configuring FL. models to facilitate value co-creation in
business networks and therefore outperform local
instantiations due to generalizability and robustness remains
an unexplored potential for a wide range of business
applications. These circumstances determine the entry point of
this first study

Define objectives and solution | We attribute this lack of practical value co-creation solutions
to the absence of a corresponding decision framework that
determines a suitable configuration of EI and FL for the
specific task under consideration

Design and development Hence, an artifact is designed to (i) identify processes to be
enhanced with EI and FL, and (ii) to guide the effective
implementation of such technologies to leverage the potentials
of value co-creation. The decision framework is therefore not
restricted to specific application domains, edge devices nor
DNN configurations

Demonstration Given a real-world application scenario with its corresponding
environment of stakeholders, we aim for a first demonstration
of the novel artifacts’ utility

Evaluation The evaluation is carried out in a formative and naturalistic
manner [47]. More precisely, we aim for a stepwise
assessment of the artifact’s effectiveness in a real-world
application scenario

Communication The core of this first study is the development of a decision
framework for the identification and enhancement of processes
with EI and FL. The research findings are communicated via
journals and conference proceedings

Drawing on the results of the first study (i.e., the decision framework), a consecutive
study aims to assist companies with regard to the adoption of suitable FL. models. To
this end, we develop a service platform with the capability to accumulate insights from
locally dispersed entities in a FL. model to empower multiple corporate-specific processes
with DL. Again, we plan to opt for a design-oriented research approach to develop the
platform solution while considering its stakeholder’s requirements.

A third and last proposed study extends the idea of a service platform by taking the
inter-company perspective. Thus, the participating clients form a service ecosystem to
share and therefore improve the robustness and generalizability of the FL. model across
multiple companies. Additionally, new ecosystem attendees benefit from the guided
adoption of sophisticated DL models. For the purpose of control and enhancement,
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suitable metrics and components to real-time monitor and benchmark such a service
ecosystem (e.g., in terms of latency or performance) are incorporated.

This article set out to propose the idea of federated Al ecosystems by merging both

technologies EI and FL and by taking the ecosystems perspective. Furthermore, we
elaborated a research agenda to boost the discussion in the IS community. Ultimately,
we sketched out three possible follow-up studies at the nexus between EI, FL, and the
SD logic perspective by applying the DSRM. However, as the research agenda shows,
more research is yet to be conducted in this area.
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1 Track Description

Digitisation is changing the way we learn and develop our skills and competences at
the workplace. It also requires organisations to build up the necessary digital capa-
bilities to meet ever changing demands. Consequently, there is a need to advance our
understanding of “Digital Education” and “Digital Capabilities”.

Digital Education deals with the influence of digitalization on (higher) education as
well as informal or workplace learning in organisations (e.g., blended learning solu-
tions, flipped classroom, MOOCs). In addition, digital education is also about the
systematic development of competences and skills that learners in the digital age need
in order to be successful on the job market as well as on the job in organisations.

Digital capabilities of an organization address the abilities necessary to utilize the
opportunities offered by digitisation, building up resilience and appropriate organiza-
tional skills and adapting business processes and business models. Digital workplaces
become essential places of knowledge exchange and learning, not only within organ-
isations but also in cross-organisational settings. Organisations must therefore build up
capabilities to deal with the challenges and opportunities of digitization and utilize
disruptive technologies.

2 Research Articles

This year, the track received 24 submission from which seven were accepted.

2.1 Playing (Government) Seriously: Design Principles for E-Government
Simulation Game Platforms (Sebastian Halsbenning, Marco
Niemann, Bettina Distel, and Jorg Becker)

This full paper explores the design of a platform for serious simulation games in the
domain of public administration and evaluates the platform in a public administration
context. Various design principles for serious game platforms are offered.
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2.2 New Workplace, New Mindset: Empirical Case Studies
on the Interplay between Digital Workplace and Organizational
Culture (Caterina Baumgartner, Eva Hartl, and Thomas Hess)

This full paper examines the interplay between organizational culture and digital
workplaces through a multi-case study design and offers best practices. The study offers
best practices for an efficient design of digital workplaces.

2.3 Individual Digital Study Assistant for Higher Education Institutions:
Status Quo Analysis and Further Research Agenda (Christin
Karrenbauer, Claudia M. Koénig, and Michael H. Breitner)

This full paper focuses on digital study assistants (DSA) and reports the results of a
literature review. The paper contributes a morphological box and research agenda for
the development, adaption, introduction, and success of DSAs.

2.4 Digital Credentials in Higher Education Institutions: A Literature
Review (Elena Wolz, Matthias Gottlieb, and Hans Pongratz)

This full paper explores digitizing of graduation certificates and digital credentials in
higher education by conducting a literature review in the context of digital credentials.
The findings open up promising research gaps for future research.

2.5 A Theory-Driven Design Science Research Approach Towards
Gamified Videos in Digital Learning (Dennis Benner and Sofia
Schobel)

This short paper seeks to address the challenge of oftentimes low engagement in online
trainings. To address this issue, the authors outline an overarching approach for
developing meaningful gamified learning videos.

2.6 A Methodology to enhance Learning Processes with Augmented
Reality Glasses (Tobias Dreesbach, Matthias Berg, Henning Gosling,
Tobias Walter, Oliver Thomas, and Julia Knopf)

This short paper proposes a five-step methodology for the integration of Augmented
Reality (AR) into learning processes for students. The authors further describe how the
methodology helped to enrich an electro engineering lesson with AR elements.

2.7 Digitalization Mindset and Capabilities: Preliminary Results
of an Action Research Study (Ralf Plattfaut and Vincent Borghoff)

Based on a nine-month in-depth action research study, this short paper contributes to
our understanding of (changing) dynamic capabilities and individual employee mind-
sets and skills based on action research.
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Abstract. The digital transformation of the public sector is progressing but reg-
ularly not at the desired pace. Here, the digitalization skills of public officials are
one important resource to cope with the demanding digital shift and rise of e-
government. As there is still a lack of those competences, alternative educational
approaches are needed. Promising and flexible methods are simulation games—
although not widely used in the public sector. As a resolve, we are developing
on a corresponding simulation game platform for about two years. In addition to
sharing the artifact, this manuscript shall provide a set of design principles helping
to create and facilitate the adoption of related platforms for the public sector.

Keywords: Simulation game platform - Digitalization skills - e-Government -
Design principles - Competences

1 Introduction

Digitalization changes the service delivery and the internal organization of public admin-
istrations. In the public sector, this technological shift has become an important means
to raise citizen-centricity and efficiency [1], for example, through digitalized services
or reorganized workflows. Moreover, in research and practice, decent progress in tech-
nologies and concepts can be observed that take digital opportunities to enhance the
performance of the public sector by, e.g., instantiating one-stop governments [2], offer-
ing proactive service delivery [3], or open-government initiatives [4]. The constantly
increasing application and use of these new concepts and technological innovations are
accompanied by a need for corresponding digitalization competences for public officials
[5]. Those e-competences refer to one’s ability to cope with digitalization and have to be
constantly trained early on. Considering the strong influence of e-government on daily
routines, adequate digitalization skills have become a success factor for e-government
projects [6, 7]. Although this need has already been specified, e-competences are still a
bottleneck to the digitalization of the public sector. One crucial reason for the shortage
of e-competences in the public sector can be rooted back to education. As the education
of future public officials primarily concentrates on legal, economic, and management
aspects, a lack of a broad institutional penetration of e-competence is the result. Con-
sequently, there is a need to focus more on teaching the required competences and IT
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skills not only on the job but already in educational programs. This article addresses this
gap in research and practice by focusing on the development of e-competences among
public sector students.

As a solution for this problem, a growing number of recommendations of serious
gaming or simulation games can be found in research [8, 9] including application sce-
narios in the area of information systems [10] and e-government [11, 12]. Especially for
university programs in the field of public sector, simulation games are a suitable means
for getting the learners used to the complex mesh of stakeholders in the political and
administrative environment. Therefore, simulation games for teaching e-government
settings have been established, the one by [12] being both comparatively recent and
positively evaluated. We abstracted from the exact contents and setting of the presented
game in order to create a simulation game platform (SGP) that is capable of hosting
a series of structurally similar to equivalent setups. Looking at the overall lack of e-
government competences in the public sector [13, 14], as well as the many competence
areas [15] and the diversity of public administrations, it appears to be mandatory to be
able to provide—over time—a series of similar simulations to account for the different
educational needs. Further need for flexibility regarding the exact setup arises from the
educational setting of the game—to keep it interesting for multiple iterations of students,
changes must be easily possible, as otherwise inter-student exchange will lead to bore-
dom. Hence, we build upon this research to further develop the idea by addressing the
following two research goals:

(1) Design and evaluation of a configurable platform for simulation games tailored to
the public administration domain.
(2) Development of design principles for e-government SGPs.

Therefore, we use a classical design science approach to pursue our research goals.
We combine our prior, initial research on a simulation game platform with the simulation
game scenario by [12] to derive design principles for e-government SGPs. The paper
is structured as follows. In Sect. 2, we outline the background of our research on e-
government competences and SGPs. Then, in Sects. 3—5, we explain the research design,
the platform, and the setting in which our research has been conducted. This is followed
by the presentation of our artifacts and the evaluation in Sect. 6. The paper is closed by
a discussion of our findings as well as extant implications for further research.

2 Research Background

2.1 e-Competences and e-Government Simulation Games

The use of information and communication technologies to deliver public services (e-
government) still concerns public administrations around the world. It is less the tech-
nical dimension that continues to challenge public organizations. Rather, practitioners
and researchers alike point to the need of the workforce to adapt to and, eventually,
design the digital transformation [12, 16]. The pace these technologies evolve at cre-
ates a substantial challenge insofar as the public workforce has to adapt to the changes
accordingly. Even more, formerly valuable competences tend to become less important
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or even obsolete, while completely new competences, such as digital literacy, program-
ming skills, and data science knowledge, need to be acquired [17, 18]. It is noteworthy
that digital transformation not only requires the acquisition of technical competences. In
contrast, researchers tend to identify more non-technical than technical competences as
important such as business competences [18], project management competences [17],
and socio-technical competences [15]. To ensure that future administrative staff is able
to adapt quickly to changing conditions and to actively design the digital transformation,
the necessary competences must be trained during their education.

The question remains how students can acquire these competences. Traditional pro-
grams and teaching formats need to be adapted with both new content (imparting new
competences) and new learning strategies (imparting competences with new formats).
Gamification and simulation games in particular have been proposed as one meaningful
way to impart competences [19-21]. Simulation games not only train competences in a
risk-free environment [12] but can also convey the complexities and oftentimes opaque
structures in which public organizations act [11].

This article is based on a fairly recent simulation game in the domain of e-government
that aims at imparting non-technical competences for public sector students [12].
Through this game, students train “[...] competences that cannot be taught through
rather classic formats of instruction, such as cooperation, strategy development, and
decision making” [12:3089]. This simulation game evolves around the (so far) fictitious
overall scenario of the nation-wide introduction of service accounts in Germany. It con-
sists of sixteen different roles the students are assigned to. The roles cover functions
in the public sector, such as state governments and municipal administrations, private
sector companies and lobby groups, political parties, and public IT providers. Each role
is assigned to one student and has a ‘secret’ goal concerning the introduction of service
accounts. These goals are designed as conflicts among the players. For example, one
party is designed as techno-averse and aims at impeding the digital transformation. One
of the state governments, however, wants to become the digital frontrunner and pushes
digital innovations such as service accounts. Throughout the game, five events happen
that challenge each role and define the further course of the game (conference on digital
transformation, data leakage at the federal level, the bankruptcy of a municipality, state
elections and change in government, national digital summit). One of these events, for
example, is a data leakage at the Federal Ministry of the Interior. Millions of data sets of
both businesses and citizens are leaked and this data breach changes the public opinion
on the introduction of service accounts. As an example of the effects on particular roles
and the overall course of the game, consider the following situations: The techno-averse
party profits from this opinion swing as it questions digitalization in general, whereas the
digital-oriented roles in this game (states, municipalities, businesses) need to address the
public’s concerns regarding data security and face difficulties in justifying their techno-
friendly policies. The overall support for the service accounts is eroded and all roles
involved need to take measures either to use this situation for their benefit or to prevent
further damage. In total, five of these events shape the course of the simulation game
[cf. for further details 12].
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The students have to participate both in formal meetings, such as a simulated press
conference and the simulated digital summit, and more informal meetings such as back-
room talks either presenting and debating their positions or discussing the course of
action with potential allies. The formal meetings are mainly organized by the teachers
who act, for example, as conference chairs. The informal meetings have to be organized
by the students themselves and the teachers are involved only upon request, for example,
as negotiators.

Initially, the game was designed in a hybrid format, i.e., with both analogue and dig-
ital elements. The meetings—both formal and informal—were held in person, whereas
press releases or comments could be posted via the university’s Moodle platform (first
iteration) or the SGP (second iteration). Furthermore, the game management was done
digitally, i.e., announcements on the events and individual tasks were released via the
platforms. However, reacting to the COVID-19 pandemic, the third iteration of the sim-
ulation game was executed as an online-only format using the SGP to its full extent as
meetings in presence were not possible. Using both analogue and digital elements for this
simulation game aims at mimicking the hybrid nature of real-life situations. Thereby, the
simulation game trains competences that are otherwise hard to acquire through traditional
teaching formats: soft skills such as leadership or conflict management, socio-technical
competences such as politics of e-government, organizational and managerial compe-
tences such as process and change management, and finally, political-administrative
competences such as legal framework knowledge [12].

2.2 Design of Simulation Game Platforms

Beyond the scenario as the abstract setting of a simulation game, the medium for its
execution can be seen as a second layer or perspective on a simulation game, also
referred to as the game interface design [22]. While simulation gaming and gamification
have grown to separate fields of research during the last decade [23, 24], a research
focus has primarily been given to its educational impact and its contribution to the
learning success [25, 26]. In general, the results are oftentimes mixed and depend on the
application context and circumstances of the simulation game under investigation [22,
27]. However, the learning outcomes of games applying (web-based) platforms are being
positively evaluated [e.g., 28-31] but, here, the insights regarding platform design are
limited to the individual implementation setting. Also, most of the related research does
not divide the development process between the story and the implemented platform or
piece of software.

Hence, research provides little guidance on the specifics of platform development or
the choice of appropriate media for executing simulation games. This might be rooted
back to the heterogeneity of simulation games, e.g., regarding applied game-design
elements, degree and type of interaction among participants, and also the domain of
application. Typically, the derivation of game-design elements is conducted independent
of and prior to any platform development, as simulation games are also often used in
offline or blended settings before being digitalized. They are subdivided into game
mechanics and game dynamics, whereby game mechanics define the ‘building blocks’
of a game and game dynamics the consequential effects, e.g., competition, collaboration,
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and challenge [24]. Thus, the type of user interaction depends on both types of game-
design elements but also the use of the general teaching setting, i.e., online, offline, or
blended learning. In addition, for each domain of application different types of game-
design elements might be preferable as this also depends on the learning objective [e.g.,
217, 28, 32].

Table 1. Proposed design principles by [23:5-7]

1 | Educational games must be purposefully built on game platforms that can adapt to various
educational purposes

2 | Educational games must be purposefully built on game platforms that can scale to achieve
the desired level of complexity

3 | Educational games platforms must be highly configurable to allow educators to design the
workflow of the game relatively fast

4 | Educational platforms must allow educators to enable and disable features of
personification (avatar), game rewards, student reputation/ranking

5 | Educational platforms must allow educators to create games at varying degrees of
interaction between students (competitiveness, cooperation)

6 | Educational platforms must allow educators to define the level of ludic loops (pleasurable
feedback loops between the game and the student)

7 | Educational platforms must keep students in a state of arousal by continuously maintaining
the games’ challenge levels one grain higher than the students’ skill levels

Given all these aspects that affect the digital representation of the game scenario, only
afew attempts exist to translate these requirements into general design recommendations,
i.e. reference models [33] or design principles [23]. The reference models for SGPs can be
used as a starting point for conceptualizing a platform. As such reference models contain
a strong processual view on the implementation of a serious game platform. In contrast,
design principles extend design theory and aim at providing general design knowledge
[34,35]. By introducing (preliminary) design principles for SGPs, [23] address aresearch
gap by providing a broad view on the needed actions for setting up an SGP (cf. Table
1). Their principles are designed to overcome the adoption barriers to using simulation
games. However, the design principles are not yet evaluated or tested and lack positioning
regarding application domains.

3 Research Design

Our research aims at both, the development of an innovative platform to host simulation
games supporting competence education efforts in e-government as well as the derivation
of design principles that can guide the development of similar platforms. Hence, we
follow the Design Science paradigm as postulated by [36, 37]. Given our work on
applicable (IT) artifacts our research can best be located in the genres design science
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research methodology (DSRM) and design-oriented IS research (DOIS) as presented by
[38].

Hence, the design process follows the steps proposed by [37] (cf. Figure 1). First, an
existing problem has been identified (the lack of e-competences in administrative per-
sonnel; cf. Sections 1 and 2 and [12]). Subsequently, the first objectives were defined by
[12]—primarily regarding the creation of simulation games to enhance e-competences.
It should be noted that the work of [12] in itself represents a full iteration through the
DSR cycle depicted in Fig. 1. However, the artifact to be created was a different one, i.e.,
the simulation game as a concept, which was the conceptual baseline for the develop-
ment of the configurable SGP. Hence, for this research, it is only linked as an informative
publication to the first two phases.

Process \!erationo o
! ! [

Problem Definition of
Identification Objectives of
and Motivation the Solution

Design and

Demonstration Evaluation Communication
Development

Ogonek et al.(2019) / [12] |

\
o Becker et al. (2020) / [39] ‘
\

Current Publication |

Fig. 1. Design science research-based approach based on [37]

However, the game was taken as the initial template for designing the platform but a
previous step for our endeavor was to make the game as such scalable. Therefore, we first
transferred the whole game setting into a digital counterpart including the structure with
16 roles and five events. As student groups are of different size and we are consequently
aiming at a configurable platform, we extended the set of game roles while keeping the
overall simulation game story. For example, we added the roles Green and Sustainable
or IT Planning Council that were similarly integrated into the overall scenario as the
initial set of roles.

Beyond these conceptual objectives, [39] identified that teaching digital competences
based on pen and paper is a problematic endeavor (back to Step 1 in Fig. 1)—sketching
first solution objectives for a digital SGP to support such competence-enhancing seri-
ous games. This contribution includes but is not limited to proposals for the enhanced
execution or better support of remote teaching. Being a construction-oriented research
approach [40], a first software artifact of the Game of Competences (GoC) was devel-
oped—which can be considered an “instantiation” artifact type [36] and a contribution
of “Level 17 [41], respectively. The derived IT artifact was subsequently demonstrated to
be functional through real-world use in a Master-level lecture. After completion of this
initial, platform-supported iteration of the simulation game, unstructured feedback was
collected from the participants through feedback discussions. This feedback rounds off
our first DSR iteration (published in [39]) and has been used to refine the extant objectives
and the associated IT artifact. Since the feedback revealed considerable improvement
potential, the platform was revised accordingly to be of better value for upcoming itera-
tions (back to Step 3 in Fig. 1). Based on the now revised platform another demonstration
round was initiated, again including the now structured collection of feedback.
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Over our iterations, we gathered considerable insights into how to improve the design
of SGPs in the domain of e-competences. Among others, we aimed on gaining general
insights into the usability of the platform interface, the closeness to reality, and the
educational purpose. Hence, we decided to change the objectives that are addressed in
the next DSR iteration and reported in this article. The core focus of our research is less
on the IT artifact itself, but rather on deriving appropriate design principles that could
guide similar research efforts [35] (“Level 2”-contribution [41]). For the derivation of
the design principles, we use primarily the evaluation of the latest version of the platform
(cf. Section 6.1) and compile the generated insights based on the guidelines outlined by
[35]. As depicted in Fig. 1, the demonstration and evaluation of the designed principles
will not be part of this manuscript.

4 Platform Design

We formalized and structured our goal of creating a configurable SGP for e-competences
by putting them into an Entity Relationship Model (ERM) to identify the necessary
entities and their relationships. This is visualized in Fig. 2.

()

Participant

Description

Supervisor

Presentation

Fig. 2. Data model of the “Game of Competences” [39]

In this figure, the red parts denote the components of competence-aimed simulation
games as proposed by [12]. After breaking down the game, it consists of a set of roles,
events, and tasks associated with the individual events—each typically accompanied
by a description providing further details on each of these elements. As different roles
have to fulfill different tasks throughout events, the role-specific tasks (RSTs) have been
introduced (indicated through the re-interpreted relationship type)—again linked to a
description providing further information. These elements suffice to map the desired
simulation game to the virtual world. However, to carry out the simulation game the
additional management “layer” is required—which in Fig. 2 is depicted in gray. As
indicated above, one of the major requirements is to host multiple parallel instances of
each potential simulation game to cater to different courses throughout a given semester.
Hence, both roles as well as RSTs are linked to participants, timeslots, and associated
(graded) tasks only through instances (again using the reinterpreted relationship type).
From an implementation perspective, the platform is realized as a traditional three-
tier architecture separating client interfaces, business logic, and data storage [42]. To



80 S. Halsbenning et al.

ensure stability, shareability, and ongoing of our work we consistently used established
open-source technologies.

The current version of the Game of Competences has two different interfaces for
its two primary user groups: participants (learners) and administrators (teachers), small
parts of which are depicted in Fig. 3 and Fig. 4, respectively. In Fig. 3, we see the
so-called Dashboard, which is the landing page participants see after logging into the
platform. In the screenshot, we see an exemplary post of the role The Hacker Group
(the participants’ names are intentionally omitted to enhance the immersion with the
game) warning another partaking role of a security vulnerability in its tax systems. Aside
from texts, participants can also attach images to support their message (we replaced
an existing picture with the logo of the partaking student’s university for copyright
reasons). The dashboard serves as the communication center of the GoC, representing a
chronological timeline of the ongoing events. Participants have further menu items that
allow them to get an overview of pending assignments and the next tasks and events to
be attended. By clicking on their role name in the top-right corner of the menu bar they
can also review their role-related information.

Security leak found

The Hacker Group

Fig. 3. Participants’ view of the GoC/the dashboard [39]

As depicted in the menu bar at the top of Fig. 4, game administrators also have
access to the dashboard—simply as they can also interact with the participants there,
but also need the access to assess and grade participants contributions there. The view
almost fully corresponds to the view of the participants, with the distinction that the
administrator can see and access all available posts—also those invisible to certain
participants (parts of the game require communication between individual participants
only). Aside from that, the menu bar contains two additional entries not available to the
participants: The Session Management and the Game Management. At this point, the red
and gray elements in Fig. 2 become relevant again: The Game Management basically
covers all elements depicted in red. Hence, a game in the terminology of the GoC is an
abstract entity containing sets of roles, tasks, and events.

In the screenshot, you can see three tabs below the menu bar—one containing the sim-
ulation game proposed by [12] whereas the other one serves for development purposes.
The third tab allows the creation of additional games. Within the tabs, the components
of each game can be adjusted. To play a game with learners a so-called Session has
to be instantiated (see the Instance-entity in Fig. 2), which can then be administered
through the Session Management. Through the Session Management the administrators
can invite and manage the participants, schedule events, and assign tasks to the learners.
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Fig. 4. Administrators’ view of the GoC/Game Management [39]

Furthermore, in case the session is part of a graded teaching unit, the Session Man-
agement also offers functionalities to check timely submissions of tasks and to grade
participants (GUI is structurally equivalent to Game Management).

S Setting

Last year the platform was first used to carry out the simulation game proposed by [12].
In that iteration, 25 international Master students enrolled in an e-government-oriented
Master program participated in the simulation game. The simulation was embedded in
a tech-oriented e-government lecture and the students were offered bonus points for
continuous and constructive participation. That iteration has helped us to validate that
having platform-support for carrying out such simulation games is both desirable and
helpful [cf. 39]. Furthermore, we collected feedback on bugs and problems to improve
the platform to a more smoothly working artifact.

Table 2. Overview of the student groups

Semester # Students | Platform | Execution mode Evaluation

Summer Term 2018 17 No Mainly offline; use Feedback session;
of digital means individual
(Moodle, different reflections; survey
submission types,
meetings)

Summer Term 2019 25 Yes Blended learning; Feedback session;
platform prototype; | unstructured bug
submissions to reports
platform, meetings

Summer Term 2020 |27 Yes Online; enhanced Feedback session;
platform; platform unstructured bug
submissions, reports; survey
communication via
platform, online
meetings
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In this paper, we focus on the second platform’s iteration that was conducted in the
summer term 2020' with 27 international students of the same international Master’s
program as those of the first test iteration (cf. Table 2). The group consisted of stu-
dents from different nationalities, having backgrounds primarily in social or political
sciences but some also in more technical fields (e.g., computer science). While some
students—through work-experience—already had interactions with public administra-
tions, the majority of the participants had no insights into the setup and interactions of
public administrations (especially not the German ones which are the simulation case).
The required background information was continuously delivered in the form of accom-
panying traditional lectures, providing background knowledge about e-government in
general as well as the German administrative system in particular. The further setup can
be summarized as follows:

o to kick off the simulation game a one-hour introductory session was held, introducing
the overall context, roles, and rules

e subsequently, each participant was assigned an individual role

e the role assignment was carried out at random

e role information was provided within the GoC platform and the initial invitation mail

sent to the participants

the platform itself only refers to the participants by their role names

participants were encouraged to follow this pattern to enhance immersion

to access the platforms the students could use whatever device they preferred

the only restriction is that the platform could only be accessed through the university’s

VPN tunnel

e the game was subdivided into seven distinct events—each typically taking up two
weeks of time where participants have to fulfill tasks

e typically, each participant has to fulfill up to two individual tasks (e.g., negotiations
with another party, campaigning for elections) per event

e the average workload per week was about one hour strongly varying during the term

e the task schedule was not communicated to the students upfront—tasks were
communicated through the game administrators or tasked participants

e to ensure that participants were notified about required actions, they received a mail-
notification for each assigned task

e allin-game communication (incl. additional information from the game administrators
or participant questions) the internal dashboard was used

At the end of the term, all participants were administered a link to a LimeSurvey,
in which 17 out of 27 students participated. The survey was conducted anonymously
and participants were given four weeks to fill in all questions. The survey took approx.
10-15 min—with the option to pause and resume the survey. We split the survey into two
larger parts. In the first part, we asked about the student’s general perceptions regarding
SGPs, notifications, and usability. The second part was about the instantiated platform
the students used during the simulation game. In the survey, we presented statements (cf.

! Due to the COVID-19 pandemic, the originally blended approach was carried out digital-only
on the platform, supported by individual Zoom sessions to ensure “personal” interaction.
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Table 3 and Table 4) with the option to rate them according to a five-point Likert scale.
In some questions, the participants had also the option to prioritize special features or
to provide further thoughts or feedback.

Additionally, we carried out a feedback session with the participants. Throughout
this session, they could provide us with all feedback that they could not fit into the
structured survey administered earlier. As a further means, we implemented a so-called
“Impersonate” feature into the platform, similar to the “Impersonate User” functionality
known from the Drupal CMS. It allows administrators to view the platform “through the
eyes” of the participants to track issues.

6 Results

6.1 Evaluation

Given the first overall positive evaluation of the Game of Competences as an instantiation
in the summer term 2019, in the second evaluation, we additionally gained insights on
how to design e-government SGPs in general.

Table 3. General perceptions on simulation game platforms

Question/statement + O -

A digital platform is suitable for playing simulation games 75% 12.5% | 12.5%
A simulation game platform is suitable for teaching e-government | 62.5% |25% 12.5%
settings

Executing simulation games via digital platforms is superior to less | 35.3% | 29.4% |35.3%
digital options (e.g., pen and paper, only by email)

Digital platforms contribute to make simulation games more real | 31.25% | 31.25% | 37.5%

+: (completely) agree | O: indifferent | —: (completely) disagree

The presented evaluation results are based on the survey. Again, the majority of the
participants rated the approach of using an SGP positive (cf. Table 3). Notably, this
agreement decreases for e-government settings and disappears in comparison to other
less digital options. This finding is supplemented by the preferences regarding task types,
where the participants rated presentations and personal meetings as the most valuable
means for a task. This indicates that a platform is not the one and unique solution for
simulation games and, hence, has to be considered rather as a supporting tool for their
execution.

Although, the reality aspect is important for a fruitful simulation game, a digital
platform as such is not perceived as imitating real-world phenomena. Here, it turned out
that notifications are seen as proper means to make a game more real (cf. Table 4). The
initial purpose of notifications was simply to inform participants about tasks or events,
which is unexceptionally rated as an important property. Beyond that, notifications also
fulfill the function to convey a feeling of reality, e.g., a sense for pressure and urgency.



84 S. Halsbenning et al.

Table 4. Perceptions on functions of simulation game platforms

Question/statement + (0] -
Notifications are important for simulation game platforms 100% | 0% 0%
Notifications contribute to make a game setting more real 93.8% | 0% 6.2%
For me, the notifications were important for playing the simulation | 93.3% | 6.6% 0%
game

I would like to receive notifications for every action or event that | 86.7% |13.3% | 0%
affects my role

I would have appreciated additional help functions on the platform | 60% 20% 20%

+: (completely) agree | O: indifferent | —: (completely) disagree

Consequently, the evaluation revealed that notifications are more important for an SGP
than anticipated. This finding influenced the formulation of design principle 3.

A further aspect to keep track of when developing SGPs are help functions. Even
though exhaustive documentation was provided before the game started which was read
by all players beforehand except of one, the evaluation revealed additional relevance
of help functions. The majority of players expects additional help functions. Specifi-
cally, FAQs (75%) and tooltips (45%) were rated as the most compelling alternatives,
whereas no one rated for personal tutorials (0%). This finding especially influenced the
formulation of design principle 5.

In addition, the survey results gave meaningful insights for the design principles
regarding communication, workload transparency, and training of competences. The
participants argued for an expansion of the current communication channel since the
platform should “allow actual interaction between characters, (...) to form groups (...)
and share stuff in between”. “Discussion threads or chat/email function” were also
mentioned. Other participants pointed out that an overview “of the work done and events
that happened until the present moment” and a “scoring system which assigns points
for every task [immediately]” would be beneficial to reach more transparency about the
workload. Lastly, the evaluation showed, on the one hand, that the participants had a
good understanding of the targeted competences of the game and, on the other hand,
that this aim was not met for all these target competences.

6.2 Design Principles

Based on the evaluation results and the learnings gathered throughout the platform
development and implementation, we set forth with shaping and formulating the design
principles. Finally, the iterative development process revealed seven design principles
for the successful implementation and application of e-government simulation games:

1. Build the platform scalable to different numbers of game roles, events, and tasks in
order to ensure applicability to varying group sizes and equal shares of workload
for users.
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This principle aims at the uncomplicated scalability of the platform. Learner groups
vary in their size and game settings vary in their scope implicating an adjustment of
the task distribution. For instance, with a rising number of game roles, the interaction
possibilities among these roles increase disproportionally. Thus, adherence to the first
principle ensures that varying group sizes are possible and do not affect the individual
workload or competences to be trained. Here, scalability considers two distinct perspec-
tives. First, the ordinary, usual purpose to cope with varying group size. Second, in a
simulation game, scaling involves the further implication of keeping the workload on
the same level since the game dynamics need also to scale up. Other platforms that only
provide content or the possibility for interactions—without a dedicated workload for
users—only need to adhere to the first aspect. So, the principle is primarily designed
for learners’ convenience as it allows a consistent game execution irrespective of the
number of game roles, i.e., participants.

2. Build the platform configurable to different numbers of game roles, events, and tasks
in order to ensure quick game customization for teachers.

This principle aims at the adaptability of the platform to different game scenarios. The
structure, scope, complexity, and duration of simulation games can be different according
to the application setting. For instance, a simulation game used to train public officials
might have fewer events and tasks compared to using it as a supporting supplement to an
e-government lecture, in order to account for time and other resource-related constraints
in public administrations. Furthermore, the application on different federal levels will
require different setups to accommodate the different tasks and responsibilities in the
different administrative layers. In contrast to configurability in its usual fashion, an
e-government SGP needs technical and content-related configurability. The platform
needs to adapt to a plethora of different game scenarios (content-related) but also to
various application scenarios (technical), in which teachers/learners might have different
administrative/access rights or the default communication channels/notifications need
adaptations. Thus, adherence to the second principle ensures that teachers can customize
the number of game roles, events, and tasks according to the needs of the learner group
and also to different game scenarios. The principle ensures to add or delete roles, events,
and tasks as needed.

3. Build the platform with real-time notifications and interaction channels in order to
convey a feeling of reality for the users.

This principle aims at the actual simulation of real-world phenomena. Beyond the
game scenario as such, especially interaction mechanisms contribute to making simula-
tion games more realistic. For instance, sudden events like data leakages or bankruptcies
require immediate responses and prior arrangements among affected parties—in the
real and in the fictitious setting. Thus, adherence to the third guideline ensures that the
game becomes a constant companion while playing it. On the one hand, participants are
faced with unforeseen happenings and need to react appropriately. On the other hand,
participants also receive simple information about the happenings or actions of the other
players, which keep them permanently updated.
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4. Build the platform with a distinct communication channel for learner-teacher
interaction in order to install channels for providing confidential feedback.

This principle aims at integrating the organizational context of the game into the plat-
form. The execution of simulation games also comes along with conventional learners’
problems or uncertainties. For instance, during the game, questions of understanding
arise or participants provide and receive feedback on tasks. Thus, the adherence to the
fourth principle ensures the embedding of real-world supervision into the platform and
that no switching to other media is necessary. This requirement is of increased importance
in cases of non-blended setups.

5. Build the platform with different help functions in order to ensure that users are able
to use every available functionality.

This principle aims at keeping the flow of play by mitigating problems while using the
platform. An SGP contains many features for uploads, posts, overviews, feedbacks, etc.
For instance, a simple dashboard post may contain several options each for addressee
selection, attachments, text formatting, or figures, which might be overwhelming for
certain user groups. Thus, the adherence to the fifth principle ensures that in case of
issues with platform functions, first, no interruption of the current game action is needed
and, second, teachers and learners find immediate support when making changes to the
game.

6. Build the platform with a role’s workload overview in order to inform participants
on remaining time for submission and lower the uncertainty level regarding game
organization given that providing this information does not affect the game.

This principle aims at providing the participants with reasonable transparency regard-
ing game execution. When playing a simulation game, the participants’ time constraints
regarding work, studies, or private affairs must be considered. Thus, adherence to the
sixth principle ensures that the participants always have a general overview of upcoming
tasks when entering the platform. Furthermore, such an overview helps game adminis-
trators to fairly distribute tasks and events among participants even in larger and complex
setups. This reduces potential time conflicts and needs to be balanced with principle 3.

7. Build the platform with competence-specific task templates in order to use appro-
priate task types that are dedicated to train certain competences.

This principle aims at a targeted training of e-government competences. The wide
range of different task types can be structured according to their contribution to building
up certain competences. For instance, to gain political-administrative competences it is
recommended to use tasks that yield background knowledge and domain understanding
of the public sector. Thus, adherence to the seventh principle allows training for certain
competence profiles.



Playing (Government) Seriously: Design Principles for e-Government 87

7 Discussion and Conclusion

The evaluation goes beyond a classical artifact evaluation and revealed important addi-
tional aspects to be considered in e-government SGPs. Together with the learnings gained
in the development process, the evaluation strongly contributed to shaping and refin-
ing the design principles. Based on the well-documented research process, the devel-
oped design principles constitute a transfer channel from how to educate e-government
competence to its implementation in SGPs.

However, the design principles strongly differ in their domain orientation. For
instance, design principles 3 and 7 take up specifics of the public sector, e.g. required
interaction in a complex mesh of stakeholders and a focus on educating e-government
competences. In contrast, principles 1 and 2 aiming at scalability, equal workload, and
quick customization, may have to be considered also in other application domains.
However, both principles ensure the flexible application into different curricula or the
consideration of different educational levels of students. Although these two principles
are similarly proposed by [23], up to now, our findings cannot confirm a transferability to
other domains since targeted competences may be different from those of public admin-
istration. Recently, the simulation game has been adapted as an employee version, i.e.,
as a variant of the game that can be used to train public sector official’s e-competences
[43]. Normally, public servants can only participate in training programs to a limited
extent. As such not only the content of the game needs to be modularized but also the
gaming platform needs to adequately address the requirements of high scalability and
workload transparency.

The evaluations of both the simulation game and the according platform indicate that
neither a complete analogue nor a completely digital setup are appropriate means to con-
vey e-competences. Rather, the students’ evaluations indicate a preference for blended
learning, i.e., the combination of analogue and digital formats. The SGP proposed in
this article is designed as a solution for this requirement as it is conceptualized as a
supportive instrument for the execution of the game rather than as the central element
of the game.

Even though digitalization is not new, many public authorities and administrations
are only recently catching up and identified lacking digital competences as a major hin-
drance [13, 44]. To catch up on a competent workforce, new study courses are created by
individual administrations [45], with Qualifica Digitalis an overall qualification require-
ment assessment was started [44], and the IT planning council in Germany is establishing
an online qualification program [46]. There, simulation games are explicitly mentioned
as one means to avoid merely conveying theory but giving students practical experiences,
which is crucial for these practice-oriented educational programs [44]. The usability of
the platform was not explicitly considered during our evaluation and the derivation of
our design principles. While usability is known to be a central feature of IT artifacts
to ensure their adoption, there is already a plethora of usability related research avail-
able that addresses usability in general [47] and even for e-learning platforms [48].
To avoid unnecessary lengths and duplicated effort, corresponding design requirements
were omitted.

The goal of our research was two-fold. First, we developed an SGP tailored to
the public domain based on the simulation game proposed by [12]. The platform was
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iteratively designed and tested in a study group of international students. Second, we
used the platform and the associated development and evaluation processes as vehicles
to derive seven design principles for e-government SGPs following an extensive and
well-documented research process. The design principles are a step towards theoretical
guidance for the implementation of SGPs for e-government. These outcomes entail
implications for research and practice. Our research extends the research on SGPs to the
e-government area. Now, the research community can further test the design principles
and investigate their generalizability and fit other domains. In addition, practitioners may
use our results as a blueprint and guideline to the development of SGPs, thus, facilitating
the diffusion and use of digitally supported simulation games for public sector education.

Limitations of the research comprise the sample of students. Although, the students
who participated in (both) evaluations were very engaged and a critical audience, these
groups are not a representative sample. Of course, they had a suitable lens for the public
sector but, for example, public officials might have different preferences. Also, the design
principles are not applicable to every kind of simulation game as they focus on games
with interactions. All in all, our research is a contribution to the theoretical embedding
of SGP development in the public sector domain.

Acknowledgements. The platform was developed for the ERASMUS Mundus Master of Science
in Public Sector Innovation and eGovernance (PIONEER) at the University of Miinster and was
evaluated with the students. We express our thanks for their valuable contributions.
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Abstract. Recently, firms have been observed to implement digital workplaces
as strategic management tool to support their digital transformation. With this
redesign of working environments, firms hope to foster their transformation by
changing the organization’s culture. With only little known on the impact of dig-
ital workplaces on cultural transformation, our study addresses this question and
aims to disentangle the interplay of workplace redesign and culture. Based on the
transformational journeys of four established firms, our study provides insights
on the design of digital workplaces and derives a framework on the impact of
digital workplaces on culture. Our results showcase best practices for an efficient
design of digital workplaces and contribute to a better understanding of how digital
workplaces foster cultural transformation.

Keywords: Digital workplace - Workplace transformation - Organizational
culture - Strategic workplace redesign

1 Introduction

“We shape our buildings, thereafter they shape us” — Winston Churchill, 1943.

The redesign of workplaces as strategic management tool for steering organizational
development has a long tradition [1]. However, in recent years in the context of digital
transformation, new forms of strategic office redesign can be observed: Around the
globe, firms have started to tear down walls and transform their workplaces into smart
and agile work environments for knowledge workers [e.g. 2]. These so called “digital
workplaces” are characterized by an increasingly digitized work environment that causes
significant shifts in how work is conducted in organizations [3, 4], as well as an overall
shift in organizational logics towards autonomy and creativity influenced by the New
Ways of Working movement [5].

In the context of organizational digital transformation, firms were observed to exper-
iment with the implementation of digital workplaces as strategic tool to support their
organizational and cultural transformation [3, 6-9]. Within their digital transformation,
firms essentially need to build capabilities for digital innovation in order to leverage
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value from new technologies [10]. However, recent research has emphasized the crucial
importance of also considering transformations in organizations’ socially constructed
realities such as its identity [e.g. 11] or culture [e.g. 12, 13] and practitioners repeatedly
stating culture as major hurdle for digital transformation [e.g. 14] support this claim. As
one approach to steer an organization’s culture change efforts towards a more fast-paced,
agile, try-and-error and customer-centric culture, firms have been found to increasingly
implement digital workplaces in the hope that the redesigning of work environments
will alter an organization’s culture [6, 15]. While first anecdotal narratives indeed sug-
gest that digital workplaces can trigger cultural changes in form of increased employee
connectedness, collaboration, and creativity [9, 16], only little is known on the impact
of digital workplaces on cultural transformation. Prior research in the just emerging
literature stream of digital workplaces predominantly took a technology-centric app-
roach focusing on the promoted use of digital technologies and thereby covering only
behavioral impacts of digital workplaces [4, 17]. Indeed, workplace design research
has been criticized for a general disregard of effects on organizational culture [18]. We
aim to close this research gap by disentangling the interplay between physical work-
place redesign and its impact on a social level, i.e. organizational culture. We therefore
investigate digital workplaces under a holistic approach as the composition of place,
technology and people and follow IS research in adopting a value-centric understanding
of organizational culture. Specifically, our study addresses the question: How does the
redesign of workplaces into digital workplaces impact cultural transformation?

We conducted qualitative case studies and investigated four firms, which had recently
implemented new workplaces as part of their digital transformation, in order to identify
common underlying characteristics of digital workplace designs and their impact on
organizational culture. Our findings are presented in form of a comprehensive framework
disentangling the interplay between digital workplaces and culture via identifying four
impact paths. With our research, we pick up a recent research call on the future of work
and digital transformation in organizations [19]. Our findings contribute to strategic
workplace design research by shedding light on its impact on organizational culture
and expand the body of knowledge on the micro-level of digital transformation [3] by
exploring the impact of an individual’s workplace environment on organizational culture
change endeavors in the context of digital transformation. From a practitioner’s point
of view we manage to provide insights on actual workplace design and highlight the
substantial role of culture in the context of workplace redesign.

2 Theoretical Background

2.1 Digital Workplaces as Strategic Management Tool

Workplace design has a long-standing tradition in ergonomics and human-oriented com-
puter science [4]. However, with workplaces being at the center of an organization’s cost
savings strategy and the organization’s visual representation, workplaces have also drawn
interest in the fields of environmental psychology, corporate real estate, facility man-
agement and strategic management [1]. Research on organizational spaces as a strategic
management tool has evolved since the early 20 century, however with contemporary
workplace strategies gaining more and more attention, practitioners and researchers alike
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have started to emphasize workplaces as a tool for steering organizational change and
development [1]. Thus, it is hardly surprising that we see organizations experimenting
with workplace redesign and transformation as a strategic tool to support their digital
transformation [3, 6-8].

These recent developments in workplace strategic design are often termed as “digital
workplaces” and are the results of two mega-trends. First, digital workplaces are heavily
influenced by the New Ways of Working movement that led to a shift in organizational
logics from control and function to autonomy and creativity [5]. In terms of organiza-
tional spaces, this implies that the future workplace “focuses on how and what work is
done, not where and when it is done” [20, p. 1]. Second, this shift in the nature of work
has been enabled and pushed by today’s work environment becoming predominantly
digital [4]. The adoption of digital technologies facilitated communication and collab-
oration in novel and flexible ways and thereby caused significant shifts in how work is
conducted in organizations [3, 4].

However, recent research emphasizes that the concept of digital workplaces requires
a holistic approach, as the fundamentally different way of working induced by digi-
tal workplaces not only stems from the employment of digital technologies, but also
the designing of physical spaces and behavioral norms that lead to new approaches to
get things done [9]. Under this holistic approach that complement existing concepts of
remote working or home office, digital workplaces constitute an intertwining of physi-
cal spaces, social systems and technology [21]. Recent digital workplace literature thus
aligns with the concept of “Bricks, Bytes, and Behavior” from the new ways of working
literature [16]. Following these triad-conceptualizations, we define digital workplaces as
“the physical, technological and people-related arrangements that allow more flexible
and collaborative ways of working to help organizations to cope with digital trans-
formation.” [9, p. 136], as illustrated in Fig. 1. That is, we understand place as “all
aspects concerning the physical work environment, spaces, and facilities” [e.g. 16]. This
component of digital workplaces is often designed in form of flexible and task-oriented
office spaces with the aim to support employees best possible with the task at hand
and include quiet areas, community areas, telephone boxes or recreational areas [2,
16]. In this context, employees are also encouraged to work in different locations also
outside the organization, e.g. at home or at the client. Secondly, technology refers to
“all aspects of information technology usage within the company’s digital ecosystem:
Software, hardware, platforms, data and knowledge sharing” [e.g. 16]. The technology
component of digital workplaces often contains tools and systems that shall drive a spe-
cific workstyle, e.g. innovation or knowledge sharing [9, 22]. Without the technology
and respective infrastructure, it would not be possible to achieve high levels of flex-
ibility or collaboration at the workplace. In this context, cloud infrastructure and the
rise of mobile devices can be seen as key enablers for digital workplaces [2]. Lastly,
the people component comprises “all aspects of employee behavior, their skill set, or
relation to each other” [e.g. 16] and becomes particularly important as firms require
their employees to develop particular digital capabilities in order to succeed in dynamic
environments. Consequently, this component is aimed to be designed in a way that shall
drive employees’ digital competences in form of new leadership styles, technical skills
or collaboration forms [9, 22].
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Digital Workplace

The physical, technological and people-related arrangements that allow more flexible and collaborative
ways of working to help organizations to cope with digital transformation

Technology

Sic

Fig. 1. Conceptualization of digital workplace and its components

2.2 Digital Workplaces and Culture Change

An organization’s digital transformation entails its strategic response to disruptions trig-
gered by digital technologies that encompasses the alteration of an organization’s value
creation paths. Central to this transformation are digital innovations, i.e. leveraging dig-
ital technologies to alter an organization’s portfolio of products, processes, and business
models [10, 23]. Next to digital innovations, recent research emphasizes that also trans-
formations in organizations’ socially constructed realities such as its identity [e.g. 11]
or culture [e.g. 12, 13] are of crucial importance for a successful digital transformation.
Especially for the latter, organizations have rated culture as a major hurdle for digital
transformation [e.g. 14]. Especially large pre-digital organizations built on long success
roads that legitimize firm cultures of stability, operational excellence and organizational
hierarchy, now struggle with the demands of digital innovation that require a more fast-
paced, agile, try-and-error and customer-centric approach [7, 8, 12, 13]. As part of this
digital culture change, firms have been observed to increasingly establish digital work-
places [6] in the hope that by redesigning work environments for knowledge workers
also employees’ mindset and thereby the organization’s culture is altered [15].

The notion that changes in workplace design may lead to organizational changes
is in line with Lefebvre’s [24] view that social change is dependent on spatial change.
However, a more moderate view is prevailing in recent workplace design research. This
stream regards workplace redesigns as not necessarily creating organizational changes
by themselves, but they may function as accelerator or reinforcement for the desired
change [e.g. 25]. Consequently, also the implementation of digital workplaces has been
found to lead to organizational changes in form of increased motivation and creativity
of employees [16, 26], increased productivity, effectiveness, and engagement [7, 8].
Overall, digital workplaces were found to help firms succeed in the digital area by
establishing the necessary capabilities and competences [9, 22]. However, most studies
in the just emerging research stream on digital workplaces are technology-centric and
focus on the promoted use of digital technologies [4, 17], thereby mostly covering the
visible and behavioral impacts of digital workplaces. Despite the implementation of
digital workplaces being found to be a common tool in digital transformation efforts to
enable culture change [6], only little is known about the impact of digital workplaces
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on a firm’s culture. Indeed, the exact nature of the induced organizational changes by
digital workplaces is still unclear [27].

This stands representative for an overall lacking focus of workplace design research
on organizational culture, which is criticized for having for most parts disregarded the
effect of workplace redesign on organizational culture [18]. Only few studies have exam-
ined this effect. For example, studies investigating the move to open offices found that
such open office layouts led to an autonomous and less formal culture [28], increased
cross-departmental collaboration and increased culture of learning [29]. While these
studies illustrate ways in which office layouts can influence organizational culture,
they solely focus on physical design elements of the workplace, omitting the increased
importance of technologies.

Given the importance of organizational culture change for digital transformation and
the observed efforts of firms to support this change via implementing digital workplaces,
we aim to close this research gap and to shed light on the effects of digital workplace
redesign on organizational culture. While definitions of organizational culture differ,
it is generally understood to cover the shared meaning and understanding of organi-
zational members of what is considered as norm [e.g. 30, 31]. This understanding of
culture puts symbolic and implicit elements in the center of investigation. We follow
the within IS discipline prevailing value-centric focus on organizational culture [32, 33]
and investigate workplace induced changes in organizational culture in form of values.
Values are defined as the shared beliefs of organizational members about what is con-
sidered as desirable, e.g. norms and ideals that impact the members’ actions by setting
expectations and boundaries for appropriate behavior [31, 34]. We perceive this concep-
tualization of culture as necessary in order to be able to investigate the impacts of the
physical (i.e. changes in workplace design in form of place, tools, and people) on the
social (i.e. changes in cultural values). Some models of organizational culture like the
three-layer pyramid model by Schein [31] comprise culture as both explicit and visible
elements (e.g. artifacts such as behavior, language, symbols) as well as implicit aspects
of culture (values and basic assumptions, which refer to the underlying belief system of
unconscious, taken-for-granted beliefs). While we share their ontological view that the
explicit and physical elements are representations of implicit elements and via realiza-
tion become manifested as such, it is exactly these relations and influences that we aim
to investigate and thus a clear-cut distinction between physical and social constructs is
essential for our research.

3 Methodological Approach

Since digital workplaces are a rather new area of research and limited previous research
is available, our study follows an exploratory approach. We chose a case study design,
as case-study research allows for the investigation of recent phenomena in real-life
context where boundaries are not clear. This approach further enables us to investigate
both formal and informal processes. Specifically, we chose a multiple-case design which
enables cross-case comparison, or more precisely results from one case can be compared
and contrasted with the results of other cases [35]. To foster rigor, we followed common
guidelines and recommendations for case study research [35, 36] to ensure the validity
and reliability of our study.
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3.1 Case Selection and Data Collection

For our multiple-case study, we studied four German firms that had recently undergone
workplace transformation including physical and technological changes. The cases were
sampled purposefully [37], with the aim to maximize diversity to allow for contrasting
findings. We identified suitable research subjects by initial desk research on digital
workplace implementation and further filtered for those that matched with our initial
conceptualization of digital workplaces to end up with a final case selection that spans
across different industries, firm sizes and business models.

Table 1. Overview on surveyed firms and data sources

Auto_Com Auto_Club Financial Software Com
Services_Com
Industry Automotive Transport and Financial services | Software firm
mobility
Business Automobile Mobility Asset manager Technology
activity manufacturer association for investments in | company with
tangible assets focus on hard-
and software
Founded 1909 1903 2007 1975
Headquarter Germany Germany Germany USA
Legal form Stock Registered Stock corporation | Corporation
corporation association
Turnover 2019 | 57 billion € 0,21 billion € 0,16 billion € 125 billion $
(2018)
# employees 91.000 2900 730 135.000/GER:
2700
# interviews 3 5 3 3
Interviewees by | Head of IT for Chief Digital Head of IT, Head | IT Director,
position Employee, Office, Project | of Digitalization, | Experience Lead,
Project Lead HR | Lead Smart Transformation | Digital Marketing
IT, 2x Manager | Workplace, 3x | Manager Manager
Planning Referent Digital
Department Workplaces
Secondary data | 30 pages 13 pages 8 pages 72 pages

Overall, the acquired sample includes four firms located in the same geographical
region that differ in size, industry, organizational context. To ensure construct validity
and for the purpose of triangulation [35], we collected data on the cases in form of semi-
structured interviews and secondary data. Table 1 provides an overview of the cases and
collected data. In order to obtain insights from different perspectives, we interviewed
multiple experts per case with different professional backgrounds to avoid biases [38].
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The interviews followed a semi-structured interview guideline [39] with sections on
the firm’s implementation of the digital workplace, its components and their design,
as well as observed changes in organizational culture. Initial open questions allowed
participants to openly share their experiences, with further sub-questions addressing
themes and concepts identified in literature or that had emerged in the course of the first
interviews. Overall, 14 interviews with 15 experts in both managerial and non-managerial
positions were conducted via telephone or in person between Mai and July 2019. Our
expert panel span across referents for digital workplaces without staff responsibility up
to more senior team leads or C-level staff. The interviews ranged from 20 to 60 min, with
an average interview length of 44 min. All interviews were conducted in German, were
recorded — with permission of interviewees - and later transcribed, yielding 169 pages
of verbatim reports. For triangulation purposes, we further collected secondary data in
the form of company website information, blog and newspaper articles, press releases,
and whitepaper on the digital workplaces of the case firms, resulting in an overall of 123
pages of secondary data. We obtained an initial understanding of the case firms’ digital
workplace design via secondary data and validated and extended these insights in the
course of conducting interviews.

3.2 Data Analysis

The collected data was comprised within a case database [35] and stored as well as
analyzed by using atlas.ti. The data was consequently coded in a combined deductive
and inductive approach, considering themes and codes derived from literature findings
and/or emerging from the data in the course of analysis [40]. First, our coding focused
on a descriptive approach in order to derive insights on the design of digital workplace
components, e.g. the quote: “From the very beginning we said very clearly that we no
longer have any allocated workstations.” was coded as “Place_ Desk sharing concept”.
Further on, we drew on grounded theory [41] and iteratively went through our data to
uncover interactions of digital workplaces and organizational culture as well as cultural
changes. In refining our codes, we combed through our data at least three times and
matched our codes with themes from literature [39]. For example, we drew from the
organizational culture profile [34] as orientation to define cultural values.

The analysis of our coded data followed a two-step approach. First, we conducted
within-case analysis to gain familiarity with data, identified constructs or relations within
one firm and derived a detailed description of the firms’ digital workplace and the associ-
ated cultural changes. In the subsequent cross-case analysis, we compared and contrasted
findings from the cases to reveal similar constructs and relationships across the four
firms — also referred to as pattern searching [42] and thereby derived a holistic frame-
work on the interaction of digital workplaces and culture. The analysis was performed
by two researchers and emerging differences were discussed bilaterally and resolved
consensually [35]. Following triangulation principles, we reflected on our initial under-
standing of the case firms’ workplace redesign from secondary data with additional
information obtained from the interviews, and vice versa validated the insights gained
in the course of conducting interviews with secondary data.
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4 Results

4.1 Within-Case Results

In this section we present the results of our multiple-case study by outlining the intro-
ductions of digital workplaces in the four studied firms and describing the respective
induced cultural changes.

Automotive_Com: Started their digital workplace initiative in 2011 by launching a series
of digital innovations, amongst them “Enterprise 2.0” — their version of a collabora-
tive software to simplify collaboration and enhance employee connectedness, which
ensures consistent experience across multiple employee-led initiatives and consists of
team workspaces, wikis, social networking and document sharing. Part of their digi-
talization strategy was also the implementation of flexible work arrangements such as
home office regulations. Later on, a new office building was completed in 2016 in which
modern office design came into place that features new rooms flooded with light, open
space offices and communication areas. However, everyone still has assigned desks and
home office regulations depend on respective departments due to company regulations.
With regard to people, employees’ attitude towards the modern workplace is two-fold
with some leaders that prefer the presence of employees and do not encourage them to
work remotely. The present hierarchical structures and leadership change slowly towards
a supportive style as mutual trust is not always present. Hence, some employees do not
participate in this new workstyle and some leaders still decide on extent and modalities
of home office, whereas in some departments work is carried out more hierarchy- and
organization-independent now, resulting in a culture with partially more openness and
transparency.

Auto_Club: With the completion of their new headquarters in 2014, Auto_Club started
their flex-office concept, which includes desk-sharing concept, clean desk policies, co-
working spaces, a creative space and various home bases —in other words meeting rooms
with writable walls. At the same time a “smart workplace” concept was introduced
after having identified that hardware was not competitive for new ways of working.
Subsequently, everyone across the firm was equipped with new laptops and a platform
based on Microsoft Sharepoint for knowledge exchange and collaborative teamwork
was established before finally launching Office365 in 2019 to enable flexible working.
People at Auto_Club are either very open or reluctant to the new workplace concept.
Some stick with their fixed desks and thus hamper overall adoption of tools and facilities.
Also, the perception of leadership has changed as more managers take on a more enabling
role as “people managers”. As a result, the firm culture benefits from higher levels of
cooperation, innovation and trust. But due to opponents of the smart workplace concept,
a divided firm culture can be observed, and beneficial cultural values occur slower.

Financial Services_Com: Quite recently at the beginning of 2019 they opened their
“digital factory” — an innovation lab for a small fraction of employees from digital units
and blueprint for future workplace transformation across the overall firm. For this pur-
pose, an innovative room concept with group and quiet zones, open and closed meeting
rooms, telephone boxes or lounge corners, where employees do not have assigned desks
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and rather choose the working environment that suits their task at hand, was established.
Meeting rooms are equipped with touch screens and writable walls and innovative sen-
sors monitor occupancy of rooms. Next to individual laptops and screens on every table,
Microsoft 365 builds the foundation for collaborative teamwork and allows them to work
jointly on documents or schedule project work. In accordance with new possibilities,
members of the digital lab adopted an even more agile and flexible workstyle including
daily standups or design thinking methodology. Leaders now have less administrative
tasks and report faster decision making due to more proximity to employees. In this
context also hierarchies have fully vanished, and the head of the digital unit says they
even see themselves as a kind of “flatshare”. As a consequence, employees are more
confident and feel motivated. Even though a rather open mindset was already noticed
before, cultural values such as innovation, mutual trust, flexibility and a culture where
failure is seen as a chance have further evolved.

Software_Com: Introduced their “smart workspace” concept in 2016 with the move into
their new headquarters. Trust-based working hours and home office had already been
introduced at this point. The overall goal is the achievement of a work-life-flow — in
other words a self-determined design of daily tasks with flowing transitions between
work and private life. Next to desk-sharing and clean desk policies, four zones to think,
accomplish, share and discuss are part of the initiative and further telephone booths, cof-
fee lounges and recreational areas complement the new room concept. Employees were
equipped with latest collaborative tools and additional cloud technology or interactive
whiteboard technology in meeting rooms allows them to work collaboratively. Hereby,
dozens of applications are part of an ecosystem that also ensures compatibility. Regard-
ing hardware, employees can decide whether to use firm or own devices. Moreover,
being an American tech firm, culture has developed evolutionarily and has since ever
been based on values such as trust and innovation. This fact and employee involvement
during the planning phase led to high identification, satisfaction and acceptance with the
new workspace. Even though employees can work from home any time, people tend to
work at the new office because they benefit from the office surrounding and from both
formal and informal exchange with colleagues, resulting in a more efficient workstyle
where coordination and alignment happens faster. At the same time the leadership role
has shifted towards an enabling style, where managers support by providing the right
resources. All in all, the already existent values of openness, innovation and high levels
of trust and teamwork were further reinforced through workplace transformation, as well
as increased satisfaction and faster coordination could be observed in this course.

4.2 Cross-Case Results

From our cross-case analysis, similarities and differences between the workplace designs
of the cases and induced cultural changes emerge, as summarized in Table 2. With
regard to workplace components, case firms introduced similar physical and technical
advancements with the aim to support employees best possibly with their task at hand and
encourage creativity, as Software_Com’s Experience Lead underlines: “[...] only if the
needs and requirements of people, space and technology are individually considered,



100 C. Baumgartner et al.

the new work concept can unfold its full potential and enable innovation.” However,
different manifestations become visible, as physical office space and desk-sharing is less
advanced at Auto_Com and Auto_Club and usage intensity of technical infrastructure
differs from Software_Com and FS_Com. Nevertheless, interviews demonstrate that
workstyles across all firms got more flexible with people switching locations, and more
efficient as knowledge exchange and collaboration takes place more easily now which
also facilitates organizational learning. Overall, despite different manifestations and
approaches of digital workplaces among our case firms, cross-case results reveal that
the firms approached their digital workplace design quite similarly.

With regard to our research question, cross-case analysis reveals that the introduc-
tion of digital workplaces induced cultural changes within the studied firms — partic-
ularly such concerning values of innovativeness, cooperation, and openness. Both, by
introducing technological tools where employees simultaneously work together and by
establishing a collaborative office environment, work processes and results become more
transparent and knowledge sharing is facilitated, putting more emphasis on values like
openness and transparency as we observed across all firms. More precisely, employees
across our case firms now frequently encounter each other by switching workstations
during the day, exchanging latest project insights and working within the same document.
This also happens across hierarchies and consequently results in an increase of trust levels
and openness. In this context, also Auto_Com mentions that integrity and transparency
were fostered by transparent workstyles due to open office layout and document sharing:
“We set great store [...] above all transparency [...]. I have to talk if something does not
fit”. These workplace advancements also lead to more exchange across hierarchies as
“one speaks to each other independent of hierarchies and positions.” [Project Lead HR
IT, Auto_Com]. Overall, leaders particularly at Software_Com and FS_Com have high
confidence in their tteam members and empower them. At Software_Com employees are
encouraged to “[...] have more crazy ideas, ask more stupid questions.” [Experience
Lead]. Software_Com, which signals employees that risk-taking and failure is accepted
and encouraged, observed increased trust levels and a cooperative teamwork culture:
“Through this high sense of belonging [...] that of course everyone feels safe here and
at eye level.” [Digital Marketing Manager, FS_Com]. Since employees can now decide
where, when and how they want to work e.g. by using creativity rooms and trying out
new things, increased values of flexibility but also risk-taking and openness which are
beneficial for development of new skills and in the long run innovations become visible.
In contrast, the fact that people can now also work from the coffee bar at Auto_Com led
to prejudices among reluctant employees: “They are just sitting around drinking coffee
and “working” a little bit” [Project Lead HR IT]. Consequently, values associated with
trust or flexibility are to some extent lower because of some reluctant members within
Auto_Com or Auto_Club. All in all, our cases demonstrate that the individual compo-
nents and particularly their interaction induce changes in cultural values. Additionally,
it was noted that cultural changes are an ongoing process and might not yet be visible in
some cases as the Chief Digital Officer at Auto_Club mentioned that they are “still far
from being finished” with changing their culture.

However, while having identified similar organizational values across our firms, we
found that these values were impacted in varying degrees. The differences in the intensity
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Table 2. Cross-case results
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Auto_Com Auto_Club Financial Software Com
Services_Com
Place -Group offices -Group offices -Open office -Open office,
and few private and few private | -Open and closed | creative and
offices offices meeting rooms, | recreational
-Coffee bar and | -Creative space | lounge areas spaces
creative rooms and zones -Desk sharing -Dedicated work
-Fixed desks -Desk sharing but zones
resistance -Desk sharing
Technology
Software -Enterprise 2.0 -Office 365 -Office 365 -Office 365
Hardware -Laptops for -Laptops for -Firm-wide -Firm-wide
majority of staff | majority of staff | laptops and laptops
phones -Bring your own
device
Equipment -Screens and -Screens, -Sensors for -Surface Hubs,
click share in whiteboards, room utilization, | writable walls
meeting rooms click share writable walls
technology
People
Acceptance -Partially -Partially -Positive attitude | -Positive attitude
accepted accepted
Behavior and | -Increased -Increased -Firm-wide -Firm-wide
Skills collaboration & | collaboration & | collaboration collaboration
communication | communication | -Self-organized | -Self-organized
learning learning
-Adoption of -Employment of
agile methods agile methods
Workstyle -Partially flexible | -Partially flexible | -Flexible and -Flexible and
and agile and agile agile workstyle | agile workstyle
workstyle workstyle across digital across firm
-Partially -Partially factory -Autonomy &
increased increased -Increased decision making
autonomy autonomy autonomy &
decision making
Leadership -Slowly blurring | -Slowly blurring | -Enabling -Enabling
hierarchies hierarchies leadership role leadership role

(continued)
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Table 2. (continued)

Auto_Com Auto_Club Financial Software Com
Services_Com
Cultural -Openness -Flexibility -Flexibility -Flexibility
Values -Transparency -Cooperation -Risk taking -Mutual trust
-Mutual trust -Participation -Mutual trust -Failure &
-Teamwork -Tolerance of -Cooperation learning culture
Incremental opponents Promotion of Promotion of
change Incremental existing values existing values
change and occurrence of | and occurrence of
new values new values

of cultural changes may be traced back to the firms’ initial organizational culture and
people-related elements. The cases of Auto_Com and Auto_Club, which were charac-
terized by hierarchical structures, traditional workstyles, long tenure of employees and
a leadership style that focuses on presence and expression of status: “[...] my house, my
car, my horse, my private office” [Project Lead HR IT, Auto_Com] resulted in members
showing resistance towards the digital workplace and thus a divided culture of opponents
and supporters. In contrast Software_Com’s culture has always been based on values
such as trust, innovation and risk-taking — which is why they “probably have less hurdles
than an established German carmaker” [IT Director, Software_Com]. Next to this ini-
tial effect of implemented digital workplaces on organizational culture, we observed a
later-stage reverse effect of the newly induced culture on the digital workplaces — partic-
ularly within the people dimension. As a consequence of the increased levels of mutual
trust and appreciation that are present now at Software_Com and FS_Com, interviewees
report that employees are more satisfied and motivated as they can now self-determine
the modalities of their work, as the following quote reflects: “So it definitely makes me
more satisfied and I think the majority of employees [...] as well.” [IT Director, Soft-
ware_Com]. At this point it should also be mentioned that interviewees emphasized the
role of management commitment and change management initiatives for adoption and
success of workplace transformation.

5 Discussion

Our results not only provide a detailed overview of digital workplace design and its
components, but also highlight the importance of taking on a comprehensive approach
towards digital workplaces as we found many elements of digital workplaces to be
heavily interrelated. Our cases demonstrate that collaboration was facilitated by new
technical introductions and a change in people’s workstyle came along that however also
required a new skillset. As one example, the availability of white boards or document
sharing on the one hand requires a certain technical skillset and on the other hand
supports employees in working collaboratively within one document or project and
affects their workstyle in terms of transparency and collaboration. Furthermore, the
new technologies are reconciled with the physical surrounding itself as FS_Com and
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Software_Com demonstrate with smart tables that can be controlled via smartphone.
Our results further show that interrelations and dependencies amongst digital workplace
components impact workplace effectiveness. In this context, the fact that remote working
at Auto_Com depends on respective leaders, led to a rather immature version of digital
workplaces.

With regard to the impact of digital workplaces on organizational culture, our results
show that the implementation of digital workplaces triggers changes in an organiza-
tion’s values (a), but that the maturity of digital workplaces and resulting intensity of
cultural changes is dependent on the prevailing underlying assumptions within organiza-
tions (b), and the organization’s capability to overcome them, e.g. by supporting change
management efforts (c). In turn, the resulting cultural changes from digital workplace
implementation may again impact especially the people-related aspects of digital work-
places (d). These relations between digital workplace implementation and organizational
culture are summarized in Fig. 2.

Organizational Organizational
Culture Culture
Technology d)
—ee Artifacts
N a
_— — (=)
Place - People @
c)

« Change Management (e.g. Employee involvement)
« Pre-analysis
+ Management commitment and support

Fig. 2. Holistic framework on digital workplaces and organizational culture

First of all, our cases confirm that digital workplaces and their components indeed
affect organizational culture (depicted as effect a). One could argue that physical and
technical changes in context of digital workplaces happen on an artifact level as they
are rather visible and then affect implicit values. More precisely, the new possibilities
enabled by technical and spatial aspects on artifact level, have impact on cultural values
in several ways: Employees can now autonomously decide on work location inside and
outside the office and they have a variety of technical tools and work environments
that support them, which also affects their workstyle and skillset. Not only will their
workstyle become more independent, they will feel empowered because they are granted
confidence and have room for creativity. However, if people appreciate this flexibility and
if mutual trust among leaders and employees exists, the organizational culture can benefit
from increased flexibility and openness (on value level). In our cases, values associated
with flexibility (e.g. openness), teamwork and cooperation could be increased with the
implementation of digital workplaces. These results support earlier research findings
[15] that in line with our results also found digital workplaces to promote creativity and
innovation [e.g. 43].

However, despite similarities in workplace design and overall identified cultural
values, intensity level and manifestation of values differ between firms. A phenomenon
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which was also noted by previous research findings [44]. One could argue that basic
assumptions such as mutual trust, high esteem and benevolent relations, which were
present at Software_Com and FS_Com, are a reason why we have observed higher levels
of flexibility and teamwork compared to other cases. Consequently, we observed leaders
who support employees regarding goal achievement and work organization, strong team
spirit as well as high overall adoption and identification with digital workplaces. In
contrast, the reason for high resistance among leaders and employees at Auto_Com
and Auto_Club could lie in prevailing basic assumptions that are more dedicated to
control mechanisms and hierarchical relationships. In summary, our results point to
three suggestions regarding the role of initial firm culture (depicted as effect b). The
larger the gap between initial culture and pursued beneficial culture of innovation and
flexibility, 1) the longer it takes until favorable outcomes in values are observed and/or
2) the lower the intensity level of cultural values after transformation and/or 3) the more
likely the resistance of employees. In any event, these proposed effects require further
research.

Moreover, our interview partners pointed out several moderating factors that support
the cultural impact of digital workplace implementation (depicted as effect ¢). Especially
when prevailing basic assumptions are misaligned with the implemented digital work-
places and their targeted values, change management initiatives are required to bridge
this cultural divide. A participative approach present at Software_Com with employees
“co-creating” the new workplace, has therefore been found to be beneficial in manag-
ing resistance and thus employees should be integrated in change initiatives as early
as possible [45]. Furthermore, our results confirm previous findings on the importance
of leadership for employee commitment: A transformational leadership style increases
commitment of followers [46].

Lastly, our analysis also reveals that cultural values, induced by digital workplaces
again interact with digital workplace components (depicted as effect d). As one exam-
ple, the promoted participative leadership style again reinforces mutual trust within the
firm. This reiterative interaction and longitudinal adjustment process between digital
workplace and culture also is in line with Dery et al.”s [9] call for systemic learning and
continuous feedback as essential elements for a successful implementation of digital
workplaces.

6 Implications, Limitations and Future Research

The results of our multiple-case study show that the implementation of digital workplaces
indeed lead to changes in organizational culture and foster values of flexibility, openness,
teamwork and cooperation, creativity, and innovation. However, the maturity of digital
workplaces and resulting intensity of cultural changes is dependent upon the prevailing
underlying assumptions within organizations and their capability to overcome them. Our
results further suggest a continuous adaptation between digital workplaces and culture,
as induced cultural changes again support the people-component of digital workplaces.

By disentangling the complex interplay between digital workplaces and cultural
transformation, our results contribute to strategic workplace design research by closing
the existing research gap on the impact of workplace redesign on culture. Further, we
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contribute to the body of knowledge on the micro-level of digital transformation [3]
by exploring the impact of individual workplace environments on organizational culture
change endeavors in the context of digital transformation. The understanding of this rela-
tionship is crucial for impactful digital workplaces, as the success of digital workplace
transformation is essentially dependent on culture. Moreover, our research sheds light
on the actual design of digital workplaces thereby addressing the ongoing struggle of
organizations in how to design their digital workplaces [17]. With our holistic approach,
we enrich literature with a detailed account of four digital workplaces and their tech-
nological, physical and people-related components. From a practitioner’s point of view,
we manage to offer recommendations and best practices for practitioners in designing
their digital workplace strategy. Further, our derived framework enables us to explain
why similar arrangements in workplace initiatives lead to diverse cultural outcomes and
might thus offer guidance for practitioners implementing digital workplaces. We further
highlight the importance of change management, strategy development and employee
integration for successful digital workplaces.

Next to these contributions, we need to point out some limitations of our study. While
our qualitative approach allowed us to uncover interactions between digital workplaces
and culture, it comes with the general limitation of qualitative research of lacking general-
izability due to a small number of investigated cases. Future quantitative research might
thus validate our results and also quantitatively assess the effect of digital workplace
implementation on culture. Second, we studied firms that recently have implemented
digital workplaces. To avoid biases from “honeymoon effects” [47], future research is
encouraged to conduct longitudinal studies in order to assess long-term effects and to
gain more detailed insights into how cultural changes evolve over time. Third, our study
focused on the impacts of digital workplaces on culture. But as our results suggest, this
interplay is more complex so future research might extend our framework by studying
further moderating and mediating factors, as well as extend the scope of digital work-
place impact. Lastly, our findings are based on interviews with rather managerial staff and
may lack an employee perspective on cultural changes. While we are confident that our
results also cover the employee perception as some of our interview partners were still on
a lower seniority level without staff responsibility (thus can be considered as employees
themselves), future research is encouraged to a stronger focus on non-executive levels
when investigating the impacts of digital workplaces on culture.

Despite the mentioned limitations, we believe our holistic framework manages to
enrich our understanding of the role culture plays in workplace transformation and gives
valuable insights on actual digital workplace design. Importantly, it could be demon-
strated that a new workplace does not necessarily change organizational culture but
rather is a complex process of reciprocal changes that requires ongoing leadership and
change management support.
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Abstract. Today, digital assistants can support students during their studies. A
quick and easily useable and accessible information transfer, individually tai-
lored to the students’ needs is required. Individual educational biographies and
an increasing number of students require individual information provision and
advice. Research on digital assistance systems has increased dramatically over
the past decade. We focus on the individual digital study assistant (IDSA) field
with its functionalities embedded in a typical student life cycle (SLC). In order to
determine the status quo of DSA, we conduct a literature review with a focus on
their functionalities. One research finding indicates that the DSA field generates
a wide range of DSA functionalities. We structured them developing a morpho-
logical box. Finally, we discuss a further research agenda for the development,
adaption, introduction, and success of IDSA.

Keywords: Literature review - Student life cycle - Individual digital study
assistant - Morphological analysis - Further research agenda

1 Introduction

Students today have a wide variety of study courses and courses to choose from, partly
due to the Bologna Process and the reforms that have taken place in higher education
institutions (HEI). The Bradley Report in Australia initiated similar reorganizations that
led to comparable effects. After the mentioned reforms, more students are able to begin
their studies regardless of their social and educational background [1-3]. Thus, students’
heterogeneity increased and corresponding individualized study needs, goals, and the
need for individual support and counseling [4]. However, due to the increasing number
of students [2] with a relatively constant number of lecturers [5, 6], personal advice alone
is less feasible [7].

In addition, students prefer a quick and easy transfer of information [8]. One conse-
quence of this is individually tailored alternatives that offer content for personal counsel-
ing or alternative options based on automation, such as a level support system. In periods
of COVID-19, HEI is characterized by online lectures and seminars amongst others, in
contrast to HEI routine before the pandemic. The need for regular presence lectures has
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decreased. However, students currently face greater challenges regarding their intrinsic
motivation in terms of studying. According to a nationwide study that deals with “Study-
ing digitally in Corona times”, more than 50% of the respondents state that, among other
factors, self-organization is strongly difficult [9]. Following Wolters and Hussain [10]
though, self-regulating abilities to self-study are considered key to completing HEI stud-
ies successfully. Self-regulatory competencies, such as self-organization, goal-oriented
learning, etc., becomes increasingly important in context of individualized study. In
order to overcome this challenge, the development and introduction of digital assistance
systems, such as an individual digital study assistant (IDSA) [11] is a promising opportu-
nity. The development aims to efficiently support students to formulate and achieve their
individual educational goals. In this sense, an IDSA promotes self-regulating abilities
by providing suitable functionalities. Promoting self-regulating skills is central to the
development of an IDSA. Differentiated abilities are associated with helping students
set their own goals [12] and to change these goals in a self-observation process [13]. In
this way, students can determine whether strategies used serve to achieve goals in terms
of a target-performance comparison [14]. This growing awareness of one’s own compe-
tences, through target-performance comparisons and in interaction with (big) data and
information, is another way to support the individuality of study programs. An IDSA can
then take into account performance-related data (e.g., examination results and European
Credit Transfer and Accumulation System (ECTS), other data (e.g., qualitative data from
dialogues or feedback) from learning and campus management systems (LMS and CMS)
and also data from external sources (e.g., from open educational resources (OER) plat-
forms). By collecting information interactively, an IDSA can help students to organize
and structure their studies. Situation-specific instructions, reminders, recommendations,
and comparisons can enable individual, factual, and social reference norms and further
standards. In this way and with growing self-regulating competencies, the increasing
trend towards individualization, flexibility, internationalization, and networking can be
countered. Accordingly, it is essential to understand the different phases students are
going through during their study. A student life cycle (SLC) offers a clear structure in a
HETI’s diversity, shows all study phases, and merge them [15]. With the SLC, different
needs can be better identified. It enables to meet functionalities appropriately. The com-
bined analysis of DSA functionalities and SLC is therefore necessary for a successful,
i.e., cost-efficient and accepted student-centered, IDSA development, introduction, and
adaption.

DSA research has increased dramatically in the last decade. We focus on DSA
functionalities and outline our body of knowledge. Thus, a literature and operated DSA
review is performed, and the status quo of existing functionalities is analyzed. Based on
our findings, we develop a morphological box with common DSA functionalities and
further introduce a research agenda for an IDSA development, introduction, adaption,
and success. In this respect, we concentrate on the following research questions:

RQ1: What is the status quo of typical DSA functionalities in HEI aligned to a SLC?
RQ2: What are further research topics for the development, adaption, introduction, and
success of an IDSA in HEI considering a SLC?
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First, we discuss the theoretical foundations of DSA and a typical SLC in HEI. Based
on this, we describe our research design and methodology, followed by an elaboration
of our results, including a morphological box. Afterwards, our results and findings are
discussed, and implications and recommendations for research and practice are derived.
A further research agenda, limitations, and conclusions complete our paper.

2 Theoretical Foundations

2.1 DSA in HEI

HETI structures and conditions have changed, e.g., because of HEI’s digital transforma-
tion [16]. To address this, various digital systems have already been developed and used
in the HEI context. Chatbots (also known as conversational agents, talkbots, chatterbots,
artificial conversational entities, and virtual assistants) provide a natural language inter-
face to process inputs from its users for an intelligent human-computer conversation.
They usually are equipped with artificial intelligence and various data within, e.g., a
knowledge base to react to the user’s input and give answers [17-19]. Learning-oriented
conversational agents used in the educational context are called pedagogical conversa-
tional agents (PCA) [20]. Different research and studies have been carried out in this
emerging research stream. Meyer von Wolff et al. [17] conducted a quantitative survey
and identified requirements for a HEI chatbot implementation and essential topics to
cover. They were able to show that students are willing to use such a system and that it
is reasonable in the HEI context. Winkler and Sollner [18] conducted a literature review
in which they identified the individual student’s diversity, a chatbot’s building, and an
educational process quality all influence a chatbot’s effectiveness. In another literature
review, Hobert and Meyer von Wolff [21] outlined that the amount of research in the
field of PCA increased, with a trend for messenger-like PCA. The usage is mostly not
restricted to a specific learning setting because of their mobile access and students can
learn individually. More practically, Hobert [22], for example, introduced a learning sys-
tem based on a chatbot that helps students to learn to program. According to Knote et al.
[22] chatbot assistances are one out of five smart personal assistants (SPA) archetypes,
besides adaptive voice (vision) assistants, embodied virtual assistants, passive pervasive
assistants, and natural conversation assistants. Thereby, “SPAs are software agents that
can automate and ease many of the daily tasks of their users by engaging with them
via voice-based, natural language dialog [...]. [They] comprise all types of voice-based
software systems that enable humans to hold goal-oriented, natural conversations with
computers [...]” [24 p. 3].

A further opportunity to respond to the changes in the HEI is the implementation of
an IDSA. In accordance with the previously introduced definitions, we define an IDSA as
an efficient digital student support tool that helps to achieve individual educational goals
through a connection of previously unrelated data and information, considering individ-
ual goals, interests, and the sensitization of own competencies. This interactive informa-
tion gathering helps students to organize and structure their study with situation-specific
guidance, reminders, and recommendations. Aligning with the introduced clusters for
SPA by Knote et al. [23], an IDSA can have similar design characteristics to fit into the
identified archetypes. It supports students in strengthening their self-organization and
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self-regulation skills, enabling them to organize and manage their studies individually.
An IDSA does not support students in direct learning or training of content such as a
PCA does with, e.g., learning for an exam. Instead, an IDSA offers tasks that deal with
learning topics at a level of reflection.

2.2 Student Life Cycle

The SLC concept was initially introduced as a result of the need to professionalize
administrative and I'T-supported study processes. It enables efficient handling of inter-
faces to study organization and quality management systems [25]. SLC is also based on
models of organizational research. In particular, theories of stakeholders and strategic
management theories [26, 27], process-structured organizational systems, and functions
of service and customer relations of a HEI are used [28, 29]. All relevant tasks and areas
of students, lecturers, and HEI administrations in connection with courses are part of
the SLC [15]. In general, the following phases can be highlighted [30]: (1) orientation,
(2) application for a university place and enrollment, (3) participation in courses and
examinations, (4) graduation and de-registration, as well as (5) alumni activities.

Structure and focus of SLC differ in teaching [25, 31], quality management [32], and
cost of a CMS [15]. Bates and Hayes [33] note that students need more intensive support
in the transition phase for important and sustainable decisions. Wymbs [34] emphasizes
that much electronic data is already collected during the enrollment process. This data
can be used for example to provide individual support for the decision-making process in
the search for a suitable degree program by matching self-assessment data with artificial
intelligence (AI) data. Overall, the focus is to act student-centered within the study
phases. Therefore, different requirements for an IDSA can be concluded.

In the HEI environment, ongoing digital transformations lead to a broad spectrum
of study programs, seminars, and lectures with various methodological-didactic and
media-based designs. In this context, a SLC as an organizational structure offers a bind-
ing set of rules for students, lectures, and HEI administration, and thus provides stability
in its diversity [25]. In particular, a dynamic SLC has the potential to divide the orga-
nization of studies into specific phases by defining support, information, and service
activities for each phase [35]. Regarding the development of support and functionalities,
we use the SLC by Sprenger et al. [15]. The following three stages encompass struc-
tured sub-dimensions that in turn provide orientation for developing and introducing
DSA functionalities, see Table 1.
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Table 1. Conceptualization based on SLC [15]

Before Recruitment | Application | Admission procedures | Enrollment/registration
University
Study
During Examination Changing course | Preparation of performance reports
University | procedures of study
Study Organization of Scheduling of Re-registration

exams classes, events,

and rooms

After Graduation Alumni activities
University
Study

3 Research Design and Methodology

We conducted a literature review in the field of DSA and its functionalities to answer our
research questions. We focused on scientific publications on DSA and followed Webster
and Watson [36], Templier and Paré [37], and especially vom Brocke et al. [38, 39].
Vom Brocke et al. [38] propose guidelines for literature reviews to cope with today’s
literature overload. We followed these guidelines and shortly describe our research steps
to ensure transferability and reproducibility. For a detailed overview of our review pro-
cess, see our protocol available at https://seafile.cloud.uni-hannover.de/f/275bf02a8c03
4bffb35b/7dl=1.

Review Scope: We used Cooper’s taxonomy [40] to extract the characteristics for our
literature review. It aims to determine the status quo of DSA and its functionalities in HEI
aligned with the SLC on a conceptual level and further identify existing research gaps
for an IDSA development, introduction, adoption, and success. We therefore focused
on research outcomes and research applications, however, rather from an espousal posi-
tion. Our literature review and status quo analysis intended to identify a representative
coverage of today’s functionalities of DSA in scientific literature and operated by HEI.
Results are helpful for practitioners as well as general and specialized scholars.

Conceptualization of the Topic: We relied on the introduced definition for an IDSA
in the previous section. Based on Gumhold and Weber [41] and Fernandes et al. [42] we
first investigated DSA in scientific publications in general to get an overview. However,
as there already exist some DSA operated in HEI we also conducted a status quo analysis
of startups without a scientific foundation. The outcome of this initial conceptualization
formed our keywords for further analysis. We distinguished the identified papers and
operated DSA in HEI regarding their functionalities for the different SLC phases. Here,
we differed between functionalities for the phases before-, during-, and after finishing
university study, see Table 1.

Literature and Operated DSA Search: First, we used a keyword search in IS
databases to identify relevant literature and functionalities, as those databases include


https://seafile.cloud.uni-hannover.de/f/275bf02a8c034bffb35b/%3Fdl%3D1

Individual Digital Study Assistant for Higher Education Institutions 113

a great number of conferences and journals. Figure 1 shows the whole search process.
In doing so, our initial search resulted in 1047 papers and 27 operated DSA in either
English or German. To compromise our first findings, we reviewed the titles, abstracts,
and keywords of the identified literature and excluded duplicates. This led us to take
a closer look at 209 papers. Here, we defined inclusion and exclusion criteria to com-
promise the remaining papers and ensure their relevance [39]. We analyzed the papers
in more detail to decide whether or not to define them as relevant and further tested
running DSA. We additionally conducted forward-, backward-, author-, and similarity
searches for the most important papers (Google Scholar). Through these processes, we
identified 54 relevant papers and 23 operated DSA for a detailed analysis to determine
the status quo of DSA functionalities for HEI aligned with the SLC, and to derive a
research agenda.

Keywords:
Scientific publications: (“digital” OR “automated” OR “intelligent” OR “virtual” OR “personal” OR “cognitive™) AND (“student” OR “study”) AND
(“assistant” OR “system™ OR “advisor”) AND (“academic” OR “college” OR “university” OR “higher education™)
Operated DSA: - Google: “digital study assistant university”, “digital study assistant higher education”, “chatbot higher education”, “chatbot university”,
virtual study assistant university”, “virtual study assistant higher education”
- Apps: “Study”, “Study Assistant”, “Studieren™, “Studienassistent™

%
e
T
sl

Documents identified: Documents remaining
- Scientific publication: 1247 —_ - Scientific publication: 209 —_—>
- Operated DSA: 27 ! - Operated DSA: 27 H

Documents included
- Scientific publication: 54
- Operated DSA: 23

v
Scientific databases: i
Emerald Insight, Semantic Scholar, Informs PubsOnLine, |
ACM DL, Wiley Online Library, JSTOR, SpringerLink, |
Science Direct, IEEE Xplore, AIS eLibrary, SAGES

Operated DSA H
Google, Google's Play Store, Apple’s App Store H

application of inclusion & exclusion
aiteria; forward-, backward-,
author-, similarity search

screening of abstracts, titles,
keywords, and duplicates

Fig. 1. Overview of our review process

Literature and Operated DSA Analysis and Synthesis: In the next phase, we ana-
lyzed and synthesized the identified literature focusing on the functionalities of a DSA.
We used the SLC mentioned above to structure the results and categorized DSA func-
tionalities into the phases before-, during-, and after university study. Based hereon, we
derived a morphological box, which is an early output of a morphological analysis. The
morphological analysis itself has its origin in the engineering sector but is now also used
in numerous different areas, e.g., in energy informatics and social science, often as a sys-
tematic creativity technique to generate new ideas for occurring challenges, products, or
artifacts. The first step of a morphological analysis is to identify and define dimensions
to describe the analyzed system’s generic aspects, followed by a definition of explicit
design options (characteristics) in a next step. All information is stored in a matrix, the
morphological box. It is possible to identify different design options (configurations) by
selecting one characteristic for each dimension [42]. The morphological box enables a
structured view of underlying features and challenges and allows a systematic perspec-
tive with numerous possible solutions [44]. Depending on the objectives and existing
conditions of a DSA, we identified various functionalities. For our morphological box,
we therefore used the SLC stages [15] as dimensions to structure the findings. Different
functionalities then served as characteristics for the morphological box.
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Further Research Agenda: In alast step, we used our results and findings, i.e., mainly
the derived morphological box, to derive implications and recommendations for further
research and derived a research agenda for an IDS A development, introduction, adaption,
and success.

4 Results and Findings

Figure 2 shows the descriptive analysis of the identified publications regarding the num-
ber of publications per year from 2003 onwards. It shows that the yearly number increases
in along way. Except from 2003, initial research started in 2009, with most of the research
published since 2017. We thus conclude that there is a rising interest in this research
field.

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020

Fig. 2. Scientific publications per year regarding DSA in HEI

Based on the SLC [15], we structured our findings for DSA functionalities of our
literature review and status quo analysis. Each of these SLC phases is further divided
into specific activities. However, we excluded or merged some phases and selected
those where a DSA application is possible and reasonable according to literature and/or
running DSA. As the first step of the morphological analysis, the morphological box
gives an overview of potential DSA functionalities in specific study phases. The aim is
individual student support to promote self-regulating abilities in a demand-oriented way
by digitally providing differentiated functionalities.

Before University Study: Through our literature review and status quo analysis, we
were able to identify different functionalities of a DSA for the sub-dimension recruit-
ment, application, and enrollment. However, none for the admission procedure, which is
why we excluded it from further analysis and in the morphological box. For the recruit-
ment sub-dimension, Page and Gehlbach [45] introduced a DSA “Pounce” that inter alia
supports students in the transition from high school to college by providing personal
guidance in this process. In case students are still unsure about field of study decisions,
we identified different DSA functionalities. Some assistants provide a link with all facul-
ties and fields of studies with detailed descriptions and study organization, e.g. [46]. On
request, some DSA provide further information and links to related modules and credit
points, e.g., [47]. Others additionally link to a self-assessment. Here interests are queried
and a student’s profile is generated. Based on this, individual suitable courses of study
and information are then displayed (e.g., [48]). Some DSA are limited to functionalities
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for this sub-dimensions only. Jamil and Jarot [49] introduced a degree selection system to
help students individually select the most suitable degree. “SAGES” is a further example
[50]. It individually suggests majors and appropriates institutions for new and incoming
students, based on, e.g., qualifications, competencies, interests, and city preferences.

The sub-dimension application includes admission and application-related function-
alities [51]. Ravikumar et al. [52] introduced a DS A that guides students through the HEI
application. Bani and Singh’s [53] DSA is limited to this sub-dimension. They invented
a chatbot that focuses explicitly on individual questions and problems that arise during
and after the admission process and helps to solves them. Ranoliya et al. [54] presented
a DSA that can answer FAQ, including those related to admission. “DINA” [55], as well
as the DSA from Lalwani et al. [56] are dialog-oriented and directly answer questions
related to, e.g., admission processes, requirements, and the HEI’s ranking. Others rather
provide links to these inquiries to give further information, e.g., [46]. In the case a DSA
cannot answer questions or give information, it is either possible to chat with an agent
or the DSA provides contact details for further information, e.g., [57].

Once introduced, some DSA provide functionalities for the sub-dimension of enroll-
ment, e.g., [58]. The “KUSE Chatbot” [59] provides information on where to inform
about this process and links to the page to do the enrollment. The DSA “Pounce” [45]
supports students with activities related to enrollment. Once committed, it individually,
proactively, and continually gets in touch with students until they express the intention to
study at another HEI, which ultimately increased the enrollment rates. However, only a
restricted number of DSA in literature as well as in practice addressed this sub-dimension.

During University Study: For this phase, we also focused on sources supported by our
literature and status quo analysis. Therefore, we operated with these sub-dimensions in
the morphological box: performance reports, organization of exams and assessments,
distance learning, planning of examinations, changing course of studies, and scheduling
of classes and events. Organization of exams and assessments provides a way for students
to understand how they are learning through a learning self-test and individual evaluation.
An individual checklist or an individual learning tip of the day offer an example of
individual provision by linking data and functionalities [69, 70].

Scheduling is a function frequently found in the literature that supports students
in organizing their individual daily routine of seminars and examinations [26, 60, 61].
Furthermore, Suvethan et al. [62] pursued the goal of supporting students with FAQ on
administrative issues in 1% level support and also to provide them with a human advisor
(2" and 3" level support). Another functionality is the feedback analysis required for
each selected course and an automatic scheduler. Nwankwo [60] offered individual
course registrations, course plans, assignments, scholarships, and regulations through
the “AdvisorBot”. Chen et al. [63] aimed to increase campus life’s efficiency by using
various campus resources, such as location-based messaging services, resource sharing,
appointment management, and student social networking.

In addition, the sub-dimension of examination and enrollment is assigned differ-
ent functionalities. Dibitonto et al. [58] provided with the DSA “LiSA” general and
enrollment information supported by push function about individual deadlines and mes-
sages. In a double procedure, these are sent by e-mail and by the DSA at the same
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time. Henderson [64] focused with the developed DSA “AdviseMe” especially on the
oral examination qualification. Gumhold and Weber [41] emphasized the attribute of
interpreting the examination regulations.

A further sub-dimension describes the performance report. Muangnak et al. [59]
worked with a dialogue-based system within their DSA that deals with applying schol-
arships and credit points for student activities. In addition to students, teachers are sup-
ported by operating with Al. Kamal [65] created a recommendation tool that can filter
the information using the opinion of other people predicting a student’s individual aca-
demic performance and interest for a course based on a collection of profiles of students
who have similar interests and academic performance on prior courses. Nwankwo [60]
developed a tool that records performance profiles from admission time and individually
recommends exams based on the profile.

A next field is the function distance lecture. First experiments with transatlantic lec-
tures are described by Herder et al. [66]. The DSA “Genius” [61] is used to provide OER
or distance lectures. The recommendation mode offers lectures of individual interest to
students.

A combination of functionalities described in the literature forms the activity of
changing courses. The functionalities of the recruitment procedure can also be used
here. Fernandes et al. [42] are developing a DSA that collects and evaluates personal
data from students and provides individual feedback. Based on this, it makes recom-
mendations, e.g., with regard to study programs. Jid Almabhri et al. [67] also operated by
means of machine learning (ML), designing a persona template for university students
that supports the creation of data-driven personas. Among others, data is collected from
students to evaluate cognitive engagement, performance expectations, and effort expec-
tations. With this data, profiles can be created to help students learn to assess themselves
better to make better study subjects choices.

After University Study: Graduation and alumni both are sub-dimensions of this phase.
However, neither in the literature nor in the operated DSA we were able to identify
functionalities for the sub-dimension of graduation. Thus, we excluded it from the mor-
phological box. For the sub-dimension of alumni, some DSA provided a linkage to the
alumni network’s website with further information and possibilities [48, 57]. Others
provided a list of alumni with their name and employer, accessible by a link [68]. These
two functionalities were the only ones we were able to find during our research process.

Based on our literature review and operated DSA findings, we developed a mor-
phological box, cf. Table 2. While we used the three different study phases mentioned
above as dimensions with their specific activities as sub-dimensions, the identified func-
tionalities serve as characteristics. Resulting, our morphological box consists of three
dimensions, nine sub-dimensions, and various characteristics.

5 Discussion, Implications, and Recommendations

While the number of students has steadily increased [2], the amount of lecturers has
remained almost constant [5, 6]. Due to the Bologna Process, diversity amongst students
has equally inclined over the last 20 years. Thus, the proportion of individual counseling
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Table 2. Morphological Box for DSA Functionalities

(Sub-)Dimension Characteristic Source
Before | Recruitment Personal Degree selection system Link to [45, 46, 48-50, 57]
study guidance faculty/field

information

Link to self-assessment with | Majors and institution suggestion

recommendations

Application Guidance Contact details Questions & | [46], [S1-57]
through problems
application answering

Link for further information | FAQ admission

Enrollment link for further | information where to inform proactive [45, 58, 59]
information demand for
status
During | Exam procedures | Enrollment Automated enrollment Link to [52, 60, 62, 63]
study reminder & enrollment
notification page
Scheduling of Manual entry in | Automated entry in calendar Schedule [26, 60, 61]
classes and exams | calendar optimization
Organization of Self-test: Individual checklist: learning Individual [69, 70]
exams/assessments | learning strategies learning tips
strategies of the day

during studies

Performance Completed/open modules, grades, SWOT analysis based on [59, 60], [65]
report comparison to peers modules and grades with

course suggestion

Changing course Self-assessment | Majors and institution suggestion Link for [42, 67]
of studies with a persona further
template information
Distance lecture Outside one’s | Within one’s own HEI Outside [61, 66]
own HEI with one’s own
OER and other HEI with
media participation
of different
HEI
After | Alumni Link to list of graduates Link to alumni 48, 57, 68]

study network




118 C. Karrenbauer et al.

has also risen [4]. In addition, digital transformation processes have accelerated within
the framework of HEI since the presence of COVID-19. This is especially obvious by
drawing attention to the increasing online lectures and other offerings. In this connection,
the study on “Online in Corona-times” [9] highlights that the topic of self-regulated study
is becoming the focus of attention.

The majority of students is socialized in the digital environment which is reflected,
for example, in changing information behavior. Especially today, students desire quick
and easy information transfer [8]. We see this development as an opportunity to support
students individually by dealing with the research topic IDSA, which we address by
asking two research-questions. The first step here is to determine the status quo of DSA
functionalities through a structured literature review, which is organized by the SLC.
Our literature review has shown that while the first DSA developments took place in
the 1990s [31], the majority was introduced in the last decade, see Fig. 1. The authors
present different types and functionalities of a DSA, e.g., [62], but often without empirical
evaluation. This includes studies that address both stakeholder requirements as well as
the usefulness and relevance of DSA. This observation is also supported by the fact that
DSA are increasingly found in status quo analysis but are often developed without any
research before being introduced in HEI.

A critical point is that we deduced the requirements of potential users for a DSA
within the SLC framework exclusively based on theory. From this systematic evaluation
and our focus on designing individual support for students, a modification towards an
IDSA is the next crucial step. To achieve this, we mapped our results in a morphological
box. As a method of analysis and development, we designed functionality gradations.
Thereby, more attention is paid to the variety of functionalities in the phase during study
compared to the period before and after study. A functionality frequently described in
literature is the organization of daily seminars and examination life in miscellaneous
variations, see, e.g., [52]. This observation supports the increasing and diverse range
of offers, whether in the context of seminars, working materials, or in the diversity
of the study programs themselves. The question arises if the focus of functionality
distribution follows a swarm research’s core study, i.e., in research communities, this
phase is considered relevant.

An IDSA development, introduction, and adaption in HEI structured along the SLC
is the second research question, as further research topics become apparent with the
focus on functionalities. For example, no stakeholder survey exists yet. The introduction
of an IDSA is also linked to HEI’s maturity as it determines whether an IDSA can be
introduced and continued. For this study, we only considered the functionalities, whereas
exploration of non-functionalities becomes equally important because in addition to
maturity, it also decides whether an IDSA will be used. We developed a research agenda
with additional topics and research questions, inspired by our findings, the morphological
box, and theory-based, presented in Table 3 as an overview.

6 Conclusions and Limitations

With an increasing number and heterogeneity of students and the increasing availability
of educational resources, an IDSA has the potential to individually support students in
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Table 3. Overview of the Extracted Further Research Agenda

Topics for a further research agenda

Research questions

The IDSA development and potential
functionalities are dependent on the IT maturity
of an HEI. There is a need to develop such an IT
maturity model for a IDSA development,
introduction, and adoption cf. e.g., [3]

How does the IT maturity level of a HEI
influence an IDSA development, adaption,
introduction, and success?

Many stakeholders influence the IDSA
development, introduction, and usage, but they
have not yet been all identified, cf. e.g., [39, 51]

What are typical stakeholders for an IDSA
development, introduction, adoption, and
operation?

Many DSA in practice as well as in research are
introduced. However, there often is a lack of
foundations for developed functionalities and
their usefulness. It requires more studies to
firstly identify needs and requirements, and
secondly an IDSA’s usefulness and relevance, cf.
e.g., [61, 62]

(1) What are typical requirements of all
stakeholders for an IDSA development,
introduction, adoption, and success?

(2) How useful and relevant are operated
IDSA?

We excluded some activities from the SLC in
our morphological box, as there were no
functionalities yet. For others, there only exist
few functionalities yet, cf. e.g., [4]

(1) What are especially important activities
for an IDSA operation?

(2) How can IDSA functionalities be further
developed to include all activities of a
typical SLC?

We restricted the functionalities on those within
the SLC. However, there are important activities
students undergo, e.g., [71]

What are further important functionalities
of an IDSA outside a typical SLC?

We focused on the functionalities of a DSA.
There is a need to also identify non-functional
requirements, cf. e.g., [56, 60]

What are non-functional requirements for
an IDSA development, introduction,
adoption, and success?

We focused on the functionalities for all phases
of the SLC. However, different phases require an
IDSA more than others, which has not yet been
identified, cf. e.g., [45, 59]

Which phases within a typical SLC can be
best supported by an IDSA?
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getting information and advice quickly, easily, and automatically. Especially in times of
COVID-19, an IDSA becomes even more important to support students in their digital
semesters. We conducted a literature review and status quo analysis of existing DSA.
As a result, we identified the status quo of typical DSA functionalities aligned to a
SLC. Based on a morphological box, we structured the functionalities in the phases
before-, during-, and after university study. While important functionalities for the before
university study phase range from a degree selection system to application guidance, the
visualization of completed and open modules with grades as well as the provision of
OER are DSA functionalities during the study and a linkage to an alumni network after
finishing study. Based on our results and findings, we additionally discussed an agenda
for further research for an IDSA development, introduction, adoption, and success in
this nascent field.

However, the literature selection and analysis are both influenced by our subjective
perceptions, which might weaken our results. With the application of inclusion and
exclusion criteria, we tried to minimize this subjective influence as much as possible.
We further only identified a representative coverage of existing functionalities and these
cannot be fully exhaustive. For the operated DSA, we limited our searches to Google,
Google’s Play Store, and Apple’s App Store. There are more databases or platforms, e.g.,
LMS, to identify further DSA. Additionally, our morphological box resulted from our
findings from the literature and status quo analysis, i.e., without expertise from different
DSA stakeholders. It only discussed the status quo without evaluating the functionalities’
relevance and usefulness for different stakeholders.

Our results and findings contribute to both research and practice. Researchers can
build on the research agenda to close research gaps and address research needs. For HEI
practitioners, the morphological box gives a structured overview of commonly used DSA
functionalities. This is especially important for the development, introduction, adaption,
and success of an IDSA.
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of Education and Research (FKZ 16DHB2123).

References

1. Bréndle, T.: 10 Jahre Bologna-Prozess — Chancen, Herausforderungen und Problematiken.
Springer, Wiesbaden (2010)

2. OECD.: Number of Students (Indicator). Tertiary 1995-2020, https://data.oecd.org/edures
ource/number-of-students.htm. Accessed 28 August 2020

3. Clarke, J., Nelson, K., Stoodley, 1.: The place of higher education institutions in assessing
student engagement, success and retention: a maturity model to guide practice. In: Wyse,
P, Billot, J., Frielick, S., Hallas J., Whitehead, E., Buissink-Smith, N. (eds.) Research and
Development in Higher Education: The Place of Learning and Teaching, vol. 36, pp. 91-101
(2013)

4. Wong, B.T.M., Li, K.C.: Using open educational resources for teaching in higher education:
a review of case studies. In: Proceedings of the International Symposium on Educational
Technology (2019)


https://data.oecd.org/eduresource/number-of-students.htm

10.

11.

12.

13.

14.

15.

16.

17.

18.

20.

21.

22.

Individual Digital Study Assistant for Higher Education Institutions 121

. Klammer, U.: Diversity Management und Hochschulentwicklung. In: Kergel, D., Heidkamp,

B. (eds.) Praxishandbuch Habitussensibilitdt und Diversitit in der Hochschullehre. PES,
pp. 45-68. Springer, Wiesbaden (2019). https://doi.org/10.1007/978-3-658-22400-4_3
Hornsby, D.J., Osman, R.: Massification in higher education: large classes and student
learning. High. Educ. 67, 711-719 (2014)

. Marczok, Y.M.: Blended learning as aresponse to student heterogeneity. Managing innovation

and diversity in knowledge society through turbulent time. In: Proceedings of the MakeLearn
and TIIM Joint International Conference (2016)

Gikas, J., Grant, M.M.: Mobile computing devices in higher education: student perspectives
on learning with cellphones, smartphones & social media. Internet High. Educ. 19, 18-26
(2013)

Traus, A., Hoffken, K., Thomas, S., Mangold, K., Schroer, W.: Stu.diCo. Studieren digital
in zeiten von Corona. Universitétsverlag Hildesheim. https://doi.org/10.18442/150. Accessed
18 November 2020

Wolters, C.A., Hussain, M.: Investigating grit and its relations with college students’ self-
regulated learning and academic achievement. Metacogn. Learn. 10, 293-311 (2015)
Murphy, M.P.A.: COVID-19 and emergency eLearning: consequences of the securitization
of higher education for post-pandemic pedagogy. Contemp. Secur. Policy 41(3), 492-505
(2020). https://doi.org/10.1080/13523260.2020.1761749

Zimmerman, B.: Goal setting: a key proactive source of academic self-regulation. In: Schunk,
D.H., Zimmerman, B. (eds.), pp. 267-296. Taylor and Francis Group, New York (2012)
Vanslambrouk, S., Zhu, C., Lombaerts, K., Philipsen, B., Tondeur, J.: Students’ motivation and
subjective task value of participating in online and blended learning environments. Internet
High. Educ. 36, 33-40 (2018)

Schunk, D.H.: Self-regulated learning: the educational legacy of Paul R. Pintrich. Educ.
Psychol. 40, 85-94 (2015)

Sprenger, J., Klages, M., Breitner, M.H.: Cost-benefit analysis for the selection, migration,
and operation of a campus management system. Bus. Inf. Syst. Eng. 2, 219-231 (2010)
Bennett, S., Agostinho, S., Lockyer, L.: Technology tools to support learning design: impli-
cations derived from an investigation of university teachers’ design practices. Comput. Educ.
81, 211-220 (2015)

Meyer, R., von Wolff, J., Nortemann, S.H., Schumann, M.: Chatbots for the information
acquisition at universities — a student’s view on the application area. In: Fglstad, A., Araujo,
T., Papadopoulos, S., Law, E.L.-C., Granmo, O.-C., Luger, E., Brandtzaeg, P.B. (eds.) CON-
VERSATIONS 2019. LNCS, vol. 11970, pp. 231-244. Springer, Cham (2020). https://doi.
org/10.1007/978-3-030-39540-7_16

Winkler, R., Sollner, M.: Unleashing the potential of chatbots in education: a state-of-the-art
analysis. In: Academy of Management Proceedings (2018)

. Mikic, FA., Burguillo, J.C., Llamas, M., Rodriguez, D.A., Rodriguez, E.: CHARLIE: an

AIML-based chatterbot which works as an interface among INES and humans. In: EAEEIE
Annual Conference (2009)

Wellnhammer, N., Dolata, M., Steigler, S., Schwabe, G.: Studying with the help of digital
tutors: design aspects of conversational agents that influence the learning process. In: Hawaii
International Conference on System Sciences (2020)

Hobert, S.; Meyer von Wolff, R.: Say Hello to your new automated tutor —a structured literature
review on pedagogical conversational agents. Internationale Tagung Wirtschaftsinformatik
(2019)

Hobert, S.: Say Hello to ‘Coding Tutor’! Design and evaluation of a chatbot-based learning
system supporting students to learn to program. In: International Conference on Information
Systems (2019)


https://doi.org/10.1007/978-3-658-22400-4_3
https://doi.org/10.18442/150
https://doi.org/10.1080/13523260.2020.1761749
https://doi.org/10.1007/978-3-030-39540-7_16

122

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

C. Karrenbauer et al.

Knote, R., Janson, A., Sollner, M., Leimeister, J.M.: Classifying smart personal assistants: an
empirical cluster analysis. In: Hawaii International Conference on System Sciences (2019)
Winkler, R., Neuweiler, M.L., Bittner, E., Sollner, M.: Hey Alexa, Please help us solve this
problem! How interactions with smart personal assistants improve group performance. In:
International Conference on Information Systems (2019)

Schulmeister, R.: Der “Student Lifecycle” als Organisationsprinzip fiir E-Learning. In: Keil,
R., Kerres, M., Schulmeister, R. (eds.) eUniversity Update Bologna, pp. 45-78. Waxmann,
Miinster (2007)

Sjostrom, J., Aghaee, N., Dahlin, M., Agerfalk, P.: Designing chatbots for higher education
practice. In: Proceedings of the International Conference on Information Systems Education
and Research (2019)

Porter, M.E.: Competitive Strategy: Techniques for Analyzing Industries and Competitors.
The Free Press, New York (1980)

Donabedian, A.: The Definition of Quality and Approaches to Its Assessment — Explorations
in Quality Assessment and Monitoring Chicago. Health Administration Press (1980)
Sursock, A.: Examining Quality Culture Part II: Processes and Tools — Participation,
Ownership and Bureaucracy. European University Association, Brussels (2011)

Lizzio, A., Wilson, K.: Student Lifecycle, Transition and Orientation. In: Facilitating Com-
mencing Student Success Across the Lifecycle: Strategic Student Orientation. Griffith
University, Brisbane (2012)

Harlan, R.M.: The automated student advisor: a large project for expert systems courses.
ACM SIGCSE Bull. 26(1), 31-35 (1994). https://doi.org/10.1145/191033.191046

Pohlenz, P., Mitterauer, L., Harris-Huemmert, S.: Qualitétssicherung im Student Life Cycle.
Waxmann, Miinster (2020)

Bates, L., Hayes, H.: Using the student lifecycle approach to enhance employability: an
example from criminology and criminal justice. Asia-Pac. J. Cooper. Educ. Spec. Issue 18,
141-151 (2017)

Wymbs, C.: Make better use of data across the student life cycle. Enroll. Manage. Rep. 20, 8
(2016)

Gaisch, M., Aichinger, R.: Pathways for the establishment of an inclusive higher education
governance system: an innovative approach for diversity management. In: Proposal for the
EAIR Forum Birmingham (2016)

Webster, J., Watson, R.T.: Analyzing the past to prepare for the future: writing a literature
review. MIS Q. 26, xiii—xxiiii (2002)

Templier, M., Paré, G.: A framework for guiding and evaluating literature reviews. Commun.
Assoc. Inf. Syst. 37 (2015)

Vom Brocke, J., Simons, A., Niehaves, B., Reimer, K., Plattfaut, R., Cleven, A.: Reconstruct-
ing the giant: on the importance of rigour in documenting the literature search process. In:
Proceedings of the European Conference on Information Systems (2009)

Vom Brocke, J., Simons, A., Riemer, K., Niehaves, B., Plattfaut, R., Cleven, A.: Standing on
the shoulders of giants: challenges and recommendations of literature search in information
systems research. Commun. Assoc. Inf. Syst. 37, 205-224 (2015)

Cooper, H.M.: Organizing knowledge syntheses. A taxonomy of literature reviews. Knowl.
Soc. 1, 104-126 (1988)

Gumbhold, M., Weber, M.: SASy — a study assistance system. In: Proceedings of the
International Conference on New Educational Environments (2003)

Fernandes, J., Raposo, D., Armando, N., Sinche, S., Sa Silva, J., Rodrigues, A., et al.:
ISABELA - a socially-aware human-in-the-loop advisor system. J. Online Soc. Netw. Media
16, 100063 (2020)

Ritchey, T.: Modeling alternative futures with general morphological analysis. World Fut.
Rev. 3, 83-94 (2011)


https://doi.org/10.1145/191033.191046

44.
45.

46.
47.
48.
49.
50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

Individual Digital Study Assistant for Higher Education Institutions 123

Jantsch, E.: Technological Forecasting in Perspective. OECD, Paris (1976)

Page, L., Gehlbach, H.: How an artificially intelligent virtual assistant helps students navigate
the road to college. AERA Open 3, 1-12 (2017)

Universitdt Wien. https://ucard.univie.ac.at/studierende/. Accessed 28 August 2020
Technische Universitit Berlin. https://alex.qu.tu-berlin.de/. Accessed 28 August 2020
Universitét Innsbruck. https://www.uibk.ac.at/studium/. Accessed 28 August 2020

Jamil, R., Jarot, S.P.W.: Intelligent decision support system for degree selection using AHP
technique. In: Proceedings of the International Conference on Computer and Communication
Engineering (2012)

Bouaiachi, Y., Khaldi, M., Azmani, A.: A prototype expert system for academic orientation
and student major selection. Int. J. Sci. Eng. Res. 5, 25-28 (2014)

Patel, N.P., Parikh, D.R., Patel, D.A., Patel, R.R.: Al and web-based human-like interactive
university chatbot (UNIBOT). In: Proceedings of the International Conference on Electronics
Communication and Aerospace Technology (2019)

Ravikumar, R., Rajan, A.V., Abdulla, A., Ahamed, J.: A proposal for introducing virtual reality
assistant at Dubai Women’s College. In: Proceedings of the HCT Information Technology
Trends (2017)

Bani, B.S., Singh, P.: College enquiry chatbot using A.L.I.C.E. Int. J. New Technol. Res. 3,
64-65 (2017)

Ranoliya, B.R., Raghuwanshi, N., Singh, S.: Chatbot for university related FAQs. In: Pro-
ceedings of the International Conference on Advances in Computing, Communications and
Informatics (2017)

Santoso, H.A., Winarsih, N.A.S., Mulyanto, E., Saraswati, G.W., Sukmana, S.E., Rustad,
S., et al.: Dinus Intelligent Assistance (DINA) chatbot for university admission service. In:
Proceedings of the International Seminar on Application for Technology of Information and
Communication (2018)

Lalwani, T., Bhalotia, S., Pal, A., Bisen, S., Rathod, V.: Implementation of a chatbot system
using Al and NLP. Int. J. Innov. Res. Comput. Sci. Technol. 6, 26-30 (2018)

Creighton University. https://doit.creighton.edu/services-provided-doit/ask-iggy. Accessed
28 August 2020

Dibitonto, M., Leszczynska, K., Tazzi, F., Medaglia, C.M.: Chatbot in a campus environment:
design of LiSA, a virtual assistant to help students in their university life. In: Kurosu, M. (ed.)
HCI 2018. LNCS, vol. 10903, pp. 103-116. Springer, Cham (2018). https://doi.org/10.1007/
978-3-319-91250-9_9

Muangnak, N., Thasnas, N., Hengsanunkul, T., Yotapakdee, J.: The neural network conver-
sation model enables the commonly asked student query agents. Int. J. Adv. Comput. Sci.
Appl. 11, 154-164 (2020)

Nwankwo, W.: Interactive advising with bots: improving academic excellence in educational
establishments. Am. J. Oper. Manage. Inf. Syst. 3, 6-21 (2018)

Scheepers, R., Lacity, M.C., Willcocks, L.P.: Cognitive automation as part of Deakin. MIS
Q. Exec. 17, 89-107 (2018)

Suvethan, N., Avenash, K., Huzaim, M.A.Q., Mathusagar, R., Gamage, M.P.A.W., Imbulpi-
tiya, A.: Virtual student advisor using NLP and automatic appointment scheduler and feedback
analyser. Int. J. Sci. Eng. Res. 7, 155-160 (2019)

Chen, Z., Xia, F., Cheng, R., Kang, J., Li, C.: OnCampus: a mobile personal assistant for
college students. In: International Conference on Computers in Education (2012)
Henderson, K.L., Goodridge, W.: AdviseMe: an intelligent web-based application for
academic advising. Int. J. Adv. Comput. Sci. Appl. 6, 233-243 (2015)

Kamal, T.: Automatic academic advisor. In: International Conference on Collaborative
Computing: Networking, Applications and Worksharing (2012)


https://ucard.univie.ac.at/studierende/
https://alex.qu.tu-berlin.de/
https://www.uibk.ac.at/studium/
https://doit.creighton.edu/services-provided-doit/ask-iggy
https://doi.org/10.1007/978-3-319-91250-9_9

124

66.

67.

68.
69.

70.

71.

C. Karrenbauer et al.

Herder, PM., Subrahmanian, E., Talukdar, S., Turk, A.L., Westerberg, A.W.: The use of
video-taped lectures and web-based communications in teaching: a distance-teaching and
cross-Atlantic collaboration experiment. Eur. J. Eng. Educ. 27, 39-48 (2002)

Jid Almabhri, FA.A., Bell, D., Arzoky, M.: Personas design for conversational systems in
education. Informatics 6, 1-26 (2019)

Technische Universitit Darmstadt. https://hermine-winf.de/. Accessed 28 August 2020
Klingsieck, K.: Kurz und knapp — die Kurzskala des Fragebogens “Lernstrategien im Studium”
(LIST). Zeitschrift fiir padagogische Psychologie 32, 249-259 (2018)

Roth, A., Orgin, S., Schmitzl, B.: assessing self-regulated learning in higher education: a
systematic literature review of self-report instruments. Educ. Assess. Eval. Account. 28, 225—
250 (2016)

Université Paris-Saclay. https://www.universite-paris-saclay.fr/en/campus-life/international-
welcome-desk. Accessed 28 August 2020


https://hermine-winf.de/
https://www.universite-paris-saclay.fr/en/campus-life/international-welcome-desk

®

Check for
updates

Digital Credentials in Higher Education
Institutions: A Literature Review

Elena Wolz®9, Matthias Gottlieb, and Hans Pongratz

IT Service Center (ITSZ), Technical University of Munich, Munich, Germany
{elena.wolz,matthias.gottlieb,pongratz}@tum.de

Abstract. Digitalization is an essential driver for change, also influencing uni-
versities in their operation. However, the graduation certificate is still paper-based
and does not fit employers’ digitized recruitment processes. Digitizing the gradu-
ation certificate is overdue to align with the digitized processes of employers and
universities. However, there is only a few research on that issue. This paper aims
to conduct a systematic literature analysis. Therefore, we investigated 147 articles
in the context of research on digital credentials. The results show that, although
there is an increasing interest in this research area, the research community lacks
an unique understanding of digital credentials. The paper gives an overview of
research made so far and contributes to identifying research gaps in the context of
digital credentials.

Keywords: Digital credentials - Digital badges - Higher education institutions

1 Introduction

Digitalization is changing almost every area of life. Also, it affects universities in their
role as a teaching and researching organization [1]. Universities use new technologies
to modify their processes; for example, developing simulated learning environments via
virtual reality [2], video archives of lectures, and massive open online courses (MOOC)
supporting the student’s ability to learn independently regarding time and place [1]. The
corona pandemic pushed the digitalization of education further. However, graduation
certificates issued by German higher education institutions (HEI) are still paper-based
leading to several inefficiencies. The paper-based graduation certificate does not fit the
most digitized recruitment processes of employers, leading to the certificate owner’s
expenditures to digitalize the certificate, so automated processing of the contents is not
possible by employers. Besides, the employer has to struggle with trust issues, as it is
easy to falsify paper-based graduation certificates. Digitizing the graduation certificate
could increase efficiency and is overdue to align with the digitized recruitment processes.

Digital credentials are “the digital equivalent of paper documents, plastic tokens,
and other tangible objects issued by trusted parties” [3]. Additionally, for data protection
and privacy, they provide the possibility to hide certain information for the accessing
recipient [3]. We have two main reasons to analyze digital credentials in detail. First,
using digital credentials for digitizing graduation certificates could solve the caused
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issues of paper-based certificates such as data protection and time for authentication
and validation. Second, digital credentials in the context of HEIs are relatively new
and little-discussed yet [4]. In addition to that, prior research lacks an overview of that
research field, building the basis for further studies. The article provides a basis for
further research on digital credentials in higher education. Thus, we follow the research
question: What is the current state of the art of research on digital credentials in the
context of higher education institutions?

The paper conducts a systematic literature review analyzing 147 papers in the context
of digital credentials in higher education institutions. It contributes to evaluating the
relevance of digital credentials as a research area in the context of higher education, the
creation of a status quo of research in that field, and the identification of research gaps.

We structure the study as follows: In the section Terms and Related Work, we give
a general understanding of digital credentials and their potential in the context of HEIs.
Afterward, we describe the methodology approach and present in the section Results our
findings. We discuss the findings in the section Discussion. Finally, we give an outlook
for future research and state the paper’s limitations in the section Conclusion.

2 Terms and Related Work

Digital credentials represent “the digital equivalent of paper documents, plastic tokens,
and other tangible objects issued by trusted parties” [3]. In education, digital credentials
enable the holder to decide which information when and how revealed to others. Addi-
tionally, digital credentials provide greater security than paper-based documents [3]. In
conclusion, digital credentials can change the way of issuing and managing graduation
certificates from paper-based to digitized.

Digital badges emerged in the educational area as another trend [5]. According to
[6], a digital badge “is a representation of an accomplishment, interest or affiliation that
is visual, available online, and contains metadata including links that help explain the
context, meaning, process and result of an activity.” Digital badges have their origin in
games, where the user gets badges by reaching performance benchmarks. Within educa-
tion, they tend to motivate learners by providing an incentive to identify the progress in
learning and support credential management [6]. Digital badges contain metadata refer-
ring to the skills and knowledge earned, like information about the issuer, knowledge
achieved, activities are undertaken to achieve the badge, and quality of the experiences
and performances [6]. Digital badges are used for certification: formal, non-formal, and
in-formal qualifications, but on a very granular level, not yet very widespread.

“Micro-credentials are a virtual, portable way of cashing in on acquired learning,
especially granular skills” [7]. They are mini-certifications in study programs and enable
students to represent the knowledge achieved through successfully participating in a
module or course. To earn these micro-credentials, a student must submit evidence of
their learning process, which is evaluated afterward. Employers can use this achievement
accreditation for evaluating their new hires [8]. Therefore, the focus lies on the content
and not the certificate replacement.

Alternative credentials represent learning certifications of non-credit programs and
therefore are no digitization of traditional transcripts. These digital credentials describe
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an individual’s skills and knowledge and complement the traditional transcript [9]. As a
result, alternative credentials support the concept of lifelong learning.

Technical applications of digital credentials are found in the area of platforms.
One application consists of a centralized server platform [10]; other platforms use
the blockchain to manage digital credentials [11-15]. Platforms using the open-source
Ethereum infrastructure have been implemented [12, 14] and solutions with the Bitcoin
blockchain as the underlying infrastructure [11].

3 Methodological Approach

In order to assess the current state of the art on digital credentials in HEIs, we executed
a systematic literature analysis based on [16] and [17]. The search for relevant literature
covered the databases: Scopus, EBSCOHost, ACM Digital Library, ScienceDirect, IEEE
Explore, and AISeL. To identify appropriate literature, we choose an iterative approach
concerning the hit rate. As the goal is to derive the current status of research on digital
credentials, we considered ‘Digital Credentials’ as a relevant keyword for the query in a
five-step approach. Also, getting the newest word stem in this specific field [4]. Figure 1
illustrates the applied methodology.

1) First search 2) Limit search 3) Relate query
Query ,Digital Credentials ,Digital Credentials* ,Digital Credentials* AND ,Higher
Title OR Keywords OR Abstract Title Education*

Title OR Keywords OR Abstract

Result High number of results, many Low number of results, some Relevant articles referring to digital

unrelevant articles unrelevant articles, lack of higher credentials in higher education
education context I

* * : 3

Databases l ScienceDirect, Scopus, EBSCOHost, AlSeL, IEEE Explore, ACM Digital Library ‘
4) Review & Selection of relevant articles 5) Conceptualization of the literature 6) Limited search (Generic)
Consideration of articles that are appropriate to Categories
study context (73 articles) s Backward Forward
Consideration of articles that can be accessed == Specific, (—> | Search |[——p| Search
(50 articles) Technical aspects 12 Articles 47 Articles

‘ 128+12+7=147 Articles

Relevance of Digital Credentials in Research

Outcome

Conceptua n of the Literature

Fig. 1. Literature review approach

First, we searched for this within title, keywords, and abstract (result: hit rate 1152).
Second, to enclose the found literature, the keyword was searched only in the titles
(result: hit rate 78). However, many of the found paper did not relate to the topic of digital
credentials in HEIs. The fact that digital credentials are a general term used in different
contexts causes less relevance. [3] defined digital credentials as “the digital equivalent
of paper documents, plastic tokens, and other tangible objects issued by trusted parties.”
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Third, to further specify the query for this paper’s research context, it was useful to
add the keyword ‘Higher Education’ to the query. The search for ‘Digital Credentials’
and ‘Higher Education’ within title, keywords, and abstract resulted in 128 articles. We
reviewed the articles and selected contributions that are relevant to the study. To define
relevant articles, we elaborated if the studies are referring to the defined research context,
resulting in 73 appropriate contributions. Among these 73 contributions, 23 could not be
accessed. As a result, we included studies that could not be accessed in the literature’s
conceptualization but excluded them from further investigations.

Fourth, we categorized the digital credentials into generic, specific, technical aspects.
Moreover, we documented the usage of terms in the context of digital credentials. To
gather additional literature, we conducted a forward and backward search focusing on
the category digital credentials generic, according to [16]. The forward and backward
search revealed 19 additional contributions for investigation. In total, we reviewed 147
articles, whereby we used 73 articles for the conceptualization of the literature and
further investigated 69 contributions according to their contents.

4 Results

We conceptualized 73 studies, and most contributions discuss digital badges (61). The
other categories occur with similar frequency: generic (11), alternative credentials (4),
micro-credentials (6), and technical application (6). Table 1 presents the identified papers
and the number of papers assigned to a specific category.

Table 1. Conceptualization of contributions, Gen = Generic, DBa = Digital Badges, ACr =
Alternative Credentials, MCr = Micro-Credentials, Tap = Technical Application

Author(s)

AACSB [18], Bull [19] X
Matkin [9], Farmer and West [20] X | X
Swan [21] X
Jirgensons and Kapenieks [22] X X

Kamisali¢, Turkanovi¢, Mrdovi¢ and Hericko [23],
Holbl, Kamisali¢, Turkanovié¢, Kompara, Podgorelec and
Heri¢ko [12], Arenas and Fernandez [24], Newswire
[25], Newswire [26]

Connolly [27] X | X
Rimland and Raish [7], Lim, Nair, Keppell, Hassan and X X
Ayub [8], Lewis and Lodge [28], [29], LaMagna [30]

(continued)
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Table 1. (continued)

Author(s) Digital
Credentials
| Specific

Friedler [31] X
Parks, Parrish and Taylor [32], Newswire [33],
Newswire [34], Norman [35]

Newby and Cheng [36], Cheng, Richardson and Newby
[37], Borras-Gene [38], Lim, Nair, Keppell, Hassan and
Ayub [8], Friedler [31], Carey and Stefaniak [39],
Cheng, Watson and Newby [40], Beattie and Jones [41],
Hartnett [42], Shields and Chugh [43], Crafford and
Matthee [44], Abramovich [45], Hickey [46], Wilson,
Gasell, Ozyer and Scrogan [47], Hamson-Utley and
Heyman [48], Olneck [49], McDaniel and Fanfarelli
[50], Gamrat and Zimmerman [51], Elliott, Clayton and
Iwata [52], Ahn, Pellicone and Butler [53], Rughinis
[54], Newswire [55], Rimland and Raish [56], Bradley
[57], Alliance for Excellent Education and Mozilla [58],
Eaton, Rennie Center for Education and Policy [59],
Newswire [60], Hartman and Andzulis [61], DiSalvio
[62], Sullivan [63], Watters [5], Fanfarelli, Vie and
McDaniel [64], Buchem [65], Gibson, Coleman and
Irving [66], Brauer and Siklander [67], Virkus [68],
LaMagna [30], Peck, Bowen, Rimland and Oberdick
[69], Fedock, Kebritchi, Sanders and Holland [70], Ellis,
Nunn and Avella [71], Ifenthaler, West, Flintoff, Lodge,
Gibson, Beattie, Irving, Lewis, Coleman and Lockley
[72], Mah, Bellin-Mularski and Ifenthaler [73], Diamond
and Gonzalez [74], Carey [75], Balci, Secaur and Morris
[76]

Sum of Articles 1060 | 4 | 6 | 7 ‘

4.1 Technical Application

The found contributions discuss technical applications referring to blockchain imple-
mentations in the context of digital credentials, digital badges, and higher education
in general. [12, 22-24] Blockchain characteristics, features, and implementation chal-
lenges of the EduCTX project are described [12, 23]. A categorization stated by [23]
assigns blockchain applications into institution-centric approaches and student-centric
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approaches. While institution-centric applications focus on simplifying the higher edu-
cation institution’s processes, the student-centric category creates benefits from the
‘student’s perspective [23].

4.2 Specific Digital Credentials

Digital Badges

The usage of the specific term Digital Credentials relates to the mass of found articles
in the context of Digital Badges. However, there are several different understandings of
the characteristics and specifications of digital badges:

(1) as micro-credentials [7, 8, 22, 36, 47, 51, 52, 57, 59],

(2) as micro-credentials and micro-learning platform [37],

(3) as atype of digital credentials [38, 58, 63],

(4) as an alternative credential [9, 36, 53, 62],

(5) as “a representation of an accomplishment, interest or affiliation that is visual,
available online, and contains metadata including links that help explain the
context, meaning, process, and result of an activity” [6],

(6) as a graduation certificate [31],

(7) as “aflexible format to allow educational programs to credential the learning that
can sit alongside the curriculum” [41],

(8) as “an online record of achievements, tracking the ‘recipient’s communities of
interaction that issued the badge and the work completed to get it” [62],

(9) as anano-degree [57], and

(10) as “an online image that tells people about a new skill that ‘you’ve learned” [64].

Micro-credentials

Micro-credentials have been investigated in research very little so far [7, 8]. All authors
synonymize micro-credentials and digital badges. According to [7], “Digital badges or
micro-credentials are virtual representations of skill or knowledge, typically a granular
one.” [8] define micro-credentials and digital badges for being the same as the individual
will get a digital badge when fulfilling the micro-credentials requirement. The research
focused on possibilities to implement micro-credentials in HEIs via design principles and
platform ecosystems [8]. Furthermore, potential benefits and existing vendors have been
described and the importance of design choices in that context concerning the conve-
nience and success of implementation and aspects regarding deployment and evaluation
of micro-credentials [7].

Alternative Credentials

Alternative credentials are little discussed in research yet [9, 18, 19]. They represent
learning outcomes of individuals earned through informal learning that are based on
non-degree activities. These competencies refer to timely needs in professional life. [9,
18] refers to badges in the context of alternative credentials and states that they will affect



Digital Credentials in Higher Education Institutions 131

the relationship between higher education and society by representing skills achieved
at the workplace instead of study programs. The found literature demonstrates the rele-
vance of alternative credentials by providing a possibility to individuals choosing not to
study [18, 19]. [19] points out that a “college diploma is not the only way to the good
life, the intellectual life, the cultured life, or the American dream, and it is elitist to
push for an educational ecosystem in which college is the only route.” Furthermore, sev-
eral aspects of establishing alternative digital credentials have been discussed, like the
design of icons and to represent alternative digital credentials and the represented con-
tent, implementation methods, impacts of blockchain technology on alternative digital
credentials, and requirements for issuing alternative digital credentials [9].

4.3 Generic Digital Credentials

Term Understanding of Digital Credentials

The conceptualization of the found articles focusing on the category of digital credentials
generic in education together with the forward and backward search reveals that the
usage of the generic term Digital Credential also has different associations in the found
literature:

(1) as academic credentials [24, 25],

(2) as “Credentials are a means by which learners can signal important information
about their knowledge, skills, and aptitudes.” [32]

(3) asdigital badges [38, 58, 63],

(4) as micro-credentials [8], and

(5) as a “digital record of their lifelong learning achievements. Include badges, intern-
ships, boot camps, certificates, MicroMasters, and stackable combinations, as well
as traditional degrees. They are shareable with employers or other institutions. Insti-
tutions can record and manage the achievements of their learners in a way that is
easy, safe, and inexpensive, and minimizes the risk of identity fraud” [33].

Technical Aspects of Digital Credentials
Most publications (15) elaborate applications of digital credentials in HEIs using
blockchain. News articles have a prevalence of eight, and only one publication analyzes
requirements and guidelines for implementing digital credentials.

The authors focusing on blockchain applications for implementing digital credentials
in education investigated several aspects:

(1) technical characteristics of the blockchain [12, 15, 24, 77-80],

(2) challenges [23, 77,78, 81, 82],

(3) benefits [15, 24, 32, 77, 82],

(4) enablers/requirements of using the blockchain [77, 82], as well as

(5) use cases of blockchain-based digital credential implementations [11, 12, 14, 15,
23,24,77,79, 80],
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The technical characteristics refer to the aspects such as how to guarantee security
within the blockchain, consensus mechanisms in blockchain, different architectures,
scalability, and network performance of blockchain technology [78].

The news articles found in the literature give superficial information on digi-
tal credentials, referring to the usage of digital credentials in higher education and
implementation projects [25-27, 33, 34, 83, 84].

One of the found articles refers to the category requirements and guidelines for
implementing digital credentials in HEIs. The publication describes requirements in the
context of implementing digital credentials in higher education institutions by proposing
a digital credential strategy [32].

5 Discussion

The results of our thematic analysis confirm an increasing interest in digital creden-
tials for HEIs [1]. The number of identified publications per year shows a significant
increasing trend in publications from 2015 on.

Further, the topic is of raising interest in the area of HEIs [4] and in the field of
Information Systems (IS), which underlies the increasing numbers of publications per
year found through the literature search in the context of digital credentials in higher
education. The proportion of source categories illustrates that the topic is new in research,
as there are only a few book nominations but many conference and journal publications.

Delimitation of Terms

To our surprise, using the terms digital credentials, digital badges, micro-credentials,
alternative credentials, and digital academic credentials is not precisely distinct. A more
precise specification will follow. Many contributions use digital badges referring to other
terms like nano-degrees [57], micro-credentials [8, 22, 36, 47], graduation certificate
[31], alternative credentials [36, 53, 62] or digital credentials [38, 58, 63]. Also, there
is no unique understanding and usage of the terms ‘Digital Credentials’ and ‘Digital
Badges’ within the research.

The results reveal digital badges as a generic term referring to several terms within
that context to cover single courses like micro-credentials, alternative credentials, or
a credential for a course within a study program. Further, a combination of several
courses refers to nano-degrees, graduation certificates, and digital credentials [57]. Table
2 represents the hierarchical conceptualization of digital badges in higher education
institutions.
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Table 2. Conceptualization digital badges as morphologic box

Characteristics

Categories

Degree . Combination of Several Courses,
Single Courses
of Coverage Degree
Creden- MicroMa
. Alter- tials for a . sters/ Gradua- Record
Digital . Micro- . .
Content Creden- native Course Creden- Nano- tion of Achie-
tials Creden- within a tials Degrees / | Certifi- vement/
tials Study MasterTr cate Learning
Program ack / etc.
Fl..ll’thel" Micro-Learning Platform
Specification

The term digital credential is in the discussion of the literature partially used for the
term digital badges [8, 58]. The keywords of the query on the databases were Digital
Credentials and Higher Education but resulted in a high number of contributions referring
to digital badges (61 contributions). In conclusion, we consider that digital credentials
and digital badges belong somehow together. Consequently, precision in the term of
digital credentials is necessary. We understand the term digital credential from a verifier
perspective regarding higher education as an umbrella term based on all other terms.
The IS literature does not specify verifiable credentials in education but is used in the
W3C-context [4]. Due to our focus, we do not further discuss this point.

Subsequently, we confirm the findings [33]. The degree of coverage distinguishes
between single courses and a combination of achievements. Single courses refer to
digital badges or micro-credentials, while the combination of achievements refers to
certificates or digital academic credentials as well as MicroMasters. MicroMasters means
that a student completes several MOOCs bundled for this purpose at edX for money and
then spends 1-2 semesters at a cooperating university for a full Master’s degree [85].
Summing up, a digital badge is always a digital credential, while a digital credential must
not necessarily be a digital badge. Table 3 represents the hierarchical conceptualization
of the terms in the context of digital credentials in higher education.

Table 3. Conceptualization digital credentials as morphologic box

Characteristics

Categories

Degree of . Combination of Lifelong Learning
Single Courses .
Coverage Achievements
Digital
Academic MicroMasters /
Digital Micro- . Credentials NanoDegrees /
Content Badges | Credentials Certificates or MasterTrack /
Traditional etc.
Degrees
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In conclusion, a digital credential is a general term for digitized versions of a certifi-
cate or document representing achieved learning. A digital badge is a sub-term in that
context, referring to the reveal of executed learning by specific certificate types like alter-
native credentials or credentials for a course within a study program. Thus, a digital badge
is, in our way, understand as a distinct sign, emblem, token, or mark for a specific learn-
ing outcome within the curricula, while a digital credential can be for a whole curriculum
such as a Bachelor’s degree. Summarizing the study’s findings, micro-credentials are
mini-certifications within study programs referring to successfully participated courses,
while alternative credentials are skill achievements outside the study program. Figure 2
illustrates the delimitation of the relevant terms in the context of HEI study programs.

Study Program

Non-Degree

Digital Credentials

1
Certificates
Digital Bac!ges

Traditional
Academic
Certificate

Micro-Credentials

Graduatio
Certificate gl

Alternative Credentials

Research Spectrum

Moreover, the research spectrums of the research field of digital credentials in higher edu-
cation vary between the different areas: research on digital badges and micro-credentials
covers a broad research spectrum, while the spectrum of alternative digital credentials,
digital credentials, and technical applications is in comparison to these smaller. The cat-
egory technical application includes studies focusing on the usage of digital credentials
and their methodological application. Table 4 demonstrates the research contents of the
respective areas.
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Table 4. Investigated Topics, Gen = Generic, DBa = Digital Badges, ACr = Alternative
Credentials, MCr = Micro-Credentials, Tap = Technical Application

Category

Implementation mpl tati
mplementation
(Open Badges) P
Strategy .
Rele- Blockch
/Guide- Use cases e Benefits ¢ . ¢ a}m
. vance Applications
lines
Benefits (Open Provider
Badges) Overview
Contents NS Blockchain
chain. Implementation Design Options Ap-pl.ications
Appli- Challenges Imple- (Digital
cations menta- Credentials)
tion Blockchai
Rele- Influence on Application & o¢ . ¢ ?m
. . Applications
vance Learning Progress Evaluation ..
(Digital Badges)

The conceptualization of literature referring to digital credentials in education yields
that many contributions refer to digital credentials applications using blockchain, and
only a few references to requirements for implementing digital credentials and common
knowledge within that context. As a result, a research gap exists referring to shared
knowledge and digital credentials requirements.

6 Conclusion, Limitation, and Future Research

Our literature review shows that higher education institutions’ digital credentials play
a role in several IS research areas, namely blockchain technology, environmental such
as ecosystems and platforms, and e-government. Ideas regarding digital credentials are
still in the early stages of research. However, digital credentials in higher education have
been examined in diverse ways, leaving its broader role ambiguous and underutilized
in the IS community. We shed light on the claim of different use of names and build a
fundament with a more precise definition for the distinction of digital credentials and
digital badges in the IS research field.

Our findings underlie limitations such as the applied databases’ regulations and,
therefore, the capturing only until august 2019. There may be further contributions
referring to digital credentials not covered in our literature review approach. However,
our focus was the first exploration of the topic, and in the increasing new stage of the
topic ‘digital credential’, we will look for whitepapers to analyze this foundation in
more detail. In September 2019, the W3C working group “Verifiable claims” renamed
to “Verifiable credentials” [86], so in future research, we will focus on the term verifiable
credentials in higher education, too.
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This study provides a basis for future research on digital credentials in HEISs, as an
overview of the status quo in research is still missing. We hope that this collection of
studies will provoke IS researchers and strategic management researchers to step up their
collaborative efforts and will provide a fruitful foundation to support the next generation
of insights around digital credentials in HEIs. The future of digital credentials in higher
education is already possible with today’s technology; it has to be applicably discovered.
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Abstract. Digitalization has opened new opportunities but also brought new chal-
lenges such as lower engagement of students in online training. Especially learning
videos need to be changed in their design and structure to make them more engag-
ing for users. So far, overarching design principles are missing that support the
development of gamified learning videos. In our research-in-progress paper, we
present an overarching approach on how to develop meaningful gamified learn-
ing videos. With our design science research approach, we plan to derive design
principles and design features from our state-of-the-art design requirements. Addi-
tionally, we will conduct a field experiment to put our theoretical contributions to
test and gather practical insights. Our research contributes to theory by clarifying
how and why gamified videos can support better learning. In the long run, practical
contributions can be given to developers about how to construct gamified learning
videos.

Keywords: Gamified videos - Design - Learning - Engagement - Motivation

1 Introduction

Adapting learning techniques for the digital age is a challenge for individuals and organi-
zations. This challenge may emerge due to technological changes, new policies or other
disruptive factors. For students and universities this poses significant problems that need
to be overcome. Technology-mediated learning (TML) offers tools that potentially can
solve those issues [1, 2]. TML combines the advantages of synchronous (i.e., face-to-
face) and asynchronous (i.e., technology-based) learning approaches [3]. Videos are
one technology-based component of TML for educational purposes. Designing learning
videos is a challenge on its own since bad design can demotivate students. Nowadays,
videos are a well-established instrument in education [4] and have proven to be an effec-
tive tool [5]. In fact, studies have shown that many students prefer videos as learning
material [6] and 47% of students use platforms like YouTube for their learning activities
[7]. Because of the high effectiveness and acceptance of learning videos, continuous
growth in learning videos can be observed [8]. Especially in the current times of the
global COVID-19 crisis, online learning applications including the use of video content
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may become even more popular and offer the means to overcome the disruption in the
educational systems [9].

Regardless, videos in learning most often fail to engage and motivate students if
they are designed badly [10]. A prime example of this are long-winded and pre-recorded
classroom lectures that effectively fail to engage and motivate students [10]. Therefore,
it is important to address this potential issue by design to support the engagement and
motivation of students, as both are critical factors for the learning success and well-being
of students [11, 12]. Engaging and motivating students to pay more attention to videos
they are learning with can happen by referring to gamification [13]. Gamification has
been implemented successfully in many learning contexts before (i.e., [14, 15]). One
successful example of gamified learning includes distance learning (e.g., e-learning),
where gamification improves student interaction and learning experience [16, 17]. While
both gamification and videos have been successfully used in e-learning applications on
their own, details about applying gamification directly to learning videos remains yet to
be explored as literature on this topic is virtually nonexistent. In order to create a first
gamified video prototype and study its effects on student engagement, motivation and
learning success, some guidance is recommended. Therefore, we use a DSR approach
and start with formulating requirements on which we will base our DSR artifact [18].
Accordingly, gamified videos offer a twofold research opportunity regarding the design
requirements as well as the potential effects on digitalized learning. Consequently, with
this research-in-progress paper we demonstrate an approach of how we will develop and
evaluate gamified learning videos and formulate the following research questions (RQ):

RQ1: What are design requirements for designing gamified videos in learning?
RQ2: What are the challenges of using gamification concepts for this type of media?

To answer the research questions, we propose a research approach based on Design
Science Research (DSR) [19, 20]. We start by conducting a systematic literature analysis.
Next, we derive design requirements from the literature, which refer to theories found in
the literature. To support theory, we plan to conduct focus groups and workshops with
stakeholders (e.g., students and tutors) at a university to gain practical insights. Using
both theoretical knowledge and practical insights, we then plan to develop a first gamified
video prototype that we plan to deploy in a real-world setting (i.e., university course
with approximately 300 bachelor students). The main contribution of this research-in-
progress paper is to provide an overview about our overall research approach for the
development, analysis and evaluation of gamified learning videos. Overall, we hope
that both theoretical researchers and practitioners will be able to draw from our planned
contribution as we will demonstrate requirements about how to design gamified learning
videos.

2 Theoretical Background

2.1 Gamified Learning

Learning with technology enables learning from anywhere and at any time, thus provid-
ing higher autonomy [21]. The increasing number of interdisciplinary programs leads
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to different kinds of learning situations that can be handled more effectively by using
gamification [21]. Hence, gamification is a possible approach to motivate and engage
users to use systems more regularly and conduct more in-depth learning by supporting
their motivation. Hence, gamified learning and the use of gamified videos in learning
has two purposes. The first is to encourage desired learning behavior. The second is to
engage the users in learning using learning materials such as tutorials, digital documents
or learning videos. Therefore, engagement has been proven to be positively correlated
with the outcomes of user success, such as user satisfaction and academic achievements
[22, 23]. Accordingly, gamification increases the motivation of users by providing dif-
ferent game design elements [24], by making an activity or task more fun and engaging
and by encouraging exchange between users.

2.2 Fundamentals for Gamified Learning Videos

In general, gamification is an umbrella term that can be considered as the applica-
tion of game design elements to a non-game context in order to motivate and engage
users [25, 26]. However, the term can also be defined as a process of enhancing ser-
vices, like learning videos, with motivational affordances to invoke gameful experiences
and support desired behavioral outcomes [26]. Gamification essentially contains three
components, namely motivational affordances, psychological outcomes and behavioral
outcomes [26]. To combine the definitions stated above and to align them to the use of
learning videos, we define gamification as the use of game design elements in learning
contexts with the intention to increase a student’s motivation and engagement.

All along one component is important when designing a gamified application and
creating gamified videos for learning — game design elements. Generally, game design
elements can be divided into certain groups by referring to the MDA Framework [27].
This framework suggests that game elements can be categorized as mechanics, dynamics
or aesthetics, whereas game mechanics are those that can be worked with and designed
for a gamified video [27]. Mechanics are the functioning components of a game that
grant the designer ultimate control over the levers of the game so that the designer is
able to guide the actions of the user [28]. Dynamics, on the other hand, are described
as the player’s interactions with mechanics. They determine what each player is doing
in response to the mechanics of the system. Finally, aesthetics describes the emotional
responses evoked in the individual while interacting with the game system.

To implement gamification, game design elements are used. In our study we refer to
the taxonomy of game design elements introduced by Schobel et al. [24]. The taxonomy
classifies game design elements (attributes) like points, badges and levels according to
the general categories representing the mechanic behind each game design element. For
example, the mechanic progress refers to the game design elements level and progress
bar, whereas points and badges represent rewards. Schobel et al. [24] present the feed-
back game design element, which refers to guidance including visual cues. However,
we also include non-visual representations in our study, as visual implementations like
avatars may distract students from already visual media (i.e., videos). Instead, we will
focus on easy to implement elements like, for example, points, badges, levels or textual
feedback, depending on the findings of our literature review. Game design elements like
time manipulation can be a difficult game mechanic to integrate. Because our intended



144 D. Benner and S. Schobel

content is of educational nature, the content itself can already introduce a significant cog-
nitive load on the users [29]. Thus, introducing time manipulation can cause cognitive
overload and create a negative experience.

Because gamified videos are a novel concept, there is no literature that we can
directly derive integrations or applications of game mechanics from. Therefore, we refer
to common uses of game mechanics that are not necessarily academic. For example, the
learning platform Duolingo employs user-set goals to motivate students to follow their
learning schedule. Another example is the popular streaming platform Twitch.tv, where
viewers gain points for view time.

3 Methodology and Status Quo

This research-in-progress paper presents a DSR [19, 20] approach towards gamified
videos. We base our research design on a well-regarded framework for DSR projects in
the information systems research domain [30, 31], as illustrated in Fig. 1. Part of our
research is the review of literature. Therefore, we adopt the literature review methods as
suggested by Cooper [32] as well as Webster and Watson [33].

General Design Science Cycle Design Cycle One Design Cycle Two Design Cycle Three

Awareness of Problem ‘ Conduct literature review ‘ | Conduct literature review ‘ | Conduct literature review ‘

Suggestion ‘ Derive design requirements | ’ Derive design principles ‘ | Derive and evaluate ‘

design features

Development ‘ Develop design requirements | ’ Develop design principles ‘ | Develop and implement ‘

design features

Evaluation ‘ Evaluate design requirements | ’ Evaluate design principles ‘ | Conduct qualitative evaluation ‘

Conclusion ’ Analyze feedback | | Analyze feedback ‘ | Analyze data ‘

Fig. 1. DSR agenda towards gamified learning videos

Because of the nature of our approach, we focus on the applied theories or practices
and applications (i.e., implementations) of gamified video material or environments, as
the study closely relates gamification and video content. The goal of our review is to
integrate the findings into our design requirements, which we then translate into design
principles and eventually a feature that we will implement in our artifact. Since our
gamified video approach is novel, we chose an exhaustive coverage for our literature
review to gather as much input material as possible and provide an overview that is as
comprehensive as possible. Lastly, the organization of our literature review focuses on the
concepts and methods used in the considered studies. As for the search process, we search
ACM, AlSeL, IEEEXplore, JSTOR, SSRN, ScienceDirect and SpringerLink, where we
consider only peer-reviewed articles. For the database search we used a combination
of the following keywords: gamification, learning videos, education and videos. We
used wildcards whenever possible and adapted our search to the properties of each
database. We then conduct a forward and backward search as introduced by Webster
and Watson [33] with no restrictions, which allows us to expand our horizon and include
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non-scientific sources. Overall, we identified 1569 potentially relevant papers during the
database search. After analyzing abstract and title, we kept 35 papers which we then
examined in detail. The preliminary results of the literature analysis suggest a research
gap for gamified learning videos. We can observe that literature about learning videos
and gamification in learning focuses on three major theories: Self-Determination Theory
[34, 35], the MDA framework [27] and the ARCS model [36, 37]. Moreover, all studies
have in common that they try to support either the motivation or the engagement of
students, some address both factors. As for the gamification elements, we find an array
of elements being used, with points (e.g., [38—40]) and feedback (e.g., [15, 41, 42]) being
used the most. However, we did not find a single study that included time constraint as a
game element. Consequently, we will base our design requirements on these three major
theories and focus on feedback and points as game design elements. Interestingly, the
latter is already being used in real-world applications such as Twitch.tv, which gives
points to users based on the amount of content consumed. Nevertheless, we have to
acknowledge that due to the nature of the media (i.e., video content) some gamification
elements may be hard or impossible to apply. We therefore will conduct a workshop
with stakeholders including tutors and students at a university during future DSR cycles
to find viable design elements that can be translated to a practical artifact.

4 Next Steps and Expected Contributions

For the next DSR cycle we plan to extend our literature review into neighboring dis-
ciplines and also include a more comprehensive media survey. Thereto we will extend
our literature scope to interactive learning videos and studies that focus on gamifying
the environment. Additionally, we plan to conduct focus groups and workshops with
relevant stakeholders using design thinking [43, 44] methods to further support our
theory-derived design requirements. In the second design cycle we then translate our
developed design requirements into design principles that we will evaluate with relevant
stakeholders. The third design cycle then aims to implement our developed design prin-
ciples into a first prototype artifact of a gamified learning video that we will integrate in
an online learning course at a university. The course will be targeted at a large audience
of bachelor students; participation will be voluntary to prevent utilitarian motives behind
using our gamified learning videos from the students’ perspective. Results will be eval-
uated with quantitative methods to measure the effects of gamified learning videos on
the academic success via a short examination, while motivation and engagement as well
as the well-being of students are tested using a questionnaire. The field experiment will
be designed as an A/B test. Overall, our research contributes to the design knowledge
of digital learning by determining how and why gamified learning videos can support
better learning outcomes. In this regard, we also highlight potential difficulties that are
rooted in the nature of the media that we will address in-depth in future research. We
hope researchers and practitioners will draw on our contributions to improve learning
in the digital age by designing and developing gamified learning videos. Nevertheless,
we also acknowledge the challenges we face due to the nature of video as media and
the limitations rooted in our context (university online course) as well as our chosen
methods and literature review.
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Abstract. Although Augmented Reality (AR) encourages self-managed learning
and enhances the learner’s reflection only few companies and schools use AR
glasses in vocational training. In our research project we aim to support the dis-
semination of AR and speed up the augmentation of existing learning processes.
But we did not come across methodologies for transferring a conventional learn-
ing processes into learning processes for AR Glasses. Therefore, we developed
a methodology to enhance conventional learning processes with AR glasses by
supporting the creation of AR enrichments for the individual process steps. We
describe a use case of an electro engineering lesson that is enriched with AR
elements using our methodology.

Keywords: Augmented reality glasses - Learning process - Methodology

1 Introduction

With Augmented Reality (AR), virtual 3D objects are integrated into a real environment
inreal time [1]. AR learning experiences enhance learning gains as well as motivation and
help students to perform learning activities [2, 3]. AR glasses capture the environment and
integrate virtual elements in the user’s field of view. Areas of application include a wide
range of topics, target groups and academic levels [4]. Several research projects target
the field of AR in vocational training, e.g. [5, 6]. AR in vocational training encourages
self-managed learning for direct instructions and enhances the reflection of the learners
in task-oriented settings [7]. However, just a small number of the surveyed companies in
a recent study use AR glasses in their vocational training [8]. Main concerns according
to [9] are social consequences, privacy, security and a missing added value. To spread
the use of AR in vocational training, we propose a methodology for the conversion of
conventional learning processes into AR-based learning processes that takes the technical
limitations of AR glasses into account. More precisely, with our methodology we want to
ease and speed up the conversion of learning processes to AR-based learning processes.
We aim to encourage the didactical use of AR glasses in learning settings so that more
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students can experience AR glasses with their potentials [7]. Beyond that our research
provides suggestions to people who are not familiar with the implementation of AR
applications. A few methodologies for the integration of AR devices in specific domains
can already be found in the literature. For example, for the integration of AR into an
intralogistics context [10] and into an Industry 4.0 context [11]. In the field of education,
[12] proposed a methodology consisting of three steps to integrate AR devices into
practical learning processes in an industrial environment: (1) A process analysis using
the Business Process Model and Notation (BPMN) as the modelling language for the
documentation of the conventional learning process. (2) Definition of process types and
their AR potential. (3) Identification of the suitable AR device (tablet, smartphone, smart
glasses) for each process type and implementation of an application for the AR-based
training. A methodology for how to use AR glasses to improve the vocational training
is given by [13]. They provide a list of design elements to exploit AR and wearable
sensors for training purposes, e.g. with augmented paths to guide the trainee’s motions
or interactive virtual objects. For some of the design elements the expert’s performance is
captured in a certain process step with sensors and the trainees use AR glasses to project
the captured data into their field of view. As we did not come across an established
methodology to enhance existing conventional learning processes with AR glasses, we
examined our research with the following research question: Which steps are necessary
to enhance a conventional learning process with AR glasses?

In our ongoing research project, we evaluate the methodology regarding four tech-
nical use cases — one of those from a metalworking company we present in this

paper.

2 Development of the Methodology

In our research project we identified the problem of a missing structured approach to
convert conventional learning processes into AR-based processes. Therefore we used
the design science research methodology (DSRM) proposed by [14] to enhance learning
processes with AR glasses by supporting the creation of AR enrichments for the individ-
ual process steps. We used the DSRM, because it provides well-established guidelines
for research in information systems and helps us to insure the relevance and effectiveness
of our research output. The DSRM includes six steps, as shown in Fig. 1. We identi-
fied the problem (step 1) when we documented four processes in a technical training
with BPMN to convert them to AR-based learning processes: (1) the operation of a
milling machine, (2) the assembly of a two-way circuit, (3) an air conditioner, and (4)
the programming of a servomotor. We decided to (step 2) develop a methodology for
creating and adapting AR elements to the individual process steps after we scrutinized
the BPMN models. In a literature review we identified applicable methodologies for
the integration of AR devices in educational processes. For the design and development
(step 3), we interviewed nine teachers and trainers in the field of vocational training
about the didactic theory behind the use cases. We created a didactical and technical
concept out of the results and applied the concepts to the learning processes. We are now
implementing a prototype for AR glasses (step 4) covering the elicited use cases. During
the evaluation (step 5), we will iterate back to compare our initial objectives to the actual
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observed results and to improve the effectiveness of our knowledge contribution [14].
We will evaluate our methodology by conducting a summative test [15] where we will
measure the effects of the AR-based learning processes. A case study with students will
be performed as well as expert interviews with teachers and trainers.
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Fig. 1. Applied design science research method adopted from [14]

We divided our methodology in five consecutive steps:

1. Process analysis. An analysis of the problem statement is recommended. The
inspection of the actual process and its environment provides an uniform understanding
of the process [10]. Involved participants depend on the learning process and can have
multiple roles which are the process owners (like teachers, trainers, foremen), didactic
experts, students, trainees, AR experts, developers, and a project manager. The process
owners make suggestions for the process selection and explain the process activities.
All teaching materials are reviewed by the participants, and a shadowing approach is
used during a learning session to observe possible failures and deviations regarding the
optimal process. A process model is prepared to document the recorded process and its
subprocesses. We suggest BPMN as the modelling language similar to [10] and [12].
Finally, the documented BPMN process is discussed with the process owners to confirm
the correctness and completeness.

2. AR element selection. If the BPMN model is complete and consistent, all process
steps in the BPMN model are evaluated regarding their potential for an AR enrichment.
AR elements can be bound to the world to stay at the same position as the user moves
around. They can also be bound to the user’s device so that they are persistently available
but not in a distracting manner. A wide range of AR elements to enrich a process is
already discussed in the literature. Some examples for generic elements are: pictures,
videos, explosion diagrams, X-ray visuals to uncover hidden structures and assisting
visual aids like arrows as well as guideline and highlight elements [16]. For a wide
range of AR elements [13] present how to use them for industrial training. Sometimes
markers are needed to anchor the position of virtual objects to the real world. Moreover,
a combination of the AR elements can increase the context sensitivity. While the AR
experts present suggestions for possible AR elements, the process owners and didactic
experts including the teachers and trainers express their demands and evaluate the AR
element’s didactical value for the individual process steps. The role of the developers is
to give feedback regarding the technical feasibility based on a shortlist of AR devices.
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If all participants agree to the selection, the project manager adds the AR elements as
comments to the BPMN process steps. When the elements are not sufficient to support
the process step new elements must be created.

3. Creation of new AR elements. When the process requires the development of new
AR elements, the need of improvement for a process step and the underlying didactical
concept is discussed between all participants and requirements are defined. Ideas for
suitable realizations can also be suggested from all participants. In consideration of
the didactical concept, the AR experts and the developers propose technical feasible
and context-sensitive AR elements to enrich the process step and get feedback for it. If
possible, a generic structure of the AR elements is preferred to reduce the effort. Generic
elements can be reused with new content and combined with other AR elements in further
process steps.

4. Clarification of the process concept. If all process steps are enriched, the project
manager transfers the BPMN model with the AR enrichments into a detailed process
concept which is provided to all participants. The concept contains a list of all process
steps and their AR enrichment. It documents the demands of all participants and sum-
marizes the results of the technical feasibility. A visual mock-up for the AR elements
can be added to the concept.

5. Effort and feasibility review. In the last stage of our methodology the results
are evaluated in a group discussion between all project participants. If problems in the
concept are detected or demands are not fulfilled the process concept is adapted. The AR
experts and developers select AR glasses based on the requirements and the predefined
shortlist. After the successful evaluation, the implementation begins.

3 Methodology Application for a Technical Learning Session

In one of our use cases, recorded in a metalworking company, basic knowledge and skills
in the field of electrical engineering are imparted during the construction of a multiway
switching with one light bulb and two light switches. First, the trainees receive an instruc-
tion and theoretical background in the field of electrical engineering and must draw a
circuit diagram. In a following practical part, they assemble the circuit based on their
plan and check its functionality on a test stand. The assembly sequence is not prescribed.
By acting independently in an authentic situation, new knowledge structures are sup-
ported which, according to the principles of situated learning, prevent inert knowledge
[17]. For the application of our methodology we documented the process using a BPMN
model, reviewed all teaching materials, and used a shadowing approach during a session
to observe deviations regarding the optimal process. Since our documented BPMN pro-
cess was discussed with the process owners we continued with the second step of our
methodology. The AR experts of our project suggested AR enrichments for most steps
of the process model by combining AR elements that were known from the literature
and presented it to the process owners and didactical experts. The AR elements included
text elements, pictures, and videos for the explanation of the process steps, checklists
to support the self-management of the students and trainees, buttons to select working
tasks and confirm their completion, a progress bar, a timer, and three-dimensional arrows
to highlight physical artifacts within the physical location. QR codes were suggested to
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anchor the AR elements within a workplace like in other AR applications [18]. In the
following discussion among all participants of our multidisciplinary team we worked out
that the AR elements are sufficient for most process steps but additionally individual AR
elements are required to support situated learning scenarios in the respective learning
occupations — basically when a step was interactive, context-sensitive, collaborative, or
strongly domain specific. In the third methodology step the required individual elements
were developed. A challenging task was to check the accurate setup of the electrical
parts and the wiring because the AR devices cannot interpret human actions during the
assembly. The participants discussed the technical limitations of object detection and
pattern recognition and, as a result, the process steps were enhanced with multiple choice
queries, drag-and-drop matching tasks, and a questionnaire for the self-reflection if a task
was successfully performed. During our fourth methodology step the enriched process
was continuously updated in our process concept and reviewed by the process owners.
We suggest adding value to the process concept by using mock-ups, which, in our use
case, helped all participants to achieve a common understanding of the AR elements. A
positive indicator of our methodology is that in the last step, the effort and feasibility
review, no serious complications were detected.

4 Conclusion and Outlook

In this paper we present a methodology to enhance conventional learning processes with
AR glasses by supporting the creation of AR enrichments for the individual process steps.
Our methodology is based on five steps: process analysis, AR element selection, creation
of new AR elements, clarification of the process concept, and effort and feasibility review.
We present the application of the methodology for a learning process in an electrical
engineering lesson. Due to the domain of our four use cases the methodology is so far
limited to vocational training processes. In the current section of our research project
we are implementing the AR elements for the use cases. We are in the first iteration
of the DSRM and the evaluation of our implemented AR elements will start soon by
measuring the didactical effects of our AR-based learning processes. A case study will
be conducted to test the effectiveness of our methodology where two groups of trainees
perform the learning process either with or without the AR Glasses while we measure
their learning outcomes. Moreover, we will enrich more learning processes with our
project partners to validate the efficiency of our methodology.
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Abstract. Organizations around the globe are faced with the digital transforma-
tion. However, many of these organizations, lack the corresponding individual
skills and mindsets as well as the organizational capabilities to drive digital trans-
formation. This short paper reports on preliminary results of an action research
study. We conceptualize organizational digitalization capabilities as dynamic
capabilities and create a theoretical understanding of these capabilities with their
corresponding microfoundations, i.e., the individual employee’s skills and mind-
set. Based on an in-depth nine months’ action research study we aim to show in how
far outside consulting support will change individuals’ mindsets and skills as well
as organizational capabilities. We thus contribute to both theory on organizational
capability-building as well as dynamic capability theory.

Keywords: Digitalization - Skills - Mindset - Dynamic capabilities

1 Introduction

Virtually all organizations around the world are currently dealing with the digital trans-
formation. However, organizations often lack capabilities to drive this digitalization on
their own. Academic literature as well as general media has reported on many cases where
companies and organizations seek outside help to transform themselves [1, 2], especially
as individual skills and mindsets of employees with regards to digitalization are missing,
too. Exemplarily, current employees “may have a [...] less tech-savvy mindset and may
lack the required technological capabilities to cope with the upcoming changes” [3].
Other authors agree that the digital transformation requires different skill-sets: Domain
experts need to be able to navigate the digitalized world and technical specialists need
to have a digital mindset [4].

This is especially true for Small to Medium-Sized Enterprises (SME). They also
face an increasing importance of digitalization, a lack of corresponding capabilities,
and a need for improvement in employees’ skills and mindsets and rely on external
support from consultants or software vendors. In this study, we aim at deepening our
understanding of the impact of external digitalization consulting on individual skills,
individual mindset, and organizational capabilities. We employ the dynamic capability
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theory as a theoretical frame and aim at contributing a deeper understanding of micro-
foundations of dynamic capabilities. To achieve this research objective, we conduct a
nine month qualitative action research (AR) study [5]. In this short paper we describe
the results of the first phase (diagnoses and action planning) and give an outlook on the
later phases of our research.

2 Theoretical Background: Organizational Digitalization
Capabilities and Individual Mindset and SKkills

Like individual members, organizations also have specific capabilities to achieve an
intended outcome. Especially in fast changing environments, the necessity of adap-
tation and innovation is urgent. Organizational capabilities are the ability to address
these necessities and to achieve competitive advantages [6]. They can be understood as
dynamic capabilities [7, 8], which are defined as “the firm’s ability to integrate, build,
and reconfigure internal and external competences to address rapidly changing environ-
ments” [9]. These organizational dynamic capabilities can be disaggregated into sensing,
seizing and transforming [10-12]. Sensing represents the ability to recognize opportu-
nities and threats, seizing the ability to address sensed opportunities, and transforming
the process of modifying the resource base accordingly.

Sensing, seizing, and transforming require in turn abilities on an individual level
[13-16], e.g., executives’ cognitive capabilities.

Prior research showed that the motivation, skills, and expertise of managers are cru-
cial for sensing and seizing in volatile environments [13]. Blyler and Coff [17] argued
that social capital is a necessary (though not sufficient) condition for the existence of
a dynamic capability, as only through social interaction resources are connected and
recombined. The importance of this social factor becomes more apparent when consid-
ering heterogeneous individual knowledge, mindsets and skills between individuals and
organizational positions [18]. This emphasizes a more individual view on the foundations
of dynamic capabilities, as routines and organizational attitudes arise out of mindset and
skill of individuals [14].

The concept of mindset bases in the field of cognitive psychology [19]. We define the
mindset of an individual as their set of beliefs, norms, rules, values [20, 21]. Mindsets act
as filters for external influences. Their foundations lie in past experiences. When facing
new impressions or actions, those may be rejected or lead to an adaption in mindset [19,
22]. The individual and organizational mindset plays a big role in achieving successful
digital transformation [3, 20]. Especially flexibility and change-orientation in mindset is
seen as a key factor for success [4, 23]. Solberg et al. distinguish four different types of
digital mindsets of individual employees and argue that more digital-positive mindsets
need to flourish [20]. We see the individual mindset as one important microfoundation
of organizational digitalization capabilities.

The second microfoundation of organizational digitalization capability is formed
through the individual digitalization skill of employees and management [24]. On indi-
vidual level, where the capabilities are grounded, one can distinguish between expertise
and managerial skills [24]. With regards to IT and digitalization, expertise includes tech-
nical skills, like knowledge of programming languages, operational systems or databases.
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In addition knowledge in technology management, as well as interpersonal skills and
business functional knowledge is also shown to be important [25].

3 Research Approach

Action research (AR) first appeared in the 1940s. The concept was coined by the social
psychologist Kurt Lewin [26], who was studying how social change can be facilitated
[5]. The method itself spread broadly into other research fields and became popular
in Information Systems research in the beginning 1980s. It follows an interventionist
approach on gathering knowledge. AR as a method is also ideal for creating and analyzing
change in organizations, which is a main focus of this study [27].

The study follows a linear, one-cyclic, AR approach [5, 28] with three phases of data
collection [28], encapsulating the five steps of diagnosing, action planning, action taking,
evaluation, and specifying learning [29] (Fig. 1). In this study we focus on SMEs as these
allow studying both individual skills and mindset of a larger proportion of the workforce
and organizational capabilities in detail. In such setting, the planned intervention will
be more visible and thus the results appear to be magnified. Moreover, the organization
needed to be in close proximity to the main researchers to ensure good availability of
data. For these reasons, we selected GROW as our case study organization. GROW
is a regional business development agency. Although GROW is organized as a private
company, it is owned by the local and regional administrations from the corresponding
region. The main goals for GROW are to attract new firms to the region and help the
existing firms to prosper. GROW has 15 employees who work in the corresponding
knowledge-intensive processes.

The first of the three phases covers the diagnosing and action planning phases. Here,
we are able to observe employees, gather information from informal CEO discussions,
and conduct four semi-structured interviews with employees (referenced as [11] to [14]
below). The interviewees were one internal project manager and three employees who
work with existing firms to enable their growth (two focused on production companies,
one on healthcare). Each interview lasted between 38 and 56 min. The interviews were
transcribed (between 10 to 13 pages of transcript) and carefully read by both authors
and the interviewee.

Phase 1 Phase 2 Phase 3
Diagnosing/Action Planning Action taking Evaluating/Specifying Learning
’ Informal CEO discussions ‘ Process digitalization ’ Observations
| —!
‘ Observations ‘ ‘ Workshops ‘ ’ Interviews ‘
’ Interviews ‘ ‘ Observations ‘ ’ Analysis ‘

Fig. 1. Research and data collection approach

The second phase (action taking) includes the digitalization of three business pro-
cesses as well as the conduction of topic specific workshops. We use light-weight IT, e.g.,
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Robotic Process Automation, to redesign and automate administrative tasks identified
in coordination with the management. Additionally, we will create meeting notes from
every interaction with employees. These notes will concentrate on the content of the
interaction and on potential observations regarding skills and mindset. During the third
phase we collect further data through interviews. All qualitative date will be analyzed by
a team of (then) four researchers. Two of these researchers will not be involved in data
collection and the intervention to prevent researcher’s bias and ensure fresh perspectives
on the data at hand as well as potential alternative explanations [30].

4 Preliminary Results and Concluding Discussion

In the following we present our preliminary results from the first phase of our research.
We have identified seven themes concerning the current state of the organization with
regards to digitalization (Themes 1 and 2), organizational capabilities (Themes 3 and 4)
and employees’ individual mindset and skills Themes 5-7).

Theme 1: Share of Administrative Routines. All interviewed employees describe a rela-
tively big amount of administrative work. These activities are considered to be non-value
adding and take time and focus away from the original task, i.e., to attract new firms
to the region and help existing firms develop. As one employee put it: “In the area of
administrative tasks, I would say, they have a share of 40 to 50% of total” [13]. These
administrative activities originate either from internal inefficiencies due to a lack of
process digitalization or from complex interactions with external parties such as the
shareholders (local district authority) or funding organizations on state or federal level.

Theme 2: Front Runner Among the Public Organizations in the Region. Although the
high share of administrative routines could be reduced through additional internal dig-
italization, GROW can be seen as a frontrunner in digitalization when compared to the
main shareholder, i.e., the district authority. This becomes especially visible as for some
processes the district authority acts as a service provider. “Everything that has to do with
the district authority is, in fact, more likely to have paper-based interface.” [11] In con-
trast to this, GROW has started to digitalize their internal processes to a greater extent.
Exemplarily, the organization switched to a modern full-fledged Office 365 environment
and is currently migrating to a cloud-based CRM solution.

Theme 3: Low Internal Technical Digitalization Capabilities. Two observations high-
light that GROW has very limited internal digitalization capabilities. Firstly, GROW has
nointernal IT department but depends on external providers. These IT providers are either
part of the district authority, e.g., for telephone services, or are sourced on the external
market, e.g., for the CRM system. This reliance on different external providers hinders
further digitalization. Exemplarily, “because the [telephone] switchboard is currently
still in the district authority, there is no call register in our CRM system” [13].

Theme 4: Digitalization Skills or Capabilities are No Recruiting Criteria. In addition,
GROW does not include digitalization skills in their recruitment criteria. Both interviews
and analyzed job advertisements show that specific IT or digitalization knowledge is not
required from potential applicants.
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Theme 5: Mindset of Passenger and not of Driver. Employees see themselves as pure
users of digital technologies. There is no impetus for self-driven digitalization. Exem-
plarily, one employee sees himself as “one of those who use digital solutions with
pleasure, when they are offered. But I do not start, conceptualize or develop something
myself or make any innovations in that field” [12]. There is a strong understanding that
someone should digitalize GROW, as long as these digital solutions are easy to use.

Theme 6: Innovation is Driven Bottom-up as well as Top-Down. Building on the fifth
theme, we could also observe that innovation is mainly driven by the top management.
There are rare instances when ideas also are generated by employees, but only in specific
domains. Digital innovations “which affect the entire GROW workforce are ultimately
initiated by the management. So the individual ideas may come from different people,
but the actual impulse comes from the management” [14].

Theme 7: Low Individual IT Development Skills. As already mentioned, the individual
IT development skills are fairly low. Most interviewees see themselves as interested
users, but have no, or nearly no capability in terms of development (I1, 12 and 14). I3
has some basic IT background, but is no real programmer. Guided, less code-heavy
development is possible for him, “but in general, when it comes to programming skills,
I would say that I am still scratching the surface” [14].

Our preliminary results indicate that the dynamic digitalization capabilities of GROW
are on intermediate levels. While with regards to sensing of new opportunities, some
abilities exist, the contrary is true for the seizing and transforming abilities. Here, GROW
heavily relies on external parties. In line with our conceptualization, the preliminary
results also suggest that the individual mindset and capabilities of the employees with
regards to digitalization is, at least in parts, on a level that can be improved. The mindset
of employees regarding digital change at GROW is not active.

Based on these findings we aspire to reach a deeper understanding of the development
of organizational capabilities through the underlying microfoundations of individual
skills and mindsets. The next step in our research process is the intervention phase. This
includes the active analysis of selected processes and the corresponding development of
digital automation solution. During the intervention, qualitative data on the development
of mindsets and skills will be collected continuously. The third data collection phase is
scheduled after the implementation of the solutions. The used interview guideline will
be adapted to cover planned future developments within the organizations IT and pro-
cess landscape. The collected data will be aggregated and analyzed regarding changes
in mindset and capabilities on both the individual and the organizational level. More-
over, we will regularly revisit GROW to understand the development of organizational
capabilities.

Both intermediate and final results will be limited to a certain extent. Firstly, there
is the risk of residual researcher’s bias. We hope to overcome this bias to a large extent
through a delineation between researchers actively involved in the intervention phase and
researchers focusing on data analysis. Secondly, as the results are and will be generated
from a single organization, generalizability needs to be further discussed.
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1 Track Description

Information and communication technologies permeate all areas of our society. Objects
become “smart” by adding information technology to them. Increasingly large and
diverse data sets are available to document, analyze and predict events. Newer methods
of artificial intelligence make it possible to transfer tasks previously reserved for
humans to machines and information systems, but also create completely new tasks.

Such changes can have many implications. Customers and employees can change
their behaviour. Organisations are rethinking their market position, adapting their
structures and establishing new roles, such as that of a Chief Digital Officer. In par-
ticular, companies have to critically review their business models or develop new lines
of business in parallel in order to be able to compete. On the one hand, a successful
digital transformation can, among other things, lead to more economic growth; on the
other hand, it is important to counteract or avoid unintended risks.

This conference track provides a framework for the presentation, discussion and
development of innovative ideas on digital transformation from the perspective of
individuals, (working) groups, organizations, networks, industries and society as a
whole. As such, this track supports a broad spectrum of epistemological positions and
research methods for the development of novel theories and IT artifacts.

2 Research Articles

2.1 What is Meant by Digital Transformation Success? Investigating
the Notion in IS Literature (Philipp Barthel)

This systematic literature review investigates the current notions of digital transfor-
mation success, outlines new avenues for information systems research, and informs
practitioners on how to assess digital transformation success.
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2.2 Exploring Strategic Orientations in the Age of Digital
Transformation: A Longitudinal Analysis of Digital Business Model
Patterns (Hannes Kurtz, Andre Hanelt, Lutz Maria Kolbe)

This study the evolution of digital business models of 40 companies from 2007 until
2017. The article finds that four strategic orientations predominate, but that there are
contextual dependencies in their application.

2.3 Untangling the Open Data Paradox: How Organizations Benefit
from Revealing Data (Tobias Enders, Carina Benz, Gerhard Satzger)

This paper presents a set of expert interviews to elicit potential benefits that may
originate from engaging in open data in the private sector. Thus, the paper showcases a
novel path to extract value from data and to monetize it.

2.4 How Challenging is the Development of Digital Services
in an Automotive Environment? An Empirical Study
of the Incongruences between Business and IT Experts (Mirheta
Omerovic Smajlovic, Nihal Islam, Peter Buxmann)

This case study analyzes the development of a digital service in an automotive envi-
ronment with a focus on the collaboration of business and IT experts.

2.5 Digital Leadership — Mountain or Molehill? A Literature Review
(Julia Katharina Ebert, Paul Drews)

This article develops a new definition of digital leadership based on a structured
literature review. Thus, the article provides conceptual clarity of the term digital
leadership and presents an inductively developed nomological network.

2.6 The IT Artifact in People Analytics: Reviewing Tools to Understand
a Nascent Field (Joschka Andreas Hiillmann, Simone Krebber,
Patrick Troglauer)

This paper investigates people analytics and the role of information technology by
conducting a literature search. This research enhances the understanding of the implicit
assumptions underlying people analytics and elucidates the role of IT.
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Abstract. Companies across all industries currently strive to successfully mas-
ter their digital transformation. While information systems research to date has
strongly emphasized identification of how companies achieve digital transforma-
tion success, the literature is still strikingly vague regarding the notion of digital
transformation success itself and approaches to measure it. Therefore, we have
conducted a systematic literature review to investigate how information systems
studies discuss the concept of digital transformation success and which approaches
to success measurement they propose and apply. Based on our analysis, we identify
four clusters that represent different understandings of digital transformation suc-
cess and 20 success dimensions that concretize success measurement. This study
clarifies the notions of digital transformation success currently in use and outlines
new avenues for information systems research. Further, the results inform practi-
tioners regarding different options and approaches to assess digital transformation
success.

Keywords: Digital transformation - Success - Literature review

1 Introduction

In recent years, digital transformation (DT) has emerged as one of the central topics
in both research and practice [1]. In the course of the DT process, organizations can
fundamentally redefine their established value propositions and value creation logics [2].
Consequently, organizations across nearly all industries have to rethink their processes,
products, services, and business models [3]. To accomplish this task, changes to different
organizational properties are often necessary [1, 4, 5]. Unsurprisingly, there is a rich
body of literature on factors that have to be fulfilled in order to reach successful DT in an
organization [6-8]. However, extant literature is often vague in referring to the concept
of DT success itself. This could be because DT is an on-going, open-ended process,
with high complexity, multidimensionality, and an extensive scope [5, 6]. Nevertheless,
while “if you can’t measure it, you can’t manage it” might be an overstretched adage,
prior research stresses how important identifying and evaluating the value contribution
of DT efforts is in order to prioritize relevant issues and steer the DT process [9, 10].
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Determining and clarifying information systems (IS) success has a longstanding
research history (e.g., [11, 12]). More recently, research has addressed the matter of
DT success from different perspectives and with different foci. Several studies have
identified and analyzed DT success factors (e.g., [7, 8, 13]). This literature primarily
addresses the factors that bring about DT success, not necessarily the factors that are
part of success itself. Another type of study discusses potential DT outcomes, such as
financial improvement or increased market share (e.g., [14, 15]), but either focuses on
a specific area of DT, or only marginally addresses DT outcomes. In all, the underlying
understanding of DT success is rarely touched on in extant research. There are a few
exceptions, which discuss DT success more thoroughly and in-depth (e.g., [6, 10, 16]).
However, none of these papers claims to cover the current discourse in its entirety, and
each investigates a different paradigm of DT success. Due to the topic’s complexity,
we require a comprehensive and systematic overview of what is meant by the term
DT success. Therefore, we aim to capture the different notions of DT success in the
present academic debate, including approaches to measure such success. IS research
and practice can strongly benefit from a clearer and more comprehensively structured
picture of how DT success is conceptualized, discussed, and measured. The research
question we address is: How is DT success conceptualized in IS literature?

To answer this research question, we conducted a systematic literature review. We
have derived different success dimensions from the identified literature and clustered
them according to the underlying notions of DT success. Based on this analysis, we
formulated an agenda for further research that can serve as a starting point for future
research in this field. This study contributes to the literature by providing a structured
and systematic overview of the different notions of DT success and gives insight on
related approaches to success measurement. Especially, we want to create a basis for
discussing DT success, adding to precision and transparency in the debate. Also, we lay
a foundation for researchers that aim to investigate DT success evaluation as applied in
practice, or that operationalize DT success measurement themselves. Additionally, this
study can support practitioners in clarifying their expectations regarding the benefits DT
holds for organizations and in selecting suitable measurement approaches.

2 Underlying Research Foundations

In the following section, we give a brief overview of the research on IS success and then
elaborate on the underlying concept of DT, which guides our literature analysis.

IS Success. Research on IS success is an established and comprehensive strand within
IS research, covering a range of different concepts, such as IS (business) value (e.g., [12,
17]) and IS impact (e.g., [18]). Demonstrating the value of information technology (IT)
is an essential component of IS research that confirms its legitimacy [12, 17]. However,
this research strand is not based on a uniform understanding of the various concepts, and
there is no broad clarity on what IS success is and how it should be measured [12, 16].
Disagreement mainly arises regarding the assessment of “hard” vs. “soft” criteria and
“macro” vs. “micro” level measurements [19]. There is, however, general consensus that
IS success is a multidimensional and interdependent phenomenon that becomes manifest
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on different levels (e.g., market, firm, individual) [11, 18]. Many scholars find captur-
ing IT’s latent and intangible value and causally linking it to a given outcome such as
firm performance [12, 17], as main challenges. This becomes even more difficult when
value is created not only within an organization, but also across company boundaries,
on an interorganizational level [20, 21]. The complexity related to determining IS’ over-
all success sometimes results in the arbitrary selection of single items, neglecting the
multidimensionality and interdependence of success categories [11]. These issues have
often led to IS evaluation being inefficient, ineffective, or entirely ignored [19]. Thus,
decisions on investment in IS are often based on opaque and incomprehensible grounds,
which result in poor selection and management of investments [22]. Overall, research
on IS success seeks to resolve these issues, improving measurement of IS success for
both academic and practical purposes, thus enabling better understanding and decision
making.

IS success research offers an important theoretical foundation for analyzing different
notions of DT success. While IS success primarily deals with IT applications’ and
systems’ value, often focused on process improvement [12, 20], DT success goes beyond
implementing technology, involving elements of business innovation and transformation.
Therefore, the latter requires dedicated consideration.

Digital Transformation. DT can be defined as “a process that aims to improve an entity
by triggering significant changes to its properties through combinations of information,
computing, communication, and connectivity technologies” [5, p. 118]. This process
goes beyond the digitization of resources and can involve the transformation of processes,
products, services, and business models [3]. There is an ongoing discussion on whether
and how DT and digital innovation are connected. The line of argumentation we follow
in this paper is that DT should be considered as an innovation process based on digital
innovations [4, 7,23]. These digital innovations are achieved by combining an innovative
digital business concept and an innovative digital (technological) solution [3]. Digital
innovations can drastically change an organization’s value proposition and thus its entire
identity [24]. In this regard, DT differs from other forms of IT-enabled organizational
transformation that rather reinforce an organization’s established value propositions and
identity [2].

The potential outcomes and benefits of digital innovation processes, and therefore
also DT can be manifold and become manifest on various organizational levels [24, 25].
Accordingly, organizations can pursue different objectives with altered foci regarding
their DT activities [26, 27]. However, measuring and evaluating whether these objectives
have been achieved turns out to be challenging, e.g., due to the transformation activities’
objectives being vaguely stated, unpredictable, or open-ended [4, 28]. This can lead to
situations in which organizations have no clear overview of their DT activities’ value
contribution and thus are struggling to prioritize high value activities and terminate low
value activities [29]. While companies can apply practices like digital value assurance
to improve oversight [9], there is still high demand for approaches that will clarify
and measure the success of DT activities [10]. Otherwise, the risk is that DT activities
will experience a legitimacy crisis [23, 30]. To lay a basis for these advancements, we
believe a systematic literature review targeting current notions of DT success will provide
a valuable starting point.
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3 Research Method

To answer the research question, we conducted a systematic literature review. Litera-
ture reviews aim to critically examine and synthesize the current state of knowledge on
a specific topic, to identify potential knowledge gaps and biases in the literature and
to provide a basis for future research [31]. To ensure systematicity and transparency
of the literature review, we followed the guidelines Paré et al. [32] proposed. These
include documenting the research process in a comprehensive review protocol. To build
the literature sample, we followed a two-phased search process [33]. In the first phase,
we conducted a keyword search in the titles, abstracts, and keywords of the eight jour-
nals comprising the AIS Senior Scholars’ Basket. In doing so, we aimed to capture
high quality research in the IS field. In order to also find contemporary research, we
included the proceedings of the major IS conferences ICIS, ECIS, WI, PACIS, HICSS,
and AMCIS. The search terms consisted of combinations of two elements. First, to find
papers addressing digital transformation success, the search terms “digital transfor-
mation”/“digital innovation” /“digitali(slz)ation” were selected. As argued, we included
digital innovation because it is considered to be a core element of DT (e.g., [3, 4, 23]).
Further, we included the term digitalization because it is regularly applied to describe
processes that fit the definition of DT applied here (e.g., [10, 34, 35]). We excluded
any papers in which the phenomenon addressed did not fit the applied DT definition
[5]. Second, to find papers addressing digital transformation success, we applied the
terms “success”/“impact”/“performance”/“outcome”/“result”/“benefit”/“value”. These
keywords were selected in accordance with practices followed in prior research [10, 16].
The keyword search yielded 399 results, which we screened to remove all papers that
discussed DT success only marginally, as well as all editor’s comments, book reviews
and research-in-progress papers. Finally, 76 papers remained to be considered for further
analysis.

In the second phase, we conducted a forward and backward search following Web-
ster and Watson [33]. With this search, we extended the sample by 45 papers from IS
outlets. The resulting 121 papers were then further assessed regarding their relevance
for answering the research question at hand. We excluded papers that do not allow con-
clusions to be drawn about their underlying understanding of DT success, that do not
name any success dimensions, or do not offer any indication of possibilities for suc-
cess measurement. This resulted in the final literature sample of 39 papers (see Table
1). The final sample included no study published prior to 2014, and more than half of
the studies (24) were published after 2017. To analyze the literature, we followed an
inductive logic in an iterative process, deriving and coding the success dimensions the
papers alluded to. From some papers we derived only a single success dimension, while
others contained several dimensions. Success dimensions we found in the papers con-
structed out of multiple distinct sub-dimensions were disaggregated. For instance, we
would disaggregate “mature people & culture” [36] to its elements “structure”, “lead-
ership”, and “competencies”. We derived a total of 115 dimensions across all papers.
Next, during three iteration cycles, we aggregated identical or highly similar and related
dimensions. For instance, “leadership”, “mindset”, and “culture” were aggregated to
the dimension “culture & leadership”. This procedure resulted in a final set of 20 dis-
tinct success dimensions. These success dimensions were then clustered according to
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their underlying notion of DT success, resulting in four clusters. To test the consistency,
plausibility, and differentiation of the success dimensions and clusters, we conducted a
validation process in two workshops with two researchers, who had not been involved
in the coding process, after which we made a few minor alterations.

Table 1. Literature sample

Journals (No. of papers in final sample, TOTAL: 15)

European Journal of Information Systems (2), Journal of Strategic Information Systems (2),
MIS Quarterly (2), MIS Quarterly Executive (3), Other Journals (6)

Conferences (No. of papers in final sample, TOTAL: 24)
AMCIS (3), ECIS (5), HICSS (3), ICIS (7), PACIS (2), WI (3), Other Conferences (/)

4 Results

In the following section we present the resulting DT success dimensions and group them
into four clusters. The different clusters reflect different underlying notions (or philoso-
phies) of what DT success is. Importantly, these clusters are not mutually exclusive, nor
without overlap. Also, the identified dimensions within the clusters are not independent
of each other, nor are they collectively exhaustive.

Cluster I - Overall Company Value and Performance. Cluster I comprises all the
success dimensions that directly relate to the entire company’s success (see Table 2).
The underlying premise here is that DT activities need to contribute directly to such
overall success. The first dimension in this cluster, the company value, can already be
considered as the most comprehensive success dimension. Potentially, all activities in
the company have an effect on this dimension. If it were possible to show that a DT
activity has a positive effect on company value, there would probably be no need to
assess further success dimensions. However, the actual value of a company is difficult
to determine, which is why the identified papers used stock market figures [37, 38]. Effi-
ciency & profitability is similarly measured primarily by means of stock market figures
and accounting figures, such as earnings per share (e.g., [39]), return on assets (ROA)
(e.g., [38]), or abnormal stock returns (e.g., [40]). The next dimension, sales volume &
customer base, primarily reflects growth, based on sales revenue (e.g., [41, 42]) and
the customer base (e.g., [43, 44]). However, there are also non-financial dimensions in
cluster I. Company reputation & customer satisfaction reflects the public perception of
the company and its standing among customers, e.g., by measuring brand key perfor-
mance indicators (KPIs) [45, 46] or customer satisfaction scores [47]. Workplace quality
assesses employees’ satisfaction (e.g., [16, 47]) and the resulting turnover rates (e.g.,
[42]).

In general, success dimensions in cluster I measure the fulfillment of overarching
company goals on a macro level. However, it is not always possible to identify how a spe-
cific activity contributes to these encompassing macro objectives. This makes the direct
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use of many of these success dimensions for the operational evaluation of DT activities
particularly challenging. Further, some of the dimensions rely heavily on stock market
figures, which can only be determined for publicly listed companies. In this cluster, most
dimensions can be financially calculated and therefore also measured quantitatively;
however, there are also qualitative, non-financial and intangible dimensions included.
Cluster I contains dimensions that are used as standalone measures (e.g., [37, 40]).

Table 2. Overview cluster I - overall company value and performance

Success dimension Exemplary measurement Sources
approaches

Company value Market cap; market-to-book ratio | [37, 38]

Efficiency & profitability Earnings per share; operating [38—40, 47-50]
margin; ROA

Sales volume & customer base Total turnover; market share [26, 41-44, 48, 49]

growth; growth of customer base

Company reputation & customer | Online brand KPIs; brand index [42, 45-47]
satisfaction score; customer satisfaction score

Workplace quality Employee turnover and satisfaction | [16, 42, 47]

Cluster II - Digital Business Performance. The second cluster follows the premise
that successful DT primarily involves creating and exploiting digital business areas, i.e.,
the profitable marketing of digital products, services, and business models (see Table
3). More abstractly, this is referred to as generating revenue through the deployment
of digital technologies [30]. However, sales of physical products via digital channels is
also included here [46]. This is reflected very directly in the dimension revenue from
digital business, which assesses the growth of digital business. Also, the profitability of
digital business is occasionally used as a success criterion. Another dimension in this
cluster, reflecting a slightly different notion of DT success, is the relative importance
of digital business. Here, scholars consider success to be reflected in digital business
growth relative to other business areas, i.e., within the company the digital business
share increases. The underlying premise here is that the digital business should become
an important pillar of the overall business, possibly even replacing the prevalent core
business. Not surprisingly, we also found reference to this success dimension in two
papers in the media industry context. They explicitly mentioned that digital business
will at least partially replace the traditional business [26, 51].

Cluster II can be closely related to cluster I, since successful digital business has an
impact on the overall performance of the company and thus on its value [26, 46]. How-
ever, this does not always have to be the case, e.g., if digital business fields cannibalize
companies’ traditional fields it is conceivable that the effects overall will be neutral
or negative. This is particularly evident with the relative importance of digital busi-
ness, which could also be increased, if the core business shrinks, while digital business
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revenue remains the same. Accordingly, we distinguish clusters I and II, since cluster I
measures whether the entire company is performing better through DT, while cluster IT is
exclusively oriented toward a company’s digital business. Overall, the dimensions in this
cluster are quantitative, financial, and tangible, thus relatively precise and continuously
measurable.

Table 3. Overview cluster II - digital business performance

Success dimension Exemplary measurement approaches Sources

Revenue from digital business | Revenue from digital products and [30, 46, 52-55]
services; sales from online channels

Relative importance of digital Share of new digital business revenue [26, 51, 52]
business relative to total revenue; share of
revenue from all online sources

Profitability of digital business | Digital products’ and services’ [46, 55]
profitability; online sales profitability

Cluster III - Degree of Realized External Transformation. One condition for gener-
ating revenue with digital business is the availability of corresponding digital market
offerings. In cluster III, DT success is defined as the realized transformation of mar-
ket offerings (products and services), customer interaction (channels and touchpoints),
partner networks, and overall business models (see Table 4). In contrast to cluster II,
the focus here is more on evaluating the progress of the transformation and innovation
process itself, not the economic output resulting from the process. Most dimensions in
the cluster directly reflect how far an organization’s value creation has been transformed,
which is argued to be a central specific of DT [2, 34]. A significant number of dimensions
in this cluster is derived from maturity models that aim to assess an organizations DT
progress along multiple dimensions (e.g., [35, 36, 56]). The two most dominant dimen-
sions in this cluster are digital business model innovation and new digital products &
service innovation. These dimensions are considered as core aspects of transforming the
value creation and they reflect a firm’s ability to create new digital market offerings.
For example, scholars assess whether the company has digital business models (e.g.,
[34, 39]) and if so, how advanced they are (e.g., [28, 36]), or they determine how many
digital products and services (e.g., [51, 57]), digital patents (e.g., [38]), or product inno-
vation projects (e.g., [52]) there are. These two dimensions prompt the distinction of a
third dimension: digitalization of existing products & services, which indicates how far
the existing offering is transformed, i.e., it reflects a different aspect of DT (e.g., [29]).
However, further dimensions included in cluster III are not directly connected to digital
products and services. The externally oriented DT’s success can also be determined by
assessing the digitalization of customer interaction, e.g., by the number of digital cus-
tomer channels (e.g., [57]), the maturity of digital customer experience (e.g., [36, 56]),
or the partner network area, e.g., by evaluating the cooperative value creation maturity

(e.g., [6]).
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To summarize, the dimensions in this cluster primarily assess the extent of exter-
nally oriented DT activities, but not their economic results. The measures we found
can be both, qualitative and quantitative, as well as both tangible and intangible, but
they are specifically non-financial. Consequently, taking purely quantitative measure-
ment approaches to capture data (e.g., calculating numbers of products and patents,
etc.) appears to be relatively easy. However, to increase their meaningfulness, quanti-
tative measures often are combined with qualifying dimensions (e.g., the quality and
responsiveness of development).

Table 4. Overview cluster III - degree of realized external transformation

Success dimension | Exemplary Sources
measurement

approaches

Digital business
model innovation

Number of realized
digital business model
innovations

[2, 13, 28, 34, 36, 39, 58-61]

New digital products
& service innovation

Number of digital
products and services;
number of innovation
projects; quality,
continuity and
responsiveness of
digital products
development

[27, 29, 35, 36, 38, 41, 48, 51, 52, 55-57, 59]

Digitalization of
existing products &
services

Existence and number
of digitally enriched
core products

[26, 29, 35]

Digitalization of
customer interaction

Number and degree of
digital customer
channels utilized;
maturity of digital
customer touchpoints

(36, 52, 56, 57]

Partner network

Maturity of partner
network, hybrid value
creation

[6, 56]

Cluster IV - Degree of Realized Internal Transformation. All three previously dis-
cussed clusters are based on the fact that the organization itself is also changing, although
these clusters’ dimensions do not directly evaluate the progress of this internal transfor-
mation (see Table 5). Thus, cluster IV focuses on realized DT of the organization’s struc-
tures, processes, and employees. The underlying premise is that successfully realized DT
leads to a transformed internal organization. Similar to cluster III, many of the dimen-
sions clustered here are derived from maturity models (e.g., [35, 36, 56]). Also similar to
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cluster II1, literature contributing to this cluster follows multi-dimensional approaches
to assess DT success, i.e., researchers measure success along multiple dimensions. The
dimension strategy expresses the extent to which a digital strategy, vision, and agenda
are present, mature, and continuously being developed (e.g., [35, 56]). It also indicates
the extent to which the employees and management understand and accept this strategy
(e.g., [52]). The dimension structure, collaboration, & governance reflects a range of
changes to the organizational structure that are often seen as relevant successful DT
outcomes, such as organizational agility (e.g., [56]) or self-organized teams (e.g., [36]).
The dimension processes assesses the extent to which process innovations have been
realized (e.g., [28, 41]) and to which they contribute to quality improvements (e.g., [47]).
This is one of the few dimensions in the cluster that is directly quantifiable, e.g., mea-
suring the cost reduction brought on by process improvements (e.g., [53, 55]). Next, the
company’s IT transformation is regularly assessed to determine the DT progress. This
dimension considers the extent to which the IT infrastructure matures and develops fur-
ther on a technological level (e.g., [6, 56]), but also the extent to which the IT department
assumes its role as a DT driver (e.g., [36]). The next two dimensions primarily deal with
the aspect of people in DT. Culture & leadership assesses the presence and maturity of
organizational features such as innovative culture, mindset, and leadership style, while
competencies & knowledge targets the maturity of digital skill, competence, and knowl-
edge management. Lastly, partner management corresponds to the dimension partner
network in cluster III, but focuses more on the maturity of the internal procedures to
facilitate cooperating with partners.

Overall, many of the dimensions found in this cluster can and also are considered
DT enablers or success factors. However, as they are also used to measure the success of
DT activities and the progress of the DT process (e.g., [16, 47, 52]), we have included
them here. The dimensions in this cluster reflect the most profound aspects of organiza-
tional transformation. Regarding measurability, most of the dimensions in this cluster are
obviously qualitative, non-financial, and intangible, which largely impedes their direct,
objective measurement. Maturity models try to remedy this situation by providing con-
crete criteria, which can be used to estimate the progress in a dimension (e.g., [35, 36,
56]). However, these models often require a specific understanding or DT focus [62].

Table 5. Overview cluster IV - Degree of realized internal transformation

Success dimension Exemplary measurement | Sources
approaches
Strategy Maturity, acceptance, and | [28, 35, 52, 56]

transparency of digital
vision, agenda, and
strategy

(continued)
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Table 5. (continued)

Success dimension Exemplary measurement | Sources
approaches

Structure, collaboration & | Maturity of organizational | [6, 28, 35, 36, 56, 58]
governance structure, agility, digital
team set-up, teamwork,
management support

Processes Maturity of processes, [27, 28, 35, 36, 41, 47, 55, 56, 59, 63]
process effectiveness,
process efficiency, number
of process innovations

1T Maturity of IT [6, 16, 35, 36, 56],
infrastructure; reliability,
availability, and
performance of IT

Culture & leadership Maturity of innovation [6, 35, 36, 52, 56],
culture, digital affinity,
digital mindset, leadership

Competencies & Maturity of digital skills, | [6, 35, 36, 47, 56],
knowledge competencies, knowledge

management
Partner management Maturity of procedures for | [6, 56]

cooperating with partners

5 Implications for Research on DT Success

Looking at the clusters in relation to one another, there is a systemization along two axes
(see Fig. 1). First, a distinction along two main paradigms becomes visible: achievement
of company’s core objectives and progress of company’s DT process. The former defines
DT success in terms of its effect on the overall firm success, i.e., success is determined
by DT activities’ direct contribution to the ultimate company objectives (e.g., [37, 38]).
This paradigm is mainly reflected in clusters I and II, where an outcome-centric, macro-
level perspective prevails. The latter defines DT success in terms of progressing the
DT process, i.e., success is determined by the extent DT activities contribute to the
company’s desired state of becoming more digitally transformed (e.g., [29, 36]). This
paradigm is mainly reflected in clusters III and IV, where a process-centric, micro-level
perspective prevails. Second, a distinction can be made along the orientation of the
clusters: internally (transformation of the organization) and externally (transformation
of the market offering). Cluster IIl and I'V can be classified quite clearly as externally (III)
and internally (IV) oriented. Cluster I covers the entire company with its overarching
objectives and thus spans both the internal and external perspectives. Cluster II has
proven to be primarily externally oriented, since all dimensions relate to the digital
business offerings’ market success. We find that some articles can be located exclusively
in one cluster and thus take a clear position on the notion of DT success (e.g., [37, 40,
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43]). Other articles include success dimensions of several different clusters and thus
emphasize the multi-faceted nature of DT success (e.g., [35, 36, 52]). Further, some
researchers clearly aim to quantify DT outcomes (e.g., [38, 41]), while others strive
to refine purely qualitative assessments (e.g., [36, 56]). Based on this comparison and
the overall literature analysis, we consider three fields to be particularly important for
research in the area of DT success.

Cluster I - Overall company value and performance

Achievement of 3
Q
company’s core g Wl Cluster II - Digital business
objectives e [l performance
a
— |
o
it |
P ”
! ogresf of §1 Cluster IV - Degree of realized ! Cluster III - Degree of realized
company ‘s DT ] . o | .
5] internal transformation external transformation
process - |
|

Orientation of DT success

Internal External

Fig. 1. Overview of DT success clusters

Concretization of DT Success. We have recognized different paradigms and orienta-
tions of DT success, therefore it is important for researchers to be aware of where they
are located and on what premises they are built. Of the 121 papers that were short-
listed, i.e., those dealing with DT success generally, we included only 39 in the final
analysis because they were, at least to a reasonable degree, specific about the notion of
DT success. Given the large variety of possible DT outcomes, the premises underlying
DT success can be highly dependent on the vision an organization or industry pursues
regarding DT (e.g., relative importance of digital business for the media industry). Thus,
different organizations in different contexts measure different dimensions to capture DT
success. It is therefore understandable that literature often remains unspecific regarding
the DT success notion. Nevertheless, this lack of specificity also risks that the DT suc-
cess concept remains elusive. This can then lead to the impression that DT success is
fundamentally indeterminable and therefore cannot be measured. However, this is not
a satisfactory circumstance in IS research and does not meet the requirements existing
in reality [9, 10]. Thus, future research should further assist in making DT success con-
crete and be clear when referring to DT success. For instance, research on DT success
factors should include the underlying premise of DT success. In addition, research could
examine the latent expectations organizations have of DT to make the implicit notions
of success more tangible.

Investigating DT Success Notions in Real-World Contexts. Across all clusters,
there are only a few evaluation approaches that are actually applied in an organizational
context. The papers we analyzed primarily report on DT success dimensions either still
in a conceptual state or ones only used for scientific studies. Several of the measures we
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came across are not necessarily applicable in practice, as, for example, they require a
company to be publicly listed (e.g., [37, 38]). We rarely found any approaches actually
utilized in practice to operationally measure DT activities’ success that can also sup-
port actual managerial decision making. The exceptions were mostly either focused on
one specific DT area (e.g., [46]) or on a very top-down, strategic level (e.g., [26, 30]).
Ryan et al. present a holistic approach, covering multiple dimensions as they were mea-
sured in the real-world context; however, the approach is also very specific to a health
management setting [47]. Seeher et al. identify a range of metrics that are applied in
practice; however, not linked to one specific case, as they were based on a Delphi study
[52]. Besides what these articles report, there currently appears to be a knowledge gap
on how companies in practice measure their DT activities’ success. Thus, we highly
recommend future research to find relevant cases, to identify and investigate DT success
measurement approaches in their real-world context.

Development of Holistic but Concise Success Measurement Approaches. The dif-
ferent paradigms and orientations all reflect relevant DT outcomes and also show how
DT success can be measured. There are however reasons to assume that companies
are still struggling to find appropriate approaches for measuring their DT success [9].
Accordingly, future research could take up this challenge and contribute to developing
new measurement approaches. The dimensions and clusters identified in this study could
provide a basis for this. Since the dimensions are often interdependent, it could also be
useful to consider them in combination. We propose aligning the dimensions in a way
that combines strengths and mitigates weaknesses. For example, an attempt could be
made to link the dimensions of clusters III and IV directly to clusters I and II in order to
identify how implementation DT activities affects the overall objectives. It is also impor-
tant to clarify the question of where to measure. We have found different approaches
here, e.g., those at the level of the chief digital officer (e.g., [52]), in individual projects
or project portfolios (e.g., [55]), in the digital business division (e.g., [54]), or at the level
of the overall organization (e.g., [37]). We argue that it is important to be able to evaluate
the overall success of the organizational DT. However, for the operational management
of DT, it is also important to evaluate individual activities regarding their contribution
to the overall DT success [9].

6 Conclusion, Limitations and Outlook

This study investigated the notion of DT success and related success measurement
approaches in current IS literature. Therefore, we conducted a systematic literature search
that yielded 39 papers. Analyzing these papers, we derived 20 individual success dimen-
sions and assigned them to four clusters. The identified dimensions were analyzed within
and between the clusters in order to learn how DT success is conceptualized in IS litera-
ture and to find out which measurement approaches are applied in practice and research.
Finally, to support further attempts to improve our understanding of DT success, we
have presented three recommendations for future research in this area.

With these results, we enrich the existing IS success literature by providing a first
comprehensive overview of DT success, thus extending this established IS research
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strand from a primarily technology-centric perspective, to the more holistic perspective
of digital innovation and transformation. We show that many topics already dealt with
in the IS success literature (e.g., “hard” vs. “soft” criteria, “macro” vs. “micro” level
measuring) are also relevant for DT success. However, with a few exceptions (e.g., [10,
16]), DT success measures have, to date, hardly been critically discussed. Further, we
contribute to DT literature by discussing and systematizing various concurrent notions
of DT success. By uncovering different DT success perspectives and paradigms, we
hope to foster understanding of what DT success entails and to link the assumptions of
what constitutes such success to specific success dimensions. Further, we demonstrate,
how DT success can be measured on different levels, be it in the overall organization
(macro) or regarding single transformation activities (micro). By discussing different
approaches, we hope to support future research that will clarify the notion of DT success,
identify and investigate applied measurement approaches in their real-world context, or
even contribute to developing new measurement approaches. Overall, our study aims
to reduce the elusiveness of DT success, as we consider this an important factor in
maintaining and increasing the legitimacy of research in the DT field.

This study intends to motivate practitioners to deal extensively with the matter of
DT success and consequently to assess their own DT activities. For this, they receive
indications on which success dimensions and specific measurement approaches can be
suitable for which type of DT objective. This study is subject to a set of limitations. The
results depend partly on the underlying understanding of DT. Researchers with different
assumptions might come up with different results. We therefore strived to make our
assumptions and premises, as well as our overall review process, transparent. Further,
this study’s results do not provide a complete framework of all the success dimensions
relevant in reality; they only reflect what we found in the analyzed literature. It is likely
that there are other relevant dimensions. Thus, we want to encourage researchers to take
up on these suggestions regarding areas of possible improvement, to further clarify the
DT success concept and to investigate and advance measurement approaches applied in
practice.
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Abstract. In the course of digitalization, fundamental mechanisms according to
which companies operate are changing. Companies are forced to develop new,
digital capabilities, which in turn, alter a company’s set of competitive moves
and thus its business strategy. While much effort is undertaken to examine digital
business strategy through several theoretical lenses, there has never been empiri-
cal research on archetypical strategic orientations regarding companies’ adoption
mechanisms to environmental changes in a digital context. This study fills named
research gap by investigating if the established framework of Miles and Snow
(1978) is still applicable in the digital age. In doing so, it examines the evolution
of digital business models of 40 companies from 2007 until 2017. We found that
all four orientations predominate, but that there are contextual dependencies in
their application or change.

Keywords: Digital business strategy - Strategic orientations - Digital business
model - Cluster analysis

1 Introduction

In the era of proliferating digitalization across societies, digital technologies are funda-
mentally reshaping traditional business [1]. A reason for this is, that they enable firms
to develop and allocate different sets of capabilities and thus alter the company’s set of
possible competitive moves [2, 3]. This led to firms in almost every industry conduct a
vast amount of initiatives to exploit new digital technologies in order to gain advantage
over their competitors [4, 5]. With this ongoing digital transformation, therefore, conven-
tional wisdom about scale, scope, design, and execution of business strategy is changing.
This leads to a new concept named digital business strategy, defined as”organizational
strategy