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Preface

Business Information Systems Engineering is a vital scientific discipline, which has
objects of investigation that can hardly be more timely: the design, use, and
management of information systems (IS). The discipline’s wide range of topics is
impressive, which is also documented through the contributions submitted to the
16th International Conference on Business Information Systems Engineering
(WI21). Innovation through IS has been the guiding theme for the conference,
representing both the present and the future. The coronavirus pandemic has made it
clear to individuals, companies, and society as a whole that the digitalization trend
will not lose its power for a long time to come. Areas of society long known for
their slowness to adopt digital technologies, such as health, education, and gov-
ernment services, are opening up to the use of modern digital IS. The massive
expansion of online shopping and the increased acceptance of digital customer
touchpoints will stay even when the pandemic has ended. Moreover, virtual
teamwork and working from home concepts are now implemented in many com-
panies that were reluctant to embrace these trends before the pandemic started.
Altogether, the past year has enabled a new level of digitalization and is driving
companies to take further steps to digitalize products, services, and business
models.

Digitalization is changing our world faster than ever, and Business Information
Systems Engineering as a discipline has the potential to play a major role in
understanding and shaping this development. Not only does Business Information
Systems Engineering combine technical and economic knowledge in its origins, but
also its intrinsic interdisciplinary nature gives it a great position to continue and
extend collaboration with other disciplines, such as business economics, infor-
matics, communication science, and psychology. In recent years, it has become
clear that addressing complex organizational and societal problems requires theo-
retical and methodological approaches used in different disciplines. Making visible
how rich, wide-ranging, and practically relevant the outcomes of our discipline are
is a major goal besides contributing to the academic discourse of our community.
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Business Information Systems Engineering as an established discipline gains its
profile from three constituent aspects. First, Business Information Systems
Engineering research presupposes an information technology artifact. This tech-
nical artifact is at least fundamentally understood (and not merely represented as a
black box). This implies an understanding of the design process as well as the
context of use. Second, the use of the technical artifact takes place in a system that
has social elements. The integration of socio-organizational aspects is necessary
because the appropriation and use of the artifact by people influences its mode of
action. Third, resource constraints can be observed in all actions in organizations.
Economic considerations are required if an organization’s goal is to be achieved in
the best possible way. This implies the need for economical design, use, and
management of information technology (IT) artifacts as well as the question of
added value that arises from their use. For example, Business Information Systems
Engineering is not just about the issue of developing software according to user
requirements but also about the successful use of software in organizations, which
is reflected in economic dimensions.

It is a mark of great success that our discipline actively addresses a wide range of
urgent research fields by submitting so many research articles to WI21. In these
proceedings, we have structured the accepted papers in the areas of domain,
technology, and management and a general area on innovative, emerging, and
interdisciplinary topics and methods, theories, and ethics in Business Information
Systems Engineering. The high number of papers submitted has made it necessary
to publish several volumes. We have used the conference structure to divide the
conference proceedings into three volumes. The first volume contains the
domain-related tracks, supplemented by the two general tracks. In the second
volume, the tracks on technology are summarized, and the third volume contains
the management tracks. A total of 267 full papers and 80 short papers were sub-
mitted for the conference, of which 93 were accepted as full papers and 28 as short
papers, resulting in an acceptance rate of 35% for the full papers and for the short
papers. All the accepted papers passed a double-blind peer-review process.

The details of the short papers can be found in the table of contents and the brief
introductions to the tracks; they are not detailed in this preface. The student track’s
interesting and diverse contributions, a clear indicator of the discipline’s attrac-
tiveness for students, have also been included in the conference proceedings.

In the following, we briefly summarize the articles submitted for the different
domains. In doing so, we aim to highlight the wide range and diverse nature of the
contributions that characterize our academic community.

Volume I: Domain

Domain represents that part of the discourse that is of scientific interest, which has
become highly differentiated due to problem specificity in research. This structure
largely follows the divisions in management consultancies, standard software
manufacturers, the software product-related organization of IT in companies or, in
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the area of research, also the call for applications-oriented research programs by the
Federal Ministry of Economics in Germany. The domains contain their own
“language games” with deviating application architectures and economical problem
definitions. The five tracks on creating value through digital innovation in health-
care, retail, digital services and smart product service systems, and smart city and
e-Government examine a broad spectrum of current technology use in specific
domains.

At the time of the conference, hardly any area is more present from the point of
view of the digitization discussion than Digital innovation in healthcare. This is
also documented by the contributions accepted in this track. The role of patients in
the value creation of digital innovations often depends on the patients. One paper
focuses on their attitudes toward apps for chronic disease management and another
discusses in an empirical study how satisfied elderly people are with telemedical
remote diagnostic applications. In the third paper, the evidence about patient
engagement tools and their integration in patient pathways is analyzed. The
transformation path from research to clinical practice for data-driven services is the
subject of the last paper in this section, which analyzes how a third party can take
part in less digitalized domains like health care.

The Retail domain is subject to two requirements as a result of digitalization: the
improvement of internal and network-like value creation processes and the
implementation of omnichannel customer requirements, including diverse customer
touchpoints. The customer interface capabilities are essential for companies,
especially after the pandemic experiences of the past year. The three selected
contributions are dedicated to this topic. In the first contribution, the impact of the
coronavirus pandemic on local retailers and local retailer shopping platforms was
investigated with interviews. The role of personality traits and gender roles in
choosing a consumer channel was investigated in a laboratory experiment with the
result of significant differences in channel evaluation. The third paper discusses
digitalization of luxury retail by assessing customers’ quality perception of a digital
sales desk for jewelry stores.

In a sense, a symbiosis of old material and new informational worlds is explored
in the track Digital services and smart product service systems: A maturity model
for manufacturers with five areas (strategy, culture, structure, practice, and IT) is
used to show the stages from a pure product to a product service system provider,
existing methods for the design of a digital service in operational practice are
evaluated, a conceptual framework for tools for the development of digital services
is designed, and requirements for augmented reality solutions for safety-critical
services are formulated.

The Digitalization and society—even in times of corona track discusses societal
challenges and the role and usage of information technologies. An empirical paper
on an online survey conducted in March 2020 examines if willingness to release
private data increases if fear of the crisis exists. The role of trust in government also
has an impact on voluntary data provision, as shown in the paper. The perceived
stress of knowledge workers working at home in COVID-19 times is investigated in
another empirical study. The third paper reviews online platforms for cultural
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participation and education and develops a taxonomy. The differences in the
challenges of digital transformations between industrial and non-profit organiza-
tions in the areas of business processes, business models, and customer experience
are investigated using a grounded theory approach. The fourth paper discusses the
success factors of pandemic dashboards and the development of dashboards for the
specific requirements of COVID-19 data. The last paper in this section discusses the
impact of digitizing social networks on refugee decision making in Germany.

The Smart city and government track contains both conceptual and empirical
contributions. An empirical paper on competence requirements for the digitalization
of public administration analyzes job advertisements, while a literature review on
requirements for blockchain-based e-government services represents the status
of the scientific debate on e-government blockchain approaches. The future of cities
in the South Westphalia region in Germany is the subject of a scenario-based paper
that examines how we can prepare cities against uncertain future circumstances.
The potential uses of smart city data in smart city projects are explored through a
taxonomy of such projects that provides guidance for real-world projects. The focus
on sustainable urban logistic operations is directed in a contribution that offers a
design-oriented strategic decision support approach. In the last contribution of the
track, an explicable artificial intelligence approach is demonstrated as a support for
public administration processes.

The two general tracks on innovative, emerging, and interdisciplinary topics and
methods, theories, and ethics in Business Information Systems Engineering and the
students’ track conclude the first volume.

The track Innovative, emerging, and interdisciplinary topics includes five papers
that address the influence of organizational culture on idea platform implementa-
tion, a taxonomy for data strategy tools and methodologies in the economy, the
design of an adaptive empathy learning tool, an empirical study of secondary school
students’ openness to study Business Information Systems Engineering, and the
altered role of 3D models in the product development process for physical and
virtual consumer goods.

The track Methods, theories, and ethics in Business Information Systems
Engineering includes three full papers on ethical design of conversational agents, a
framework for structuring literature search strategies in information systems, and
the design of goal-oriented artifacts from morphological taxonomies.

The Student track, which has been part of WI conferences since 2016, comprises
16 selected full papers and another 13 contributions accepted for the poster session.
These contributions are listed in the table of contents. The program chairs consider
the strong involvement of students as a distinguishing feature of Business
Information Systems Engineering. For this reason, the student challenge became
part of the WI2021 in Essen to bring students and companies together and to
emphasize the application orientation as a further strength of Business Information
Systems Engineering.
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Volume II: Technology

The second volume is dedicated to the core of change in organizations, information
technology. The five tracks of the second volume are data science and business
analytics, design, management, and impact of AI-based systems, human–computer
interaction, information security, privacy, and blockchain, and social media and
digital work, which represent the wide range of technologies investigated in
Business Information Systems Engineering.

The first track in the technology section is dedicated to the perspectives of Data
science and business analytics. Hardly any area is associated with as much
expectation in operational practice as the possibilities for using as much data as
possible. A wide variety of contributions were selected that report on managing bias
in machine learning projects and the design of hybrid recommender systems for
next purchase prediction based on optimal combination weights, present a holistic
framework for AI systems in industrial applications, use natural language pro-
cessing to analyze scientific content and knowledge sharing in digital platform
ecosystems demonstrated for the SAP developer community, and realize informa-
tion extraction from invoices based on a graph neural network approach for datasets
with high layout variety.

The second technology track, Design, management, and impact of AI-based
systems, also covered a wide range of topics. The first paper presents a
socio-technical analysis of predictive maintenance. The evaluation of the black box
problem for AI-based recommendations is empirically investigated on the basis of
interviews in the second paper, and the role of influencing factors and the chal-
lenges of chatbots at digital workplaces is the subject of the third contribution.
Another empirical work examines the relationships of AI characteristics, project
management challenges, and organizational change. The challenges for conversa-
tional agent usage through user-specific determinants and the potential for future
research are the subject of the fourth paper in this track. A design science per-
spective is used for an augmented reality object labeling application for crowd-
sourcing communities and also to construct an artificial neural network-based
approach to predict traffic volume. A hybrid approach is used at a German bank by
combining leveraging text classification with co-training with bidirectional lan-
guage models. The eighth and final paper in this track contributes to explaining
suspicion by designing an XAI-based user-focused anti-phishing measure.

One research direction that has been established in Computer Science longer
than in Business Information Systems Engineering is Human–computer interaction.
Four contributions were accepted, which deal with the influence of the human-like
design of conversational agents on donation behavior, state-of-the-art research on
persuasive design for smart personal assistants, a conversational agent for adaptive
argumentation feedback, and insights from an experiment with conversational
agents on the relation of anthropomorphic design and dialog support.

The five papers accepted in the Information security, privacy, and blockchain
track consider data protection challenges and their solutions with regard to
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blockchain technologies from the perspective of German companies and organi-
zations, a survey of private German users about the relationship between IT privacy
and security behavior, cyber security challenges for software developer awareness
training in industrial environments, the hidden value of using design patterns to
whitebox technology development in legal assessments, and an analysis of the user
motivations driving peer-to-peer personal data exchange.

The last technology track focuses on Social media and digital work. In the first
accepted contribution, the design principles for digital upskilling in organizations
are analyzed. A comparative study on content and analyst opinion, crowd- or
institutionally oriented, is the subject of the second contribution. The third paper is
dedicated to a no-code platform for tie prediction analysis in social media networks.
The track on social media and digital work is rounded off with problems and
solutions in digital work, exploring measures for team identification in virtual
teams.

Volume III: Management

The third volume of the conference covers Management aspects and has the largest
number of tracks. The volume includes tracks on data management and data
ecosystems, digital education and capabilities, digital transformation and business
models, digital innovations and entrepreneurship, enterprise modeling and infor-
mation systems development, the future of digital markets and platforms, IT
strategy, management, and transformation and, finally, management of digital
processes and architecture.

Data management and data ecosystems form the starting point for value creation
processes, which are expressed, among other things, in data-as-a-service consid-
erations. In the first paper of this track, the authors design a data provenance system
supporting e-science workflows. A taxonomy for assessing and selecting data
sources is designed in the second paper, which also discusses aspects of the efforts
for data integration in a big data context. Another literature-based paper develops
four types of hybrid sensing systems as a combination of high-quality and mobile
crowd sensing systems.

The Digital education and capabilities track includes four papers. In the first
paper, a literature review about digital credentials in higher education institutions is
presented. The interplay between digital workplace and organizational culture is
investigated using a multi-case study in the second paper. The current performance
of digital study assistants and future research fields are subject to state-of-the-art
investigations in the last paper of this track.

The track Digital transformation and business models has been particularly
topical and not only since the coronavirus pandemic. The first article takes a
long-term look at which strategic orientations are identifiable, and digital business
model patterns are investigated. In the second article, digital leadership is analyzed
through a literature review. The path from the producer to the holistic solutions
provider is an empirically oriented investigation of digital service development in
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an automotive environment, while the fourth contribution focuses on the success of
digital transformation and asks, using the notion in IS literature, what is meant by
digital transformation success. The last article in this track explores IT artifacts in
people analytics and reviews tools to understand this emerging topic.

Digital innovation and entrepreneurship, the fourth management track, com-
prises four papers, which deal with the impact of business models on early stage
financing, structuring the different capabilities in the field of digital innovation,
structuring the digital innovation culture using a systematic literature review, and
the question of how to recombine layers of digital technology to create digital
innovation.

The track Enterprise modeling and information systems development as a tra-
ditional research field of our community includes three papers this year. The first is
devoted to language-independent modeling of subprocesses for adaptive case
management. Challenges of reference modeling are investigated in the second
contribution by comparing conventional and multi-level language architectures.
The last contribution is dedicated to how dimensions of supply chains are repre-
sented in digital twins by presenting a state-of-the-art survey.

With eight contributions, the Future of digital markets and platforms track
indicates the enormous interest that our community is showing in this topic. This
track also presents systematizing literature work in the form of literature reviews,
taxonomies, and empirical work. The first paper undertakes a literature-based
review of 23 digital platform concepts, leading to eight research focus areas. The
second paper develops a taxonomy of industrial Internet of Things (IIoT) platforms
with architectural features and archetypes. The third paper explains that existing
reviews matter for future reviewing efforts. The reviewing effort, measured by the
willingness to write an evaluation and how long the textual explanations are, is
negatively correlated to the number of existing reviews. In an experiment with 339
participants, it was investigated how different evaluations are between anonymous
crowds and student crowds in terms of their information processing, attention, and
selection performance. The role of complementors in platform ecosystems is the
subject of a literature-based review. In another paper, an empirical examination
from social media analytics about IIoT platforms describes currently discussed
topics regarding IIoT platforms. The principles for designing IIoT platforms are
presented, analyzing an emerging platform and its ecosystem of stakeholders with a
focus on their requirements. The track is rounded off with a contribution on how
data-driven competitive advantages can be achieved in digital markets, which
provides an overview of data value and facilitating factors.

Strategic IT management, which forms the core of the Information technology
strategy, management, and transformation track, is also one of the traditional
pillars of Business Information Systems Engineering at the interface with business
administration. The first contribution considers the problem of how the design of IS
for the future of leadership should be structured. The role of open source software
in respect to how to govern open-source contributions is a case study-oriented
research contribution of the second paper. The third paper analyzes feedback
exchange in an organization and discusses the question of whether more feedback is
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always better. The impacts of obsolescence in IT work and the causes, conse-
quences, and counter-measures of obsolescence are the subject of the fourth paper
in this track. Chief digital officers, a significant role in the organization in times of
digitalization, are reviewed, and a suggestion for a research agenda is presented in
the fifth contribution. An empirical investigation of the relationship between digital
business strategy and firm performance is presented in paper six, and the role of IT
outside the IT department is discussed in paper seven of the track. The last paper
analyzes the requirements for performance measurement systems in digital inno-
vation units.

The final track,Management of digital processes and architectures, concerns the
connection of digital processes and architectures. Consequently, the first contri-
bution to the track asks the empirically motivated question: How does enterprise
architecture support the design and realization of data-driven business models?
Event-driven process controls, which are important in business reality, are related to
the Internet of Things (IoT) in the second contribution. This combination of the
technical possibilities of IoT systems with the event-driven approach defines the
purpose and attractiveness of IoT architectures and scenarios. Based on a literature
review, an outlook on a future research agenda is given, and the final contribution in
this track is dedicated to the status quo of process mining in the industrial sector and
thus addresses the use of an important method of Business Information Systems
Engineering in industry as a domain.

Due to the restrictions of the coronavirus pandemic, the International Conference
on Wirtschaftsinformatik 2021 will be held as a purely virtual event for the first
time. This is clearly a drawback, because meeting colleagues and getting into
face-to-face discussions is one of the highest benefits of this conference. Also, we
are sadly missing the chance to present the University of Duisburg-Essen and the
vibrant Ruhr area to our community. However, the conference’s virtual design has
huge potential for the whole community to use and reflect on digital communication
and collaboration and to invent new concepts of interaction for the future.

The Conference Chairs would like to thank our sponsors who made the WI2021
possible and gave valuable input for innovative ways of virtual interaction and
collaboration. Furthermore, we want to thank the Rectorate of the University of
Duisburg-Essen for supporting the event. Moreover, we want to thank all those
researchers who contributed to WI2021 as authors, those colleagues who organized
conference tracks and workshops, and those who supported the track chairs as
associate editors, session chairs, and reviewers. We are aware that all these services
for the community are time-consuming and mean substantial efforts to make such a
conference a successful event. We are especially grateful for the support of the
scientific staff involved. In particular, we would like to thank Jennifer Fromm,
Dr. Erik Heimann, Lennart Hofeditz, Anika Nissen, Erik Karger, and Anna
Y. Khodijah.
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In these special times, we would like to close the preface with the words of
Friedrich Schiller (in German):

Einstweilen bis den Bau der Welt
Philosophie zusammenhält
Erhält sich das Getriebe
Durch Hunger und durch Liebe

Frederik AhlemannApril 2021
Reinhard Schütte
Stefan Stieglitz

Conference Chairs WI 2021
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1 Track Description

COVID-19 has significantly impacted on societies and healthcare sectors worldwide.
New needs in terms of research, diagnostics, treatments, and care emerged in rapid pace
and brought with them substantial implications for value creation [1]. While significant
change in how value was being created and captured in health care was already
underway before the pandemic [2, 3], it accelerated this dynamic and brought to the
fore the timeliness of rethinking the relationship between digital innovation and value
creation in health care. On the one hand, the availability of increasing amounts of data
is often associated with positive outcomes as data can inform genomics, medical
imagery, and enable patients to self-manage their own health [4–8]. On the other,
studies are also beginning to point out that some of these innovations can have
detrimental impacts on how patients may organize their lives [9], that certain digital
innovations may be in conflict with values that medical professionals advocate [10] and
that digital innovations can generally lead to unexpected changes in health care
organizations [11, 12]. As digital technologies are used in health care with wider scale
and scope, this calls for a nuanced inquiry into the relationship between digital inno-
vation and value creation in health care and to attend to how digital innovation changes
what, why, and for whom value is being created.

The abovementioned area of interest stands somewhat in contrast to the trajectory
along which research on health care IT has developed within the information systems
(IS) discipline. While IS researchers have studied topics related to health care IT for
many years [13], their primary interest was in understanding and managing the
numerous challenges involved with making HIT work in organizations [12, 14–17].
This work has provided important and nuanced insights into how health care IT can be
organized so that independent professionals comply and use it faithfully. Yet the
technological and organizational developments referred to above indicate that it
becomes important to widen the focus of research to include a range of new and recent



phenomena such as the spread of data that becomes available for managing health in
both research and practice, the shift towards patient self-management and with it the
question of how to engage patients in value creation in health care. Our track was
devoted to capture state of the art research in these areas of interest.

2 Research Articles

We received 18 submissions in total out of which we selected 14 for the peer review
process and included seven in the conference program. Our AEs played a key role in
this selection process. We would like to express our sincere gratitude to all of them! We
discuss the articles that we included in the conference proceedings in three steps.

2.1 Entrepreneurship and the Exploitation of Data for Creating Value
Through Digital Innovation in Health Care

The availability of data is central for effectively leveraging digital innovation in
whatever setting [18]. Yet in health care, data is particularly crucial because its effective
use is likely to influence patients’ wellbeing. The paper “Third-Party Venture Legit-
imizing Research Data Application in Healthcare Practice” by Penninger and Lindman
addresses how entrepreneurial ventures can work towards the translation of data-driven
services from research to clinical practice. This is a cutting-edge topic.

2.2 The Role of Patients for Creating Value Through Digital Innovation
in Health Care

Digital innovations enable patients to become active contributors to their own health [7,
8]. While this is particularly important for including elderly people or managing
chronic conditions [9], changing the role of patients not only creates opportunities but
also obstacles for care. In their paper “Patients’ Attitudes toward Apps for Management
of a Chronic Disease”, Alpar and Driebe find, for example, that education of patients
regarding the potency of apps is critical. Elderly people are at the center of Pflügner and
colleagues’ paper “When are Elderly People Satisfied with Telemedical Remote
Diagnosis Applications?”. Finally, Burkard and colleagues’ paper “Managing My
Bladder Dictates My Daily Routines” taps into self-management of health in patients’
private lives; a key area of digital health.

2.3 Integrating Patients and Organizations When Value Through Digital
Innovation in Health Care

The final set of papers integrate the more recent focus on patients with established
knowledge of health care IS in organizations. Hickman and colleagues’ “Let’s get
engaged” looks at patient pathways in care networks. Care networks can be seen as
promising organizational forms to address complex chronic conditions, in turn,
designing effective pathways is critical to integrate patients into care processes on the
organizational level. Scheplitz’s paper “Pfade schaffen das!” dives deeply into design
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of pathways. Finally, the importance of hygiene has been accelerated by the COVID-19
pandemic and is at the center of the paper “A Feedback Information System for
Improving Hand Hygiene on a Personal and Organizational Level” by Stingl and
colleagues who address hygiene on personal and organizational levels.
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Abstract. Especially in the area of genomics, global research institutions con-
stantly provide new insights. Yet today we lack insight on how the use of research
data in clinical practice is facilitated. Our study researches an entrepreneurial ven-
ture as complementing actor in the international health context who bridges data
use from research to science. In this paper, we present a three-step framework how
the venture legitimizes data-driven services to facilitate research data use in clinical
practice. Our findings illustrate that the venturemanaged to adjust to clinical needs
by using three mechanisms: 1) assessing and aggregating, 2) allowing for ambi-
guity and 3) assuring clinical assistance. This study adds to the understanding of
new ventures’ services legitimation scaling across traditionally national healthcare
with local systems. Moreover, our framework is of interest to entrepreneurs and
investors, who seek entrepreneurial opportunities and information about ventures
that have been able to navigate this field.

Keywords: Healthcare · Venture · Genome data services

1 Introduction

Genome data and genetic medicine have promising global advancements such as person-
alizedmedicine, new diagnostic methods and new disease treatment that are of relevance
to humankind [1–3]. Genetics is a field that benefits greatly from the digitalization of
research data. Borders between research and application are blurring in genetics, because
the ongoing research efforts have direct relevance in healthcare practice [4]. It is thus
becoming increasingly relevant to integrate highly international and research-centered
efforts into local (national) medical practice [5]. This is not an easy task, as scientific
research and healthcare institutions currently work separately from each other, pur-
sue different goals and use different information systems [6]. Information systems (IS)
researchers have pointed out these challenge and the need to include the field of genetics
to advance IS research [7–9].

How to use the ubiquity of (research) data? That is a relevant question, it has
only played a minor role in health IS research which has often discussed national
projects in context of national healthcare. We follow an earlier research call to explore
how research flows into clinical applications [5] and show the novel possibilities that

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
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entrepreneurial ventures can take in healthcare [10], serving new and complex needs of
various stakeholder groups.

We are especially interested in new venture-provided services in biological, specif-
ically human genome data [11, 12]. Our study researches a data-intensive, young firm
(entrepreneurial venture) as a complementing actor in international health services
[9, 13]. Our research question is: How can a third-party venture legitimize new data
services to facilitate research data use in healthcare? In our empirical case study, we
explore a venture that supports sharing and generating insights between international
researchers and healthcare practitioners. We explain how the venture establishes new
services for a heterogeneous range of stakeholders.

2 Background

2.1 From Traditionally Local to International Context of Healthcare

In today’s IS health literature, the “durability and central role of existing practices, con-
ventions, tools and systems” [14] is often central to studying the challenges along the
lifecycle of building, adapting and evolving local health systems and information infras-
tructure in national healthcare [15–18].Healthcare research seldomrefers to international
projects that establish or adapt healthcare related services with digital technology. The
focus on a siloed setup in local healthcare settings ties traditional healthcare research
to addressing challenges with a rather localized view [15, 19–21]. But comparably new
and recent fields for medical treatment rely on cross-institutional and cross-national
collaboration and data exchange [22, 23].

Data-related problems impact healthcare sector globally: Western countries as well
as developing countries experience difficulties in ensuring that data are standardized
[24] are safely shared [21, 25], available [26] and lead to legitimate services [20, 27].
For analysis in clinical diagnosis, the representation of health-related problems in data
is paramount: In data-heavy fields like genomics, access to these data and the need for
sharing initiatives are the desired path to advance clinical practice [2, 4, 28, 29]. Little
standardization exists, and large datasets grow incessantly [30–32]. The shift of attention
from local healthcare concerns to global communities is appropriate as data digitization
is transforming healthcare [24, 33, 34] as it removes limitations of physical access while
also “dissolv[ing] product and industry boundaries” [35].

2.2 The Role of Data in Clinical and Research Context

Today, healthcare and research institutions areworkingwith different stakeholder groups.
Healthcare institutions involve distinct stakeholders—patients, insurance companies and
medical practitioners—relying on the existing prevalent clinical problems and proven
diagnostic guidelines [15, 17, 18]. In contrast, research institutes take up risks to find
methods, diseases and cures that are unknown to date and explore large sets of new data
in collaborative and country-spanning programs [6, 36]. Indeed, researchers have often
distinguished between clinical institutions (healthcare, as in hospital or care institutions)
[14, 18, 19] and research institutions [37–39]. This separation conveys the impression
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that they are not connected, yet as mentioned in the previous chapter, data is the blood
that runs both in the veins of research and healthcare institutions [30, 40, 41]. Thus,
we do not believe that the division of discovery and application to different kinds of
organizations is the best way to approach this issue [21]. Surprisingly, data as a resource
is only infrequently discussed in health IS literature on research and clinical institutions.
Scientific institutions could not directly care for the data (re)use in healthcare [6], and
while international patients exchange forums (Patients Like Me) are rather common by
now [42], we know little about the involvement of clinicians and researchers in such
areas. We think the assumptions behind this rather limited view of health-related matters
should be challenged [5]. Data are the basis for both of these activities (research and
clinical) and should be focused on [29, 33, 37, 43].

2.3 The Role of Third Parties in Serving New Healthcare Needs

As digitization and data sharing across countries facilitate the collaboration of multiple
organizations, third parties can also take a role in previously less digitized fields such as
healthcare [11, 44, 45]. A third-party firm as incumbent might act as an intermediary, as
the involvement of third-party firms has several interesting benefits to healthcare:

First, with digital services, the venture is likely to aim for growth of its user base
[46, 47] and establish a proposition to fit more than one organization. If successful, the
complexity of adapting to the broad range of healthcare stakeholders could be avoided,
and healthcare would be freed from the burden of deeply local IS transformation projects
[13, 17, 21]. Meanwhile, it could have a greater effect—that is, reach more communities
in healthcare overall. Second, ventures seek to establish new services and innovative
solutions [48] and might compensate for limitations that existing healthcare institutions
would have been hindered from overcoming once principles for their local IS systems
are defined [14]. Third, while digital technology ventures have an interest in quickly
appropriating value from their work and achieve growth [46, 49, 50], they also seek
legitimacy from existing structures [51, 52]: experimenting and probing with the right
standards of digitized data and technology in a strictly regulated field, can be applied
with existing procedures that are key to healthcare organizations, too [52–54]. Within
the realms of entrepreneurial ventures in other sectors, we find different strategies used
to navigate in such new markets [54], but in healthcare, we know little about how such
industry-spanning ventures bring different requirements together.

2.4 The Context of Genomic Health

In healthcare, all diseases are somehowmirrored in genetic components, and knowledge
regarding genetic pathology is constantly growing [3]. Technological progress has low-
ered the cost of genome sequencing over time, and an increasing number of healthcare
practitioners now use genetic data for diagnostics [44, 55].

Research institutions have access to large scalable infrastructure for use in basic
research because sharing, collaborative problem solving and open experimentation are
crucial for scientists when tackling complex questions [37]. The existing IS systems
in research are tuned toward processing large amounts of data to find new patterns.
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Data governance and quality in the related science repositories are not necessarily suit-
able for healthcare organizations [7]. Healthcare institutions need data from research
to verify their findings [56, 57]. They may risk ignoring new knowledge or over- or
underestimating the impact of their findings by finding other, similar cases [58, 59]. A
genetic diagnosis that has not been validated primarily affects patients who run the risk
of receiving an inaccurate diagnosis, living with uncured pain, or succumbing to death.
Reference systems could be provided eventually, but would be general in purpose; estab-
lishing thosewill take years to come [23]. The activity of firms that prepare data and offer
their exclusive services for commercial fees [7, 29] is not beneficial for countries that
have little means to afford such access. However, the interest in simultaneous research
and diagnostic use has increase the interest in entrepreneurial ventures in health [9, 13].

3 Case Description

Our case investigates an entrepreneurial venture in Switzerland that leverages openly
available scientific data to support the intersection of research and healthcare practice.
Established in 2013, the company provides services to over 200′000 users across the
globe, namelyAsia, North and SouthAmerica andEurope. The case company vision is to
create a genome data service for various interest groups with most essential information
on genetic variants and their documentation, annotation, connection and classification.
Users can access all services online via a web-based search application that leverages
data pre-processed primarily from research sources, including more than 50 internation-
ally acknowledged data repositories. These include RefSeq, ClinVar (National Center
for Biological Information), gnomAD with more than 120 single investigators and con-
tributing projects, and numerous additional data sources. The venture runs its service
across 33 billion data points.

4 Methodology

Our goal is to provide explanations [60] that allow a better understanding of research data
use in healthcare, second, for the role of entrepreneurial ventures in gaining legitimacy to
establish the respective services to facilitate the data use. Thus, an in-depth understanding
of the phenomenon requires us to considermultiple sources andmeans of data collection,
as well as a long preparation phase in which we understand the context of the science,
healthcare and genome data infrastructure. We present an unusual and revelatory case
in health IS that is best understood using an embedded case study [61]. The uniqueness
of our case shows in distinctive attributes, compared to other small ventures. First, there
is the market success of this venture. It has enjoyed a two-digit growth rate in the last
five years and has reached by now over 200′000 users. These users come from over 120
countries and underline that the venture’s services address global needs. In this study,
we expect to observe the factors that resulted in the venture’s legitimacy, as the. We
understand that the opposing needs and settings of science’s and healthcare’s data use
are complex to address. In contrast to other entrepreneurial ventures that operate either
for healthcare or science, our case company refers to both worlds and bridges a gap
that is hardly visible in previous papers. This has been confirmed once we had talked



Third-Party Venture Legitimizing Research Data Application in Healthcare Practice 11

to users, who refer to this venture’s services as their main reference points. Finally, the
venture has a pioneering status due to its comprehensiveness for over 50 data sources
from different data sources and ease of use.

Having gathered extensive background knowledge from the industry, we observed
the firm as a first unit of analysis for 2 years and included the users as a second unit of
analysis. Hence, we exclude with relative certainty the possibility that “the issues that
motivate our study are (sometimes) stated as imaginary pseudo-problems” [62].

4.1 Data Collection

The interview data were collected during semi-structured interviews, which were held
in English. The questionnaire for the first round of interviews focused on the role of
the employees (all in the leadership team), their motivation, and the description of the
product and its function, users, as well as their relationship to research institutions and
clinical institutions. Reviewmeetingswere held to confirm that the information collected
was still valid as stated in the interviews and to ensure that users could be contacted.
From 100 requests to users, 5 users signaled their willingness to participate in interview.
These users were asked about their role, the module and actual use of the product and
what they had used as a solution before they found it. All audio interviews were recorded
and transcribed.

Table 1. Data collection

Level Date Description Durat. Record

Industry 02/2017–03/2020 Seminars on human genome
diagnosis; shadowing laboratory
staff in Germany

50 d (400 h) Notes

09/2018–08/2020 Workshops, attending product
demos, roundtable with IS
researchers in health in three
countries

30 h Rec.

Firm 10/2018–12/2019 Interview with CEO, 10/18 70 m Rec.

Interview with CTO, 02/19 30 m Rec.

Interview with PM, 02/19 45 m Rec.

Update with CEO, 04/19 30 m Notes

Update with Product manager,
12/19

20 m Notes

Users 01–03/2020 Interviews with current users
(MDs, researchers) of the firm’s
services in Mexico, France,
Turkey, Spain and Iran

5 × 30 m Rec.
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4.2 Data Analysis

The analysis of allmaterialwas performedwithMaxQDA.Applying inductive principles
of Gioia [63], we created a rich set of codes, resulting in a pattern and a set of 1st order
themes close to the informants’ expressions. Though iterative literature and data analysis,
higher-level, 2nd order themes were created. Finally, aggregated dimensions helped us
explain how new services were created and legitimized by the ventures. Findings were
also discussed with two non-authoring researchers.

5 Findings

Fig. 1. Findings of venture’s mechanisms

We present our findings referring to the 1st order concepts and proceed with the
explanation of the aggregated dimensions in the next chapter.

5.1 Establishing Common Ground

The firm downloads the data from research repositories and processes all data in their
proprietary physical servers in Switzerland. This data dump is then transformed to fit
one database model with consolidated metadata (handled in what is like a mapping of
different databases). This requires disambiguation, transformation of formats and cleans-
ing of data. The firm stores the data and the associated meaning, including comments
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and relationships, in separated structures for faster retrieval of the required data in con-
text of the command entered by users. Disease prediction mechanisms are applied and
re-calculated daily, based on the insights from single databases.

(a) One of the classic problems whenever you deal with sequences in biology each
database has its own identifier. So, the same gene can be known in at least 20 different
ways. (…) So, we will have tables that combine this information to allow me to go
from ensemble transcript identifier to a the equivalent refseq identifier. That is a data
process that we will set up. (…) That tells me where the gene is located, the start position
the end position the exomes et cetera were found. literally an own table in the MySQL
database. So, what we will add is the table that links the different identifiers that helps
us communicate between the different data sources and databases. (PM).

The service provides a threshold by which it shows disambiguated results for a
disease-causing meaning of the variant, in addition the variant meaning is classified with
an applied standard by American College of Medical Genetics (ACMG) for healthcare.
All services in their Product (Product A) access the two structures but returns depending
on the services. The CEO would not want to interfere with the domain knowledge of
genetics. Instead, they engage with stakeholders of the platforms like ClinVar to ensure
their offering is adjusted to a common understanding of the “industry standard”. Based
on the industry understanding and new tools being created, the users (often medical
doctors, but also researchers at the same time) would see the firm provided updates in
the service to do justice to new best practices in the community. All available data and
analysis tools in the web interface include relationships to classification for healthcare,
clinical meaning and various other attributes. Once the results were returned, there
appeared numerous options for a drill down and exploration, which always returned the
respective associated knowledge from different sources. The new information first went
to the interface for researchers and free users: That interface was free to access, the firm
uses it to test and validate new functions, standards it had imported and data it loaded.

(b,c) It gives the – prediction average of 21 prediction tools. It makes an average.
And I already, I trust its rather than a mutation tester (…) because revel includes an
average prediction. So, I am very pleased to see Product A to include it in recent months
(User from Turkey).

5.2 Encouraging Global Contributions from Researchers and Clinicians

When users access the services, they do not only see the result and a visualization of the
attachedmeaning (variant finding related information for example from a specific ethno-
graphic group, publication on the variant, suggestions for variant-associated diseases,
prediction tools for the variant effects…). The user would also be able to common on the
finding with own contributions. In fact, finding comments of other medical profession-
als or researchers would be useful to verify the retrieved information and also correct
the data where meaning (classification = pp is pathogenic, disease causing) could be
put into context. That is important to know, because users would come from various
backgrounds and the meaning of a variant in, say, leukemia would be different from a
variant that is researched related to kidney cancer. Also, phenomena that span the globe
could be identified and shared, as a user (researcher and medical doctor) from Mexico
explained.
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(e) I have seen that others, other people in other laboratories, many Asian, they have
seen some of our variants that we classified, I guess they are seeing them or they are
recommending them also because that is a linked with their patients and our patients in
these variants of uncertain significance (User from Mexico).

This effect was carefully deployed by the venture due to its supporting effect for both
quality and legitimacy in the community. A researcher who found others’ comments
(mostly also with a short note on the affiliation and background of the individual) would
allow them to seewhich legitimation it had in eyes of other researchers of similar or other
disciplines. Both firm and users explained us that the free services are “tuned” towards a
reinforcement of clinical use – to both encourage contribution and to avoid toomuch free
riding. Once the limitation of 100 free searches is consumed, the firm requests users to
contribute back to the community with a classification of a variant. While the user is not
forced to contribute, the firm leverages the implication (speed decreases) to encourage
the user to contribute.

(f) It actually helps a lot because all the feedback we get from the community helps
us make it better. Especially as I said when there is a lot of room for interpretation of
any data. We launched it here first. We get feedback from a thousand people let’s say.
It’s of course a variant quality and we have to use our judgement to see who is liked and
who is most likely to be more reputable (CEO).

The set-up of the services considers possibilities of discovery, with is relevant where
new insights appear (so called “de novo” findings, with little experience and data to
refer to). The community was required to assess and contribute, either in the sources
that the firm pulls in, or in the actual service interface to converse about the clarification
and generation of new knowledge. For established findings on variants with associated
diseases, the services encouraged refinement and re-use of knowledge which exists in
various existing platforms through their commenting function and daily loads of new
information. A user from France who faced a very rare condition in a patient was able
to contact the respective user who had contributed to the classification of the candidate
gene, who then allowed him to achieve a confirmation of the phenotype and diagnosis.

(g) So today, we’ve been able to identify a new candidate gene, thanks to Product
A, another variant which was disturbing because, the phenotype was quite severe and
did not know if the variant was really pathogenic. And Product A was really useful to
connect to the patient with the same variant (User from France).

In addition, we found that the researcher and medical community included less priv-
ileged participants. Being deprived of other possibilities, the user from Iran regarded the
possibility to collaborate via webservice as a unique opportunity to share his knowledge
and benefit from a wider range of contributors he would otherwise not have access to.

(h) Users can see my classification and it’s easy for them to decide if a variant that
they identified is pathogenic or not. I always try to do this, because I think it’s helpful for
others. But we are underdeveloped country, it is very hard for us to manage or design
a system to help people, people in the country. But you as a developed country it’s easy
for you, you can collaborate all around the world. (User from Iran).
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5.3 Accounting for Distinct Clinical Requirements

Another service that the firm offered was specifically built for clinical use in diagnosis, it
also had to be In Vitro Diagnostics (IVD) certified and was only available for a fee. This
service serves as an extension to diagnostic analysis for doctors who had an entire patient
sequence available. The firm checked for personal data attributes (names, address, etc.)
and would delete such attributes if contained. The genome then could – only with one
click- be annotated (show the different assessments and degrees of pathogenic variants,
the associationswith diseases and reference data fromvarious sources). Then, the venture
had ensured that the user would receive a snapshot which annotations at the time of the
upload and annotation. As the knowledge of the human genome still progresses, the user
needs a justification that he used the knowledge available at the time.

(l) This is an advanced clinical platform. For example, it contains pictures such as
audit trails. In other words, it tracks your uses of the platform in case there’s ever any
legal issue. (..) On Product A here, we keep updating the data. Here we keep updating
the data for new analysis of new patients. If you have analyzed a patient the data is
frozen exactly to the state of the day of the analysis, so that there’s no issue afterwards.
The knowledge that was available on that day allowed us to produce this report. You
can also create a diagnostic report (CEO).

6 Results and Discussion

Our study looks at a venture that uses more than 50 large genetic research sources to
facilitate its use in a medical context. We find that the third party uses three mechanisms
to legitimize their services [64]: 1) assessing and assigning weight, 2) allowing for
ambiguity and assertion, and 3) assuring clinical assistance. These mechanisms are
prerequisites that must be fulfilled for the venture to legitimize these data services. The
venture applies them sequentially (1, 2, 3) and independently in order to successfully
achieve legitimacy. We describe them in more detail.

6.1 Assessing and Assigning Weight

The venture represents itself as a partner to organizations to reduce uncertainty and pro-
vide support in standard-setting. In lack of one standard, they consolidate standards to
apply with hand-selected, curated and processed data sources, which reduces also the
uncertainty for the venture: A combined reference may be a factor enhancing timeli-
ness and disambiguation as more contributions – also contradicting ones- are included
[8, 65]. In overcoming the rigidity of a one-standard-system that would hold data in a
local healthcare infrastructure, the venture as arbitrator separates the data itself from the
context they are used in (literally saving them in different places) and shows data even
when there are contradicting insights that come from various groups (example: from
a rather breast-cancer-focused database from research, applying a data standard that
mostly clinicians use). Data silos are a problem which is well known in clinical context,
the low transparency of the related silos producing data [21, 66] is mitigated with this
third party involvement. Leveraging known standards in their innovation of IS [67, 68]
they can ensure a reference point of “known” trusted settings from clinical settings and
at the same time keep generativity of data high [24].
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6.2 Allowing for Ambiguity and Assertion

The users of the venture’s services also work at the intersection of the institution types
(as researchers and laboratory workers for clinical labs, or as medical doctors who pur-
sue research interests, too). For the venture, research and practice are just as closely
intertwined as genetics [5, 69]: This ambiguity of roles is acknowledged as the data
can be enriched with new interpretations. In a dynamic field as genetics where new
data and classification are added [70] the venture can only prove its legitimation of the
service when it allows references to be established by its users who are discovering
and using the data themselves in various settings [45, 52]. The online exchange on the
venture’s webservice are openly and globally accessible and allow of diverging opin-
ions, uncertainties and connections like a non-medical or non-professional online forum
[15, 33, 71]. That also provides a non-threatening context to clinicians and researchers,
where they are not judged.

6.3 Assuring Clinical Assistance

Finally, the clinical service of the venture seeks to transfer physical medical standards
to digital processes. The In Vitro Diagnostics (IVD) certified procedure, for which also
humans have the responsibility in the end. Attaching evidence of the references used
(data sources, annotated reports and justification documents for data used) it is closest to
the procedure clinicians know [52]. Task-related procedures instead of fully integrated
systems could support also external providers. Activities of such complexity, split into
modules as the venture does, then, would only lead to small transformations that do not
affect existing healthcare information systems [14].

In sum, that brings a totally new perspective to healthcare research, moving away
from additions to the local healthcare practice to cross-border service that can fit into
any healthcare system. Thus, the legitimation of new services can scale across sectors
and countries. Instead of holding one person right away accountable for a comment,
the venture promotes easy access for exchange [72]. The peer validation and feedback
mechanisms remindus of the open sourcemovement. Themeaningof different findings is
discussed and validated in the context of each user. That context can be very different and
diverse, but with global contributions, weighs more [73]. Local healthcare information
systems are much less flexible [8, 14]. There, a change project for installed base systems
is likely to span years and would be unlikely to generate such scale as they work local,
are locally regulated and have a limited set of data, too [14, 21].

7 Conclusion

Within a dynamic and data-rich environment, where research and clinical borders blur,
third parties add to the healthcare landscape by offering new services. In our study, we
observed a venture that addresses both research and healthcare stakeholders, who usu-
ally find themselves working in segregated systems without touchpoints. We find that
the venture brings stakeholders from both sides together via their new services. The case
shows that different mechanisms of legitimation are enabled through digital technology
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through mirroring what has been considered a relevant reference (e.g. framework, cer-
tification) in clinical practice. Moreover, as the three mechanisms work independently
from established national healthcare systems but greatly enhance the work of clinicians,
we see these as modular elements that can scale legitimation of new services. With these
contributions, we call for more research on the role of ventures as intermediaries within
healthcare in a dynamic and complex field such as genetics.

Our findings have clear limitations. In our single case study, we reveal first mecha-
nisms that help us understand how a venture uses technology, both scientific and health-
care communities and established certifications to legitimate its services. More research
on other organizations increases the external credibility of our findings; focusing on a
single case by necessity leads into questions about transferability of findings to other
cases. As our findings may not apply to all ventures, we add three boundary conditions
that describe how to identify “similar” cases. We hope they help guide other researchers
on how to determine the applicability of our findings [74]:

– (1) Use of technology is appropriate and configured by one or more stakeholders
(decide how it should be done)

– (2) Involvement of communities is feasible and allowed (to delegate the legitimation
mechanisms in part to others)

– (3) The necessity of validation and achieve legitimacy is open to a range of legitimacy
values (in our study: either clinical, scientific exploration etc.)

If one of these prerequisites is not met, the degree of legitimation we have shown
in our study needs to be re-assessed. However, we see no reason to not to believe that
the mechanisms identified in this single case study would be dramatically different in
other potential organizations. Thus, we hope to deliver a basis for future work on data
ventures.
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Abstract. We model the intention of patients to use a telehealth app for the
management of a chronic disease. Our model integrates the health belief model
with a model of information technology acceptance to reflect the technology- and
health-related parts of the intention. The intention of non-using patients to use the
app is influenced by their hedonic motivation and social influence. An analysis of
sub-groups reveals deeper insights: Patients without access to the app would use
it based on the expected performance and their self-efficacy. Patients who do not
use the app despite having access to it would use it if influenced by their social
environment and if they perceive their disease to be severe. A third group does not
even know whether they can use the app. The results show that proper education
of patients and people influencing them is necessary even in the case of chronic
diseases.

Keywords: Chronic disease management ·M-Health · Telehealth · Technology
adoption · Patient behavior

1 Introduction

Treatment of chronic diseases has been continuously improved over the last decades,with
an increasing focus on patient self-care [1]. Chronic diseases differ from acute diseases
(that last only a short time) in their impact on patients as well as on the healthcare
system and are the most common cause of death worldwide [2]. M-health is well suited
to support chronic disease patients [3] and it is expected to improve their treatment
adherence [2]. It has also been shown analytically that m-health can be superior to
the office-visit model with respect to patient’s average life expectancy and expected
total lifetime utility [4]. The benefits come mostly from additional opportunities for
intervention by the health care provider. We concentrate on hemophilia, as an exemplary
chronic disease. It is often “neglected” by research on m-health [5] because the number
of patients is comparably low at 400,000 hemophiliacs [6] vs. 400,000,000 diabetics [7]
worldwide. The hemophilia treatment is named replacement therapy because it replaces
the blood clotting factors missing in hemophiliacs. Clotting factors help to close wounds

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
F. Ahlemann et al. (Eds.): WI 2021, LNISO 46, pp. 22–37, 2021.
https://doi.org/10.1007/978-3-030-86790-4_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-86790-4_2&domain=pdf
https://doi.org/10.1007/978-3-030-86790-4_2


Patients’ Attitudes Toward Apps for Management 23

and stop internal bleedings. The required substance for hemophilia treatment, a synthetic
blood clotting factor, is costly and prone to overconsumption, since the precisely needed
dose is difficult to determine, but overdosing has no negative health consequences [8]. In
a study regarding the outpatient expenditures for 34,000 childrenwith chronic diseases in
California, only 145 children from this group had hemophilia but they accounted for 41%
(195$million) of the state spending for this group [9].M-health supported documentation
offers advantages to patients and the health care system, as they provide data about the
success of different therapy approaches and allow for a more precise dosage and thus
less overconsumption. This study uses combined models from health psychology and
information systems to analyze which conditions facilitate the application of m-health
for support of chronic diseases, esp. hemophilia.

2 Background

2.1 Hemophilia

Hemophiliacs are prone to longer bleedings after injuries and possible internal bleedings,
e.g., inside joints or the brain. This may result in disabling arthropathy and, in severe
cases, death [8]. Regular treatment (replacement therapies) produces better results con-
cerning the prevention of arthropathy (compared to on-demand), but patients may not
comply with the therapy and health care providers are hesitant to finance it [8]. This
study researches hemophiliacs in Germany.

Chronic disease management (CDM) apps, here specifically for hemophilia treat-
ment, are an example of m-health support. Since September 2020, hemophiliacs in Ger-
many receive their prescription fromhematologists and their factor supply in pharmacies.
Hematologists are organized in hemophilia treatment centers (HTC), which range from
big comprehensive care centers with approx. 40 patients and with specialized personal
to individual physicians with some hemostaseological experience. They are required by
the German blood transfusion law to report their patients’ factor usage to the German
Hemophilia Registry (DHR). For this purpose, HTCs depend on an accurate documen-
tation by the patients or their legal guardian. Patients also report relevant occurrences
like joint bleedings.

Now,most patients document their factor usage in a paper notebook,which the nurses
in the HTC use to update the patient data on each visit. This paper-based documentation
is prone to several errors. Adherence to documentation and treatment is difficult to verify,
since the only time patients must show their records is when visiting their physician,
which can be just once a year. Patients often make updates just before the visit, which
can result in wrong dates, for example. The notebooks do not provide a standardized
way of recording joint bleedings. Therefore, patients improvise and often do not enter
information that is precise enough.

Alternatively, two apps have been separately developed to facilitate the documenta-
tion via easier input (scan of the factor charge number) and digital data transfer to the
centers. These apps offer additional features and advantages. For example, physicians
can utilize them tomonitor patients’ adherence to regular prophylactic therapy.Disabling
arthropathy as the most common consequence of hemophilia is also easier prevented by
CDM apps, since they allow to precisely record the bleedings: the patient simply taps
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the location of the bleeding on a body drawing, which provides the physician with an
overview of all occurrences. In addition, the data can be immediately forwarded to a
hematologist. The collected data can also help to better monitor the cost effectiveness of
different treatment regimens [10]. HTCs need to have the corresponding infrastructure,
and therefore, support only one of the apps or none at all. Both apps are certified medical
products.

To summarize, hemophilia is different from chronic diseases like diabetes, because
on one hand an exact tracing of the medication taken is needed (in the past blood
transfusions were sometimes contaminated with diseases of the blood donors). On the
other hand, overdosage “only” burdens insurances and society but not patients.

2.2 Research Problem

There is no law in Germany that mandates the use of an app. Even if an HTC supports
an app, it is not allowed to demand its use from a patient or to put a non-user into any
disadvantage compared to patients who use the app. Also, no physician can deny treat-
ment if a patient does not want to use the app. Each patient can decide absolutely freely
whether to use the app. Models of technology acceptance are well-suited to describe this
voluntary use of an app. One of the most advanced and comprehensive of such models
is UTAUT2 (Unified Theory of Acceptance and Use of Technology 2). It is based on
several previous behavior models like the technology acceptance model (TAM), TAM2,
and the theory of reasoned action (TRA) [11]. Its constructs cover IT aspects as well
as some psychological aspects. However, it does not contain health-related constructs
which can be very important in the context of chronic diseases.

Psychology of medicine has developedmodels that take health believes into account,
specifically related to an illness or behavior which can lead to an illness. These models
can be used to measure intentions of people to change their behavior or to measure
the effectiveness of activities that try to make people adhere to medical advice. The
measures need not demand any use of technology by patients. For example, warnings
about consequences of smoking on cigarette packages do not expect any technology use.
For such purposes models like the health belief model (HBM) have been developed [12].
The HBM was originally developed to explain and predict the acceptance of medical
recommendations [13]. It assumes that, health-related actions depend on an individual’s
perception of his own health status and assessment of these actions. This perception
is formed by how threatened individuals feel and how beneficial the possible action
may be. The threat is determined by the perceived seriousness and susceptibility of the
disease, and the decision is further weighted against costs and benefits of the action.
Additionally, the decision is influenced by cues to action, represented by health events
or physician advice [13].

Our research goal is to systematically develop an adoptionmodel for the use of an app
in the context of a chronic disease. The app helps to manage a life-threatening disease.
The resulting model can be applied to gain knowledge in this specific context. Modeling
the use of treatment-supporting apps for (chronic) diseases, requires consideration of IT
and health-related issues [14].
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In some cases, older acceptance models are used despite the existence of newer
models with better conceptual coverage. Leanness of the combined model was often
achieved by simply omitting some constructs. This is problematic because important
concepts may be missing, and explanations of the problem can be biased. TAM and
HBM show conceptual similarity between their constructs (e.g., perceived usefulness)
[15]. We create a combined model systematically by combining constructs which are
conceptually similar but retain the conceptual coverage of HBM and newer acceptance
models. This way, we achieve an adequate conceptual coverage and a relatively lean
model.

3 Model Building

We start with health-related constructs provided by the HBM, then continue with shared
constructs and discuss the technology-related constructs from UTAUT2 at the end.

The HBM-exclusive part of the model contains the health-specific constructs per-
ceived susceptibility and perceived seriousness. They may be viewed as an individual’s
threat appraisal, which is part of several HBMs [12]. It is an essential part of health
behavior, since every coping behavior (e.g., using an m-health app) needs to be induced
by a perceived threat [16]. The versions of HBM are not consistent in the operationaliza-
tion of the links between susceptibility, seriousness, threat, and behavior [17]. Following
previous studies, we measure susceptibility and seriousness as separate dimensions to
achieve a more differentiated prediction [16]. High values of susceptibility and serious-
ness, positively influenced the behavioral intention in other cases [18]. The construct of
perceived threat originates in psychological research about fear, where the influence of
fear on behavior change is described in various contexts, including health [16]. The per-
ceived seriousness is viewed as themost common variable [16] and has consistently been
found to facilitate behavior change [19]. Accordingly, we hypothesize that a hemophiliac
perceiving his illness as more severe will more likely use the digital documentation:

H1: Perceived seriousness has a positive effect on usage intention.
Perceived susceptibility constitutes the second component of fear [16, 20]. E.g., it

is used in the research of preventive breast cancer mammography [20]. The construct
has consistently shown to facilitate behavior change, the more a subject was aware of
and felt susceptible to a disease [12]. It does not make sense to consider the fear of
getting hemophilia, because it is hereditary. In our study, threat is specified as the threat
of disabling arthropathy caused by joint bleeding since this is a common and dangerous
consequence of hemophilia. If a patient perceives himself as more susceptible to suffer
from joint bleeding, he is more likely to switch to m-health documentation in order to
better monitor and prevent the bleedings Therefore, we propose:

H2: Perceived susceptibility has a positive effect on usage intention.
Self-efficacy describes the degree of a person’s ability to perform an intended behav-

ior [21]. It is an effective predictor of behavioral intention and has been later added to
the HBM [12], while it was included in the Protection Motivation Theory (PMT), an
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alternative to HBM, from the beginning [16]. Users confident in their ability to effec-
tively use technology will be more likely to use that technology. This positive influence
has been validated in general models of technology acceptance [22] as well as in studies
focusing on m-health [12]. It has also been found to be the most decisive predictor in
studies researching long-term health behavior, e.g., dietary behavior [23]. Here, self-
efficacy describes a patient’s ability to intuitively use smartphone apps. It is assumed
that a patient, who perceives himself as efficient in the use of apps and smartphones in
general, is more likely to also use the smartphone-based documentation.

H3: Self-efficacy has a positive effect on usage intention.
Next, we discuss constructs that are found both in HBM and UTAUT2. The integra-

tion of these models allows for a reduction of latent constructs where they conceptually
overlap. The similarity of the constructs can be derived from their definition and oper-
ationalization. The HBM constructs are viewed as easy to adapt for specific use [17]
and they have been shown to be valuable predictors using alternative operationalizations
[13].

Performance expectancy is defined as the degree to which an individual believes
that using a system will help him to increase performance [22]. It proved to be a strong
predictor of behavioral intention in studies with a healthcare context [24]. Perceived
benefits in the HBM were defined as the likelihood of an action to be taken depending
on an individual’s perception of the effectiveness of the action [13]. Therefore, both are
perceptions about effectiveness, differentiating only between an action and (IT) system.
In our study, the action is defined as using a system (the app), therefore the constructs
are similar. This notion of benefit has been used by various researchers to predict health
behavior [13, 18]. Here, benefits provided by the app are, for example, improved bleeding
monitoring and facilitated exchange with hematologists. An extensive literature review
in the domain of telehealth treatment of chronic diseases identified perceptions of effec-
tiveness as a possible facilitator to tele-homecare programs [25]. We assume, therefore,
that an increase in the perceived benefits of an app-based documentation will increase a
patient’s intention to use it.

H4: Performance expectancy has a positive effect on usage intention.
Effort expectancy describes the ease of using a technology [11]. Perceived barriers

are defined as potential impeding aspects of a health action [13]. These can be described
as “difficulty of use” which is the opposite of ease of use. However, both descriptions
are guided by the same idea and can be operationalized in the same way. Documentation
apps face two types of barriers: the software must match the technical abilities of users
and their health knowledge. Technical barriers can be slow loading and responses while
a medical barrier may be the use of terms the patient is not familiar with. The apps need
to present easy interactions that give medically and technically clear instructions. We
assume that if the user expects such problems, his intention to use the app will decline.

H5: Effort expectancy has a negative effect on usage intention.
Social Influence (e.g., advice from family, friends, or physicians) has been found to be

another strong predictor of behavior intention [11]. In a recent study on patient adoption
decisions of a diabetes management app, it had the strongest positive influence [26].
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Concerning social influence, it is described as the degree towhich an individual perceives
that important others believe he or she should use a new system [22], while the cues to
action encompass influence exerted by significant others [17]. Thus, the constructs may
be considered to be similar. Social influence is also found in general behavioral theories
like TRA and TPB, where subjective norm is included as perceived social pressure to
perform a certain behavior [27]. Advice is usually a positive, awareness-raising factor
and will, therefore, exert a positive influence [12]. In previous studies, social influence
has sometimes not been an important factor for determining behavior regarding health
technology [28], but those studies mainly applied UTAUT to health care professionals.
As this study focuses on patients, who normally heed their physician’s advice, social
influence is expected to take a more significant role. Another study showed physicians to
be viewed as reliable sources concerning health app suggestions [29]. In sum, this study
assumes advice from physicians and/or friends to increase the intention of patients to use
smartphone documentation, since they want to satisfy their social group’s expectations.

H6: Social influence has a positive effect on usage intention.
The technology-exclusive part of ourmodel consists of theUTAUT2 constructs facil-

itating conditions and hedonic motivation. Facilitating conditions describe the availabil-
ity of physical resources aiding in the use of m-health (e.g., smartphone) as well as
support by friends or an introduction course given by the care center [11]. They have
been found to reliably predict behavior intention in a health-care context [12]. Here,
facilitating resources specifically include an easy to use smartphone and the possibility
to ask for help when using the app. We assume that better resources and support will
increase the likelihood of using an app-based documentation.

H7: Facilitating conditions have a positive effect on usage intention.
Hedonic motivation describes the fun or pleasure derived from using a technology

[11], m-health in this case. It represents an intrinsic motivation within UTAUT [11].
Although our study is conducted in the context of CDM, hedonic motivation may be
present because apps represent a much newer technology than paper-based documenta-
tion. Patients may find satisfaction in using new technology for managing their disease.
Therefore, a patient experiencing more pleasure in using apps is expected to be more
likely to use an app-based documentation:

H8: Hedonic motivation has a positive effect on usage intention.
UTAUT2 further proposes price value andhabit as constructs. Price value is excluded,

since the sample only used m-health apps distributed by the HTCs free of charge. Habit
was dropped from the model, since there is no possibility for patients to use a similar app
before adoption and develop correlated habits. While fitness or health tracking apps also
serve tracking purposes, their use is not in a life-threatening context. The consequences
of not using them for days are usually not severe. All moderators proposed by UTAUT2
were included except gender, because hemophilia only affects males.

Figure 1 presents the complete research model while making the origins of concepts
explicit. It also shows where previous models are overlapping and can be made leaner
in our case.
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Fig. 1. Research model with UTAUT2/HBM overlap

4 Sample and Data Collection

To test the proposed model and hypotheses, a survey was conducted with support of
the two major German hemophilia associations of patients. They have more than 3250
members in sum [30, 31] which includes patients, their relatives, and physicians. The
unique number of patients is not exactly known; we estimate it, based on talks with
experts, at about 3000. The associations aided in distributing the survey to their mem-
bers via mail, e-mail, or as a link on their home page but no follow-up was possible
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because respondents were absolutely anonymous. The e-mail contained a link to the
online version of the survey, while the mail contained a printed version with a return
envelope. We received 144 responses in total. This amounts to less than 5% of the pop-
ulation of unique patients in both associations. There are three possible reasons for the
relatively low return. First, most current users of the app did not care to participate since
they are aware of m-health in this case. Second, patients with the mild or moderate
form of hemophilia rarely use hemophilia medication and barely document anything.
Third, due to the rare occurrence of hemophilia relative to other chronic diseases, the
patients are frequently asked to participate in surveys for medical research. The survey
was designed to differentiate between users and non-users and contained accordingly
different questionnaire sections for them. From the total, 71 respondents were using an
app. These patients perceive to have a significantly better knowledge about hemophilia
than non-users. In this research, we were interested in the 73 respondents who do not
use any app to document their illness, yet. Eleven responses were excluded because
of suspicious answer patterns (always the same answer) and contradictory answers to
reverse questions, leaving n = 62.

5 Measures and Instruments

In addition to the questions related to the above research model, several socio-cultural
and health-specific items were asked. The additional questions include whether the
survey was answered by the hemophiliac himself or his legal guardian, the age, and the
way they document their disease now (app or paper). Furthermore, information on an
individual’s knowledge about hemophilia was collected since it was determined as a
possible variable in health behavior [32]. The participants were also asked to state their
objectively measured severity of hemophilia. Table 1 provides insight into the sample.

Table 1. Sample statistics

Variable Mean (SD) / distribution Measurement 
Age 39.6 (19.84)
Knowledge by 
severity 

Mild: 2.33 (0.71) 
Moderate: 2.71 (0.76) 
Severe: 2.94 (0.73) 

Not existing (1) – 
Perfect (5) 

Degree of 
hemophilia 

Mild (1), moderate 
(2) and severe (3) 

Health status tcefreP–)0(daB)31.42(54.37
(100) 
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The (perceived) knowledge about hemophilia rises with the severity of the disease.
When adding non-users (62) and users (71), the percentage of severe cases in our survey
is 80%. This is higher than in the general population where the share of severe cases of
all hemophilia cases is estimated to be at 60%. First, the number of severe cases among
association members is probably bigger than in the general population because these
patients are more concerned with their disease and its treatment than patients with mild
or moderate hemophilia. Second, the interest of patients with severe hemophilia in new
CDM approaches is probably bigger than of other patients so they are more likely to
answer a related questionnaire.

Most model constructs were tested using scales derived from previous research.
We used the HBM’s main constructs perceived susceptibility, seriousness, benefits, and
barriers [33]. Themeasurement of perceived barriers and benefits is also used to represent
effort and performance expectancy, these constructs overlap with UTAUT2. We follow
previous studies in the e-health domain [34] and view self-efficacy as the ability to
use e-health applications. The scale was taken from a previous study [35] and altered
to specifically apply to CDM apps. The scales for measuring the factors facilitating
conditions and hedonic motivation are based on a previous UTAUT2 study [11]. The
scale for the integrated social influence/cues to action construct is adopted from a study
that also combines UTAUT and HBM [36].

It was necessary to decrease observation dropout due to missing values given the
small size of the sample. Therefore, Markov-Chain-Monte-Carlo imputation was used
to provide viable substitutes for missing values. The missing values were tested to be
missing at random. Ten values from eight respondents were imputed. Table 2 sums up the
used constructs and Cronbach’s α within the present study. The recommended threshold
for Cronbach’s α is 0.7, with values lower than that acceptable in exploratory studies
[37]. Only Social Influence does not provide a satisfying α but it is considered close with
a value of α = 0.69. Facilitating Conditions and Self-Efficacy score the highest means
(Table 2), suggesting that the confidence and support to use digital documentation is
present.

Table 2. Variables

Variable Abbreviation Cronbach’s α Mean (SD)

Usage intention UI 0.96 3.67 (1.66)

Perceived susceptibility PSus 0.95 3.51 (1.64)

Perceived seriousness PSer 0.88 3.05 (1.23)

Performance expectancy PExp 0.88 2.76 (1.14)

Effort expectancy EExp 0.88 2.05 (0.88)

Social influence SI 0.69 2.47 (1.10)

Facilitating conditions FC 0.77 4.25 (1.14)

Hedonic motivation HM 0.90 3.59 (1.37)

Self-efficacy SE 0.89 4.99 (0.90)
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6 Analyses

Further analyses are conducted with PLS-SEM in SmartPLS3 and with Stata 14.1. First,
a correlation analysis is conducted to detect possible antecedents to behavioral inten-
tion. While not providing predictive ability, the correlation analysis allows to determine
possible relationships. Second, a PLS-SEM is calculated to test the research model.
Third, several multiple regression analyses are carried out to extract more information
concerning relevant subgroups of the sample because their size is too small for a PLS
analysis. The correlation matrix between the variables given in the previous chapter and
behavioral intention is presented in Table 3.

Table 3. Correlation matrix

UI PSus PSer PExp EExp SI FC HM SE

UI 1

PSus 0.16 1

PSer 0.26* 0.50*** 1

PExp 0.47*** −0.09 0.00 1

EExp −0.29** −0.21 −0.21 0.02 1

SI 0.39*** 0.08 0.10 0.29* −0.01 1

FC 0.06 0.07 0.07 0.04 −0.32** 0.22* 1

HM 0.67*** −0.07 0.14 0.60*** −0.44*** 0.28** 0.17 1

SE 0.26** 0.09 0.11 −0.00 −0.67*** 0.09 0.56*** 0.34** 1

***p < 0.01; **p < 0.05; *p < 0.10

Concerning the correlations, it is evident that the antecedents behave as intended
towards the outcome variable, with Effort Expectancy as the only antecedent with neg-
atively phrased items presenting the only negative correlation. Apart from Perceived
Susceptibility and Facilitating Conditions, all predictors show a significant correlation.
Hedonic Motivation and Performance Expectancy correlate best with Usage Intention
and show the highest level of significance together with Social Influence. It is, therefore,
likely that these factors are significant predictors of Usage Intention.

Several antecedents show a high and significant correlationwith each other, therefore
the VIF is calculated to test for multicollinearity. As Table 4 shows, no VIF in the
regression analysis is greater than ten, indicating no relevant multicollinearity within
the regression analysis [38]. In the PLS-SEM, no VIF exceeds 3.3, which indicates
that multicollinearity and common method bias have no relevant influence there [39].
We further used Shapiro-Wilk to assess normality of the data, and several non-normal
distributions were found. While this will not impact the nonparametric PLS, robust
estimatorswere used in the regression analyses to address it. The assumptions of linearity
and homoscedasticity were tested for via plotting and the Breusch-Pagan test. Both
assumptions are fulfilled.
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APLS-SEManalysis is conducted to determine the relationship between antecedents
and Usage Intention. It is based on N= 62 with results shown in Fig. 2. The antecedents
account for a variability of 68% of the Usage Intention (R2 = 0.679). This R2 makes
the sample size of 62 sufficient for a statistical power of 80% and with 5% probability
of error [40]. The significant positive predictors include Social Influence and Hedonic
Motivation. Therefore, H5 and H8 are supported. The antecedents Perceived Suscepti-
bility, Perceived Seriousness, Performance Expectancy, Effort Expectancy, Facilitating
Conditions and Self-Efficacy showed no predictive power for Usage Intention. There-
fore, hypotheses H1, H2, H3, H4, H7 and H6 are not supported when analyzing the full
sample.

Fig. 2. Path coefficients and significances in the PLS-SEM analysis

However, the full sample is not homogenous with respect to the availability of an
app for documentation. On one hand, there are non-users who may want to use digital
documentation, but their HTC is not supporting it. On the other hand, there are non-users
who do not use an app although their HTC supports it. The situation of the two groups
of patients is objectively different so that a separate analysis is needed. A third group is
formed by patients who do not know whether their HTC offers an app. We expected that
hemophilia patients would be well informed about the disease and the possibilities for
its management (see also Table 1) but almost 30% of respondents crossed the “do not
know” option. Accordingly, the participants could be split in a sub-sample that does not
use digital documentation despite its availability (Group DU), another sub-sample with
no access to it (Group NA) and a third group not knowing whether it is available (Group
DK). Due to the smaller sample size of the subgroups (given in Table 4), we can only
search for a large effect size and accept a higher probability for Type II errors. Also,
since smaller sample size can decrease the significance level, we set the significance
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threshold to 0.1 in the regression analyses [41]. Table 4 presents the different multiple
regression analyses.

Hedonic Motivation is the only significant antecedent for the non-informed group. It
means that they do not understand what value the digital documentation may have and,
therefore, would only use it as amore entertainingway to document. Participants with no
current access to digital documentation expect it to be useful (Performance Expectancy)
and consider themselves to be well-prepared (Self-Efficacy) for it. Lastly, participants
who do not use digital documentation despite having access to it are significantly influ-
enced by Social Influence and Perceived Seriousness. The influence by Facilitating
Conditions has an unexpected negative sign which we suspect to be a Simpson paradox,
which was validated by additional single variable linear regression [42]. Hence, we will
exclude Facilitating Conditions from further discussion. The non-adoption by this group
is surprising at first. A look at the illness severity in this group explains this behavior to
some extent. because 44% of participants do not have the severe form (in other groups
the share is only 21% and 12%) and do not really need much documentation. If we add
to this group app users, the share of severely ill patients rises to 78%.

Table 4. Multiple regression analysis

Variable Group DK Group DU Group NA

Perceived susceptibility 0.14 −0.28 0.10

Perceived seriousness −0.07 0.73* 0.05

Performance expectancy −0.05 −0.52 0.64*

Effort expectancy 0.44 −0.01 −0.08

Social influence 0.18 0.80** 0.07

Facilitating conditions 0.08 −0.70* −0.42

Hedonic motivation 0.79** 0.97 0.05

Self-efficacy 0.49 0.62 0.88*

R2 0.77 0.74 0.59

Adj. R2 0.58 0.51 0.39

MaxVIF 3.52 6.42 4.76

N 19 18 25

% severe 78 56 88

***p < 0.01; **p < 0.05; *p < 0.10

7 Discussion and Conclusions

The present study examined the factors determining the intention of patients to use m-
health for a chronic disease. Suitable factors from UTAUT2 and HBMwere analyzed in
a PLS-SEM and in several multiple regressions. The analysis of the full sample of non-
users reveals that Social Influence andHedonicMotivation are significant predictors. The
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significant positive relationship of Social Influence confirms the relevance of the social
environment in deciding whether to use digital documentation. The more suggestions
patients receive from their friends, family members, or physicians, the more inclined
they are to use digital documentation. It shows a significant difference between the role
of Social Influence for professionals and patients: while professionals seem to be little
concerned about others’ opinions [28], patients seem to relymoreon advice,whichmakes
sense given their lack of professional knowledge. These results are in line with other
studies researching m-health usage from the patients’ perspective [12, 24], confirming
that Social Influence should be considered when researching m-health usage intention.

Hedonic Motivation shows to be the strongest and most significant predictor, which
matches the results of other adoption studies [5, 11]. It suggests that m-health apps need
to exceed their utilitarian value and provide additional features to gain the patients’
interest. This may seem surprising given the serious nature of chronic diseases, but
also fits the observed scenario: Patients will document their factor usage either way.
Digitalization cannot be achieved by only simply digitalizing the process, but it must
keep the patient engaged. M-health users value supportive functions like integrated
reminders and tracking [29].

The analysis of the full sample does not disclose perceptions of patients in a specific
situation. The sub-samples are small but still lead to some interesting and statistically
significant findings. The group with no access to digital documentation shows a signifi-
cant influence of Performance Expectancy on Usage Intention. This implies that positive
expectations about m-health are likely to lead to an increasing demand for such possibil-
ities. Given the close and often long relationship between physicians and their patients,
we do not believe that patients will switch to another physician (andHTC) for that reason
but we think when patients look for a new physician (e.g., because of relocation) the
opportunity to use an app for documentation will play a role. For the group of patients
with access to digital documentation but who do not use it, the concern about hemophilia
consequences (Perceived Seriousness) raises UI. For patients with severe hemophilia in
this group, it is probably just a question of smartphone skills, cost, or time till they switch.
Since they are open to Social Influence, some relating advice may help to persuade them
to switch to an app. The third group which is not informed about the support of their
HTC with respect to apps is puzzling. Whatever the real situation in their HTC may be,
they did not care to find out. This is understandable for mild and moderate forms but
not for the severe form of hemophilia (79% in this group!). These people should know
about the existence of apps for documentation from their association (or other sources).

The present study offers several theoretical contributions and practical implications.
By combining UTAUT2 and HBM, the specific behavior in the health context is repre-
sented in more detail than previously [43]. It follows the appeal to explore theory-based
additions to health-IT use [14]. In comparison to studies on healthcare professionals
[12], our study shows that patients are different from professionals with respect to m-
health. This should be recognized when trying to persuade both groups to use m-health
or when conducting studies in this domain.

Compared to previous studies [44], our study shows the necessity of utilizing the full
UTAUT2 model instead of TAM or only parts of TAM2, since significant predictors like
hedonic motivation may be overlooked otherwise. Our study also shows a direct impact
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of social influence on adoption intention instead of just an indirect one via perceived
usefulness. In other words, even if a patient does not perceive an app as useful, he may
still use it if the treating physician recommends it. We can also add that the perceived
usefulness, which was a central predictor to adoption attention in previous studies [44],
is only a significant predictor for patients who currently have no possibility to use
the respective CDM app (due to their treatment center). The study also provides some
insights useful to m-health providers and healthcare professionals on how to get patients
to adopt m-health. The significance of Social Influence demonstrates that app providers
need to reach out to treating physicians and the patients’ social environment, which in the
case of rare chronic diseases could be done via patient associations.App providers should
implement engaging and interesting additions to their apps. There are already abundant
implementations of such functions in the context of general health applications. Similar
features can be applied in the context of chronic diseases, where the serious nature of
the disease needs to be respected, but nonetheless information should be presented in an
interesting manner.

The limitations of the study are based on the measurement of intention rather than
use, the small sample, and the specific context. Participants with the intention to use an
app still must install and actually use the app. Therefore, a longitudinal design to track
actual usage after the intention has been formed is more reliable. Unfortunately, this is
especially difficult when respondents’ privacymust be assured without any compromise.
The number of respondents is a methodological restriction. Hence, the findings of this
study can only be considered as exploratory. A higher number of participants would
also allow for structural relationship modelling in subgroups, since multiple regressions
cannot fully map the factors’ relationships with each other.

Disease specifics do not allow a simple extension of the findings to other diseases.
Hemophilia patients already have the disease. Perceived susceptibility may play a bigger
role with a disease that can be contracted (e.g., various forms of cancer). The download
of the app cannot be done via an app store, but it must be provided by the HTC due to
the sensitivity of the data handled and the needed cooperation with the HTC/physician.
If an app can be offered via an app store, the rank of the app, its public rating by other
users, and similar factors may influence the adoption of such apps.
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Abstract. Medical teleconsulting applications improve the accessibility, increase
the quality and reduce the costs of healthcare services especially for elderly peo-
ple. Despite these benefits, such applications are still at an early state of diffusion.
As the intention to use teleconsulting applications depends on the users’ satis-
faction, we aim to reveal the application features of teleconsulting applications
that lead to user satisfaction. Based on the theory of attractive quality, we argue
that application features can be classified into different categories, depending on
how well they achieve user satisfaction. We identify 17 application features and
conduct a quantitative study with 87 elderly people for categorization. The results
show how each application feature affects elderly peoples’ satisfaction and dis-
satisfaction with teleconsulting applications, and we derive recommendations for
future teleconsulting application development.

Keywords: Telemedicine · Elderly people · Kano analysis · Theory of attractive
quality (TAQ) · Application features

1 Introduction

Overburdening the health care system through excessive visits to physicians, a short-
age of specialists and health workers [1], an increase in chronic diseases due to the
demographic change [2], and a global pandemic – the challenges that face the health
care system are manifold [3]. A digital solution in the form of medical teleconsulting
applications are a possibility to relieve the burden on the health care system as these
applications have several positive potentials: improve the accessibility, increase the qual-
ity, and reduce the costs of healthcare services [4]. For the US, it is expected that 4.3
billion US dollars can be saved annually [5]. However, not all studies confirmed these
positive effects [6], highlighting a need to better understand the use of teleconsulting
applications. Teleconsulting applications, connecting physicians and patients, offer a
virtual visit to a physician via the mobile smart device and physicians can examine
and make a diagnosis of patients describing their symptoms, which might be supported
by live video and further application features [5]. Teleconsulting applications become
increasingly important in the existing Covid-19 pandemic [7] as they prevent infections
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associated with person-to-person visits to physicians, but their widespread implementa-
tion in daily practice is still pending and several promising applications are at an early
stage of diffusion [4]. For elderly people, teleconsulting applications are a double-edged
sword as their usage decreases the risk of infection, but their usage comes with chal-
lenges due to the new technology [8]. A key factor for the success of technologies, i.e.
teleconsulting applications in daily practice, is that the users, i.e. patients, need to be
satisfied with the technology [9]. There is a consensus in previous research showing that
only satisfied users have intentions to use the technology, so that it is relevant to unfold
which factors drive user satisfaction [10].

Therefore, our approach is to examine the factors that are relevant for user satis-
faction by identifying and categorizing different application features of teleconsulting
applications. In terms of potential patients, we focus on the baby boomer generation
(1946–1969), a subpopulation of the elderly people, which already represents a large
part of the population [11] and will be a major challenge for health systems in the future
due to age-related health problems [12]. Thus, we ask:

Which application features are relevant for elderly peoples’ satisfaction with
teleconsulting applications?

We base on the theory of attractive quality (TAQ) [13] to reveal how the application
features are related to user satisfaction and dissatisfaction and conduct a Kano analysis,
which enables to reveal unexpressed wishes of the elderly people regarding the applica-
tion features. The findings on the respective features make a relevant contribution to the
design of teleconsulting applications, the exploitation of the potentials of teleconsulting,
and the improvement of the application development.

2 Theoretical Background

In this section, we will outline prior research in the stream of telemedicine and illustrate
specific aspects of elderly people that are relevant for the satisfaction with technologies
such as teleconsulting applications.

2.1 Telemedicine

Telemedicine refers to the delivery of health care services from a distance, where health
care professionals and patients exchange valid information for diagnosis, treatment
and prevention of diseases and injuries by using technologies [14]. Thus, telemedicine
enables the evaluation, diagnosis, treatment, monitoring, counselling and follow-up care
of patients without geographical limitations [15]. There is evidence of the feasibility of
telemedicine as a clinically effective substitute for personal care in an increasingly wide
range of applications and environments. In terms of diagnostic accuracy, for exam-
ple, there is substantial empirical indication of the equivalence of virtual and personal
physician visits [16].

A more specific form of telemedicine are teleconsulting applications, which belong
to mHealth [15], i.e. medical and public health services that are supported by mobile
smart devices such as smartphones [17]. With teleconsulting applications, a virtual visit
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to the physician is made possible via the mobile smart device as this system offers
physicians the possibility to examine patients’ symptoms by real-time interaction, e.g.
video conferencing [5, 18]. Thus, the teleconsulting application supports the remote
exchange between the physician and the patient. This form of telemedicine has reduced
the technological barriers and costs for the development of telemedicine applications,
as a smartphone is available to an increasing part of the population.

2.2 Elderly People and Technologies

An important user group of teleconsulting applications are elderly people, as they already
represent a large part of the population [11] and their health provision will be a major
challenge for health systems in the future due to the demographic change and age-related
health problems [12]. Elderly people differ from younger people in terms of technology
adoption and usage as on average especially elderly people are more likely than younger
ones to try to maintain their status quo [19], e.g. person-to-person visits of physicians,
evade new innovations due to fear of technology [8]. Moreover, although elderly peo-
ple are a diverse societal group and there are interindividual differences, research finds
that they are mainly driven by utilitarian factors, e.g. effectiveness and utility of the
technology, rather than hedonic factors to adopt and use technology [8]. Research high-
lighted the importance of age-sensitive design of technologies as an important aspect of
IS research [20]. In terms of teleconsulting applications, the design can differ between
the applications due to the implementation of different application features, e.g. whether
patients can exchange their experience with other patients who have a similar state of
health in the application.

Due to these aspects, we focus on elderly people as one user group of teleconsulting
applications and aim to reveal application features that lead to user satisfaction of elderly
people. User satisfaction increases the intention to use the technology [9], which is the
requirement for the widespread deployment of the teleconsulting potentials. In specific,
we focus on the baby boomer generation, a subpopulation of elderly people, of which
81 percent use a smartphone [21] and thereby have an access to the teleconsulting
application. To reveal how the application features are related to user satisfaction, we
rely on the theory of attractive quality (TAQ) and conduct a Kano analysis, which is an
established way to study factors relevant for satisfaction and dissatisfaction.

3 Theory of Attractive Quality

Kano [13] developed the theory of attractive quality (TAQ) to better explain the influence
of different attributes on customer satisfaction. The theory is based on the assumption
that customer satisfaction is not necessarily proportional to the functionality of a product.
This means that customers are not necessarily the more satisfied the more functional the
product is or the more dissatisfied the less functional the product is [22]. An essential
feature of this theory is that it categorizes different attributes according to how well
they are able to achieve customer satisfaction [23]. The attributes can be grouped into
five different categories, each of which has a different impact on customer satisfaction
[24] (see Fig. 1). Customers take must-be (M) attributes for granted as long as they are
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fulfilled. However, if the product does not sufficiently meet these attributes, customers
will be dissatisfied. In the case of one-dimensional (O) attributes, their fulfilment is
positively and linearly related to the degree of customer satisfaction. The higher the
degree of fulfillment, the higher the degree of customer satisfaction and vice versa. The
fulfillment of attractive (A) attributes, leads to a disproportionate level of satisfaction.
However, the absence of these attributes does not lead to dissatisfaction, as customers
do not expect them [23]. Indifferent (I) attributes are indifferent towards the customer,
i.e. the customer is neither satisfied nor dissatisfied with whether the product meets
this attribute or not. Reverse (R) attributes indicate that the judgment of functional and
dysfunctional was the opposite of what the customer expects. With questionable (Q)
attributes, there is a contradiction in the customer’s answers to the questions [22].

Fig. 1. The supplemented Kano model of customer satisfaction [22]

The TAQ offers an opportunity to investigate attributes that lead to satisfaction with
a product and provides a valuable orientation in tradeoff situations during the prod-
uct development phase to achieve satisfaction [25]. Existing research has shown the
usefulness of basing on the TAQ for studying product features and their influence on
user satisfaction in information systems research such as mobile feedback tool features
[26] as well as mobile security and antivirus features [27]. In our paper, we focus on
attributes, i.e. application features, which lead to customer satisfaction, i.e. user satisfac-
tion with the product, i.e. teleconsulting applications. A high level of satisfaction has a
positive effect on the acceptance and the intention to use the teleconsulting applications.
Accordingly, meeting the application features that are relevant for user satisfaction is an
important means for the diffusion of teleconsulting applications.
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4 Method

To study application features that are relevant for the satisfaction of elderly people with
teleconsulting applications we base on the TAQ and follow the main steps of a Kano
analysis [28]. The Kano analysis is an appropriate means to identify application fea-
tures of teleconsulting applications and to study the also non-proportional relationship
between the features and user satisfaction. This is based on the fact that the analysis is
theoretically grounded in the TAQ and enables the categorization of the application fea-
tures into the different before mentioned categories. Closely linking theory and method
provides an essential understanding of the features’ relevance for user satisfaction from
a research, but also a practice perspective [29].

4.1 Identification of Application Features

The starting point for the Kano analysis is the identification of application features of
teleconsulting applications. For doing so, we took a three-step exploratory approach
consisting of a literature search, review of the applications and their functionalities
available in the application store and expert interviews, which led to a comprehensive
list of application features (see Table 1).

Within the literature search, the database Business Source Ultimate, the Top 3Health
IS Journals (Journal of AmericanMedical Informatics Association, International Journal
ofMedical Informatics, Journal ofMedical Internet Research), the Senior Scholars’ Bas-
ket of Journals as well as the proceedings of the conferences ICIS, ECIS, HICSS, PACIS
and AMCIS were searched with the search terms telemedicine, mobile applications, and
remote diagnosis to extract relevant application features. Based on the literature search,
we identified and focused on one article [30] to be especially relevant for identifying
the application features due to its content relevance and publication in a leading Health
IS journal (JAMIA), where the major contributions are likely to appear [31]. The list
of relevant application features was extended based on a review by reading through the
functional descriptions inside the teleconsulting applications that are available in the
application store. Subsequently, three expert interviews were conducted to verify the
application features of the two prior steps and to identify further application features.
Two of the interviewees do research in the field of telemedicine and one interviewee is
responsible for the strategic assurance of a telemedicine project in practice. The main
areas of responsibility of the latter interviewee include the operative project manage-
ment of the telemedicine project, i.e. operation, further development, problem solving,
preparation and support. An overview of all identified application features is given in
Table 1.

4.2 Construction of Kano-Questionnaire

After the identification of application features, we develop a questionnaire to classify
each feature. We ask a functional question “What would you say if the application met
[feature x], how would you feel?” and a dysfunctional question “What would you say
if the application did not meet [feature x], how would you feel?” [29] for each feature
with the five answer alternatives “I like it that way”, “It must be that way”, “I am neutral”,
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Table 1. Overview of identified application features

# Identified application feature

#1 Emergency service/outpatient call button that makes a direct request for medical
assistance [2, 3]

#2 (Push) notifications of further individual information/recommendations on the diagnosed
disease [2, 3]

#3 Reminder messages about the times for taking medication [2, 3]

#4 Information possibility about data protection [2, 3]

#5 Adding data on health status (e.g. blood pressure, sugar) and medication [3]

#6 Transmission of messages/information to the own family physician [2, 3]

#7 Exchange of experience with other patients who have a similar state of health [1, 3]

#8 Information on health care facilities and pharmacies in the surrounding area (e.g. address,
occupancy) [3]

#9 Direct orders from online pharmacies [2, 3]

#10 Reminder messages about required examinations/post-treatments [2, 3]

#11 Issuing (online) prescriptions [2, 3]

#12 Time graphs with progress and objectives for the patient [1, 3]

#13 Possibility of sending image/video material to simplify the diagnosis for the physician [2,
3]

#14 Evaluation of the physician/physician contact [2, 3]

#15 Summary display of the examination results [1, 3]

#16 Practical/clear menu navigation [3]

#17 Choice of diagnostic paths in the form of a chat, telephone call or video call [2, 3]

Note: [1] Literature search; [2] Review of applications; [3] Expert interviews; # number of
application feature

“I can live with it that way”, and “I dislike it that way”. In addition, the user evaluates
how important the application feature is (“self-stated importance”) (from 1 to 5) to derive
priorities for product development and improvement measures [28]. At the beginning,
the questionnaire contained a short introduction to the topic, explanations on the use of
data and processing instructions.

4.3 Data Collection

We collected data in the form of a paper-based survey from 87 persons of the baby
boomer generation (see Table 2). To recruit participants, we followed two approaches.
Participants of the respective target age group were recruited based on own contacts
and forwarded based on a snowball sampling strategy. In addition, questionnaires were
laid out in a physician’s practice, which were filled out while waiting for the physician
appointment. Our sampling resulted in a total of 100 completed questionnaires in the
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period from February to March 2020. Due to incomplete data sets and inconsistent user
statements, the final sample consists of 87 questionnaires. All participants are from
Germany, but more precise information about the particular residential area was not
recorded.

Table 2. Demographic data of survey participants

Age (in years)
Mean: 57.5, SD: 5.12

Minimum 50 Experience with medical
teleconsulting
applications

Yes 3.5%

Maximum 72 No 96.5%

Sex Male 63.2% Health status Excellent 3.5%

Female 36.8% Very good 27.9%

Diverse 0.0% Good 55.8%

Average duration of
smartphone usage per day
(in hours)

<1 35.6% Less good 12.8%

1–2 48.3% Poor 0.0%

2–3 13.8%

>3 2.3%

5 Results

The evaluation approach for the collected data consists of five main steps [32, 33], which
are explained in the following sub-sections.

5.1 Categorization According to Classification Scheme, Frequencies, and Rules

First, the 17 application features are categorized according to the classification scheme
provided by Kano (see Table 3) [22] for each participant based on the answers to the
functional and dysfunctional questions.

Then, the frequency of each category per application feature is calculated across all
participants. Usually, a particular application feature is assigned to the category with the
highest frequency, as this is the predominant view of the participants. If features cannot
be uniquely assigned to one of the six categories because two or more frequencies are
close together, the following evaluation rule is applied: M > O > A > I.

The feature is assigned to the category that has the higher rank in the hierarchy
according to the evaluation rule [33]. The basis of the evaluation rule is the assump-
tion that decisions on product development should primarily take into account those
features which lead to dissatisfaction in case of non-fulfillment [34]. According to the
classification scheme, the frequencies, and the evaluation rule, no application feature is
categorized as attractive, five are categorized as one-dimensional, three as must-be, and
nine as indifferent (see Table 4).
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Table 3. Evaluation table according to Kano [28]

Application feature Dysfunctional question

Like Must-be Neutral Live with Dislike

Functional question Like Q A A A O

Must-be R I I I M

Neutral R I I I M

Live with R I I I M

Dislike R R R R Q

Note: A= attractive; I= indifferent;M=must-be; O= one-dimensional; Q= questionable;
R = reverse

Table 4. Initial categorization of application features (absolute frequencies)

# Attrac-tive One-dimen-sional Must-be Indif-ferent Reverse Ques-tionable Rule Category

#1 8 37 18 19 2 1 O

#2 10 14 14 35 13 0 I

#3 8 26 12 29 11 0 X O

#4 4 14 36 29 3 0 M

#5 12 20 13 29 12 0 I

#6 8 31 17 24 2 4 O

#7 4 7 4 44 25 2 I

#8 11 22 13 36 3 1 I

#9 9 12 9 42 15 0 I

#10 13 16 18 31 7 1 I

#11 18 19 11 31 7 1 I

#12 10 5 9 52 10 0 I

#13 7 28 17 20 13 1 O

#14 6 11 14 48 6 0 I

#15 7 24 26 20 8 1 M

#16 2 26 44 13 1 1 M

#17 16 24 15 26 5 0 X O

Note: # = number of application feature; X = evaluation rule was applied

5.2 Category Strength and Total Strength

Two further measures help to evaluate the assignment of an application feature to a cate-
gory [35]: category strength (Cat) and total strength (Tot) [32, 36]. The former is used for
quantitative analysis of the strength of assignment of an application feature to a category
[33]. The formula is defined as the percentage difference of the highest category above the
next highest and can be represented as follows:Cat=most frequent denomination – 2nd
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most frequent denomination [0%; 100%]. The larger the Cat, the clearer the assignment
of an application feature to a specific category. ACat of at least 6.0% shows a statistically
significant difference between the most frequent and the second most frequent category
at a confidence level of 90.0%. ACat of less than 6% requires a newmixed category to be
created, meaning that the application feature cannot be statistically assigned to one of the
classic Kano categories. At this point, however, the Totmust also be considered [33]. The
Tot is defined as the total percentage of attractive, one-dimensional and must-be answers
[36]: Tot = A + O + M [0%; 100%]. The higher the Tot, the higher the percentage of
respondents for whom this feature is generally relevant, regardless of categorization. By
combining the Tot and the respective category assignment of the features, the order in
which the features should be implemented or offered can be determined [33]. If the Cat
of an item is less than 6.0% but the Tot is at least 60.0%, the attribute must be assigned to
the mixed category [32]. The results of the present study show that two features must be
classified in a mixed category (see Table 5).

Table 5. Extended evaluation of the categorized application features

# Category Better
index

Worse
index

Category
strength

Total
strength

Fong
test

Importance
(SSI)

#1 O 0.55 −0.67 21.2% 74.1% – 4.15

#2 I 0.33 −0.38 24.4% 44.2% – 3.55

#3 O 0.45 −0.51 3.5% 53.5% X 3.44

#4 M 0.22 −0.60 8.1% 62.8% X 4.07

#5 I 0.43 −0.45 10.5% 52.3% X 3.81

#6 O 0.49 −0.60 8.1% 65.1% X 4.19

#7 I 0.19 −0.19 22.1% 17.4% – 2.56

#8 I 0.40 −0.43 16.3% 53.5% – 3.59

#9 I 0.29 −0.29 31.0% 34.5% – 2.69

#10 I 0.37 −0.44 15.1% 54.7% – 3.64

#11 I 0.47 −0.38 13.8% 55.2% – 3.32

#12 I 0.20 −0.18 48.8% 27.9% – 3.15

#13 O 0.49 −0.63 9.3% 60.5% X 3.75

#14 I 0.22 −0.32 40.0% 36.5% – 2.93

#15 M(X) 0.40 −0.65 2.3% 66.3% X 4.07

#16 M 0.33 −0.82 20.7% 82.8% – 4.47

#17 O(X) 0.49 −0.48 2.3% 64.0% X 3.83

Note: A= attractive; I= indifferent;M=must-be; O= one-dimensional; Q= questionable;
R = reverse; # = number of application feature; (X) = mixed
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5.3 Statistical Significance of Categorization

In order to test the statistical significance of categorization, the Fong test is carried
out. This test is used in cases where the evaluation according to the frequency shows
only minor differences between the two most frequently mentioned categories [33]. The
results show that for seven features the Fong test is significant (see Table 5) and therefore
there are only minor differences between the two most frequent category assignments.
Thus, it is advisable to examine the self-stated importance to make a classification [33].

5.4 Self-stated Importance

The self-stated importance (SSI) is especially helpful if the users’ answers are equally
distributed over two or more Kano categories [23]. The SSI allows to draw attention
to the most important results [22] and to set priorities for product development and
improvement measures [28]. The SSI is determined by the weighted average value from
1 (refers to not important at all) to 5 (refers to very important) from the survey data. In
the present study, all must-be features can be confirmed to be important (see Table 5).
Moreover, the one-dimensional and indifferent categories can each be placed in a priority
hierarchy from high SSI to low SSI.

5.5 Better Und Worse Indices

As suggested by previous research [22], we calculated the satisfaction coefficients, which
indicate whether the satisfaction can be increased by fulfilling a certain application fea-
ture or whether the fulfilment of this feature only prevents the user from being dissatis-
fied [36]. Thus, the determination of the satisfaction coefficients is suitable for providing
additional information in case of ambiguous category allocations [33]. There are two
satisfaction coefficients [33]: The better index indicates whether satisfaction increases
by fulfilling a specific application feature. The worse index indicates whether user sat-
isfaction decreases if the application feature is not met. The better index ranges from
0 to 1: the closer the value is to 1, the higher the influence on satisfaction. The worse
index ranges from 0 to −1. An index of −1 indicates that the influence on the dissat-
isfaction is particularly strong if the analyzed application feature is not fulfilled [28].
Values from 0.5 for the better index are considered as significant, while values from
−0.5 for the worse index are considered as critical. The satisfaction coefficients should
always be interpreted in relation to each other [33]. Looking at the results of this study
(see Table 5), the emergency service/outpatient call button that makes a direct request for
medical assistance proves to be particularly significant, which points to an indispensable
implementation of this feature in the application.

5.6 Summary of Results

With the help of the Kano analysis, this paper shows how each application feature affects
satisfaction and dissatisfactionwith teleconsulting applications. The application features
can be classified into four categories: must-be, one-dimensional, indifferent, and mixed.
The results show that two features, i.e. information possibility about data protection and
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practical/clear menu navigation are classified as must-be, which means that teleconsult-
ing applications should offer these features, as they are a decisive competitive factor [34].
If they are not fulfilled, the user will have no interest in the teleconsulting application.
Four attributes are categorized as one-dimensional: Emergency service/outpatient call
button that makes a direct request for medical assistance; reminder messages regard-
ing the times for taking medication; transmission of messages/information to the own
family physician; and possibility of sending image/video material to simplify the diag-
nosis for the physician. The higher the degree of fulfilment of these application features,
the higher the user satisfaction and vice versa. Features that have been assigned as
one-dimensional are explicitly requested by the user [37]. Moreover, nine attributes are
classified as indifferent, which means that they have no influence on the satisfaction with
the application: (Push) notifications of further individual information/recommendations
on the diagnosed disease; adding data on health status and medication; exchange of
experiences with other patients who have a similar health status; information on health
care facilities and pharmacies in the surrounding area; ordering directly from online
pharmacies; reminder messages about required examinations/post-treatments; issuing
(online) prescriptions; time graphs with progress and objectives for the patient; evalua-
tion of the physician/physician contact. In addition, two features, i.e. summary display
of the examination results; and choice of diagnostic paths in the form of a chat, telephone
call or video call, were assigned to the mixed category in the course of the evaluation
method [22, 32, 33].

Figure 2 shows a summarized graphical representation of the results in the coordinate
system.

Fig. 2. The Kano model of satisfaction supplemented with our results
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6 Discussion

We aim to provide an understanding on the attributes that form user satisfaction of tele-
consulting applications of baby boomers generation. Based on the theory of attractive
qualities (TAQ) [13]we develop a general understanding of elderly peoples’ expectations
of teleconsulting applications regarding application features. For this purpose, 17 appli-
cation features were identified by literature search, review of teleconsulting applications
available in the application store, and expert interviews. These were then evaluated and
categorized with the help of a Kano questionnaire from participants belonging to the
baby boomer generation.

6.1 Research Contributions

Research in the stream of telemedicine has revealed the effectiveness, e.g. the diagnostic
accuracy, of teleconsulting as comparable to personal physician visits in a wide range
of applications and environments [16]. Building on these promising results, we examine
how these effective applications achieve user satisfaction that – together with other
factors, e.g. social or cultural factors [38] – in turn leads to users’ intention to use the
technology and the exploitation of its potential. Focusing on technological aspects, we
identify 17 application features of teleconsulting applications, which sheds the light on
possible ways how to design the applications.

Thereupon, following similar approaches in IS research studying product features
[26, 27], we introduce the Kano analysis [13] as an appropriate methodological approach
to evaluate the relevance of these application features for the elderly peoples’ satisfaction
with teleconsulting applications. The results reveal that the application features can be
classified into different categories, namely must-be, one-dimensional, indifferent, and
mixed category. We contribute that the application features do not necessarily have a
proportional relationship with user satisfaction, i.e. for the features categorized as must-
be. The presence of the application features information possibility for data protection
and practical/clear menu navigation prevent elderly people from being dissatisfied with
the application, but they take these features for granted, meaning that their presence does
not result in satisfaction with the application. Moreover, not all application features are
relevant for the elderly peoples’ user satisfaction as they do not influence the satisfaction,
i.e. the indifferent application features. Thus, we highlight that the application features
can be placed in a hierarchical order depending on their relevance for creating user
satisfaction, namely by considering their assigned category aswell as the better andworse
indices [39]. For some application features, user satisfaction increases significantly with
only a small improvement in the application performance, while for some other features
it increases only slightly, even though the application performance has been greatly
improved.

Further, we focus on elderly people, i.e. the baby boomer generation, which is an
important user group of teleconsulting applications as they already represent a large part
of the population [11] and their health provision will be a major challenge for health
systems in the future due to the demographic change and age-related health problems
[12]. Research highlighted the importance of age-sensitive design of technologies as an
important aspect of information systems research [20]. Thus, we contribute by revealing
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elderly peoples’ needs and expectations towards application features of teleconsulting
applications and derive age-sensitive recommendations for the design of these applica-
tions. Moreover, elderly people are more likely to maintain their status quo [19], i.e.
person-to-person visits of physicians, and evade new innovations. Features that are cat-
egorized to the attractive category lead to attraction to a specific product [13] such as
teleconsulting applications and thereby lead to an abandonment of the status quo. Our
result did not reveal an identified application feature to be attractive. Thus, we highlight
that there is a need to design further application features and study the factors leading
an application feature to be attractive in the view of the elderly people.

6.2 Recommendations for Future Teleconsulting Application Development

The results of the paper at hand have implications for the design and development of
teleconsulting applications as they allow the derivation of recommendations for how user
satisfaction with these applications can be increased. Identifying and categorizing the
critical features for user satisfaction by the Kano analysis helps to focus on the important
features for increasing satisfaction [36], namely where users notice their impact the
most [22]. If developers know to what extent an application feature influences the user
satisfaction and are aware of the relative importanceof this feature, a satisfactionportfolio
can be created and appropriate measures be taken.

Fulfilment of Must-Be Features and Competitiveness in One-Dimensional Features.
A general recommendation in line with the TAQ [13] for application development is to
strive to meet all must-be features and to be competitive with the market leaders in the
one-dimensional features. The improvement of amust-be feature that has already reached
a satisfactory level is not productive compared to the improvement of a one-dimensional
or attractive one. Accordingly, application developers in the field of teleconsulting appli-
cations should ensure that the must-be features, i.e. practical/clear menu navigation,
information possibilities for data protection, and a summary display of examination
results, are implemented. They should then focus on the one-dimensional categories,
with special attention to the respective satisfaction coefficients and SSIs. Factors that
have both low satisfaction and low importance are of low priority. Top priority is given to
application features that the user considers important and those that have disadvantages
compared to competitors’ products [37]. A similar approach is recommended for the
application features with an indifferent classification, although these generally have the
lowest priority.

Research and Implementation of New Features of the Attractive Category. For
application developers, it may not be enough to satisfy users under the current highly
competitive conditions by simply meeting the essential features. Thus, we recommend
application developers to implement new and innovative features perceived as attractive
thatmeet user needs and differentiate from the competitors, because none of the identified
features in our study is an attractive feature for elderly people. To come up with new
features, the potential users that are selected to present a variety of different user needs
should be involved in an early stage of the product development process. New features to
gain attractiveness should especially address the utility of the application, because elderly
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people are mainly driven by utilitarian factors rather than hedonic ones to adopt and use
technology [8]. According to the TAQ [13], the same feature may change category
over time, i.e. attractive features can become one-dimensional and ultimately must-
be, because the user needs towards the application features are dynamic rather than
static [39]. In other words, products that were perceived as innovative and attractive are
no longer considered so, and user satisfaction may no longer be achieved. The timely
development and introduction of a teleconsulting application with innovative features is
therefore important [39].

6.3 Limitations

The present study is not free of limitations. The majority of participants has not used
a teleconsulting application yet. Future research could investigate whether the evalu-
ation of application features changes when users have gained experience with these
applications or how individual differences shape the evaluation of a technology [40, 41].

Moreover, we focus on possible patients, i.e. the elderly people, as users of tele-
consulting applications. Further users of the applications are the physicians. The physi-
cians might evaluate the distinct application features differently, implicating that there
are differences between patients and physicians in which application features lead to
satisfaction and dissatisfaction.

We base our study on the TAQ and the KANO analysis to prioritize teleconsulting
application features. However, there exist further approaches for prioritization such as
analytic hierarchy process or quality function development, which may supplement the
results of our study.

Furthermore, we did not distinguish between less andmore severe diseases, although
user might evaluate the features differently depending on the severity of the disease, e.g.
might value specific features only in the case of severe or chronic diseases. This is relevant
for studying baby boomers, because within the generation there might be great variety
in the severity of the diseases, with some potential users having chronic or multiple
comorbid diseases.

Finally, we evaluate the application features in terms of their relevance for creating
user satisfaction, while not accounting for their relevance for medical effectiveness,
although those two might be related. Future research could account for both evaluation
criteria, i.e. user satisfaction and medical effectiveness, and specify to which degree
recommendations resulting from theuser satisfactionperceptive overlapor donot overlap
with recommendations resulting from a medical effectiveness perspective.

7 Conclusion

In this paper, we conducted an empirical research to investigate the application features
of teleconsulting applications that influence the satisfaction of the baby boomer gener-
ation. We identified 17 application features in existent literature, by reviewing existing
teleconsulting applications and by interviewing experts. Subsequently, 87 persons of the
baby boomer generation were surveyed to evaluate the previously identified application
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features according to the Kano analysis. The present research shows that the application
features can be categorized into four categories, which has implications for application
developers in their endeavor to ensure user satisfaction.
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Abstract. Lower urinary tract symptoms (LUTS) are prevalent urological health
issues affecting billions of people worldwide. While conventional aids have unhy-
gienic and cumbersome attributes, mobile health (mHealth) solutions have the
potential to significantly improve the quality of life. However, knowledge of how
LUTS patients adopt mHealth and how these solutions should be designed is
scarce. In this study, we present an adoption model to explain and support the
adoption of mHealth solutions by patients suffering from LUTS, and derived
design principles to guide future developments of such mHealth. We, therefore,
conducted a systematic literature review of 67 papers and followed an action
design research approach with 32 expert interviews and a confirmative survey to
build, refine, and evaluate the ex-ante model. The ex-post model consists of five
categories and 28 sub-categories of mHealth adoption.

Keywords: Action design research · inContAlert · Literature review · mHealth ·
Technology acceptance

1 Introduction

Lower urinary tract symptoms (LUTS) are prevalent urological health issues estimated to
currently affect 2.3 billion peopleworldwide [1–3]. Conventional aids to counteract these
symptoms predominantly contain unhygienic and cumbersome attributes [4, 5]. Mobile
health (mHealth) solutions have the potential to significantly improve both the quality
of life and care of those suffering from LUTS [6–8]. The number of mHealth solutions
and the amount of respective research are quickly growing [6, 7, 9]. However, mHealth
regularly lacks in user acceptance and fails when entering the market [9, 10]. Designing
mHealth with the objective to ensure later user adoption needs further guidance and
structure [12, 13].

In this study, we present a model for the adoption of mHealth solutions by patients
suffering from LUTS and derived principles for designing such mHealth. We devel-
oped and evaluated the model along inContAlert, an mHealth device to support patients
suffering from LUTS in their daily routines and prevent harmful incidents.
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At the outset, we conducted a systematic literature review [14, 15] to build an ex-ante
adoption model of factors that positively affect the intention of patients suffering from
LUTS to adopt the intendedmHealth solution. Subsequently, we applied an action design
research (ADR) approach [16] to revise the adoption model and develop an mHealth
solution, which noninvasively determines the filling level of the urinary bladder and
displays the filling level to a digital end-device. Equally split in the α- and β-cycle, we
conducted 20 semi-structured interviews [17–19] with patients suffering fromLUTS and
twelve with selected experts in various LUTS-related fields. To evaluate our constructs
in a larger setting, we conducted a confirmative survey [20] as the last part of the β-cycle.
We concludedwith the ex-post adoptionmodel that we call theChronic DiseasemHealth
Adoption Model (CDmHAM) and derived principles for designing such mHealth.

2 Background

LUTS occur as a consequence of diseases affecting the urinary bladder and the urethra
[21]. Many patients suffer from perturbing symptoms influencing their health-related
quality of life and life expectancy [21, 22]. LUTS come along with high stigmatization
and psychological problems for those affected [1, 23]. Conventional aids to manage
LUTS include absorbent and draining aids, medicaments, surgeries, and strengthening
training for pelvic floor muscles. They have in common that they contain unhygienic
or cumbersome attributes [4, 5]. Due to their widespread appearance and insufficient
means to counteract their symptoms, LUTS have a huge socio-economic impact [23,
25]. Meanwhile, experts predict that digital technologies, such as mHealth applications,
have the potential to reduce the overall healthcare costs, further extend life expectancy,
and improve the quality of life of those affected [7, 8].

As multiple LUTS result from missing knowledge on the filling level of the urinary
bladder [21], an mHealth solution to digitally output that information would be of signif-
icant value. Unwanted spontaneous micturition and backflow of urine to the kidneys can
be avoided. Yet, under which conditions patients would adopt such an mHealth solution
and how it should be designed remain unclear. For this reason, though still grounding on
seminal technology acceptance models (i.e., TAM [26], TAM2 [27], and UTAUT [28]),
we investigate the adoption and design of such a sensor system.

3 Methodology

3.1 A Literature Review to Build the Ex-ante Model

To build the ex-ante adoption model, we conducted a systematic literature review fol-
lowing recommendations from vom Brocke et al. [15] andWebster andWatson [14]. We
applied title, abstract, and keyword search in the seven online databases PubMed, IEEE
Xplore, AISeL, Epistemonikos, Web of Science, ScienceDirect, and EBSCOhost with
the search terms mHealth, mobile health, noninvasive, chronic disease, chronic illness,
and health care. We limited our search to peer-reviewed research papers and reviews
written in English and published between January 2006 and January 2020 [15, 29]. A
total of 302 papers was suitable for analysis.
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To sort the sample of papers, one co-author reviewed the abstracts in-depth to obtain
a detailed overview and assessed the papers with a four-point Likert scale. Articles of
score 4 were dropped before a second co-author reviewed the papers with score 3 to drop
or give them the score 2. A third co-author read all those with score 2 to finally ex- or
include them for the in-depth analysis, concluding in 60 papers with a score 1 [15, 30].
Finally, we found another seven papers relevant for our purpose after a backward/forward
search [14]. The so-identified 67 papers were the base for our in-depth analysis, during
which we analyzed the papers with open, axial, and selective coding. Identifying basic
constructs, we grouped them in superordinate categories and simultaneously built sub-
categories between the constructs and categories to implement an additional abstraction
level [29, 31, 32].

3.2 Action Design Research to Build the Ex-Post Model

The α-cycle
Within the α-cycle of our ADR approach, we developed large parts of the ex-post model
and the sensor system. To gain an in-depth understanding of the intention of potential
users to adopt our mHealth solution, we conducted semi-structured interviews [17–19]
with users and practitioners. In theα-cycle, we iteratively interviewed ten patients suffer-
ing from LUTS. To include a representative group of interviewees [33, 34], we decided
to involve patients suffering from diseases associated with LUTS, such as multiple scle-
rosis, paraplegia, Parkinson’s disease, spina bifida, or stroke. Further, we interviewed
six practitioners from urology, neuro-urology, paraplegiology, physiotherapy, or medical
technology. We stopped the interview process of the α-cycle after these overall 16 inter-
views since we realized that new knowledge emerged only marginally and conceptional
saturation had been achieved [35]. We conducted all interviews via telephone taking
from 25 to 50 min each. The overall structure of the explorative interviews reached
from open to more specific questions about the adoption model and the α-version of the
sensor system. We analyzed the interviews qualitatively using coding techniques from
grounded theory [29, 32, 36], hence revised the ex-ante adoption model, and developed
the β-version of the sensor system.

The β-cycle
During the β-cycle, we evaluated, incrementally enhanced, and confirmed the results
of the α-cycle to conclude with the CDmHAM and derive design principles from the
so-built sensor system. To ensure the generalizability of our findings, we interviewed
ten new patients suffering from LUTS in the β-cycle [17–19]. This time, the sample
consisted of individuals suffering from congenital LUTS, multiple sclerosis, paraplegia,
prostate cancer, or stroke. Furthermore, we interviewed six practitioners from urology,
paraplegiology, physiotherapy, daycare of demented patients, or medical technology.We
again stopped the interview process in the β-cycle since we realized conceptional satu-
ration [35]. In the β-cycle, the interviews were of confirmatory nature to appropriately
evaluate the initial findings, although, all interviewees were invited to complement with
new insights. Building upon these findings, we concluded with the CDmHAM, devel-
oped the final sensor system, and derived a catalog of principles for designing mHealth
solutions.
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Finally, we conducted an online survey to validate our previous findings in a larger
setting [20]. We applied this quantitative approach, as we sought to weight our sub-
categories regarding their relevance to allow for a better focus of later research and
practice [18, 37]. In the survey, we asked participants to rate our sub-categories con-
cerning their relevance on a scale from 1 to 7 where 1 means the sub-category is not
important at all and 7 means the sub-category is very important. Patients suffering from
LUTS as well as care assistants supporting respective patients were allowed to take part
in the survey. In the end, a total of 387 individuals participated. We analyzed the survey
examining mean scores, standard deviations, and variances of the ratings.

4 Results

As a result of the literature review,we identified factors affecting the intention of potential
users to adopt mHealth solutions in general. Our ex-ante adoption model consisted of
five superordinate categories (i.e.,User Factors, Perceived Benefits,Hard- and Software,
Data Factors, Environment) and 21 sub-categories. Building upon the generic ex-ante
model, we developed the α-version of the sensor system. Within the α- and β-cycle of
our ADR approach, we specified our perspective on LUTS patients and practitioners.
We confirmed the five categories and enhanced them to conclude in 28 sub-categories.
The ex-post adoption model (i.e., the CDmHAM) in Fig. 1 depicts the interrelations
between the categories, the adoption intention, and the design of mHealth devices.

In the following,we provide an overviewof the identified sub-categories and list them
adding theirmean scores obtained from the survey to illustrate the relevanceof each. First,
the categoryUser Factors is characterized by Accessibility (5.96),Customization (6.12),
Initial User Briefing (6.20), and Constant User Consulting (5.78). Second, Perceived
Benefits are split into Usefulness (6.14), Autonomy (6.38), Convenience (6.37), Comfort
(6.30),Mobility (6.54), andUnobtrusiveness (6.23). Third,Hardware and Software build
upon Safety (6.39), Reliability (6.52), Performance (6.32), Durability (6.28), Hardware
Fixation (5.60), Design (4.78), Interoperability (5.23), and Connectivity (5.26). Fourth,
in terms ofData Factors,Generation and Integration (5.14), Storage and Access (5.13),
Analysis (5.27), Feedback on Usage (5.66), Transfer (5.19), and Privacy (5.73) are rel-
evant. Environment, fifth, is determined by Ongoing Maintenance (6.01), Costs (5.89),
Health Insurance Involvement (6.19), and Provider Involvement (6.12). Perceived Ben-
efits is the most important superordinate category, and its sub-categories all belong to
the top ten of the most relevant ones. Noticeably, the category Data Factors obtains the
lowest relevance by far. On the sub-category level, Design shows the lowest mean of all
sub-categories.

Resulting from the β-cycle, the final version of the sensor system comprises an
mHealth sensor device, a monitoring app, and an additional drinking protocol app. Fur-
thermore, we derived a catalog of 26 design principles guiding future developments of
mHealth for LUTS and other chronic health issues. Design principles addressing the
hardware comprise Miniaturization, Flexibility, Soft Materials, Lightweight Construc-
tion, Smooth Surface,Wireless Device, Transparency,Washability,Biocompatibility, and
Durable Components. Addressing both the hard- and software, Plug-and-Play, Reduc-
tion of Manual Input, Clearness, Voice Assistant,Multiple Interfaces, Energy Efficiency,
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Fig. 1. The chronic disease mhealth adoption model

Internal Data Storage, and Cost-Effectiveness are relevant. In terms of the software,
Readability, Intuitive Operating Steps, Appropriate Language, Graphic Visualization,
Mobile-Friendly Software,CloudComputing,AlertMechanism, and Learning Algorithm
are pivotal determinants to be considered.

5 Discussion

As research provides little knowledge onmHealth adoptionwith urological health issues,
we followed amulti-method approach to build both the CDmHAMand catalog of design
principles. Integrating patient and expert interviews, we ensured the applicability of our
generic model for the specific case of LUTS. Our study thereby contributes with a
comprehensive model of mHealth adoption [cf., 26–28].

Our study faces limitations as we investigated neither dependencies between factors
nor the influence of moderating variables [38]. Hence, we invite future studies to investi-
gate whether the factors depend on each other, to identify specific moderating variables,
and to probe their effect within the CDmHAM and on the catalog of design principles.
Since potential users assessed the relevance of the adoption factors, we suggest focusing
on themost relevant ones while investigatingmHealth adoption and developingmHealth
devices.

Concluding, we obtained an adoption model as well as a catalog of design principles
specifically applicable in LUTS management and supposed to apply to other chronic
diseases as well. The comprehensiveness of factors and principles and the proven appli-
cability for LUTS are valuable for research. We invite researchers to build upon our
findings and validate and enhance both the model and the catalog.
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Abstract. Patient pathways are a means to structure the care process for patients
with complex and long-term diseases in integrated care networks. Simultane-
ously, they have a stronger emphasis on the patient perspective and engagement
than related pathway concepts. Still, there are no common mechanisms for patient
engagement concepts in patient pathway models. This paper therefore explores
the state-of-the-art of patient engagement tools as well as evidence on their effec-
tivity and feasibility, picking the Option Grid, the Patient Diary, and the Question
Prompt Sheet (QPS) as representative examples. Based on this, we propose rec-
ommendations for the representation of such tools in patient pathway models and
demonstrate them with the application of the QPS in a colorectal cancer patient
pathway. To conclude, the evidence on patient engagement tools is still diverse
but promising. Anchoring successful tools in patient pathways holds the potential
to support their broader application and enhance individualized care.

Keywords: Patient engagement · Patient pathway · Shared decision-making ·
Literature review

1 Introduction

Current challenges in the health care sector, including sectoral boundaries, the financing
system and demographic changes, result in an increased need for a transparent and
well-organized coordination of patients through their individual care processes. At the
same time, an efficient distribution of resources has to be ensured. The recreation of
processes is a central strategy to combat these challenges, as a well-designed process
can for instance promote continuity of care, ensure an efficient resource allocation and
support the decision-making process [1]. In the health care sector, a common tool used
to design processes is the pathway.

In medicine, there is no standardized definition for the term pathway. Küttner and
Roeder (2007) [2] describe threemain components of pathways that seem tobeprominent
in all definitions: They refer to a specific patient group, are used by an interprofessional
treatment team and define a diagnostic and therapeutic action corridor [2]. A major
concern regarding pathways in medicine is that they could foster depersonalisation,
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as they may be based too heavily on the requirements of an average patient, leaving
diminutive space for individual needs and decisions. Even though amain aimof pathways
is to reduce variations and therefore guarantee all patients the same level of a high-quality
treatment, they also have the potential to foster individualization. These concepts may
seem contrary at first, however a well-designed pathway must be flexible enough to be
personalized to individual cases in a standardized manner [3]. For example, a pathway
can incorporate steps where the patients are systematically asked for feedback or input
on the respective health issue. This information could then decide the further route that
is taken in the pathway. It therefore needs to enable the users to navigate patients through
different options and stages, depending on the individual decision-making process [4].
Compared to other pathway approaches, patient pathways have a very prominent focus on
individualization [5]. Therefore, the concepts of patient engagement and shared decision-
making (SDM) need to have a central part in the design and implementation of the
pathway process.

There is no widely accepted definition of the term patient engagement, however a
comprehensive definition by Higgins et al. (2017) defines it as “the desire and capability
to actively choose to participate in care in a way uniquely appropriate to the individual,
in cooperation with a healthcare provider or institution, for the purpose of maximizing
outcomes or improving experiences of care” [6]. An important aspect of this definition
is a patient’s capability to participate. In order to be capable, patients must acquire the
necessary knowledge to decide, which is an integral part of patient empowerment. Other
characteristics include capacity building, gaining control over the situation, motivation,
self-care and trust [7]. SDM is an integral part of engaging patients into their health
care process. It implies an active engagement of the patient and the physician in the
decision-making process by sharing information and personal values [7, 8].

Actively engaging patients yieldsmultiple benefits for all stakeholders along the care
process. Engaged patients have a better awareness and understanding of their condition,
leading to an enhanced communication with their health care professionals [9]. As a
result, compliance is fostered and the health status improves. Different authors [9–11]
agree that patient engagement has the potential to reduce health care costs and enhance
a more appropriate and effective usage of resources. The quality of health care delivery
is enhanced further, as less treatment errors tend to occur when patients are engaged
in the process [9–11]. When combining the concepts of patient pathways and patient
engagement a higher quality of care can be guaranteed throughout the health care process.
Patient pathways will become more individualized, therefore putting more emphasis on
patient’s individual needs. Simultaneously, patient engagement concepts are not yet
represented in patient pathways to support these aims.

Therefore, the research objective of this paper is to explore how patient engagement
tools (i.e. an item that supports the user in enhancing patient engagement, similar to
an instrument or a utensil) can be integrated into patient pathways. In order to do this,
diverse patient engagement tools will be analyzed and opportunities for their practical
implementation into patient pathways will be shown. Two research questions (RQ) are
to be answered: RQ1: What is the evidence for the effectivity and feasibility of patient
engagement tools? The effectivity of the respective tool refers to the extent to which the
goals, or characteristics of patient engagement are enhanced through its implementation
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or usage. Feasibility refers to how practical and acceptable the tool is for all stakeholders
involved in the process. RQ2: How can patient engagement tools be used in patient
pathways?

Accordingly, the remainder of this article is structured as follows: The usedmethod of
a literature review is described in Sect. 2. The review results are given in Sect. 3. In total,
three out of nine evaluated tools are presented in this paper (selection criteria explained
in Sect. 2.1). These are theOptionGrid, the Patient Diary, and theQuestion Prompt Sheet
(QPS), which are described in Subsect. 3.1 (referring to answering RQ1). In Sect. 3.2, a
representation form for the utilization of patient engagement tools in patient pathways is
proposed (referring to answering RQ2). For demonstration purposes, the representation
of an engagement tool in a colorectal cancer patient pathway is used as an example. The
paper closes with a conclusion and discussion in Sect. 4.

2 Method

2.1 Preliminary Study on Patient Engagement Tools

A preliminary study, with the objective to present the current state-of-the-art on tools to
engage patients into their health care process was conducted. For this purpose, a litera-
ture review in the scientific database PubMed was performed in November 2019. The
search string consisted of alternative terms for “patient engagement” in combination
with the terms “method”, “tool”, “aid”, “instrument”, “strategy” or “implementation”.
In total 772 articles were identified. From 228 full-text articles that were assessed for
eligibility, 53 records were included in the final preliminary study. A study was included
if any kind of tool (including the alternative terms used above) was used to involve
patients in their own treatment or care. Extraneous topics, such as training programmes
or challenges of patient engagement were excluded. The results are a mixture of spe-
cific tools, but also diverse strategies that either the physician or the patient can utilize
to enhance patient engagement. When only considering the concrete, practical tools
(strategies were generally too concrete for a broad evaluation) the following nine could
be distinguished: Adaptive Conjoint Analysis (ACA), Best Case/ Worst Case (BC/WC),
Decision Box, Option Grid, Patient Empowerment Tool (PET), Patient Diary, Patient
Portals, Question Prompt Sheets and the Roulette Wheel. These were evaluated and due
to space limitations only three of them were selected for a detailed result presentation
in this paper. The Option Grid, Patient Diary and Question Prompt Sheet were chosen
for this purpose, as they are intensively considered in literature, can be used in diverse
health settings and at different points in time along the patient pathway (i.e. diagnosis,
treatment, rehabilitation). The results on the other tools are summarized only shortly in
Sect. 3.1.

2.2 Literature Review on the Evidence of Patient Engagement Tools

To answer RQ1, a literature review following the guidelines proposed by Rowley and
Slack (2004) [12] was conducted. In the first step, a quick scan on the respective tool was
performed, in order to gain a general understanding about its operatingmode and possible
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alternative terms that are used in literature. This informationwas used to create the search
string for the tools, which is depicted in Table 1. A separate search was conducted for
each tool and the search string was partially adapted depending on the functionalities of
the respective database. Furthermore, the search string for patient portals and personal
health records was adapted to include an outcome component to specify the results. This
was not necessary for other tools, due to their low prominence in literature.

Table 1. Search string used for literature review

Patient OR Patients 
(PubMed)

Patient$ (Web of Science)

AND (PubMed)
NEAR/4 (Web of 

Science)

Empower* OR Engag* OR 
Involv*

OR
Shared decision making

OR
Patient participation [MeSH Term] (PubMed only)

AND
Adaptive Conjoint Analysis

Best Case/ Worst Case
Decision Box*

Option Grid* (PubMed)
Option Grid$ (Web of Science)

Patient Empowerment Tool
Diary OR Diaries (PubMed)

(Patient$ OR Symptom$) NEAR/4 (Diary OR Diaries) (Web of Science)
(Personal health record* OR Patient portal*) AND (Outcome* OR Effect* OR 

Consequence*) (PubMed)
(Personal health record$ OR Patient portal$) NEAR/6 (Outcome* OR Effect* OR 

Consequence*) (Web of Science)
Question Prompt Sheet* (Pub Med)

Question Prompt Sheet$ (Web of Science)
Roulette wheel* OR Dart board* OR Pie chart* (PubMed)

Roulette wheel$ OR Dart board$ OR Pie chart$ (Web of Science)

During the literature selection process, any record that addressed effectivity or feasi-
bility of patient engagement, as defined in Sect. 1, was included. Publications focusing
on extraneous topics were excluded. For example, articles not referring to the tool, as
described in Sect. 3.1, were excluded. This was, however, seldomly the case, because the
individual search string already contained the specific name of the tool. The literature
selection process is summarized in Table 2.

After completing this process, the information retrieved from the review process was
structured and is summarized in Sect. 3. As the records selected have very different study
designs and therefore levels of reliability, the Oxford scale of evidence was used to put
the obtained information into context. The evidence level (EL) of each included study
is noted in brackets behind the references of the study and an overview is given in Table
3. Levels could be graded down on basis of study quality, imprecision, indirectness,
because of inconsistency between studies or because the absolute effect size was very
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Table 2. Literature selection process

Records 
iden�fied 
through 
database 

search

Records 
a�er 

duplicates 
were 

removed

Records 
screened 

in �tle 
and 

abstract

Records 
assessed 

in full-text

Records 
included

ACA 12 9 9 8 7
BC/ WC 9 5 5 4 4
Decision Box 15 8 8 6 2
Option Grid 32 21 21 13 9
PET 2 1 1 1 1
Patient diary 53 51 51 12 6
Patient portal 73 70 70 26 14
QPS 13 10 10 6 4
Roulette Wheel 4 3 3 3 3

small. Studies could be graded up if there was a large effect size. Systematic reviews
were generally assessed as better than individual studies [13]. They will also be referred
to in the individual summaries for each tool, when answering RQ1.

Table 3. Number of sources used assessed with the oxford scale of evidence

EL ACA BC/WC Decision
box

Option
grid

Patient
diary

Patient
portal

PET QPS Roulette
wheel

I 0 0 0 0 1 1 0 0 0

II 1 0 0 0 1 3 0 3 0

III 2 0 0 2 1 5 0 0 1

IV 4 4 2 6 2 5 1 1 1

V 0 0 0 1 1 0 0 0 1

I: Systematic review of randomized trials or n-of-1 trials
II: Randomized trial or observational study with dramatic effect
III: Non-randomized controlled cohort/follow-up study
IV: Case-series, case-control studies, or historically controlled studies
V: Mechanism-based reasoning

3 Results

3.1 Evidence-Based Patient Engagement Tools

Option Grids. An Option Grid is a one- to maximum three-page summary of all avail-
able healthcare options for a specific treatment decision. The information is categorized
in form of patients most frequently asked questions when considering different treat-
ment options. For example, likely outcomes, risks and benefits are commonly discussed.
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Providers can also choose which options they want to present to the patient and can
customize the grid with patient-specific data [14, 15].

Three of the included studies were conducted on Option Grids for knee osteoarthri-
tis. During the first study, a step-wedged trial with a population of older patients (with
lower than average health literacy), the Option Grid led to higher knowledge levels of the
patients about the osteoarthritis and its treatment possibilities. Furthermore, an increased
readiness to decide for one of the options and an overall improvement of the SDM levels
could be observed. This enhanced patient engagement was achieved without prolong-
ing the duration of the encounters [16] (EL: III). During the second study, clinician
interviews were performed before and after adoption of the knee osteoarthritis Option
Grid. After initial concerns before adoption, the usage of the tool was generally seen
as acceptable and helpful for the communication process during the patient encounter,
while simultaneously helping clinicians take on a more neutral position. Additionally,
they experienced that the patients had a more active role, asking more questions during
the consultation [17] (EL: IV). In the third study by Kinsey et al. (2017) interviews with
patients using the Option Grid during consultation and a control group were performed.
The patients in the intervention group showed an increased awareness of the different
treatment options, while the patients in the control group were less clear about the fact
that different treatment options had been discussed. The physicians working with the
control group also seemed to focus the discussion on risks and benefits concerning the
(for them) most likely option. Acceptability of the tool for patients was rated as high.
Most patients in the intervention group felt more involved in the decision-making pro-
cess, however both groups felt that they had finally made their own treatment decision
[18] (EL: III).

In a further study by Smith et al. (2019) an Option Grid for knee replacement surgery
was evaluated. The Option Grid made patients feel better informed and provided them
with a starting point for further individual research. This is an important aspect for the
development of patient engagement [19] (EL: IV).

Two studies focused on Option Grids for breast cancer. Both studies concluded that
the Option Grid was acceptable and feasible for facilitating patient involvement and for
improving the perceived understanding of patients. The study by Hahlweg et al. (2019)
(EL: IV) highlighted the importance of training physicians on the usage of the Option
Grid in order to promote acceptance [20, 21] (EL: IV). In a further study, an Option Grid
for the usage of antipsychotic medication was evaluated positively. In interviews the tool
was perceived as usable, context appropriate and feasible in psychiatric consultations
by patients, psychiatrists, family members and administrators [22] (EL: IV). This is
supported by the opinion of a general practitioner and professor of primary health care,
who concludes that the information in Option Grids is presented in a format that allows
both reflection and dialogue. In contrast to other SDM-tools the physician also sees
the benefit in the simplicity of Option Grids, stating that “neither the patient nor the
clinician needs to be a geek to use them” [23] (EL: V).

Only one study was found, in which an Option Grid did not have an influence on the
degree of SDM. This was a pre-post intervention study by Scalia et al. (2018), in which
over a time period of three months the Option Grid tool was used for diverse conditions
in a clinical setting [15] (EL: IV).
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Patient Diary. A Patient Diary is a simple tool that can be used by patients for self-
monitoring. For example, symptoms, body weight, blood pressure or activities can be
recorded and, when necessary, presented to health care providers [24].

Several records evaluated the feasibility of Patient Diaries. For example, feasibility
and acceptance of internet-based and telephone-based diaries were tested in a study by
Cherenack et al. (2016) amongst a population of 61 young HIV-infected men. Diary data
and qualitative interviews showed that the internet diaries were preferred by 92% of the
population with a completion rate of 78% over a 66-day measure. Generally, keeping
the diaries was described as promoting self-reflection and behavior tracking [25] (EL:
IV).

During a study with 393 rural patients, who recorded symptoms on heart failure,
it was found that participants actively using a Patient Diary lived longer. For example,
patients with a “very high” diary usage, were 39% less likely to die due to heart failure
compared to patients using no diary [26] (EL: III). Using the diary is closely connected
to self-management skills and treatment adherence, due to which these results can be
partially explained.

Hodge (2013), a family physician and clinical instructor explains that Patient Diaries
have a series of advantages. These include that keeping diaries gives patients a sense of
control, therefore engaging themmore into the treatment process. Furthermore, in terms
of feasibility, it takes physicians less time to review the one-page diary than to verbally
interview a patient for the same information [27] (EL: V). This opinion is supported by
a study of Himes et al. (2016). It was found that self-management programs that include
diaries, compared to those that do not, are associated with a higher disease control,
enhanced life quality and fewer hospital visits [28] (EL: IV).

In direct contrast to this, are the results of the study by Schmidt et al. (2015). A trial
comparing length of hospital stay and quality of life (one year after hospitalization) in
a group of 652 patients concluded that the diary did not have an effect on these aspects.
Participants were randomly assigned to receive either standard care or an information
booklet and a diary. Their mean age of the patients was 72 years. Patient empowerment
through booklet and diary did, however, have a positive influence on patient’s short-term
well-being, such as postoperative pain [29] (EL: II). Also, a systematic review byUllman
et al. (2014) concludes that there is minimal evidence from randomized controlled trials
that Patient Diaries do any benefit or harm. This review was set in the context of patients
in the intensive care unit [30] (EL: I).

Question Prompt Sheet. QPSs are lists of frequently asked questions that patients can
take into a consultation. They are specified to the respective disease or condition the
patient is in. Additionally, space is given for patients to take notes or record further
questions. Their goal is to animate the patient to become a proactive customer by asking
more questions during the consultation and therefore also gain more knowledge on their
condition [31, 32].

Arthur et al. (2017) tested the QPS in a palliative care setting. In total 100 patients
and 12 physicians received the tool and were interviewed on their perception of its
helpfulness. Overall, both patients and physicians had a positive connotation towards
QPS.Most stated the tool was helpful for communicatingwith the physician (77%), clear
to understand (90%) and they would use a similar tool in the future (76%). Physicians
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perceived QPS as helpful for 68% of encounters and 73% stated it did not prolong the
duration of the consultation. Acceptability and feasibility of this tool are rated very
positively in this study. Additionally, patient anxiety was measured before and after
consultation.Results indicated a significant decrease in patient anxiety after consultation.
The results were, however, not compared to a control group, that did not receive QPS.
This makes it difficult to link the usage of the tool to reduced anxiety, as patients could
generally be less anxious after a consultation [33] (EL: IV).

The information obtained in Arthur et al. (2017) is supported by the study of Brown
et al. (2001), which concludes that QPS, which are actively addressed by the physician
during consultation, enhance information recall, reduce anxiety and shorten the length
of the encounter. In order to reach these conclusions 318 patients with cancer, seeing
their oncologists for the first time, were randomized to receive or not receive a QPS. The
group that received the tool was again divided into patients, whose physicians would
actively address the prompt sheet in the consultation and patients, whose physicians
would not. The consultations were audio-taped and standardized questionnaires and
interviews used, to gain information from the patients. The results indicated that patients
with QPS asked more questions on prognosis and therefore received more information
from their physician on the topic. If the tool was, however, not directly addressed by the
physician, it had a negative impact: increasing patient anxiety after the encounter and
prolonging consultation duration [34] (EL: II).

In 1999 the same author was already part of an intervention to promote question-
asking behaviour in patients. The effectiveness of QPS was compared to coaching ses-
sions exploring benefits and barriers to question-asking as well as rehearsal techniques.
It was found that the QPS (addressed by the doctor) had a significantly greater effect on
promoting patients to ask more questions, thus involving them in the consultation [35]
(EL: II).

In contrast to this, a study by Butow et al. (1994) found that the QPS did generally
not increase the number of questions asked, however questions on prognosis increased
from 16% in the control group to 35% in the intervention group. In this randomized
controlled trial 142 patients either received a QPS or a general paper informing them of
available services in the institution [36] (EL: II).

Further Patient Engagement Tools. Due to space limitations, the results of the other
six patient engagement tools that were evaluated are not displayed in detail. Instead, a
short summary is given in Table 4.

Discussion of the Evidence on Patient Engagement Tools. When considering the
results obtained, the effectivity and feasibility of the three patient engagement tools,
Option Grid, Patient Diary, and QPS seems to generally be high. Especially for the
Option Grid and the QPS both measures can be evaluated positively.

When summarizing the information obtained for theOptionGrid, it can be concluded
that there is no study displaying any negative impacts through the usage of Option
Grids. Effectiveness, in terms of increasing SDM and patient engagement, was present
inmultiple studies. Feasibility is partially given, if the encounter is not prolonged through
usage of the tool, which was measured and positively evaluated in one study. This is,
however, surely dependent on the designof theOptionGrid and trainingof the physicians.
Acceptability of the tool seems to be very high, especially for patients.
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Table 4. Overview on effectiveness and feasibility of further patient engagement tools

Tool Effectivity Feasibility Representative sources

ACA + ++ [37] EL: IV; [38] EL: IV; [39] EL: III

BC/WC ++ + [40] EL: IV; [41] EL: IV

Decision box 0 + [42] EL: IV

PET 0 0 [43] EL: IV

Patient portal 0 + [44] EL: III; [45] EL: I; [46] EL: II

Roulette wheel + 0 [47] EL: IV; [48] EL: V

++ Evidence for effectivity/feasibility is present to a large extent
+ Evidence for effectivity/feasibility is generally present
0 Evidence is controversial or there are no sources available
- Evidence for effectivity/feasibility is generally not present
-- Evidence for effectivity/feasibility is not present to a large extent

Results for the effectiveness of Patient Diaries, in the sense of enhancing patient
engagement, are controversial. Monitoring personal symptoms is already a form of
engaging oneself with the individual health status. Self-reflection is fostered and deci-
sions that need to be made with the physician are more informed, which can have a
positive impact on SDM. Still, the two studies with the highest levels in the Oxford
Scale of Evidence for Patient Diaries, both portrayed only marginal proof of benefits
the tool may generate, so that a decisive conclusion is not possible without any further
research on the topic. There is no evidence that Patient Diaries can have a negative
impact. Feasibility seems to be present to a large extent. Acceptance for the Patient
Diary was proven amongst a population of very young adults, in an online format of the
tool. Feasibility is also fostered by the expert’s opinion that retrieving the information
from a Patient Diary is faster, therefore shortening the duration of consultations.

When summarizing the results of the studies found for the QPS, it can be concluded
that acceptability and feasibility for the tool are high. Duration of the encounter (when
used in the correct manner) is shortened through the QPS, which suggests a high fea-
sibility. Helpfulness was also rated positively by patients and physicians. Effectiveness
and therefore patient engagement is the extent to which patients are more involved in
consultation and therefore ask more questions to gain an increased understanding of
their condition. This is also the basis for SDM to take place. As shown in the studies,
QPS are generally very effective for promoting question-asking behaviour. For this tool,
it is noticeable that the records are comparably old. The most recent study from 2017,
however, also reflects the positive results obtained in the other sources.

When considering the obtained results, it can be concluded that evidence for the
effectivity and feasibility of Option Grids and QPS is present to a large extent. Evidence
for these two criteria in Patient Diaries is at least given partially. It can therefore be
derived that an enhanced usage of some patient engagement tools in practice has the
potential to yield multiple benefits associated with patient engagement. Furthermore,
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the possibility that other patient engagement tools may also prove to be effective and
feasible is conceivable.

3.2 Representation and Utilization of Patient Engagement Tools in Patient
Pathways

Recommendation for Representation. In order to answer RQ2, two main areas of
interest need to be discussed. First, it must be considered to which patient pathway
elements the tools can be linked. Second, a meaningful representation of the tools in
patient pathways, including variations for diverse characteristics, is necessary.

TheBusiness ProcessModel andNotation (BPMN) is a domain-independent concep-
tual modelling language, commonly used as a visual representation of complex business
processes in economy and industry. However, BPMN is also used for modelling care
processes and is an established approach in health care practice [49, 50]. There are
healthcare-specific BPMN extensions for pathway modelling such as BPMN4CP [51].
For this reason, we choose BPMN4CP for patient pathway representation and patient
engagement tool inclusion.

When considering the purpose of diverse patient engagement tools, it becomes
clear that they are generally used to support specific tasks, e.g. communication or self-
management. Also, SDM is a task, which needs to be performed at some point in the
process jointly by the physician and the patient. It is therefore clear, that SDM tools
can be attached to this specific task, which will be prominent in all patient pathways,
as these already have a focus on individual patient planning and management. What
also supports the idea of attaching patient engagement tools to particular tasks, is that
such tools always need to be introduced or handed over to the patient in some form.
This means that someone must actively correspond with the patient about the tool. Tasks
in patient pathways often already incorporate an interaction between the patient and a
health care professional, through which the further integration of a tool at this point does
not lead to additional efforts.

It should also be considered when, not only where, patient engagement tools can
generally be used. Many cannot be used in every kind of pathway (depending on the
condition) or with any type of patient. As an example, SDM tools can only be utilized
for conditions in which there are multiple, reasonable different treatment options, these
options are sensitive to preferences that patients may have (involve trade-offs) and the
evidence for choosing one option over another must be uncertain [52]. Additionally, not
all patients want to be involved in their care or in decision-making processes. Preferences
can differ dramatically, meaning that a patient’s personality must also be considered
when deciding if and what kind of patient engagement tools to use [53]. Furthermore,
a pathway should not be overloaded by diverse patient engagement tools. Some can be
combined in a manner that makes sense, but for example using multiple different SDM
tools for the same decision may only confuse the patient. Therefore, which tools fit best
to the different workflows for conditions described through the pathways, needs to be
thought through and tested individually.
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The symbol proposed for the representation of patient engagement tools in patient
pathways is depicted in Fig. 1. It can be connected to the element in the patient pathway
using a dotted line.

Fig. 1. Symbol for patient engagement tool1

Different features that patient engagement tools possess can be depicted in the patient
pathway through alternations of the patient engagement tool symbol. Depending on the
type of patient engagement tool, the color of the symbol could change. SDM tools are
depicted in orange, communication tools in yellow, self-management tools in green
and tools for patient education are depicted in blue. If necessary, further color schemes
could be added. Additionally, patient engagement tools in the form of documents (that
could for example be printed, filled out together or handed out to the patient) should
be distinguished from other types of tools by the form of a paper with a bent edge
around the symbol. If the tool can be independently configured and therefore adapted
to the individual patient through a health professional, it should be depicted through a
screwdriver icon centrally placed at the top of the symbol (Fig. 2).

Fig. 2. Engagement tool symbol for an adaptable Option Grid in the form of a document2

Additionally, further information to the user should be depicted in an extra view
named “details”, which opens when clicking on the patient engagement tool symbol. A
practical example is given in the following section by applying the integration of QPSs
in patient pathways to the oncology use case.

Application Example – Question Prompt Sheets. In order to demonstrate and test the
recommendations for representation of patient engagement tools, a tool will be explored

1 Icon made by Freepik from www.flaticon.com.
2 Icons made by Freepik and Becris from www.flaticon.com.

http://www.flaticon.com
http://www.flaticon.com
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in the context of a colorectal cancer patient pathway for comprehensive cancer care net-
works.TheQPSwas chosen as an example, because evidence levels regarding its effectiv-
ity and feasibility are high and it is a tool that should fit intomost pathways, unattached to
the specific condition. The used patient pathway for colorectal cancer patients was devel-
oped as part of the large-scale European Joint Action iPAAC (Innovative Partnership
for Action Against Cancer)3, aiming to develop and implement innovative approaches
to cancer control.

The QPS is used by the patient and the physician during consultation. Especially
for complex diseases, such as cancer, several consultations take place. QPS are not a
typical tool for SDM, as they do not focus on different treatment alternatives. Questions
about these could be included, but the main aim is to promote general question asking
behaviour (and therefore increase the amount of information obtained) by patients on
their specific conditions. Especially during the first consultation after diagnosis patients
often need a lot of information on their condition, due to which the integration of the tool
during this task makes sense. When referring to the colorectal cancer patient pathway
template, the QPS will be integrated at the initial “patient consultation” for patients
that have a confirmed histological finding, which is depicted in Fig. 3. This approach is
supported by information in the study of Lambert et al. (2019), in which feedback from
patients indicates that the QPS would be less valuable to them in review consultations
[54]. For the QPS, a details-view with more instructions and further information on its
usage can be retrieved (see Fig. 4).

Fig. 3. Representation of QPS in patient pathway for colorectal cancer (left: patient pathway
model without QPS integration, right: detailed view on integrated QPS)

3 URL: https://www.ipaac.eu/ (accessed 25.08.2020).

https://www.ipaac.eu/
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Fig. 4. Example of a details-view for the QPS tool

4 Conclusion and Discussion

Tools for patient engagement and SDM offer possibilities to enhance the active integra-
tion of patients into their own process of health care. Furthermore, their integration of
specific tools in the formof concreteworking instructions at specific pathway steps seems
more practical and goal-oriented than a general proposal of working in a more patient-
centred manner through a general explanation of the concepts of patient engagement.
However, evidence for howwell these tools foster patient engagement, how fluently they
can be integrated into the process and how acceptable they are to patients and health
care professionals needed to be explored. Therefore, a literature review was conducted
to find out what evidence for the effectivity and feasibility of patient engagement tools
exists (according to RQ1). Overall, it can be summarized that there is evidence for at
least some patient engagement tools, including the Option Grid and the QPS. It must,
however, also be considered that there is a lot of contradictory information. Furthermore,
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studies were often performed in very diverse setting, for example with different med-
ical conditions, treatment options and participant groups. Also, the quality of the tool
usage varied immensely depending on how and when it was put to action. Comparability
between studies is therefore limited. It can also be concluded that research on patient
engagement tools is only beginning to develop. Nearly all sources used for the review
were published in the last five years.

Despite evidence for the effectivity and feasibility of some engagement tools, reports
of their usage in practice remain rare. When embedding engagement tools in the already
well-established concept of pathways, they may also gain more prominence and accep-
tance. This approach is a chance to close the gap between research and practice and
therefore to eliminate inefficiencies through a suboptimal execution of health care ser-
vices, which is the case if patients do not receive the chance of being involved. Only
through patient engagement individual needs and preferences can be elicited and a better
understanding of the condition by the patient leads to higher compliance and an enhanced
communication. All these aspects ultimately lead to better health care outcomes and a
higher quality of care. Therefore, we explored how patient engagement tools could be
represented in patient pathways (according to RQ2). The proposed recommendations for
representation where applied to a patient pathway for colorectal cancer using the QPS
as an example. The goal was to demonstrate and test the recommendations given. After
application, no further changes needed to be made to the initial representation format or
to the general statement of where these tools can be connected to the pathway.

The results of this paper contribute to the mounting evidence that the usage of
patient engagement tools in practice should be enhanced. The integration of these tools
into patient pathways could be a substantial part of putting theory into practice. Several
new research areas become prominent through these results. For example, the evaluation
of patient engagement tools in practice, would be of interest to support the findings of
this paper. The representation of patient engagement tools in patient pathways will be
made possible by developing a BPMNextension to represent patient engagement tools in
patient pathways. Furthermore, in the context of patient pathways, the active engagement
of patients during their development could be exploited. These topics are of high interest
to research and concrete plans for their realization are in progress.
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Abstract. Care pathways and implementing information systems increasingly
permeate the discipline of Health Information Systems Research (HISR). It
explores the conception, modelling, realisation and impact of pathway-supporting
HIS and strives for the best possible harmonisation of interdisciplinary goals from
technology, medicine and public health research. A systematic literature review
with qualitative content analysis is dedicated to this integrating character. It exam-
ines the interdisciplinary network of objectives associated with care pathways and
pathway-supportingHIS in theHISR literature of the past decade. The research-in-
progress paper presented here describes the background, methodology and interim
content analysis results. Alternative questions and analysis strategies to this status
are outlined in conclusion as a basis for discourse. In this way, adjustments to
the research strategy of this project will be sought in a targeted exchange with
researchers from the HISR.

Keywords: Care pathways · Health information systems · Literature review ·
Qualitative content analysis · Research-in-Progress

1 Introduction

Medicine describes complex sequences of interventions of defined patient groups in
defined time periods as care pathways in order to promote the organisation and decision-
making of care processes [1, 2]. Terms have been established to emphasise intra-
organisational (“clinical pathways”), cross-institutional (“integrated care pathways”) or
patient-centred (“patient pathways”) orientations [3–5]. Business informatics, domain-
specifically namedHealth InformationSystemsResearch (HISR), also conducts research
with and on “care pathways” and investigates the conception, modelling, realisation and
impact of pathway-supporting Health Information Systems (HIS) [3, 6–8].

It can be observed that the research and development work seek to bring original
motivations from the process perspective in line with the requirements of other views or
disciplines. For example, it is discussed how patient integration can be intensified along
care pathways [8], how data analytics methods can describe care pathways retrospec-
tively [9] or how data mining approaches can contribute to the individualisation of care
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plans [10]. Experiences from practice-oriented digital health research projects confirm
the observation that the objectives of care pathways and pathway-supporting HIS go
beyond the traditional process perspective.

The research presented here builds on these observations. It examines the thesis that
the objectives of research and development of care pathways and pathway-supporting
HIS are becoming increasingly interdisciplinary. It therefore explores the question of
what objectives are associated with work on this research topic. Such a consolidation
can serve to describe the solution space for pathway-supporting HIS, to derive design
implications and to point out disciplines and professions to be involved. It thus extends
the knowledge from previous reviews on the characterisation of patient pathways [3]
and on the support of clinical pathways by health information technologies [11].

This RiP paper shows the current status of a systematic literature review with qual-
itative content analysis. It presents the research strategy, descriptive and first content-
analytical results. Although the material review and interpretation have not been com-
pleted, the current evaluation status motivates a discussion of alternative questions and
analytical approaches. Selected options are outlined first for the search strategy and then
for the evaluation strategy in order to initiate the scientific discourse.

2 Search Strategy and Amount of Analysis

A systematic literature review [12–14] was opened for the above-mentioned question.
The databases of the following ISR or HISR publication bodies were selected: AIS
Senior Basket, Proceedings of the AIS Conferences, recommended eHealth Journals
of the AIS SIG Health. After abstract and full text screening, 49 articles were selected
as the final set for analysis. Only articles that prominently mention care pathways as a
research context were included. Details of the review process are given in Fig. 1.

Fig. 1. Review process description according to PRISMA recommendations [14].

The identified articles are distributed relatively evenly over the past years (see Table
1). With regard to the distribution across the publication organs, it can be seen that the
majority of the articles found are published in HISR journals recommended by the AIS
Health SIG (n = 37). Here, 14 articles could be found in the International Journal of
Medical Informatics alone and 12 papers in the journal BMC Medical Informatics and
Decision Making. A total of 11 papers were identified in the proceedings of the AIS
conferences, and only one article in the AIS Senior Basket.



Pathway Supporting Health Information Systems 81

Table 1. Publication distribution by year and publication organ

09 10 11 12 13 14 15 16 17 18 19 20
∑

AIS Senior
Basket

EJIS 1 1

AIS
Conferences

ICIS 1 1 2

AMCIS 1 1

ECIS 1 2 1 3 7

HICSS 1 1

TOP 5 Journals
suggested by
AIS SIG Health

JAMAI 1 1 1 1 4

IJMI 1 1 2 2 1 2 5 14

JMIR 1 1 2

Health Systems 1 2 2 5

BMC MIDM 1 3 4 2 1 1 12
∑

1 0 3 4 4 4 4 7 5 4 7 6 49

3 Discussion of the Search Strategy

The high exclusion rate and the inherent uncertainty as to whether the relevant literature
could be comprehensively identified also call the search strategy into question. With
backward and forward searches, while maintaining the time and journal restrictions,
additional articles are to be included. The inclusion of additional journals according to
known journal rankings [15, 16] can also contribute to the expansion of the analysis
set. The configuration of the search string could also counteract the exclusion rate. For
example, terms such as “care pathway”, “treatment pathway”, “patient pathway” or
“clinical pathway” could lead to a result set with similar quality, although indication-
specific care pathwayswould then escape the search. Likewise, the integration of process
terms (e.g. “process” or “workflow”) could identify adequate contributions that would
remain hidden, especially when searching the journals of the AIS Senior Basket or
the AIS conferences. Given the number of alternative search strategies, the discussion
with SLR-experienced colleagues from the HISR will address the question of how an
advantageous degree of differentiation can be determined for the research question of
this project.

4 Content Analysis and Evaluation Alternatives

From the abstracts of all identified contributions, initial information was gathered on
background, contributions and the relationship of the content to the object of study.
Methodologically, an inductive, qualitative content analysis [17] follows for compre-
hensive interpretation. Following the process model of a summarising content analysis
with inductive category formation [18], the analysis material was reduced to those text
passages in which goals or contributions of the presented research are described with
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reference to care pathways or pathway-supporting HIS. Paraphrases were constructed
for these passages (see Table 2 for examples) and structured interpretatively. This pro-
cess step has so far been carried out for the contributions of the years 2017 to 2020
(n = 22, see Table 3). The remaining contributions are referenced here: [19–45].

The interim results support the observation of increasingly interdisciplinary work
with and on care pathways. Pathway-supporting HIS for clinical workflow support and
interorganisational coordination are being developed and evaluated in the field. Innova-
tive data-based predictive models are tested with them and combined with management
task areas. They also provide structuring support for consolidating research contribu-
tions, so that the impression arises that care pathways take on the function of a “lin-
gua franca” in practice-oriented research and development projects. An impression that
motivates separate exchange and additional analytical approaches.

Table 2. Examples of paraphrases

Research contribution [reference]: Paraphrase for description

Askari et al. 2020 [46]: Study on the professional assessment of the effectiveness and
efficiency of clinical pathways and pathway-supporting HIS in medical care

Kempa-Liehr et al. 2020 [47]: Modelling tool for care pathways and prediction models based
on data mining methods and machine learning models

Consideration of the multiprofessional objectives also raises the fundamental ques-
tion of whether drivers of interdisciplinary work on pathway-supporting HIS are to be
found in medical care practice or in its research. Possibly there is also a recursive, mutu-
ally reinforcing interrelationship. To approach this question, alternative analytical strate-
gies are presented. Their presentation primarily serves as a discourse stimulus for the
concrete object of study and the presented interim results, but suggests a generalisability
to other research objects of HISR.

A first, alternative analytical approach is devoted to the genesis of identified publi-
cations. A detailed examination of the author team’s background could describe the
interdisciplinarity of the research. So far, articles have been analysed in terms of the
average number of authors (mean = 5.18; median = 5, modal = 3). However, these
numbers do not provide information about the diversity of expertise involved. With the
information on author details, the institutional background (with subject area) could be
collected. In this way, the following questions, among others, could be addressed:Which
scientific disciplines (e.g. IS, medicine, health services research, etc.) are involved in
the research of pathway-supporting HIS and how? How are medical and ICT practice
involved in research projects? Which sub-disciplines of ISR discuss the research topic?

Another alternative evaluation is the classification in the HISR landscape. Current
meta-studies ofHISR could be used to deductively investigate the following questions: In
which subfields of HISR does research with and on pathway-supporting HIS contribute
[67–70]? For which current challenges and trends does this research show particular
potential [67, 69]? What is the analytical focus and methodological orientation of the
contributions [68–70]? Which health information technologies and which user groups
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Table 3. Interim results of content analysis

Category of contribution to care pathways or pathway-supporting HIS: Examples

Evaluation and assessment of pathway-supporting HIS:
- Studies on effectiveness, efficiency and user experience [11, 46, 48–51]
- Usage analyses for coordination around communication [48, 50, 52, 53]

Data-driven path modelling and integration of data-based predictive models:
- Modelling methods or tools for deriving care pathways from electronic case record data [47,
50, 54–56]
- Development of data-based predictive models (data & process mining, machine learning,
deep learning) for medical decision support [47, 50, 56, 57]
- Data-based analysis and decision models from data pathway-supporting HIS for care and
hospital management [55, 58]

Conventional modelling of care pathways:
- Development of process-oriented modelling languages for care pathways [59]
- Presentation of modelling tools for supply pathways [47]

Conceptual integration of the management perspective:
- Intersection analysis of expertise from information systems, operational research and
industrial engineering for problem solving in connection with supply paths [60]
- Method conception for embedding quality management in care pathways [61]
- Path-based data analysis for tactical and strategic hospital management [62]

Care pathways as a structuring aid of HISR:
- Analyses of the status quo of the digital transformation [63, 64]
- Studies on the potential analysis of telemedical measures [65]
- Studies on the personalisation of HIS services [66] and technology support [11]

are the focus [69, 70]? In what relation are theories of ISR and health care discussed
[68]? Resulting findings can uncover research potentials as well as suggest suitable
compositions for research and development consortia.

Furthermore, an investigation of the health care contexts could determine and
describe those health care scenarios that motivate the development of pathway-
supporting HIS or benefit particularly from them. From the results, characteristics and
possibly types of care scenarios could be derived, which in turn could be linked to
concrete care goals. This investigation could include the following focal points: care
setting (outpatient, inpatient, rehabilitation); medical specialty (e.g. oncology, emer-
gency medicine); indication (e.g. COPD, depression); role of the patient (autonomous
vs. paternalistic) or degree of multiprofessionality or number of institutions involved.
The analysis of the abstracts showed that only half of the contributions named specific
care contexts. An adjustment of the content-analytical approach could help to collect the
information sought also from the implicit statements about the care context of the 23
contributions with a generic approach. Thus, in addition to the interim results shown, this
RiP contribution concludes with an equal amount of research questions and approaches
that are available.
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Abstract. Hand hygiene plays a key role in the prevention of infections. However,
there is still a lack of hand hygiene practices among both healthcare professionals
and the public. Electronic hand hygiene monitoring systems have the potential to
improve the situation by giving an accurate assessment of hand hygiene behavior
and by placing digital interventions, but such systems are used only in a small num-
ber of healthcare facilities. Barriers that limit their large-scale adoption include
high costs, privacy concerns, and usability. In this paper, we present a novel real-
time feedback system that aims to overcome the existing barriers and supports
hand hygiene on a personal and organizational level.

Keywords: Hand hygiene · Real-time feedback · Health information system

1 Introduction

Proper hand hygiene is one of the easiest, cheapest, and most effective ways to contain
the spread of infectious diseases [1]. It is a particular concern in the health sector,
where hospital-acquired infections constitute a massive threat to patient safety and cause
large economic damage (average cost of 14,000$ per infection [2]) that would often
be preventable. Despite large-scale efforts to improve hand hygiene practice (e.g., the
“Clean Care is Safer Care” campaign by the WHO), the compliance with guidelines
remains below 50% [3] and only 8.5% of healthcare workers perform correct hand
hygiene technique according to guidelines [4]. The COVID-19 pandemic underlines the
need for good hand hygiene outside of hospital systems and highlights the importance
of hand washing everywhere, from kindergartens to elderly care facilities.

Electronic hand hygiene monitoring systems (EHHMS) can improve this situation
for two reasons: First, an information system (IS) can provide a scalable, extensive,
and objective method to measure and assess hand hygiene performance and identify
situation- or location-specific problems. EHHMS have major advantages over human
observers, as they canmeasure behavior permanently and less affected by the Hawthorne
effect (people changing behavior due to feeling observed) [5]. Second, EHHMS can
deliver digital interventions to induce behavior change towards better hand hygiene.
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Such interventions may comprise for instance performance feedback, “nudges” such as
goal setting and the activation of social norms, and may also place reminders, which are
all key elements of the WHO multimodal hand hygiene improvement strategy [6] and
effective at improving hand hygiene behavior.

We see potential in such IS that a) address barriers of adoptions that current systems
face and are b) more versatile and accessible than previous systems for application areas
beyond healthcare facilities. In this paper, we outline a novel IoT-based feedback IS
that tracks hand hygiene behavior at the place of action only (faucet and sink for hand
washing) and thereby does not rely on costly personal tracking devices. It trades more
advanced tracking capabilities for a cheaper andmore accessible system,whilemaintain-
ing capabilities to measure and improve hand hygiene on a personal and organizational
level.

2 Related Work on EHHMS

Prior research on EHHMS has mostly focused on the medical field and utilized a wide
range of technologies. For instance, simple electronic soap and disinfection dispensers
record frequency and time of activation, but can only inform about rough trends in
hand hygiene behavior [7, 8]. More technically advanced systems use wearable tracking
devices that deliver real-time feedback to improve HH compliance of healthcare workers
[9–13]. This approach has led to promising results: the number of hand hygiene proce-
dures were increased by 23% [9] and relevant nosocomial infections were halved [13].
Other systems set a focus on monitoring correct handwashing techniques which can be
implemented using wristbands [14], smartwatches [15], or camera-based systems [16].
The measurement of hand hygiene behavior works well with state-of-the-art EHHMS:
they detect compliance with high accuracy of over 90% [17, 18], while detection rates of
hand washing poses is possible with an average accuracy of 90% for both camera based
systems [16] and wrist-worn technology [15]. In addition to the papers with a technical
focus, a small number of studies exist that apply concepts from behavioral economics
to induce behavior change. To this work, insights from IS research may make important
contributions when the objective is to build scalable yet powerful EHHMS. Examples
of relevant work from IS includes studies on injunctive social norms [19], gamification
in combination with social comparison [20], priming [21], and goal setting [22]. We
intend to bring both fields together and build a system that allows us to test and deploy
powerful interventions.

3 Methodology

We conducted an extensive qualitative screening of the literature concerning existing
technical solutions, digital and behavioral hand hygiene interventions, and best prac-
tices for implementation1. From this literature, we identified critical barriers that limit

1 The literature screening was conducted with search engines of PubMed, ScienceDirect, and
Google Scholar. Search terms included e.g.: “hand hygiene AND intervention AND hospital”
or “hand hygiene monitoring system”.
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thewidespread adoption of EHHMS (see Sect. 3.1). To address those barriers, we derived
requirements for the design of future systems (Sect. 3.2). The requirements are under-
pinned by detailed analysis of the existing literature, the described barriers for adop-
tion, and interviews with major stakeholders of such systems. Unstructured and semi-
structured interviews (n= 14) were conducted mostly in a one-to-one setting in German
hospitals and included healthcare workers (n = 7), a hygiene officer (n = 1), clinic
maintenance and building services (n= 3), engineers and salesperson from the sanitary
sector (n = 3). Subsequently, we present a prototype of a feedback IS that implements
the derived requirements (Sect. 4).

3.1 Barriers of Adoption for Previous EHHMS

Cost: Several studies have named high cost of EHHMS as a barrier for adoption [23–
25]. Studies that report the costs of their EHHMS estimate them between 30000$ and
50000$ for small hospital units of 20 beds or less [9, 26, 27]. In a survey of 56 hospitals,
79.8% named cost the primary reason for non-adoption [28].

Privacy of users: Healthcare workers have expressed concerns that their location
is continuously monitored using personal tracking techniques [11, 29] and data of
individual hand hygiene performance might be used for punishment [29].

Usability: Systems with personal tracking devices have also been found to be incon-
venient [30] and disrupt the workflow of healthcare professionals [11, 23], hence the
usage of systems can decrease over time [11]. Perceived inaccuracy of tracking devices
has caused frustration of users and even led to manipulation of systems [31].

Accessibility: Many systems require dedicated personal hardware (e.g. badges, wrist
worn sensors, or smartwatches) and thus limit accessibility, as the systems capabilities
are only available to a predefined group of users equipped with hardware.

3.2 Requirements for Our Feedback Information System

R1: The system shall cost considerably less than previous solutions and have low oper-
ating cost. This limits the sensors and ICT-hardware to relatively low cost versions and
shifts complexity from measurement hardware to scalable software (Barrier: Cost).

R2: The system shall preserve privacy and not track individual behavior. Privacy con-
cerns are a critical barrier for the adoption of EHHMS and may lead to resistance against
the introduction of such systems, especially by healthcare workers. By omitting personal
tracking devices, the system emphasizes collective improvement instead of surveillance
(Barrier: Privacy).

R3: The system shall deliver real-time feedback in situ. Feedback has been one of the
most common and effective methods in inducing behavior change. As research from
other areas such as energy conservation has shown, feedback may be most powerful at
changing behavior when delivered at the place of action and in real time [32] (Barrier:
Usability).
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R4: The system shall be easily integrable into existing sanitary installations. To keep
the system versatile for applications outside of healthcare, the system shall be integrated
into faucets and dispensers for soap or disinfection agent. For the user, the only visible
difference to a common sink is a feedback device for delivering digital interventions,
which supports usability (Barriers: Usability, Accessibility).

R5: The system shall assure legionella prevention by automatic flushing of stagnating
pipes. Water quality plays an important role for hygiene, as Legionella reproduce in
stagnating water pipes at temperatures between 25 and 45 °C and may cause pneumonia
when inhaled via aerosols. Hospitals and semi-public buildings invest considerable effort
into prevention and the associated documentation.

R6: The systems (wireless) technology shall not interfere with medical equipment at
healthcare facilities and drinking water regulations.

3.3 System Architecture of Our Feedback Information System

With consideration for the identified barriers and requirements, we developed an IoT-
based feedback IS for improving handwashing, as pictured in Fig. 1. A single installation
consists of a touchless faucet (a), a soap sensor (b), a feedback display for user interven-
tions (c), and a gateway (d), which connects to devices (a-c) via Bluetooth and relays
data to a cloud infrastructure (e). Connected IS, such as dashboards to monitor hand
hygiene (f), can access the system via this cloud infrastructure.

Fig. 1. Architecture of our feedback information system

The systemmeasures individual hand washing performance using the duration of the
hand wash, usage of soap or disinfection agent, and the application duration of cleaning
product. Thus, the adherence to the widespread five step process for hand washing [33]
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can be observed. We will validate the accuracy of behavior tracking with ground truth
data from field experiments, which is still work in progress.

Individual users of the IS can be targeted by arbitrary messages on the feedback
display, which may contain instructions, reminders, or feedback on individual behavior.
To support hand hygiene on an organizational level, the system measures hand hygiene
of users at all equipped faucets. Depending on the location of such faucets, this enables
tracking of hand hygiene behavior across different organizational units, e.g. the wards
of a hospital, or different user groups such as patients, visitors, and healthcare workers.
Such behavioral data may reveal a need for action and support resulting information
campaigns for improved hand hygiene.

The lack of personal tracking hardware or vison-based technology results in some
limitations of this system: Only behavior of users that interact with the installation
(e.g., use of water or soap) can be tracked or influenced, while non-compliance (no hand
hygiene performed) cannot be detected. Furthermore, the system is unable to differentiate
between fine-grained handwashing movements and poses that e.g. vision-based systems
can detect.

4 Conclusion and Outlook

EHHMS have great potential to monitor and improve hand hygiene behavior in a reliable
and scalable way, but cost and complexity of existing systems limit their application to
selected healthcare facilities. In this paper, we have presented a prototype of a novel
IoT-based handwashing system that addresses critical adoption barriers of existing sys-
tems and supports hand hygiene on a personal and organizational level. This system
is currently in development and is being evaluated in an ongoing field study with 40
installations at four hospitals and one semi-public building. In future work, we plan to
use the feedback components of our system (i.e., the display next to the sink, email based
reports generated by the system) to evaluate behavioral interventions (nudges such as
descriptive normative feedback) targeting hand hygiene in a randomized controlled trial.
Furthermore, we explore how such feedback IS can assist in forming and sustaining good
habits regarding hand hygiene. With this evaluation, we aim to gather design implica-
tions for the development of future EHHMS and support a more widespread adoption
in and outside of healthcare.
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1 Track Description

Retail faces many challenges. The ubiquitous competition in the form of Amazon and
Co. is leading to a tendency towards declining sales for stationary retailers. This is even
getting more evident in “Corona-times”. At the same time, the stationary retailer must
also be well-positioned in the multi-channel and omni-channel in order to be able to
trade economically in the future. This raises the question of the optimal business model
in retail: only digital, only stationary, which hybrid form? Is the medium-sized retailer
capable of surviving on its own, or does it have to think in terms of cooperation in order
to survive? These can be “physical” cooperations (cooperatives) or “virtual” ones
(integration into the platform economy). The question of both the business model and
the cooperation has an impact on the IT design of the retailer and the integration of the
IT components (ERP system, e-commerce system, platform integration). As such, the
Digital Retail Track encompasses a broad field of topics concerned with retail and its
digitalization, such as retail strategies, business models, IT integration strategies, and
retail in smart cities.

2 Research Articles

As digital retail has been more important than ever, we are excited to announce five
research articles as part of the Digital Retail Track.

2.1 Discovering Geographical Patterns of Retailers’ Locations
for Successful Retail in City Centers (Philipp zur Heiden, Daniel
Winter)

As digital retail does not limit itself to business transactions over electronic channels,
this short paper offers interesting insights into what factors influence city centers’
success consisting of brick-and-mortar stores using machine learning techniques. The
authors analyze 40 cities and over 30,000 entities within these city centers. Findings
show that their success especially relies on the centrality of the shops within the city
centers.



2.2 E-Service Touchpoints for Jewelry Retailers: Customers’ Perceptions
of a Digital Sales Desk (Cara Michelle Pfabe, Benjamin Barann,
Ann-Kristin Cordes, Andreas Hermann, Torsten Gollhardt)

Luxury goods such as jewelry and watches are still mainly sold in retail outlets, as
customers appreciate direct contact with customer advisors. Nevertheless, luxury stores
can benefit from digital solutions. This full paper raises the idea of a digital sales desk
which supports the watch advisory service. The authors conducted a survey regarding
the potentials and future orientation of such services. The survey showed that most
participants agreed with the prospect that digital sales desks would benefit the retailers
and address the expectations of the customers. In addition, the survey results were
investigated for two different customer groups with low and higher willingness to pay.

2.3 Local Retail Under Fire: Local Shopping Platforms Revisited Pre
and During the Corona Crisis (Sören Bärsch, Lars Bollweg, Peter
Weber, Tim Wittemund, Valerie Wulfhorst)

As the COVID-19 pandemic especially affects local retail, the authors investigate
whether the pandemic has influenced the development of Local Shopping Platforms as
well. The full paper draws from a content analysis regarding the development of Local
Shopping Platforms between 2016 and 2019 and interviews conducted during the
pandemic. Results show that the crisis heavily accelerated the implementation of Local
Shopping Platforms.

2.4 Towards the Digital Self-Renewal of Retail: The Generic Ecosystem
of the Retail Industry (Timo Phillip Böttcher, Lukas Rickling,
Kristina Gmelch, Jörg Weking, Helmut Krcmar)

The challenges imposed on brick-and-mortar retail by e-commerce have to be
addressed by traditional retailers. As digital retailers have many advantages, such as
extensive knowledge of their customers’ purchase patterns, the authors argue that
retailers need to leverage the advantages of inter-organizational collaboration to create
value. In this short paper, the authors present an e3-value model consisting of the
German retail ecosystem.

2.5 The Effect of Personality Traits and Gender Roles on Consumer
Channel Choices (Dennis Hummel, Tobias Vogel, Alexander Mädche)

As each customer is different, the authors of this full paper investigate a little-explored
topic: How do personality traits and gender roles influence (digital) channel choices?
The authors try to answer this question by conducting a lab experiment. The experi-
ment results show that some personality traits and gender roles have a significant
impact on trust, perceived risk, and perceived benefits, which in turn influence the
channel choice significantly.
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Discovering Geographical Patterns of Retailers’
Locations for Successful Retail in City Centers

Philipp zur Heiden(B) and Daniel Winter
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Abstract. City centers and resident retail businesses have to react to the contin-
uous growth of online retail. However, some city centers are far more successful
concerning the total turnover in relation to its inhabitants. Using machine learning
and data analysis methods, we investigate the types and locations of retail busi-
nesses inside the city center, comparing successful and unsuccessful city centers.
Our results show that success does not come with particular types of shops, but
rather with centrality and bundled shopping areas. We provide insights for plan-
ning and developing successful retail in city centers to compete and interact with
online retail.

Keywords: Machine learning · City center · Retail · Clustering · Centrality

1 Introduction

The rise of digital retail continues to pressurize retail in German city centers [1, 2]. The
downwards spiral of fewer customers and fewer retail businesses inside the city center
further increases the number of vacancies in many formerly successful retail areas in city
centers [3, 4]. This primarily affects medium-sized cities and smaller retail businesses
because they more often cannot focus on increasing their customer experience as a
central element of high street retail [5]. Retail businesses are not the only businesses
affected by this transition, but also other types of businesses common in high streets,
e.g., the service industry, restaurants, and businesses for entertainment and amusement.
We continue to use the term businesses to refer to all different types.

With machine learning and data-driven studies transforming whole industries [6],
we see new ways to discover novel insights for the planning and development of city
centers to strengthen the advantages of city center businesses. Manual and conventional
analysis of geographical data cannot deliver insights on comprehensive patterns of busi-
ness locations. With machine learning, however, one can analyze geographical data and
information about businesses making up retail in different city centers by using novel
methods. We suspect more factors than the sheer size of the city and its inhabitants
to influence the success some city centers have, whereas others fall behind. Therefore,
we focus on the following research question: Which geographical patterns of retailers’
locations enable successful retail in city centers?

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
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2 Theoretical Concepts: City Centers and Machine Learning

City centers are network models of different entities, comprising housing, employment,
and transportation [7, 8]. Different indices are able to estimate the success of different
city centers. One common index for measuring retail success in Germany is the retail
centrality index, defined by the percentage value of the quotient of spending capacity of
the resident population and turnover of the local retail businesses [9, 10]. A percentage
bigger than 100% shows that a city attracts more customers spending money in the city
center from its vicinity than it “looses” customers to other cities. The retail centrality
index is only calculated once per city and does not indicate the success of different types
of retailers. Naturally, bigger cities and regional centers—e.g., Berlin, Munich—will
have a significantly higher retail centrality index [9]. Thus, while comparing different
cities based on their retail centrality index, one should always assure that the cities’
populations are even.

Machine learning, in general, describes the automatic extraction of algorithms for
data analysis purposes [11]. Research in machine learning revolves around the develop-
ment and application of new methods to analyze vast amounts of data to gain otherwise
hidden patterns and insights [12]. Machine learning comprises three types of learning
strategies: supervised learning, unsupervised learning, and reinforcement learning [12].
In our study, we rely on supervised learning to investigate differences between success-
ful and unsuccessful cities. We apply decision trees [13, 14], random forests [15], and
support vector machines [16] to answer our research question, using types and locations
of businesses as input variables and success classification based on the retail centrality
index as our output variable.

3 Research Method

Analyzing vast amounts of data has become a popular research method in the IS dis-
cipline, as it not only serves to gain insights but also to develop theory to extend the
knowledge scope of IS [17]. In this study, we apply the research method of utilizing big
data sources and advanced analytics byMüller et al. [18]. They picture the research with
unstructured data as a process of four phases: framing a research question, collecting
the necessary data, the computational analysis, and, finally, interpreting the results [18].

As our study already proposed a research question in Sect. 1, we continue with our
data collection and analysis steps. First, we have to decide on the highly and poorly
ranked cities in terms of success. We focus on middle-sized cities (20,000 to 100,000
inhabitants) in Germany and use the retail centrality index to define successful and
unsuccessful cities (cf. Sect. 2)1. We use a total of 40 cities for our analysis—20 of
them having highly valued retail centrality indices. The other 20 cities have the lowest
centrality indices, indicating the poorest performing cities for our research.

As we need geospatial data to find patterns based on the location of the different
businesses, we opt for OpenStreetMap (OSM) in favor of Google Maps, because the
German community of OSM is much more active and serves as the foundation of high-
quality data [19–21]. We extract the different businesses (entities with OSM categories

1 Data taken from GMA GmbH (2017) and http://www.mb-research.de/.

http://www.mb-research.de/
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shop and amenity) of highly and poorly ranked cities with an API for OSM1F2. For
data-cleaning, we unify identical entities found in both shop and amenity category and
remove entities with stopwords (e.g., “wifi,” “bench”) from our data collection. In sum
we extracted 37,955 entities for our 40 selected cities,making it an average of about 1,000
entities per city. Removing entities with stopwords leaves us at 26,384 entities for the
following analysis. The remaining entities were classified with different categories for
the type of business by the community. However, we still have 386 types of businesses
of significantly varying sizes. Therefore, we use a k-means clustering [22] based on
word2vec annotations [23] to further group these types of businesses. Word2vec can
calculate a multi-dimensional vector from a word to quantify its meaning based on
likeliness to other words in a dictionary [23]. We used a pre-trained model2F3 as our
dictionary to calculate the vectors. We input the resulting vectors for each business
category into a k-means clustering algorithm, as we then need to cluster the categories
into groups. Using an elbow score, we identified k= 20 as a suitable number of clusters.
Thus, combining these two algorithms yields 20 clusters of business categories with
similar meanings.

For our computational analysis, we apply different techniques of machine learning to
gather insights from our dataset, i.e., random forests, decision trees, and support vector
machines. For each algorithm, we compare the results of analyzing highly-ranked and
poorly-ranked cities to discover factors impacting the success of these cities.

4 Results and Discussion

During our analysis, we investigated different geographical features of businesses and
their locations inside different city centers. First, the mean number of stores for each
category is mostly the same for successful and unsuccessful city centers. This trend only
differs for category 13with a significantly high number of businesses for successful cities
(Ø = 115) compared to unsuccessful cities (Ø = 76). This category covers gas stations
and seaside businesses, comprising, e.g., fishing supply, scuba diving, weighbridges, and
loading docks. Gas stations indicate high road traffic from possibly attracted customers
to the city center. Thus, we interpret that some of these businesses are present in the city
because many people are visiting particular cities, and not that many people are visiting
the city for the high number of gas stations. As ports and fisheries are only possible at
rivers and seas, the number of seaside businesses is mostly predefined and cannot be
improved in many cases.

We analyzed all data we had available and tried to identify possible features sig-
nificantly influencing the success of city centers. By using different machine learning
methods and techniques (cf. Sect. 3), we are able compare different results and confirm
the validity of the results. However, our data analyses show that the centrality of the
locations of businesses in a city center is the main feature significant for the success of
the city center. This was consistent across all applications of different machine learning
techniques and methods. Figure 1 shows the average distance of locations to the city

2 https://developer.mapquest.com/documentation/open/nominatim-search/.
3 https://code.google.com/archive/p/word2vec/.
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center divided by the category of the business. For the highly ranked cities, the mean
distance of the locations varies from 1.0 km to 2.7 km depending on businesses’ cat-
egories. In contrast, the mean distance of the locations from unsuccessful cities to the
city center is significantly higher, ranging from 3.0 km to 3.5 km. Placing many shops
close to the center of the city and fewer in a further range seems to be a factor drastically
influencing the cities success.

Fig. 1. Average distance from the location to the middle of the city by category

Fig. 2. Average distance between locations of the same category in the same city by category

Similar results can be seen for the average distance between locations of the same cat-
egory. Figure 2 visualizes these averages for every category of business locations. Again,
average distances are smaller for successful city centers than average distances of busi-
nesses in less successful cities. Generally, the average distance is lower for better-ranked
cities. Our results suggest that centrality is one of the critical features of a successful
city center.
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With online retail threatening the existence of many retail businesses [3, 4], grouping
different retail businesses (independent of their categories) seems to be a foundation for
successful retail in city centers. Especially planned shopping areas [24], e.g., shopping
malls and outlet centers, excel at pooling retailers on central locations because they
do not have to consider natural, private, and governmental hindrances. Further, they
are managed centrally in contrast to solitary retailers in organically grown shopping
ares. Customers seem to prefer cities with shopping malls or similar structures. Thus,
planning shopping areas with a dense presence of retailers could be a focus to improve
the attractiveness and success of retail in city centers and to prevent city center retail
to perish due to online retail. This does not need to be done in a shopping mall, but
can be utilize vacancies in formally organically grown shopping areas. Town center
management as a strategic way to improve city center attractiveness [25] can, e.g.,
benefit from recommending fitting areas to retailers who want to open new business
sites in city centers [26].

5 Conclusion

In this paper, we used different methods of supervised machine learning to investigate
patterns of retailers’ locations in city centers. We discovered that the number of retailer
businesses of different types does not influence the city center’s success. Still, the cen-
trality of successful cities is much higher, i.e., businesses are geographically closer to
businesses of the same category. Our insights are limited by the selection of machine
learning methods, the restriction to medium-sized cities in Germany, and by neglecting
historical events transforming city centers (e.g., war damage, political agendas).

As our findings on distances between city centers and businesses as well as dis-
tances between businesses have to be contextualized, we plan to extend our research
for considering further structural attributes, e.g., elevation, courses of roads, and public
transportation networks. Our paper serves as an entry point for a detailed analysis of
structural attributes in city centers and their influence on the success of retailers. As
further analyses have to cope with an increasing volume of data, we consider machine
learning techniques to be able to handle such analyses.
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Abstract. The digitalization of retail also affects the luxury industry. The integra-
tion of digital components in local retail stores can be one way to attract customers
and stay competitive. One novel in-store technology for jewelry stores could be
a digital sales desk intended to support the watch-advisory service. This work
proposes a conceptual design for a digital sales desk comprising various e-service
touchpoints. It conducts an ex-ante evaluation to investigate the aspects of the
digital sales desk that influence customers’ perceptions of quality and their re-use
intentions toward the digitally enriched advisory service. Therefore, an online sur-
vey was conducted. The survey results indicate that some e-service touchpoints
are more popular than others. The participants’ quality and value perceptions
also directly impacted their intentions to re-use the service. The results shed light
on the digital sales desk’s potentials and provide orientation regarding the most
promising e-service touchpoints.

Keywords: Digital transformation · Brick-and-Mortar · Jewelry retail ·
E-Service · Touchpoint

1 Introduction

The online share for luxury goods has steadily grown and is expected to grow further
[1]. This trend is also observable in the watch industry [2]. While the increase of online
presence [3], and the use of social media in luxury retailing, can be commonly observed,
stationary retailers in the luxury segment have to catch up regarding the adoption of
mobile applications and in-store technologies [4]. Interactions with in-store technolo-
gies and touchpoints shape customers’ experiences [4, 5]. Furthermore, omni-channel
experiences in physical stores [6] can drive the shopping intentions of customers [7].
As a result, luxury retailers and brands are searching for technologies to transform their
physical stores [8] into an “experiential place” [9, p. 47]. However, they need to ensure
that an in-store technology “is relevant for consumers […] and really provides value for
them […]” [10, p. 99] and meets their own and their customers’ expectations [9]. When
purchasing irregularly purchased goods, customers have different expectations, and they
demand, for example, detailed information and knowledgeable sellers [11]. Particularly,
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luxury customers expect high-quality products and services and are willing to pay for
them [12, 13]. Thus, novel in-store technologies for luxury retailers should be designed
accordingly.

This article focuses on a novel in-store technology for jewelry stores. In essence, it
proposes a touchscreen-enabled digital sales desk (i.e., an IT artifact) supporting watch-
advisory services in physical jewelry stores. As behavioral knowledge can support IT
artifacts’ design [14], this study conducts an artificial, formative, ex-ante evaluation [cf.
15] with potential customers to reduce the uncertainties and risks involved in implement-
ing this retail technology [cf. 15, 16]. Whether customers use a technology depends on
their perceptions of quality, value, and satisfaction [17–19]. Thus, this article aims at
investigating the aspects of a digital sales desk that affect customers’ quality perceptions
and their intentions to (re-)use the digitally supported service. An online survey was con-
ducted to reach this objective. The results shed light on a digital sales desk’s potentials
in jewelry stores and provide practical orientation on its most essential aspects, which
need to be considered.

This article’s remainder is structured as follows: Sect. 2 proposes the digital sales
desk’s concept. Section 3 develops the research model and presents the hypotheses.
Section 4 elaborates on the research method. Next, the results are presented in Sect. 5
and discussed in Sect. 6. The article concludes with a summary and an outlook.

2 A Digital Sales Desk that Supports the Sale of Watches

Luxury is often associated with excellent quality, exceptional craftsmanship, remarkable
beauty, joy, global reputation, exclusivity, and rarity [12, 20, 21]. Next to high material
value, luxury products also have an intangible value for the customer, which leads to an
increased willingness to pay [4, 21]. In addition, emotions can impact luxury customers’
brand attitudes [22]. Their perceptions of excellence value, functional value, experiential
values, self-expressive value, social value, and economic value lead to positive brand
relationships [12]. In turn, positive brand relationships [12] and affective attitude (e.g.,
pleasure or enjoyment) [20] can drive behavioral intentions [12] and purchase intentions
[20]. Luxury customers often obtain detailed information about the products of inter-
est beforehand [3]. Therefore, they “expect sophisticated personal service and special
treatment” [12, p. 86]. Furthermore, the merchandising, product offering, store atmo-
sphere, and interior design of the physical servicescape should match the luxury and
status expected by customers [23].

“The Internet plays an important role as an information source on luxury products”
[1, p. 28]. For example, online shops attract customers due to their convenience. Among
others, relevant aspects of online shops are extensive product selections, easier product
comparison, and access to brand information, product information, product presenta-
tions, and reviews [1]. Nevertheless, “physical stores are still the most relevant source of
information on new personal luxury products” [1, p. 27]. They attract customers due to
the physical [1, 9] and direct availability [1] of authentic products [9], personal advice,
purchasing experiences, and stores’ ambient [1]. However, over the past few years, the
online share for luxury goods has steadily grown and is expected to grow further [1].
Now, luxury brands have to become more digital to adapt to this trend. However, they
need “to know the available digital opportunities” [8, p. 225] to do so.
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In-store technologies pose various opportunities for luxury retail stores. For example,
they allow bringing personalized and information-intensive experiences or entertaining
and pleasurable elements to physical stores [4]. They also enable hybrid customer inter-
actions [24] and generate omni-channel experiences [6], which can drive customers’ in-
store shopping intentions [7]. In-store technologies offer various customer touchpoints
(TPs), which may impact customers’ technology acceptance [25]. “A customer touch-
point is a stimulus fulfilling a specific role within the customer journey. It has an interface,
which grants access to the stimulus and is mediated by a human, an analog object, or a
technology situated in a physical or digital sphere. When encountering a touchpoint, a
message between the customer and the retailer, its brand, or other customers is transmit-
ted. This encounter causes a customer experience” [26, p. 7]. Brick-and-mortar retailers
can complement their stores with in-store technologies and e-service TPs to work toward
an omni-channel environment [cf. 9, 25]. “Service is defined as the application of spe-
cialized competences […], through deeds, processes, and performances for the benefit
of another entity or the entity itself ” [27, p. 26]. A brick-and-mortar e-service TP is a
customer-directed electronic service (e-service) offering that is mediated by a digital TP
interface (e.g., a terminal or smartphone) in the physical servicescape [25].

While some customers perceive digital TP interfaces as more trustworthy and objec-
tive than the sales staff [28], consumers in the luxury segment and their emotional
involvement with products are influenced by sales assistants [4]. Thus, sales assistants
should not be replaced. Indeed, digital and human TP interfaces can complement each
other [28]. Heine and Berghaus [8] offer luxury brands some guidance on digital inter-
faces such as online shops, review sites, or mobile and tablet applications. Their work
suggests that e-service TPs should be carefully developed to ensure that they offer cus-
tomer benefits and reflect the brand’s superior luxury and quality. However, prior works
provide little guidance on the selection of brick-and-mortar e-service TPs [25].

As stated above, customers have different expectationswhenbuying goods purchased
on an irregular basis. This also applies to the purchase of luxury watches. Just as in the
luxury retail industry in general, mono-brand stores are losing ground to authorized
online retailers and e-boutiques of watch brands [2]. Thus, this article focuses on e-
service TPs complementing the employee-mediated watch-advisory service in physical
jewelry stores. A sales talk on watches usually comprises five phases [29, p. 145]:
Salutation, needs analysis, product presentation, purchase, and conclusion. The majority
of these phases take place at a sales desk. Therefore, such a desk can be considered a
suitable medium for a digital interface offering e-service TPs.

In a project with the carpentry business August Kreienbaum GmbH, which devel-
ops and realizes interior designs for jewelers, the authors designed a concept for a
touch-sensitive screen embedded in a sales desk in the context of the Mittelstand 4.0-
Kompetenzzentrum Lingen. This concept is called ‘digital sales desk’ in the following.
The concept’s requirements were defined in discussions between the project partners and
interviews with jewelry stores. As stated above, luxury customers have different expec-
tations when buying goods purchased on an irregular basis [11–13]. The interviews
reflected these expectations. As a result, several potential e-service TPs were defined
(see Table 1) to support jewelers’ watch-advisory service.
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Table 1. Potential e-service touchpoints for the digital sales desk

Cat Touchpoint Description

General
information

Jeweler information Some customers value the brand of the jeweler
itself. Thus, this TP allows the customer to
gain insight into the history of the jeweler

Watch promotion video When no customer is sitting at the sales desk
or the consultation has not yet begun, this TP
displays promotional videos of products and
manufacturers on the screen

Watch catalog To provide an overview of the existing
watches, a digitalized product catalog [cf. 30]
can be displayed on the digital sales desk

Brand websites and Apps Some manufacturers provide (web)
applications for concessionaire businesses.
These are often accessed via tablets or
computers of the jewelers. By granting access
to them, this TP should increase their
accessibility

Product-specific
information

Watch information and
Pictures

When a watch with an RFID transponder is
placed on the RFID reader or a watch is
selected from the catalog, this TP presents
essential information about it [e.g., 25].
3D-images allow customers to see watches in
detail [cf. 8, 29, 30]

Watch part details This TP presents information on specific
watch parts, such as the watch bezel or face,
on a separate view to not overload the product
information page

Watch brand information Many customers are interested in the brand of
a product. Information on the brand’s history
and, if applicable, on characters related to the
brand, such as designers, can be conveyed
vividly using the screen [31]

Decision support Watch comparison If a customer cannot decide between watches,
a comparison TP can provide the most
important facts about the watches to support
the decision-making [e.g., 25, 32]

Watch configuration Many watches are available in different
materials and designs. The digital sales desk
displays these options and enables a simple
product configuration

(continued)
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Table 1. (continued)

Cat Touchpoint Description

Similarity-based Recom This TP presents products with similar
characteristics on the product information
page [e.g., 25]

Customer-based Recom Many customers trust the opinions of other
customers [33]. Thus, this TP presents
products that customers with similar
preferences have bought

Purchase-based Recom Personalization is becoming increasingly
important to customers in the luxury segment
[34]. Thus, this TP makes suggestions based
on customers’ prior purchases [e.g., 25]

Purchase Availability. and Deli.
time

This TP provides quick information on the
availability of watches in the store. If not
available, the digital sales desk also provides
information on delivery times [e.g., 25]

Payment The purchase is often carried out at the sales
desk. Thus, this TP can execute payments and
display invoices [29]

Contact formula Long-term customer contact management
beyond a purchase requires the collection of
contact data [29]. Thus, the digital sales desk
mediates a contact formula TP

Luxury customers’ have various reasons to shop online [33]. Among other things,
luxury customers appreciate the availability of product information, customer reviews,
exclusive online offers, user-friendliness, brand information, convenient returns, and
product presentation when shopping online [1]. The digital sales desk allows retailers
to mirror some benefits of e-commerce to the physical servicescape [cf. 25], such as
the availability of product and brand information and the digital product presentation.
Besides, it offers complimentary entertaining and pleasurable elements [cf. 4] for the
watch-advisory service. Thus, the e-service TPs may meet the luxury customers’ func-
tional and hedonic needs [cf. 20, 22]. In addition, the provided brand- and watch-specific
information conveys individual brands’ values [cf. 23]. The seamless integration of brand
websites and apps ensures that the brands’ superior luxury and qualities are reflected
[cf. 8]. Finally, the digital sales desk supports salespersons through quick access to
information. Thus, it may support jewelers to meet their customers’ expectance for
sophisticated personal service [cf. 12].

The concept visualized the e-service TPs with mockups (see example in Fig. 1a).
Besides, the tapdo technologies GmbH developed a simple hardware prototype (see
Fig. 1b) housing a radio-frequency identification (RFID) reader that automatically
detects watches equipped with RFID transponders [cf. e.g., 35]. The digital TP interface
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still needs to be implemented based on its ex-ante evaluation [cf. 15], which is presented
in this manuscript.

(a)
Watch Faces & Clockwork licensed as Creative Commons 

CCBY (Noun Project: John Burraco & Eucalyp)

(b)
Picture: Alexander Polomka

Fig. 1. (a) Exemplary mockup and (b) Hardware prototype of the digital sales desk

3 Research Model and Hypotheses Development

Luxury customers’ quality expectations of the service provided are high [13]. For cus-
tomers, the quality of service results from comparing their expectations with their per-
ceptions [36]. The aim of a retailer should be to meet or even exceed the expectations of
its customers to achieve a high-quality service [cf. 37]. Customers’ evaluations of service
quality result from the sum of encounters with service TPs [38]. Therefore, retailers must
ensure that customers perceive the overall quality of the digitally supported service at
the digital sales desk as high. Prior studies have identified relationships between quality,
customer value, customer satisfaction, and customers’ behavioral intentions [39, 40].
The relationships between the constructs discussed below are congruent with Kettinger
et al. [17] and Haddad Rezende et al. [41].

The individually perceived probability that a person will act in a certain way is called
the person’s behavioral intention [42]. In the digital sales desk’s context, retailers need
to ensure that customers intend to re-use the digitally supported advisory service in the
jeweler’s store. According to some prior studies, service quality perceptions directly
affect customers’ behavioral intentions [40, 43]. In contrast, others have not investigated
this theoretical relationship [17, 18] or could not confirm a direct relationship [44]. Thus,
the first hypothesis is:

H1: Customers’ perceptions of the digital sales desk’s quality positively impact their
intentions to (re-)use a jeweler’s digitally supported watch-advisory service.

The behavioral intentions of customers are influenced by their experiences and
impressions. Customers’ perceptions of value and their satisfaction positively impact
their behaviors [e.g., 39, 45]. Thus, besides the direct effects of quality perceptions on
behavioral intentions, prior research also found indirect effects of service quality via
customers’ perceptions of value and their satisfaction [40, 43].
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In the context of products, “perceived value is the consumer’s overall assessment of
the utility of a product based on perceptions of what is received and what is given” [46,
p. 14]. Literature also uses this definition in the context of service and shopping values
[e.g., 18, 47]. In retailing, costs can be reduced, or benefits can be increased to strengthen
customers’ value perceptions [48]. The costs for customers in making a purchase not
only comprise monetary resources but also include the time, risks, and efforts involved
[17, 48]. The customers’ benefits include utilitarian (e.g., quality products, personalized
offers, or shopping convenience), hedonic, or social values [12, 17, 48]. When intro-
ducing new technology, retailers should consider how such an introduction affects value
perceptions [48]. Thus, as the digital sales desk aims at supporting and improving the
advisory service, the second and third hypotheses are:

H2: Customers’ perceptions of the digital sales desk’s quality positively impact their
values perceived from a jeweler’s digitally supported watch-advisory service.
H3: Customers’ perceptions of a digitally supported watch-advisory service’s value
positively impact their intentions to (re-)use the service.

In the context of smart retailing, customers’ impressions and evaluations of cumu-
lative experiences with technologies also impact their satisfaction [49, 50]. Customers’
satisfaction in general results from their perceptions of service quality [17, 38]. Cus-
tomers’ evaluations of service quality are based on the comparison of their expectations
before the purchase with their perceptions after the purchase [18]. Prior research has
found that service quality perceptions can increase satisfaction [41, 43]. Furthermore,
perceptions of value were shown to drive customers’ perceptions of satisfaction [18,
39, 43, 44], and studies have shown that customers’ satisfactions influence behavioral
and purchase intentions [39, 44, 45, 51]. Satisfied customers are more likely to consider
re-consuming or using a service, technology, or system [39, 41, 49, 52]. Thus, the last
hypotheses read as follows:

H4:Customers’ perceptions of the digital sales desk’s quality positively impact their
perceptions of satisfaction with a jeweler’s watch-advisory service.
H5: Customers’ perceptions of a digitally supported watch-advisory service’s value
positively impact their perceptions of satisfaction with the service.
H6: Customers’ perceptions of satisfaction with a digitally supported watch-advisory
service positively impact their intentions to (re-)use the service.

4 Method

Measures and Questionnaire: The survey items were adopted from prior research and
adapted to the study context. The established WebQual (WQ) model was chosen to
measure customers’ Perceived Quality of the digital sales desk. WQ was developed to
assess the quality of websites [53, 54]. As the digital sales desk aims at complementing
physical jewelry storeswith e-service TPs similar to those known from e-commerce [25],
it can be argued that it is appropriate to utilize WQ in this context. For this study, the WQ
measurement itemswere adapted fromLoiacono et al. [53, 54].WQ comprises 36 survey
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items for 12 reflective first-order constructs, partly determining three formative second-
order constructs (see Fig. 2). Perceived Quality is a third-order formative construct.
Satisfaction was measured according to four items adapted from Haddad Rezende et al.
[41]. The measurement instruments for the Value were adapted from Kettinger et al.
[17], who based them on the value categories of Sweeney and Soutar [55]. Besides,
the items used by two studies [17, 41] were combined to investigate the customers’
(Re-)Use Intentions toward the advisory service. Figure 2 shows this study’s research
model, including its six hypotheses, fifteen first-order constructs, three second-order
constructs (i.e., Usefulness, Ease of Use, Entertainment), and one third-order construct
(i.e., Perceived Quality). Similar to prior studies [25, 56], a single survey item (“Please
indicate how likely you would be to use the following features:”) was added to the survey
to measure customers’ willingness to use the individual e-service TPs. All survey items
were adapted to fit the study’s context and translated to German. As the online survey’s
goal was the artificial, formative, ex-ante evaluation [cf. 15] of the digital sales desk, the
items were also transformed into their conjunctive forms.

Satisfaction  

(Re-)Use
Intention

Value

Perceived
Quality

Usefulness

Ease of Use

Trust

Response Time

Entertainment

Better than Altern. Channels

Information Fit-to-Task

Interactivity

Completeness

Intuitive Operations

Ease of Understanding

Consistent Image

Visual Appeal

Innovativeness

Emotional Appeal

H4

H2

H6

H3

H5

H1

Fig. 2. Research model based on WebQual

Data Collection Procedure and Sampling: A quantitative online survey was con-
ducted to assess the digital sales desk’s concept. In addition to the possibility of surveying
a large sample of people, online surveys ensure that respondents are not influenced by
the social interaction that occurs during face-to-face or telephone surveys. Each respon-
dent receives the same questions, which increases the comparability of the results. Also,
online surveys facilitate asking complex questions with many possible answers [57]. A
seven-point Likert-like scale was employed to record the responses. The use of a Likert
scale is particularly suitable for questions that cannot always be answered with “yes” or
“no,” but instead with a tendency [57].

The survey startedwith an introduction to the collaborative project. Based on a textual
description and pictures from a jewelry store, participants were asked to put themselves
in the situation of a sales conversation. Next, the idea of the digital sales desk was
explained in the context of this situation. For further description and clarification, a
picture of the prototype and a two-minute animated explanation video (https://youtu.be/
pSTK1glTuEI) followed. The participants could review the introductory descriptions at

https://youtu.be/pSTK1glTuEI
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any time. To foster the participants’ understanding further, they had to rate the individual
e-service TPs at the beginning of the survey. Also, participants could leave comments on
the functions in a free-text field. Subsequently, the participants were guided through the
WQ, Value, Satisfaction, and (Re-Use) Intention items. Finally, several control variables
(i.e., an affinity for technology [58], willingness to pay for watches, purchase of a watch
in the last two years, age, and gender) concluded the survey. Except for the free-text
fields and demographic questions, all questions were mandatory.

The online survey was realized with the tool LimeSurvey [59]. In the period from
29.04.2020 to 21.05.2020, participants were invited over personal networks, social net-
works, and e-mail inquiries. To reach participants interested in luxury watches, profiles,
blogs, and groups focusing on watches were directly approached.

Data Analysis: The Partial Least Squares (PLS) method was used to carry out the data
analysis. It allowsmaking predictions on concrete data points with small sample size and
without demands on the data distribution [60]. The PLS and bootstrapping algorithms
of SmartPLS 3 were utilized to drive the evaluation of the measurement model and the
subsequent analysis of the data [61, 62]. As WQ comprises formative second-order and
third-order constructs next to its reflective first-order constructs, the repeated indicator
approach was chosen for the final model [63].

5 Results

5.1 Sample Characteristics and E-Service Touchpoint Preferences.

In total, 128 people participated in the survey. 29 of 128 participants started the survey but
did not finish it. Consequently, 99 fully completed surveys were considered to evaluate
and analyze the data (see Table 2). Disregarding 14 participants that did not state their
gender, roughly the same number of females and males participated. The average age of
the survey participants was approximately 33 years. Most participants’ willingness to
pay (WTP) for a watch was up to 500e and had a moderate technology affinity. Above
50% of the participants had bought a watch in the last two years.

The participants’ willingness to use the e-service TPs is shown in Fig. 3. Overall,
participants were most willing to use the Watch Information & Pictures, Watch Compar-
ison, Watch Configuration, and Watch Part Details TPs. The most unpopular e-service
TPs were the Jeweler Information, Watch Brand Websites & Apps, and Watch Promotion
Video. The preferences slightly differed for the sub-samples with low and highWTP. For
example, the Watch Brand Information, Watch Brand Websites and Apps, and Jeweler
Information TPs were more preferred by the high WTP sub-sample. The participants’
comments provided further insights into their perceptions of the individual e-service
TPs. First, it was noted that the decision to buy a watch is personal. Recommendations
based on purchases of other customers were said to be of little help. Second, it was stated
that the purchase of a watch is a rare activity. Thus, it would be challenging to create
a good customer profile for product recommendations. One participant also noted that
the screen would be too large to enter personal data. Four respondents explained that
the payment is very important in a high price segment and should not be digitalized
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Table 2. Demographic information of the sample and two sub-samples

WTP (Sub-)Sample All (n = 99) ≤500 (n =
53)

>500 (n =
46)

Items Cat Freq % Freq % Freq %

Gender Female 41 41.41% 35 66.04% 6 13.04%

Male 44 44.44% 14 26.42% 30 65.22%

N/A 14 14.14% 4 7.55% 10 21.74%

Age 18–30 67 67.68% 39 73.58% 28 60.87%

31–40 8 8.08% 2 3.77% 6 13.04%

41–50 9 9.09% 5 9.43% 4 8.70%

>50 15 15.15% 7 13.21% 8 17.39%

Willingness to Pay (WTP) ≤100 11 11.11% 11 20.75% 0 0.00%

≤500 42 42.42% 42 79.25% 0 0.00%

≤800 7 7.07% 0 0.00% 7 15.22%

≤2400 11 11.11% 0 0.00% 11 23.91%

≤7000 15 15.15% 0 0.00% 15 32.61%

≤20000 9 9.09% 0 0.00% 9 19.57%

>20000 4 4.04% 0 0.00% 4 8.70%

Affinity for Tech. (Ø Over 4 Items;
(1 = Low; 7 = High)

[1–3] 5 5.05% 4 7.55% 1 2.17%

[3–5] 69 69.70% 44 83.02% 25 54.35%

[5–7] 30 30.30% 9 16.98% 21 45.65%

Bought watch in
the last two years

Yes 51 51.52% 27 50.94 24 52.17%

No 48 48.48% 26 49.06 22 47.83%

too much. Besides, participants argued that information about different brands and the
jeweler would not be of much interest and would be, if at all, more relevant before enter-
ing the store. It was also stressed that the digital sales desk should not replace essential
elements of the physical store—in particular, the sales staff and the opportunity to try
on products. Finally, it should fit the store equipment, and the graphical user interface
should be clear and scalable such that people with impaired vision can also use it.

5.2 Results Concerning the Measurement and Structural Model

The measurement model’s reliability and validity were examined following Hair et al.
[62]. As the researchmodel comprises second-order and third-order constructs, a combi-
nation of the repeated indicator and the two-stage approach [63] was employed to evalu-
ate themodel’s formative parts before calculating the final results. For the PLS algorithm,
the default path weighting scheme, 500 maximum iterations, and a stop criterion of 10–7

were selected. Bootstrapping was performed with 5000 samples [62].
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(Desc. Order of Average Score; 1=Extremely Unlikely; 7=Extremely Likely)

Fig. 3. Participants’ willingness to use the jeweler E-Service touchpoint

First, the reflective first-order constructs were evaluated [62]. The evaluation only
reported a low Cronbach’s Alpha for the Response Time construct and identified two
items with loadings lower than the threshold value of .7 (Trust #3 and Response Time
#3). As a result, only Response Time #3, which was the inverted attention item, was
removed from the model. This removal improved the Cronbach’s Alpha, the Composite
Reliability, and the Average Variance Explained [62, 64]. The analysis of the cross-
loadings supported the decision to drop this item. While the Heterotrait-Monotrait ratio
(HTMT) Correlation between Interactivity and Information Fit-to-Task (.938) exceeded
the critical value of .9 [62], the HTMT Confidence Intervals did not encompass the value
1 [65]. Therefore, no changes were needed.

Second, the formative second-order and third-order WQ constructs were evaluated
[62]. When considering the collinearity, the Variance Inflation Factor did not exceed
the critical value of 5 for any of the formative indicators. Concerning the significance
and relevance of the formative indicators, insignificant weights for Intuitive Operations,
Trust, Response Time, and Ease of Use were discovered. Still, whereas Intuitive Opera-
tions, Ease of Use, and Response Time had significant loadings larger than .5, Trust had
a significant loading slightly below .5 (.462). Thus, the first three can still be consid-
ered absolute contributors to their higher-order constructs [62]. As WQ is an established
research model, the latter formative indicator was retained.



116 C. M. Pfabe et al.
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Fig. 4. Structural models with eath coefficients

Hair et al.’s [62] six steps were followed to examine the final structural model (see
Fig. 4): First, the Variance Inflation Factors are examined to check all driver constructs
for collinearity. All values were beneath the threshold value of 5. Next, considering the
relevance and significance of the path coefficients, some path coefficients had low values.
Thus, the significances of these relationships were checked. All relationships, besides
those betweenEase of Use andUsefulness, and between Satisfaction and (Re-)Use Inten-
tion, were significant in the full sample. Except for the relationship between Value and
Satisfaction, which showed a significance level of 5%, all significant relationships had
a significance level of 1%. Besides the relationships of Ease of Use and Usefulness, and
Satisfaction and (Re-)Use Intention, the confidence intervals did not encompass zero.
As a result, only hypothesis H6 had to be rejected, and the impact of Ease of Use on
Usefulness was insignificant in the full sample. Entertainment and Usefulness, and their
lower-order constructs, Consistent Image, Interactivity, Visual Appeal, and Information-
Fit-to-Task, had the most substantial mediated total effects on Satisfaction, Value, and
(Re-)Use Intention and the latter four also on Perceived Quality. Next, the coefficients
of determination (R2-values) were considered and, following Hair et al. [62], all R2-
values besides of Value (.648) and (Re-)Use Intention (.674), which can be considered
as moderate, could be regarded as substantial (i.e., larger than .75). When examining the
f 2-effect strength, according to Hair et al. [62], a strong and significant effect strength
was only found for the relationship between Perceived Quality and Value. All other rela-
tionships between the exogenous and endogenous constructs had insignificant moderate
(i.e., betweenValue and Satisfaction) or low effect strengths. Next, the forecast relevance
was checked by considering the cross-validated redundancies of the constructs reported
by the blindfolding algorithm. The Q2-values of the endogenous reflective indicators
were all above zero, suggesting that all have forecast relevance. Finally, the q2-effect
strengths were evaluated. Following Hair et al. [62], Perceived Quality had a moderate
forecast relevance for Satisfaction and a low one for (Re-)Use Intention. Satisfaction and
Value had low forecast relevance for each other and (Re-)Use Intention.
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6 Discussion

The survey suggests that the relationships between Perceived Quality and Satisfaction
(H4), Value (H2), and (Re-)Use Intention (H1) are significant. Participants’ perceptions
ofValue also affected their perceptions ofSatisfaction (H5) and (Re-)Use Intentions (H3).
In contrast, the hypothesis that perceptions of Satisfaction lead to (Re-)Use Intentions
(H6) had to be rejected (see Fig. 4). For the low WTP sub-sample (see Fig. 5), H4
had to be rejected. For the high WTP sub-sample, H1 and H3 had to be rejected, but
H6 could be accepted, and the effect of Value on Satisfaction was stronger (H4). The
results contribute to the discourse on the direct (H1) and indirect relationships (e.g., H6)
between Perceived Quality and (Re-)Use Intention [cf. 40, 43, 44].

Satisfaction  

(Re-)Use
Intention
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Quality

.580 (.179)
H4: .001**

.702 (.077)
H2: 0***

.440 (.196)
H1: .025*
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H6: .976

.285 (.186)
H4: .126

.405 (.130)
H3: .002**
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.903 (.025)
H2: 0***
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.594 (.157)
H4: 0***

.251 (.225)
H3: .265

Low Willingness to Pay (WTP500; n=53) High Willingness to Pay (WTP > 500; n=46)

* p < .05; ** p < . 01; ***p < .001
Standard Errors in Parentheses

Fig. 5. Hypothesis testing for sub-samples

WQ’s [53, 54] first- and second-order constructs can provide clues for interpreting the
results and improving the concept further. By considering the total effects in the structural
model, the constructs with the highest (mediated) impact on Perceived Quality and (Re-)
Use Intention could be identified [62]. In the full sample, Entertainment, Usefulness,
Consistent Image, Interactivity, Visual Appeal, Information Fit-to-Task, and Ease of Use
had the strongest effects in descending order. For the low WTP sub-sample, Visual
Appeal and Ease of Use had a stronger effect than Consistent Image, Interactivity, and
Information Fit-to-Task. For the high WTP sub-sample, Usefulness was more important
than Entertainment. Besides, Visual Appeal and Ease of Use were less important for
this sub-sample than for the low WTP sub-sample. Overall, the items of Visual Appeal
had an approval rate of above 70% and, thus, positively contributed to the Perceived
Quality and (Re-Use) Intention. When considering the individual items of Information
Fit-to-task and Interactivity, it is noticeable that over 70% of the participants agreed
with all questions except for the question that dealt with whether the digital sales desk
is exactly what a customer needs to support the purchase. Similarly, almost 40% of
respondents did not agree with the Completeness item “All my business with the jeweler
could be completed via the digital sales desk” [adapted from 53, 54]. Thus, the concept
could be further improved concerning these areas for improvement. Still, the optional
survey comments and the existing literature suggest that the digital sales desk should
support rather than replace the sales assistants [cf. 28]. Consequently, more research
is required to determine an optimal set of complementary TPs offered via human and
digital interfaces in jewelry stores.Another construct hints at room for improvement is the
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Consistent Image. Around 60% of the participants agreed with the questions addressing
this topic. Thus, further efforts could concentrate on improving the concept regarding
the Consistent Image. Also, while only having a slightly lower total effect, another
area for potential improvement is the Emotional Appeal. About 33% of the participants
stated that using the digital sales desk would not positively impact their happiness. As
brand experience is particularly relevant in luxury retailing [5], customers’ emotions
should be considered when developing the concept further. Furthermore, even though
several participants critically commented on the storage of personal data and the digital
support of the payment process, Trust had the lowest impact on customers’ perceptions
of quality and their intentions to (re-)use the service. Still, only 28% of the participants
stated that they would not feel secure when carrying out transactions at the sales desk.
Thus, future research should focus on the impact of Trust on customers’ perception of
digital interfaces in luxury retail stores.

Overall, e-service TPs increasing the efficiency and effectiveness of the customer
journey were most popular (e.g., Watch Information & Pictures, Watch Comparison, and
Watch Configuration). In contrast, less popular were the personalized e-service TPs (i.e.,
the Purchase- and Customer-based Recommendation TPs). Thus, personalization in the
smart servicescape [49] of jewelers should be investigated further.

7 Conclusion

E-commerce retailers have adoptedTPs from the physical servicescape and adapted them
for e-commerce to substitute for some of brick-and-mortar retail’s distinct benefits (e.g.,
trying on products virtually). To comply with their customers’ changing expectations,
brick-and-mortar retailers can do the opposite andmirror e-serviceTPs frome-commerce
to the physical servicescape. However, existing research only provides little guidance on
the selection of brick-and-mortar e-service TPs. Especially, more research on e-service
TPs for brick-and-mortar retailers selling specific product categories is required [25].

This article proposed a digital sales desk offering various potential e-service TPs
to support jewelers’ watch-advisory services. It also investigates the factors that affect
customers’ perceptions of the sales desk’s quality and their impacts on customers’ inten-
tions to (re-)use the digitally supported watch-advisory service. Therefore, customers’
willingness to use the proposed e-service TPs and their perceptions of the digital sales
desk’s quality as a whole were assessed in an online survey. In addition, the digital
sales desk’s impact on customers’ satisfaction with, values derived from, and intentions
to (re-)use the digitally supported watch-advisory service were evaluated. The results
suggest that the e-service TPs are not equally desired by customers. Furthermore, per-
ceptions of the digital sales desk’s quality and the value derived from the advisory service
affected the participants’ (re-)use intentions toward the service. The results differed for
two sub-samples. From a theoretical perspective, this article contributes to the knowl-
edge base on customers’ expectations regarding a specific in-store technology in luxury
retail [e.g., 4]. From a practical viewpoint, examples of promising e-service TPs are
provided, which can be implemented by watch-selling luxury retailers. The results also
provide orientation on the aspects of a digital sales desk, which need to consider during
its implementation.
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This article leaves room for future research. First, most participants were interested
in watches costing up to 500e. While the results of the highWTP sub-sample (including
46.46% of the survey participants) provide an idea of a higher paying customer group’s
perceptions, future research could consider this customer group in more detail. Second,
the survey results can now be used to revise the prototype. Subsequently, formative or
summative evaluations can be conducted in lab experiments or field studies in coop-
eration with jewelry stores [cf. 15]. As 84% of the participants agreed with a strong
tendency that the digital sales desk would be innovative, it might allow jewelers to gain
competitive advantages [4] and meet their customers’ changing expectations.
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Abstract. The digital transformation is threatening the local stationary retail sec-
tor. Local Shopping Platforms (LSPs) were considered as a promising approach
to support local owner-operated retail outlets (LOOROs) with their digitalization,
but they struggled in utilizing the special characteristics, like e.g., the locational
advantages of the affiliated retailers. In this study, we assess the current state of
LSPs in Germany in 2020 with the help of a structured content analysis and semi-
structured telephone interviews, addressing also the impact of the Covid-19 crisis.
Our results show that the preferential platform type has changed. The lockdown
has significantly boosted the number of StoreLocator Platforms as one type ofLSP.
Furthermore, it turned out that LSPs with a “Strictly Local Approach” introduce
more location-based services than LSPs with a “Scaling Local Approach”.

Keywords: Local Shopping Platforms · LOOROs · Location-based services ·
Location-enabled services · Coronavirus (COVID-19/SARS-CoV-2) outbreak

1 Introduction

“The Retail Scenario 2030”, as introduced by the Federal Government of North Rhine-
Westphalia and conducted by IFH Köln researchers, has predicted significant changes
for the retail landscape within the next decade [1]. On the first view pleasing, the study
predicts a revenue increase of 134m euros for the entire German retail sector. However,
a closer look at the numbers reveals that e-commerce and grocery retailers consume the
majority of this growth. Only a small fraction of 1.7m euros is assigned to traditional
stationary big box retailers and local owner-operated retail outlets (LOOROs). LOOROs
can be characterized as shops with small-sized store areas, a limited number of staff
and high owner-involvement in the day-to-day business operations [2]. Accordingly,
the study predicts a large number of store closings in German cities - up to 64,000
local retailers are at stake [1]. As bad as this prognosis already is for local retailers,
the “Retail Scenario 2030” did not yet include the impact of the coronavirus and the
according lockdown in early 2020. In fact, many LOOROs thus need to be considered
as threatened in their very existence. The retail sector suffers so bad because of its
high share of communication-intensive interactions between the sales personnel and

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
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the customers, which became impossible because of the social distancing regulations
and lacking use of online channels [3, 4]. In numbers: The outbreak of the coronavirus
decreased revenues by 2.8% in March and 6.5% in April 2020 for the whole retail
sector. Even though the revenue has recovered by an increase of 13.9% in May 2020,
this recovery is mostly driven by e-commerce and the catalog business (+28.7%) [5,
6]. For LOOROs, revenue decreased strongly by 10.1% in March 2020, followed by a
recovery of +3.5% in May 2020. However, this increase did not compensate the losses
during the lockdown [6].Despite the supportmeasurements on theEuropean and national
levels, like the pan-European guarantee fund for small and medium-sized European
companies, many LOOROs face a tense financial situation [3, 7]. This is alarming as
studies show that most LOOROs have a very short survival time of only about eight
weeks without or with only very low revenues [8]. Furthermore, a high number of store
closings negatively affects the attractiveness of the city centers as shopping locations,
triggering or intensifying a downward spiral of less shops and less shoppers leading to
less attractive highstreets and less tax income for the cities, resulting in less financial
resources to support and develop the city centers [9].

LOOROs and cities need to tackle this downward spiral. Therefore, several indepen-
dent studies recommend LOOROs to reposition their business models, focusing more
on convenience and experience as well as local and digital offers for their customers
[1, 10, 11]. Despite these recommendations, the reluctance to transform their businesses
stays high among LOOROs because of internal and external adoption barriers (e.g.,
financial constraints or lack of standards) [12–15]. On the other hand, the coronavirus
seems to be a game changer, fostering the willingness of LOORO owners to follow
e-commerce trends more than ever. Recent studies show that many local retailers started
digital services like click & collect, same day delivery, or coupons during the lockdown
[16].

To offer these digital services, LOOROs often utilize intermediaries like Local Shop-
ping Platforms (LSPs) as service providers or inter-organizational service hubs [17].
LSPs are based on the three main functions of e-marketplaces plus a local focus [17,
18]. Therefore, research on LSPs has many ties to research on e-marketplaces and e-
intermediaries (see Subsect. 2.1). However, many former studies predicted the failure of
LSPs [16], criticizing that they do not help LOOROs attracting more customers to their
stores, that they do not utilize the locational advantages of LOOROs as a unique selling
proposition, and that they do not help generating higher revenues [17, 19].

Anyhow, LSPs are still out there and there is at least one strong argument in favor of
them: LSPs help LOOROs to overcome e-commerce adoption barriers and thus support
their digital transformation [20, 21]. But it is still questionable if the services offered by
LSPs are enough to sustain LOOROs threatened core business, namely, their physical
store. Against this background, it is important to assess howLSPs and their service offers
have developed over the last years and if LSPs have started to introducemore services that
utilize the locational advantages of LOOROs. For instance, LSPs offer services which
utilize the locational proximity between LOOROs and their customers with location-
enabled services (e.g., click & collect, same-day delivery) or location-based services
(e.g., location-based discounts) [22]. Furthermore, it is not yet to say, how the corona
crisis has affected the development of LSPs with regard to their service offers and their
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role in the digital transformation process of local retail. Moreover, in general, LSPs have
been neglected by research so far. Therefore, this paper aims to answer the following
research question:

Main RQ) What is the current state of service & platform type development of LSPs
in Germany?

To answer the stated research question, we have derived three sub questions, which
will examine the development of LSPs from different viewpoints.

RQ1) How did the types of German LSPs develop between 2016 and 2019?
RQ2) How did the digital services offered by German LSPs develop between 2016 and

2019?
RQ3) How has the corona crisis affected the development of LSPs?

To answer RQ1 and RQ2, this paper follows up on a sample from 2016 of a prelimi-
nary study using a structured content analysis [17]. RQ3 will be answered using answers
from structured telephone interviews.

The paper is structured as follows: In Sect. 2, we discuss the existing literature and
the theoretical background. In Sect. 3, we introduce the methodological foundation of
the two analyses (content analysis and semi-structured telephone interviews). In Sect. 4,
the results will be discussed. Section 5 concludes and identifies limitations and discusses
future research opportunities.

2 Background: Local Shopping Platforms

Literature on Local Shopping Platforms is scarce. In the following, we introduce
the existing literature briefly and build on previous research to derive the necessary
theoretical foundations and structures for our analysis.

2.1 Definition of Local Shopping Platforms

Local Shopping Platforms (LSP), which act as intermediaries between LOOROs and
their customers, are spreading in German cities. The advent of LSPs has many ties to
the long tradition of e-marketplaces, which are described as inter-organizational infor-
mation systems [23]. Previous studies identified LSPs based on the three main functions
of e-marketplaces plus a local focus [17, 18]. Accordingly, an LSP must fulfill at least
one of the following main functions of e-marketplaces: 1) They match buyers and sell-
ers; 2) They facilitate the exchange of information; 3) They facilitate transaction and
fulfillment services [23, 24]. Additionally, their local focus is a main characteristic of
LSPs that distinguishes them from traditional e-marketplaces, like Amazon or Rakuten,
where regional or national restrictions blur [23, 25]. Accordingly, LSPs are geographi-
cally restricted and they target customers living in a defined region or city [26]. Bärsch
et al. (2019) specify this local component of LSPs and introduce a self-restriction cri-
terion as an identifier: “It is either a limitation to the cooperation with retailers from a
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certain area, the limitation of just doing business with customers from a certain area, or
both.” LOOROs join LSPs to attract customers to their premises and to promote their
local advantages. They are usually not interested in targeting people from far away and
consider this a waste of their advertising budget [26].

Despite these characteristic objectives of LOOROs, the preliminary study indicated
that most LSPs adhere to the self-restriction criterion and strictly address only the local
market, while some have started experimenting with addressing a national or even global
market [17]. Accordingly, the self-restriction criterion can be extended by a business
model view, differentiating between a “Strictly Local Approach” and a “Scaling Local
Approach”, with the latter platforms still focusing on local retailers and local customers
while at the same time trying to scale to non-local customers [17].

2.2 Types of LSPs

As e-marketplaces, LSPs provide a non-standardized and diverse service landscape. This
service landscape ranges from an online business card with just information about store
opening hours to a full transaction process with pricing, invoicing and logistics [27].
Following the approach of Peterson et al. (2007) and Bärsch et al. (2019), this diverse
landscape enables a typological categorization of LSPs based on their e-marketplace
functionalities and their local focus [17, 18] (see Table 1). Bärsch et al. derived the
following types: The first function (match of buyers and sellers) allows for the dif-
ferentiation of two categories of LSPs, Store Locator Platforms and Product Catalog
Platforms. Store Locator Platforms (e.g., “www.like-lippstadt.de”) offer only contact
information like opening hours and e-mail addresses, whereas Product Catalog Plat-
forms (e.g., “www.bummelbu.de”) provide an overview of product information (e.g.,
size, product photos). For the second function (exchange of information), an additional
platform category named Product Enquiry Platforms (e.g., “www.dein-hsk.de”) can be
derived. This platform enables customers to request product availability information and
product details, like e.g. sizes, colors or prices. Considering the third function (trans-
action and fulfillment), two more types can be differentiated. First, Affiliate Transac-
tion Platforms (e.g., “www.koomio.com”) enable the purchase of products, but require
the completion of transactions on external “affiliate” websites. Second, Full Transac-
tion Platforms (e.g., “www.lozuka.com”) offer the full e-marketplace service range for
transactions, including payment and logistics services.

Table 1. Local Shopping Platform categories with regards to their e-marketplace functionalities,
derived from Peterson et al. (2007)

Information Communication Transaction &
Fulfillment

Platform categories Store locator
platforms

Product enquiry
platforms

Affiliate transaction
platforms

Product catalog
platforms

Full transaction
platforms

http://www.like-lippstadt.de
http://www.bummelbu.de
http://www.dein-hsk.de
http://www.koomio.com
http://www.lozuka.com
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2.3 Categories of Services on LSPs

In the advent of e-commerce, the location of the retailer seemed to have lost its impor-
tance,while it quickly turned out that physical distance stillmatters, e.g., because of nega-
tive effects of growing transportation costs on online sales prices or customer demand for
quick delivery [28, 29]. This indicates that the location “is not dead” in the e-commerce
age and that it becomes a crucial factor in the rising service competition between pure
e-commerce players and stationary retailers [30]. In this context, two categories of digi-
tal services can be differentiated, location-dependent and location independent services.
Especially location-dependent services (e.g., same-day delivery and click and return)
can be considered essential for local retailers to attract and retain customers in multi-
channel retail environments [31, 32]. They also have a positive impact on the customers’
intention, respectivelywillingness-to-buy onLSPs [22] and they are positively correlated
with repurchases and the loyalty of customers [30].

Location-dependent services can be distinguished into location-enabled and
location-based services. Location-enabled services are “services that are feasible if
the location of the retailer is close to the households of the customers (Bärsch et al.
2019, p. 606)”. This closeness enables information services (e.g., map with store loca-
tions, information about store opening hours or contact data), communication & support
services (e.g., loyalty card, customer integration) and fulfilment services with low trans-
portation costs (e.g., same hour, day delivery, click & return). Location-based services
on the other hand are “services that are feasible if the customers are close to the store
location (Bärsch et al. 2019, p. 606)”. Examples again range from information services
(e.g., barcode scanner or map with store location), to communication & support services
(e.g., price-draws, discounts or support), to navigation services (e.g., in-store naviga-
tion, shopping tours or outdoor navigation) and to payment & billing services (e.g.,
self-checkout).

Location-independent services on the other hand include standard web services, like
online recommendations (e.g., further products of the retailer), online communication &
support (e.g., service hotline or Facebook communication), or also online payment &
billing services (e.g., credit card payment). These services are not bound to a specific
location of the customer and accordingly, they are rampant on all national and global
e-marketplaces.

3 Analysis

The stated research questions with respect to the development of the LSP market and
their services were analyzed in two steps. First, we conducted a content analysis to assess
the development of the market and the service offers of LSPs. Second, we assessed the
potential impact of the corona crisis on LSPs in an explorative manner, conducting 26
semi-structured telephone interviews with executive managers of selected LSPs (see
Subsect. 3.5).

3.1 Development of LSPs: Methodology

In line with previous research, we conducted an extensive content analysis to examine
the development of the market and the service offers of LSPs [17]. In order to achieve
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comparable results to the preliminary study of Bärsch et al. (2019), we followed the
guidelines byKrippendorff (1980, 2004) [33, 34] andMayring (2010) [35]. Accordingly,
after defining the research scope and questions, in a first step, we have identified the
existing LSPs through an explorative web search. In the second step, we have conducted
a pre-test in order to achieve coding consistency. This pre-test was followed by a revision
procedure to improve the categorization and to streamline the coding agenda. In the
fourth step, three individual coders have conducted a full content analysis. In the fifth
step, the verification for the intercoder reliability of the coding results followed. Finally,
an expert panel of senior researchers resolved inconsistencies within the coding results
(see Fig. 1).

Fig. 1. Research procedure (based on Krippendorff 2004 and Mayring 2010).

3.2 Development of LSPs: Sample of the Content Analysis

For the identification of LSPs in Germany, we used the following keyword combina-
tions for the explorative web search in German: “Local + (E–Marketplace, Shopping
Platforms, Shops Online, Vendors Online, Marketplace, Products Online, Retail Online,
Online Shop, Retailer Archive, Product Archive, Product Enquiry), Buy Local + City
Name”. The online search process was conducted via the search engine Google in Octo-
ber 2019. The search process resulted in a first set of 179 candidates for Local Shopping
Platforms. However, 77 platforms were excluded for several reasons, e.g., because they
were inactive, or addressed business customers rather than consumers. This selection
and screening process resulted in a final set of 102 LSPs for the content analysis.
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3.3 Development of LSPs: Pre-test and Coding of the Content Analysis

A pre-test (30%) for the categories and the services of LSPs has been conducted to
ensure consistent coding. Based on the results of the pre-test, we identified 74 possible
items: 5 typological items and 69 service items. Contrary to Bärsch et al. (2019), we
changed the location-independent service offerings of two service items due to the pre-
test findings. We deleted Google + (the site is down) as a service item for the category
communication & support and added “Klarna” (new finding) as a service item for the
category payment. For the coding procedure, we created a codebookwith a description of
each item. Three coders that were different from the ones in the previous study performed
the coding and the content analysis between November 1, 2019 and December 22, 2019
[17]. The three coders screened each platform for all 74 possible items, with each item
being rated “1” if Yes/Available and “0” if No/Not Available.

3.4 Development of LSPs: Intercoder Reliability of the Content Analysis

The intercoder reliability was verified according to the guidelines of Raupp and Vogel-
sang (2009) [36] and Tinsley and Weiss [37, 38]. Therefore, the Holsti’s Coefficient of
Reliability rH, and Krippendorff’s αwere calculated to verify the results for the typolog-
ical items and the service items [34]. With 5 typology items and 102 platforms to screen,
each coder judged 510 typology items in total. The three coders achieved a very good
intercoder reliability for the Holsti’s Coefficient [39] and an acceptable Krippendorff’s
α [34].

Table 2. Intercoder reliability for typology and service items

Typology items Service items

Coder pair C1 + C2 C1 + C3 C2 + C3 C1 + C2 C1 + C3 C2 + C3

Coder consensus 948 928 944 13430 13482 13354

Coder differences 72 92 76 646 594 722

rH Coefficient 0.93 0.91 0.93 0.95 0.96 0.95

Average rH 0.92 0.95

Krippendorff’s α 0.85 0.80

Regarding the services in total, each coder had to judge 7038 items. The three
coders achieved a very good reliability for Holsti’s Coefficient [39] and an acceptable
degree of reliability for the Krippendorff’s α [34] (see Table 2). Finally, an expert panel
of senior researchers with high expertise in the field of e-marketplaces discussed all
remaining discrepancies (2202 items) and made the final decisions to harmonize coder
inconsistencies.

3.5 Corona-Effects: Methodology and Questionnaire of the Telephone Interviews

The dynamic and complex development since the outbreak of the coronavirus was ana-
lyzed with an additional explorative study using semi-structured telephone interviews
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[40]. We chose this method because of its efficiency (time and personnel expenditures
[41]) and its accordance with the social distancing requirements [42]. The interview
guideline contained 11 standard questions to address three main topics: 1) the reasons
for the chosen LSP type and the implemented services, 2) the experiences and new
developments of the LSP during the corona crisis, and 3) strategies to sustain the LSPs
business model after the corona crisis.

To address the dynamics in the development and the potential impact of the lockdown,
we added two customized extensions, the first including three questions for LSPs created
as a response to the lockdown, and the second including seven questions for LSPs that
had been established already before the corona crisis. The questionnaire used two types
of questions, one with a dichotomous 5-point Likert scale to capture the intensity of the
answers, the other for open questions. We explained both types to the interview partners
in order to avoid any biases like the “Response-Order-Effect” [43].

3.6 Corona-Effects: Sample and Documentation of the Telephone Interviews

To examine the current impact of the corona crisis on LSPs, we used the LSP collection
provided by the EU-funded research project “City Lab Südwestfalen”. The “City Lab
Südwestfalen” collected the data to offer an overview of existing and new LSPs since the
corona crisis from partner municipalities in the region of South Westphalia in Germany
[44]. In total, we interviewed 26 LSP providers (9 established LSPs; 17 new LSPs) in
June 2020. The average interview lasted for 30 min. We used the “Foot-in-the-Door-
Technique“, calling two times: In the first call, we introduced the topic, and made an
appointment for the actual interview (second call) [41].Weused this approach to decrease
the refusal rate and to increase the quality of the data [45]. The responses were collected
in an excel sheet during the interviews.

From the interviewed platforms, 21 out of the 26 LSPs represent s Store Locator
Platform (81%), one a Product Catalog Platform (4%), and four a Full Transaction
Platform (15%).

4 Results

4.1 Results Content Analysis: Development of LSPs Since 2016

To address our first and second sub research question, we discuss our findings of the
content analysis and compare them with the findings from 2016 (see Table 3) for 21
German platforms [17]. The findings confirm the derived platform types from 2016
[17], now identifying 65 Store Locator Platforms, 3 Product Catalog Platforms, 10
Product Enquiry Platforms, 2 Affiliate Transaction Platforms, and 22 Full Transaction
Platforms. The current study reveals that the majority of platforms follows the “Strictly
Local Approach” (89 out of 102) and represents Store Locator Platforms, focusing
mostly on information and communication functionality. In contrast to this, the 2016
study identified the majority of LSPs as Full Transaction Platforms [17]. Furthermore,
platforms which follow a “Scaling Local Approach” (2019: 12 Full Transaction and one
Affiliate Transaction Platform) mainly focus on transaction and fulfilment functionality,
while neglecting to utilize the locational advantages of LOOROs.
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The 102 analyzed platforms still provide most of the same 69 digital services that
were identified in the preliminary study from 2016 [17]. Concerning the use of location
in the service landscape, of the 69 digital services, 40 are location-independent and
29 are location-dependent services. The 69 services support the different functions of
e-marketplaces [23, 24]: Information & recommendation services, communication &
support, and payment & fulfillment services. The following tables (see Table 3–7) show
the number of offered services by each LSP type for the examination in 2016 and
2019. Reading example: 1) From the sample of 2016, Store Locator Platforms have
offered 21.88% of the identified location-enabled services. 2) From the sample of 2019,
Store Locator Platforms have offered on average of 9.88% of the identified services.
Calculation example for the services: 65 LSPs *16 location-enabled services = 1040
(e.g., see Table 3).

Table 3. Service landscape offered by store locator platforms

Sample 2016 2019

Store locator platforms Total Total Strictly local Scaling local

Number of platforms 2 65 --

Location-enabled
services

21.88% (7 of
32)

19.04% (198 of
1040)

19.04% (198 of
1040)

--

Location-based
services

2 15.38% (4 of
26)

3.67% (31 of
845)

3.67% (31 of
845)

--

Location-independent
services

16.25% (13 of
80)

8.23% (214 of
2600)

8.23% (214 of
2600)

--

Average no. of total
services

17.39% (24 of
138)

9.88% (443 of
4485)

9.88% (443 of
4485)

--

For Store Locator Platforms, we found a striking increase for location-enabled ser-
vices, like information (e.g., contact data or the address of LOOROs) or communi-
cation & support services (e.g., loyalty cards), location-based services (e.g., outdoor
navigation as a navigation service), and location-independent services (e.g., support via
E-Mail as a communication & support service) in absolute values. Concerning Product
Catalog Platforms, we also found a higher offering of location-enabled services (e.g.,
information) compared to 2016. This also holds for location-based (e.g., advertisement
or discounts) and location-independent services in absolute values (see Table 4). Product
Enquiry Platforms provided, in general, a higher level of location-dependent services,
especially reserve & collect. Moreover, we found a strong increase in numbers of rec-
ommendation services (e.g., product recommendations, further products of the retailers)
as location-independent services (see Table 5).

In general, we found a decrease of location-dependent and location-independent
services for affiliate platforms. Regarding location-independent services, platforms with
a “Scaling Local Approach” offer more payment & billing options than platforms with a
“Strictly Local Approach”. However, platforms with a “Scaling Local Approach” offer
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Table 4. Service landscape offered by product catalog platforms

Sample 2016 2019

Product catalog
platforms

Total Total Strictly local Scaling local

Number of platforms 2 3 --

Location-enabled
services

28.13% (9 of
32)

22.92% (11 of
48)

22.92% (11 of
48)

--

Location-based
services

7.69% (2 of 26) 20.51% (8 of
39)

20.51% (8 of
39)

--

Location-independent
services

17.50% (14 of
80)

15.00% (18 of
120)

15.00% (18 of
120)

--

Average no. of total
services

18.12% (25 of
138)

17.87% (37 of
207)

17.87% (37 of
207)

--

Table 5. Service landscape offered by product enquiry platforms

Sample 2016 2019

Product enquiry
platforms

Total Total Strictly local Scaling local

Number of platforms 5 10 --

Location-enabled
services

20.00% (16 of
80)

23.75% (38 of
160)

23.75% (38 of
160)

--

Location-based
services

-- 2.31% (3 of
130)

2.31% (3 of
130)

--

Location-independent
services

17.50% (35 of
200)

13.50% (54 of
400)

13.50% (54 of
400)

--

Average no. of total
services

14.48% (51 of
345)

13.77% (95 of
690)

13.77% (95 of
690)

--

slightly more location-based services (see Table 6). This service pattern for the “Scaling
Local Approach” also holds true for Full Transaction Platforms and is in line with
their focus on non-local customers who benefit most from such services. Nevertheless,
the location-enabled services and location-based services decrease in comparison to
2016 for Full Transaction Platforms (see Table 7). In general, the results also confirm
that platforms with transaction and fulfillment functionality, e.g., Affiliate Transaction
Platforms and Full Transaction Platforms, offer more services than information and
communication focused platforms, like e.g., Store Locator Platforms. Concerning the
different platform types, the typical platform with a “Strictly Local Approach” is a Store
Locator or Product Catalog Platform, while platformswith a “Scaling Local Approach”
tend to be Full Transaction Platforms.
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Table 6. Service landscape offered by affiliation platforms

Sample 2016 2019

Affiliation platforms Total Total Strictly local Scaling local

Number of platforms 4 2 1 1

Location-enabled
services

34.44% (22 of
64)

40.63% (13 of
32)

43.75% (7 of
16)

37.50% (6 of
16)

Location-based
services

11.54% (6 of
52)

11.54% (3 of
26)

15.38% (2 of
13)

7.69% (1 of 13)

Location-independent
services

24.38% (39 of
160)

21.25% (17 of
80)

17.50% (7 of
40)

25.00% (10 of
40)

Average no. of total
services

24.28% (67 of
276)

23.91% (33 of
138)

23.19% (16 of
69)

24.64% (17 of
69)

Table 7. Service landscape offered by full transaction platforms

Sample 2016 2019

Full transaction
platforms

Total Total Strictly local Scaling local

Number of platforms 8 22 10 12

Location-enabled
services

37.50% (48 of
128)

24.72% (87 of
352)

25.00% (40 of
160)

24.48% (47 of
192)

Location-based
services

5.77% (6 of
104)

1.05% (3 of
286)

1.54% (2 of
130)

0.64% (1 of
156)

Location-independent
services

34.38% (110 of
320)

32.05% (282 of
880)

29.75% (119 of
400)

33.96% (163 of
480)

Average no. of total
services

29.71% (164 of
552)

24.51% (372 of
1518)

23.33% (161 of
690)

25.48% (211 of
828)

4.2 Results of the Telephone Interviews: Corona-Effects

The results of the telephone interviews will be discussed along the three defined guiding
topics: 1) reasons for the chosen LSP type and the implemented services, 2) experiences
and new developments during the corona crisis, and 3) strategies to sustain the LSPs
after the corona crisis.

1) Reasons for the Chosen LSP Type and the Implemented Services
It turned out that the idea and the implementation of a LSP as a response to the lock-
down was spontaneously driven by various actors, mostly city marketing / adminis-
tration, or also regional business development units. Just five of the contacted LSP
providers explained that they had planned the LSP implementation already before
the crisis and that the coronavirus only accelerated the process. Contrary, nine inter-
viewees reported that no LSP was in preparation before the lockdown, while six
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confirmed that they had some basic ideas before. The institutional background of
the platform providers itself also seems to influence the chosen LSP type and the
choice of implemented services. For example, city-related actors, like city market-
ing, apparently focus on supporting their local stationary retailers by providing only
rudimentary information on Store Locator Platforms. In order to shed more light
on their objectives, we asked the interviewees to rate statements on their intentions
using a five-point Likert scale (from strongly disagree to strongly agree). Five out
of nine providers of the already established platforms, and six out of 17 providers of
the newly created LSPs, agreed to the statement “It is intended to prevent customers
from migrating to large online retailers in general”. Surprisingly, the majority of
the providers of the newly created platforms rated this item neutral (eight out of 17).
The statement “It is intended to generate sales (parallel to stationary retailing)”
was only raised towards providers of Full Transaction Platforms. Two providers of
existing platforms agreed with the statement, while one provider of a new platform
rather disagreed, stating that “revenue via the platform should be understood as a
bonus, which exceeds the monthly fee but not as a second income source”. Other
interviewees summarized their intentions as “improving the digital visibility of their
city with its local retailers as a shopping […] location” or as “[…] supporting local
retailers so that customers don’t buy on Amazon”.

The timeframe for implementing the new LSPs ranged from overnight (5 LSPs
out of 17) to within two weeks (11 out of 17), except for one Full Transaction
Platform that was developed in three weeks. In comparison, the already established
platforms needed six months up to two years for Store Locator Platforms (six out
of nine) and two months up to one year for Full Transaction Platforms. Regarding
problems that occurred during the implementation of the platforms and the digital
services, the interviewees reported challenges setting up the payment infrastruc-
ture or also missing inventory management systems as a necessary backbone for
additional digital services.

2) Experiences and new developments during the corona crisis
One major finding is that all existing LSPs extended their services during the corona
crisis, e.g., with coupons, more detailed information on delivery options or general
information about shopping with corona restrictions in place. During the lockdown,
four existing LSPs reported a dynamic increase in numbers of connected retailers,
while four existing LSPs reported a regular growth. One platform has extended its
area of operation from three to ten regions. Furthermore, it seems that the corona
crisis has boosted the attractiveness of LSPs for LOOROs.We asked the participants
to evaluate the willingness of LOOROs to join and to actively use the platform or
cooperate with the platform providers, e.g., regarding content creation (store and
product information) (five-point Likert scale from very easy to very difficult). All
interviewees reported that it became easier for them to win new LOOROs for their
platforms compared to the pre-coronavirus situation. They further stated that also
content creation by the LOOROs themselves and on behalf of them (by the LSP
provider) became easier. 15 out of 17 new LSPs (3 out of 9 existing LSPs) rated the
content creation by LOOROs as easy, and 14 out of 17 new LSPs (3 out of 9 existing
LSPs) rated the content creation on behalf of their LOOROs as easy. According to the
providers of Store Locator Platforms, one primary reason for the high willingness
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of LOOROs to participate and for the perceived ease regarding content creation was
the collection of necessary retailer information with a survey or an online document.

3) Strategies to Sustain the LSPs after the Corona Crisis
All LSPs reported decreasing interest and decreasing participation of LOOROs since
the easing of the coronavirus restrictions. Accordingly, LSP providers now focus
on incentivizing active participation on their platforms. As financial incentives to
participate, 21 out of 27 interviewed LSP providers do not charge any membership
fees from LOOROs. One of the already established LSPs paused the monthly fee
until June 2020. Another existing LSP decided to offer free online visibility for
new LOOROs, while already participating LOOROs need to pay a fee. Only two
existing LSPs did not change their pricing model, and two of the new LSPs offer free
participation for a specific period from sixmonths to one year. 15 out of 17 newLSPs
agreed to the statement (five-point Likert scale from strongly disagree to strongly
agree) that the platform is designed to ensure the short-term survival of LOOROs
during the corona crisis. 14 out of 17 agreed to the statement that the LSPs aim to
strengthen the online visibility of LOOROs also after the corona crisis. The majority
of the already established platforms (seven out of nine), and also the majority of the
new platforms (13 out of 17) intends to improve resp. extend their platform content
and also their digital service landscape, e.g., by adding more and better pictures in
product and retailer descriptions, or by implementing click & collect functionality.

5 Conclusion

5.1 Discussion

Regarding the first sub research question “How did the types of German LSPs develop
between 2016 and 2019?”, our results show that the LSPmarket changed from amajority
of Full Transaction Platforms to a majority of Store Locator Platforms. The majority of
LSPs follows a “Strictly Local Approach”. This matches other findings from research
that state that LOOROs prefer LSPs with a clear focus on local customers over global
online platforms with intense price competition [46]. Nevertheless, we found 13 LSPs
that have loosened their local self-restrictions to address also non-local customers, now
following a “Scaling Local Approach”. While this opens new market segments, it also
makes the platform less distinguishable from other shopping sites. In contrast to former
findings, our results show that LSPswith a“Scaling Local Approach” are perceived to act
contrarily to the objectives and wishes of their LOORO target group [26]. Furthermore,
from the 2016 sample, only eight platforms still exist. Notably, the high number of
closedowns of Full Transaction Platforms stands out, confirming other studies [46].
Apparently, the businessmodel of a Local Shopping Platform still lacks proof of concept.

Concerning the second sub research question: “How did the digital services offered
by German LSPs develop between 2016 and 2019?”, we found that LSPs still fall short
in providing services that utilize the locational proximity between shops and customers.
It seems that LSPs are still not interested in strengthening their locational position and
do not support LOOROs to make or sustain profit by attracting customers to their stores
[26]. This result indicates that there is no fundamental change in the service landscape
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compared to 2016 [17]. The implemented services can be considered as one-way commu-
nication, providing only general information (e.g., opening hours), instead of facilitating
interaction between LOOROs and customers [46].

Finally, with regard to the third sub research question: “How has the corona crisis
affected the development of LSPs?”, we found that the corona crisis clearly pushed the
implementation of LSPs and also reduced the implementation periods drastically. This
result shows that the coronavirus is a game changer and that the pandemic is fostering
the willingness of LOOROs to follow e-commerce trends. Accordingly, the issue of
convincing LOOROs to join the platforms has become much easier. Witt LOOROs
focusing on the information-centric platform types, the new platforms provided a quick
and easy measure in face of the corona restrictions to stay in business. Former studies
confirm the importance of low entry barriers for LOOROs [49]. On the other hand, as
LSPs have not substantially further developed there service offers, it needs to be doubted
that they will effectively support LOOROs in their digital transformation and help them
sustain or even grow their businesses. This is supported by the visibly decreasing interest
in the newly created LSPs since the easing of the corona restrictions. LOOROs still seem
hesitant and not fully convinced of the positive impact of LSPs.

5.2 Practical Implications

Several lessons can be learned from this study. First, current LSP providers are still not
utilizing the locational advantage of their local retailers, although “Location-depended
Services” need to be considered as an important success factor [17, 26]. Moreover, plat-
forms with a “Scaling Local Approach” loosen their focus on local customers, running
the risk of discouraging LOOROs from joining their platforms. LSP providers need to
understand that they depend on the existence of LOOROs and that only strong local retail
partners can provide a sustainable basis for their platforms [17]. However, LOOROs also
need to understand that customers want convenience and that they prefer local shopping
malls / agglomerations of local shops over individual online presences [47]. Therefore,
LOOROs should also invest in cooperative online initiatives like LSPs. Once connected
to a LSP, they should actively improve the visibility of their cooperation through active
link-building [48]. Furthermore, LOOROs should learn from the recent lockdown that
digitalization is now and not in the far future. They need to overcome their internal
adaption barriers and check if their self-perception still matches their actual competitive
situation and customer expectations [2].

Second, our study shows that entry barriers matter. LSP providers need to create
tools that facilitate and ease the active use of their platforms for LOOROs, this way also
reducing entry barriers for them [49].

The lockdown in the context of the spreadof the coronavirus lead to an erratic increase
of LSPs and moved many new retailers on the platforms. Store Locator Platforms with
their low level of digital services currently dominate the LSP market in Germany (see
RQ1). Forty-four out of 53 platforms from the data sample 2019 with a “Strictly Local
Approach” turned out to beStore Locator Platforms, run by city-related units. Supporting
this finding, 10 out of 17 of the new LSPs from the 2020 data sample are run by city-
related actors. It is questionable if Store Locator Platforms with their currently low
service level can substantially contribute to local retail and help to sustain high street
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shopping. In line with this evaluation, the retailers also expressed their doubts over
the ability of Store Locator Platforms to help them reach customers [26]. One-way
communication on passive, information-centric platforms might not be enough. More
services and urban functions need to be implemented on the platforms to attract and keep
customers on the platforms [46]. The platform providers should thereby actively make
use of the locational proximity between the retailers and customers with the help of
“Location-based” and “Location-enabled Services”, as this will strengthen and harness
their unique selling proposition as against global platforms.

5.3 Limitations and Directions for Future Research

To the best of our knowledge, we found 102 platforms in Germany with the help of the
defined keyword list. Future research should extend the regional scope and the keyword
list. Thereby, modern technologies like Web Crawlers could help to improve the quality
and the completeness of the search process. Secondly, the perspective of retailers needs
to be further investigated in a qualitative analysis. Finally, a quantitative, conclusive
research approach should follow this first explorative study to validate our findings.
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Abstract. E-commerce, digital platforms, and digital transformation (DT) pose
major challenges to offline businesses in the retail industry. To offset the benefits
of the data available to online businesses, stores must digitalize their stores and
rethink their value proposition to customers. In a digitalized world, this value is no
longer provided by single companies—leveraging a set of companies in the retail
ecosystem to jointly create value is now necessary. Therefore, this research project
provides an overview of the roles and value flows in Germany’s retail industry in
the form of an e3-value model that can be used by scholars for future research on
the digitalization of the retail industry. For practitioners, it provides guidance for
forging new partnerships to co-create value in interconnected, digital ecosystems.

Keywords: Retail · Ecosystem · Business model · Digital transformation

1 Introduction

“You left something in your shopping cart. Check out now and receive a 10% discount on
your order!”Most online shoppers have received similar e-mails after adding something
to their cart that they ultimately did not purchase. Even if a shopper does not purchase the
item,Google, Facebook, andother online platformswill nonetheless continue advertising
similar products to them. The great advantage of doing business online is that such
platforms know each individual (potential) customer. They know their interests, past
purchases, or, at a minimum, their e-mail address, physical address, age, and gender.
Sometimes, they know us so intimately, we might assume these platforms must be
surveilling our conversations. Therefore, if your business’s point-of-sale is a brick-and-
mortar store, you face a major competitive disadvantage.

Driven by recent digital transformation (DT) and changed customer behavior [1],
online retailers are currently growing much faster than their store-based counterparts
(9.5% compared to 1.5% in 2018 in Germany) [2]. Therefore, the industry is making
an effort to close the gap between brick-and-mortar and online stores. For example,
Hummel successfully employed an omni-channel sales strategy to connect all relevant
players in their retail ecosystem and provide a seamless customer journey both online
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and offline [3–5]. In their stores, Nike nowuses augmented reality tomarket personalized
shoes and encourages customers to use its mobile app to buy outfits by scanning a code
on the price tag. Such efforts aim to provide a digital experience to customers even
when shopping in brick-and-mortar stores, thereby enabling an online connection to be
established through which they can collect invaluable information.

To be successful in these approaches to digitalizing the store-based retail industry,
retailers need to rethink their value strategies. In today’s complex and highly intercon-
nectedworld, value is no longer created by linear value chains or by individual companies
[6–8]. Today, as digital platforms like Amazon demonstrate, integrating and leveraging
a value network in which multiple companies collaborate to create value for the cus-
tomer is key to retail success [9–11]. Strategy and information systems (IS) research has
termed these networks “ecosystems,” analogous to nature [7, 12, 13]. In this paper, we
define an ecosystem according to the definition by Jacobides, Cennamo and Gawer [14]
as a “set of actors with varying degrees of multilateral, nongeneric complementarities
that are not fully hierarchically controlled” (p. 2264).

Leveraging synergies between actors is imperative for innovating value creation
mechanisms. Applying the concept of value paths [15], innovating established con-
nections between companies by leveraging digital resources can be useful in assessing
value creation opportunities [16]. Facilitated by digital resources, companies are today
able to innovate beyond their integrated supply chain and exploit opportunities through
nonhierarchical cooperation with interdependent actors [17]. To leverage this form of
complementary cooperation, companies need to recognize the set of actors contributing
to their value proposition and creation, the roles these actors fulfill and which values are
exchanged between these roles [14, 18, 19]. Therefore, this research applies an ecosys-
tem perspective to Germany’s retail industry. We state two research questions: (1)Which
generic roles and value exchanges exist in the German retail ecosystem? And (2) How
does the German retail ecosystem look like?

To support practitioners and researchers regarding the DT of retail, this study pro-
poses a model of the retail industry’s generic ecosystem. We contribute to IS research
by providing an overview of the DT of the retail industry that can be used by scholars
for future research. For practitioners, it provides guidance for forging new partnerships
to co-create value through interconnected, digital ecosystems.

2 Theoretical Background

Research on the digital transformation in retail has started earlywith the rise of e-business
[20] and consequential e-commerce [21–23]. More recently there is growing interest in
business model innovations and the role of digital platforms for retail. The business
model of digital platforms has severe implications for the retail industry. They simplify
the complex value chain by directly linking customers and producers [7, 13, 24]. The
marketplace, e. g. Amazon, is a typical example of such a digital platform that serves
as an intermediary and captures value by charging transaction fees – in this case to the
seller – or/and by charging for advertising [25]. Rather than simply moving transactions
online, digital platforms and e-commerce businesses leverage data analytics to create
value from vastly collected data about transactions and consumer behaviors to offer
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personalized recommendations, competitive prices, and fast delivery to offer a more
appealing customer experience [26–29]. Even if the value proposition of department
stores is unlikely to be competitive compared to digital platforms, physical presence for
specialized brick-and-mortar retail permits physical engagement with products, detailed
information, and personal counseling which positively influences customer experience
[30]. Augmenting the physical presence with digital technology like tablets, virtual
experiences, and combining offline and online channels positively influence sales and
customer relations [4, 31–33]. As the ubiquity of digital technology enables consumers
to make better-informed decisions [34] and shopping experience in online shops alters
expectations for physical shops, consumers transition between the channels easily [31].

Hence, instead of strictly separating e-commerce and physical stores, retailers should
emphasize the potentials of interaction between them [35]. Since this applies for both
online and offline retailers, research and practice face open questions about revenue
generation in physical stores that mainly serve as point of experience rather than point
of sale, how do consumers interact with digitally connected sales channels, or how do
value propositions change, when the whole retail ecosystem becomes omni-channel
[30, 36]. The subsequent challenges require fundamental changes in the organizations,
but also in the entire ecosystem. Hence research suggests to openly and actively manage
the shifting relationships in the ecosystem [4]. Beyond that, research is asked to regard
digitalization in retail not from an online or offline perspective, but taking an integrated
perspective to analyze how transformations happen and how these impact the entire retail
industry [35].

3 Research Approach

To formulate a generic ecosystem model of the retail industry, we follow a three-step
research approach based on Riasanow, Galic and Böhm [37]. For this initial research,
we focused on the German retail industry. This way, we aimed to consider differences in
customer behavior (e.g., willingness to share data), legal regulations (eg., data privacy),
and market-specific structures (eg., shopping streets vs. shopping malls). In the first
step, we identified the roles and value streams of the ecosystem based on data extracted
from Crunchbase (crunchbase.com) on June 9, 2020. The Crunchbase database contains
information about existing companies and start-ups, e.g., their value proposition, size,
funding rounds, and headquarters location. To delimit the German retail ecosystem, we
searched for companies assigned to the industry classifiers “retail” and “retail technol-
ogy” with headquarters in Germany. The search resulted in an initial sample of 543
German companies. After reviewing all of the companies, we eliminated 83 defunct
companies, e. g. the clothing accessories manufacturer VON FLOERKE that filed for
insolvency in October 2019. Also, we removed 65 companies not primarily operating
in retail, e. g. the telecommunications company Deutsche Telekom. In this sense, the
above-mentioned regulatory actors that influence value creation are also not considered,
as this study focuses on the digital transformation patterns within the retail industry
and the ways in which this value is created, not on its contingency factors. Finally,
we analyzed a sample of 395 relevant organizations. Based on this dataset, we con-
ducted a structured content analysis, including inductive category development [38, 39].
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Two coders independently coded the sample and identified the 13 distinct roles through
constant discussion. The same coders identified the value streams between these roles by
combining the Crunchbase data with other publicly available information from company
websites and news reports.

In the second step, we visualized the ecosystem, including all identified generic
roles and value streams. We selected the e3-value method for this purpose. We deem
this suitable as the e3-value method aims to elicit, evaluate and identify value creation in
ecosystems. It is used to evaluate the economic sustainability of ecosystems bymodeling
the economic value exchanges of actors [40]. Thereby we built upon the work of [37,
40–42], allowing for inter-ecosystem comparison in later research stages.

In the third step, we will validate our findings using insights from interviews with
various retail industry experts and managers regarding our proposed generic ecosystem.

4 Preliminary Results

Table 1. Roles in the retail ecosystem

Role Description Examples

Retail Online retailer Retailer with online point-of-sale Otto

Branch retailer Brick-and-mortar retailer with
different branches

Kaufland

Multi-channel retailer Brick-and-mortar retailer with
additional online retail channels

Tchibo

Information technology Solution
provider

Company providing software
systems to retailers or producers

Aifora

Service provider External service provider
offering outsourcing possibilities

Ströer Media

Project/Initiative Project/Initiative supporting
retail

Trusted Shops

Store equipment provider Company providing in-store
fixtures or equipment

Locafox

Producer Company producing goods,
selling to end-customers, or retail

Hugo Boss

Data supplier Company providing consumer
information

Loyalty Partner

Research Market research institute Gfk

Logistics Company transporting goods Kühne + Nagel

Consumer Consumers purchase goods,
paying with money, data, or both

-
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The analysis of the dataset of companies derived from Crunchbase yielded 13 different
roles constituting theGerman retail ecosystem. The identified roles and their correspond-
ing descriptions and examples are listed in Table 1 above. To create a generic ecosystem
applicable to all actors involved, we provisionally did not differentiate between business
models (BMs) but instead subdivided the Retail market segment into three different
actors based on their point-of-sale influencing connections with other actors. The value
exchange between all actors is characterized by interchanging goods and services for
money and data. Combining all analyzed elements, Fig. 1 depicts the e3-value model of
Germany’s retail ecosystem.

Fig. 1. e3-value model of the retail ecosystem

5 Contributions and Future Research

This short paper applies an ecosystem perspective to Germany’s retail industry. To
support practitioners and researchers regarding the DT of retail, this study proposes
a model for the retail industry’s generic ecosystem. When fully developed and validated
by experts, this research will contribute to IS research by providing an overview of the
avenues available for digitally transforming store-based retail BMs. It contextualizes
existing ecosystem research to the retail industry. The model can then be used by schol-
ars for future research, eg. as a starting-point for in-depth case studies. For practitioners,
it supplies initial guidance for forging new partnerships to co-create value in intercon-
nected, digital ecosystems. However, future research is necessary to clearly outline the
strategic potentials of value co-creation in the retail ecosystem.

In the next steps, wewill enhance our ecosystemmodel by increasing our dataset and
by focusingonBMs that influenceomni-channel retailing.Wewill complete the third step
of ourmethodologybyvalidating theproposed ecosystemwith industry experts. Thereby,
we will draw from [42], to deeply investigate the value creation process in retail and its
implications for the several actors involved and address the limitation of the high level
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of analysis of e3-modelling. We aim to propose a model that is useful for both research
and practice. Based on our theoretical considerations of the ecosystem perspective’s
value to retail and identified value exchange, we furthermore seek to contribute strategic
implications for the actors involved. Thereby, we consider previous research by [41] and
[43] to identify and analyze linkages to other ecosystems.
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Abstract. With the rise of new technologies, consumers have gained newways of
purchasing goods and services through digital channels. A variety of determinants
of channel choices have been assessed in previous studies. Still, the role of the
individual consumer characteristics (i.e. personality traits and gender roles) in
channel choices remains particularly unclear. Yet, better understanding their role
would be beneficial to increase the use of digital channels. In this study, we extend
an existing decision-making model by adding individual consumer characteristics
as antecedents of the model. We test the proposed hypothesis by analyzing data
collected in a lab experiment.Wefind that certain personality traits andgender roles
have a significant effect in the extendedmodel of channel choices. Practitioners can
use this knowledge to adapt digital channels to their target groups by addressing
personality-specific concerns or motivators.

Keywords: Digital channels · Personality · Gender roles · Channel choices

1 Introduction

The rise of new technologies led to the development of new sales channels, such as the
online ormobile channelwhich are collectively referred to as digital channels. The digital
channels offer consumers a multitude of options to search, purchase, and use products
and services in different channels [1]. Yet, only 7% of the consumers are “online-only
shoppers” while the majority (73%) relied on multiple channels during their shopping
journey [2]. The remaining 20% were store-only shoppers [2]. An increase in online-
only shoppers would reduce free-riding and channel-switching, and lead to substantial
monetary savings for channel providers as transactions in physical channels are more
expensive [3].

IS and marketing scholars have analyzed multi-channel consumer behavior and
detected a variety of channel properties that function as determinants of channel choices.
In addition, existing studies assessed demographical factors to analyze individual dif-
ferences. Yet, demographics alone are not suitable to explain individual differences in
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channel choices [4, 5]. However, other individual characteristics might be more appli-
cable, such as personality traits and gender roles. They have served as explanatory or
moderating variables in other contexts of online behavior before [6–9]. Moreover, the
influence of personality traits or gender roles on channel choices has not been covered
before as literature reviews on channel choices have shown [10, 11]. Additionally, per-
sonality traits and gender roles are well grounded and researched in the psychological
literature and thus suitable to derive sound hypotheses.

Personality traits and gender roles can be assessed through different inventories such
as the prominent Big Five Inventory (BFI) [12] or the Bem Sex Role Inventory (BSRI)
[13]. Personality traits have an influence in various fields of IS Research, e.g. in various
forms of decision support [14], to advance the Technology Acceptance Model [15] or
the Theory of Acceptance and Use of Technology [6]. The same accounts for gender
and gender roles which are used in IS theories, too [8, 9]. Also from a practical point of
view, it is important to understand their role in channel choices as companies nowadays
are able to assess personality traits based on social media data [16].

Therefore, extending existing decision-making models in the periphery of channel
choices with personality traits and gender roles is important to derive insights for the
design of digital channels. Among a variety of such decision-makingmodels [17–19], we
identified the basic theoretical framework of Kim et al. [18] to be particularly applicable.
It examines the influence of perceived risk, consumer trust and perceived benefits on
purchase intentions and the purchase behavior, and it has been used or referenced in
various similar decision-making studies before. We extend this model in two ways: with
personality traits and gender roles by the following research question:

ResearchQuestion: What is the effect of personality traits and gender roles on consumer
decision-making processes of channel choices?

To answer the research question, we conducted a laboratory experiment with 236
participants in a university laboratory using a multi-channel banking context. The par-
ticipants had to browse a fictitious banking website and to contract a student loan. The
data is analyzed using Structural Equation Modeling (SEM).

Our studyprovides several contributions to the IS literature. First, it highlights the role
of personality traits and gender roles in channel choices and extends an existing decision-
making model [18]. We find that agreeableness, neuroticism, extraversion, masculinity
and femininity are important antecedents of the channel determinants of perceived risk,
trust, and perceived benefits. Thereby, we also replicated the original model, which is
based on a survey, in an experimental context. Finally, we generate practical knowledge
that can be used for the design of digital channels.

2 Related Work and Theoretical Foundations

2.1 Determinants and Models of Channel Choices

Multi-channel behavior of consumers provides the context for our study as usingmultiple
channels has become the standard case formost consumerswhile only few consumers are
“online-only shoppers” [2]. Within this context, several studies have reviewed the deter-
minants of channel choices and categorized them into different dimensions [10, 11, 20].
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One study [20] categorizes the determinants into four groups (channel determinants,
purchase specifics, external influences, and individual differences), another study [11]
identifies the dimensions of context (including channel determinants), consumer and
product. According to the literature reviews, particularly channel determinants play a
decisive role in the choice of channels. Hence, they are usually integrated into channel
choice or decision-making models.

Based on a systematic literature review (SLR) on channel choices, we found at least
ten different models of channel choices or intention to use a channel [17, 18, 21, 22].
The SLR used keyword-based search strings such as “multi-channel” AND “consumer
behavior”, “multi-channel” AND “purchase decisions” OR “multi-channel behavior” or
just “channel choice” in the online databases AIS library, ScienceDirect, EBSCOhost
and Google Scholar. The full SLR is published in a separate study [11] and we build on
those results. Most models have in common that they use a basic set of main constructs
that are anteceded by a variety of more context-dependent constructs, such as perceived
privacy protection or privacy concerns [18, 23].

One of the most often used and cited models in e-commerce decision-making is
presented by Kim et al. [18]. Their core model theorizes that purchase intentions (in our
case channel choices) are based upon perceived risk, perceived benefits and consumer
trust. For instance, their study shows that trust has a negative impact on perceived risk
which, in turn, has a negative impact on consumers’ purchasing decisions. This is in
line with other studies that show that channel choices are determined by perceived risk,
privacy concerns or trust [1, 17], and particularly in a banking context [24, 25]. Our
study replicates the main variables of Kim et al. in a services context as the multi-
channel behavior in this context is under-researched [11] and as it would be a valuable
finding if the results can be repeated in another industry. Thereby, we also build on other
studies in a financial services setting [24, 26] which relied on the same framework of
Kim et al. [18] before.

We decided to focus on personality traits and gender roles as they have proven to be
important in different online behavior contexts before [6, 8], but have been left out as
individual differences by the channel choice literature [11, 20]. Moreover, they are well
researched in the psychological literature with the Big Five Inventory and the Bem Sex
Role Inventory having each several thousand citations. This enables us to derive sound
hypotheses and to discuss our results in relation to previous studies which assessed
comparable settings [14, 27, 28]. Finally personality traits, once formed in the young
ages, remain stable in the following years, and are only subject to change in the old
ages again [29]. This makes them perfect to compare different age groups unlike other
constructs that are subject to intertemporal changes.

2.2 Personality Traits and Gender Roles

Personality traits can be conceived as a “neuropsychic structure having the capacity to
render many stimuli functionally equivalent, and to initiate and guide equivalent (mean-
ingfully consistent) forms of adaptive and expressive behavior” [30]. Several inventories
exist to classify personality traits. The most prominent inventory is the Big Five Inven-
tory (BFI) [12], namely extraversion, agreeableness, conscientiousness, neuroticism, and
openness to experience. John and Srivastava [31] provided comprehensible definitions
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for each trait.Extraversion “implies an energetic approach toward the social andmaterial
world and includes traits such as sociability, activity, assertiveness, and positive emotion-
ality” (p.30). Agreeableness “contrasts a prosocial and communal orientation towards
others with antagonism and includes traits such as altruism, tender-mindedness, trust,
and modesty” (p.30). Conscientiousness “describes socially prescribed impulse control
that facilitates task- and goal-directed behavior, such as thinking before acting, delay-
ing gratification, following norms and rules, and planning, organizing, and prioritizing
tasks” (p.30). Neuroticism “contrasts emotional stability and even-temperedness with
negative emotionality, such as feeling anxious, nervous, sad, and tense” (p.30). Finally,
openness “describes the breadth, depth, originality, and complexity of an individual’s
mental and experiential life” (p.30).

In addition to personality traits, we consider gender roles due to gender differences
in personality traits [32, 33]. IS researchers have frequently used gender differences
as an explanatory factor in explaining technology acceptance [8, 9]. To account for
this stream, we refer to an existing gender role inventory, the Bem Sex Role Inventory
[13]. It uses masculine, feminine and neutral characteristics to classify different sex
types. The original questionnaire consisted of 20 masculine, 20 feminine and 20 neutral
characteristics that can be used to derive different sex-types, especially feminine and
masculine. Feminine-typed individuals score high on characteristics like “affectionate”,
“sensitive to the needs of others” or “loves children” while masculine-typed persons
are associated with being “dominant”, “forceful” or “willing to take risks” [13]. The
inventory has been refined with more up to date characteristics [34, 35] and used and
referenced in IS studies in the past [9, 36].

2.3 Personality Traits and Gender Roles in E-Commerce Environments

Personality traits and gender roles have rarely been used in the channel choice literature.
However, they were employed outside of the context of channel choices to investigate
consumer behavior in e-commerce and online environments in general. Table 1 shows a
subset of prior research of personality traits and gender roles in online environments.

Some researchers in the IS domain have studied personality traits and gender roles.
Yet, a systematic investigation is missing, and previous research suffers from several
shortcomings. Therefore, we see room for differentiation in several dimensions. Firstly,
some researchers have performed qualitative studies by conducting interviews [37] or
developing a framework [38]. Secondly, some studies [39–41] did not use established
inventories of personality traits such as the BFI, which would be helpful in terms of
the reliability of constructs, or when different studies want to be compared. Thirdly, it
is important to notice that past studies assessed intentions [14, 40, 42] or a different
dependent variable [27, 41], such as online impulse buying. The dependent variable
is important as it makes a difference whether consumers can choose between different
channels or whether they are only asked about their intentions to use one channel. That is,
our research aims to clarify the influence of personality traits and gender roles at an early
stage of the buying process. Hence, it is important to investigate their role in channel
choices and to study their influence as antecedents of the basic theoretical framework
[18], which we build upon and extend.
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Table 1. Related work using personality traits and gender roles in online environments

Study Dependent variable Type of study Personality
trait/gender role

Quantitative results

[39] Attitude to online
shopping

Quantitative -
Survey

Openness to
experience,
risk-taking
propensity

Both personality
traits significant
effect on DV

[42] Intention to shop
online

Quantitative -
Survey

Big Five Inventory
(BFI)

Neuro., Openness,
and Agreeableness
with effect on DV

[38] Channel preferences Qualitative -
Framework

Not specified n/a as qualitative
framework only

[14] Intention to disclose
information

Quantitative - Lab
experiment

Big Five Inventory
(BFI)

BFI with direct
(indirect) effect on
privacy concerns
(DV)

[40] Urge to buy
impulsively

Quantitative -
Survey

Impulsiveness,
normative
evaluation, instant
gratific

All personality traits
significant effect on
DV

[27] Online impulse
buying

Quantitative -
Survey

Big Five Inventory
(BFI)

All personality traits
significant effect on
DV

[41] Device usage Quantitative -
Survey

Impulsiveness (I.),
need for touch
(NFT)

I. higher use of
mobile devices, NFT
prone to online
devices

3 Hypothesis Development

3.1 Replication of Basic Theoretical Framework

First, we replicate the basic theoretical model. Therefore, we replace the purchase inten-
tion with the channel choice, and we assume that the channel choice is influenced by the
perceived risk, trust, and perceived benefits [18]. In addition, perceived risk mediates the
relationship of trust and the channel choice [18]. The original study provides a detailed
reasoning for each hypothesis which we adopt without any changes.

H1a: A consumer’s perceived risk negatively affects the choice of the online channel.
H1b: A consumer’s perceived benefits positively affects the choice of online channel.
H1c: A consumer’s trust negatively affects the consumer’s perceived risk.
H1d: A consumer’s trust positively affects the choice of the online channel.
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3.2 Personality Traits as Antecedent of the Basic Theoretical Framework

The second hypothesis aims at the relationship of personality traits and the constructs
of the basic theoretical framework [18]. Based on previous studies [14, 42], we assume
that personality traits are antecedents of perceived risk, trust, and perceived benefits. We
assume that the BFI traits are not directed to one integrated construct. Instead, each trait
has different relationships with the relevant constructs (similar to [15]).

In particular, neuroticism is associated with anxiety which is illustrated exemplarily
by items such as “worries a lot” or “gets nervous easily” [31]. Consequently, neurotic
individuals focus on what might go wrong and tend to overlook the benefits of a new
technology. Therefore, neuroticism has a positive relationship towards perceived risk
and a negative relationship towards perceived benefits, such that highly neurotic partic-
ipants perceive digital channels as particularly risky and less beneficial. Extraversion is
associated being outgoing. Therefore, introverted participants value the anonymity of
digital channels and shy away from social interactions. Thus, extraversion may be neg-
atively correlated with the perceived benefits of digital channels. Moreover, extraverted
individuals have higher trust [28]. Agreeableness is based on the assumptions of social
compatibility, and of a basic trust in the goodness of people. This also influences the trust
of individuals with high agreeableness and leads to a positive relationship towards trust
[28]. Based on a previous study, conscientiousness is negatively related to perceived risk
[43]. Finally, openness antecedes trust. This follows the idea that “more openness leads
to more willingness to embrace new concepts and be more careless with respect to new
situations and experience” [28].

Similar to other studies [42] and given that personality traits and channel choices are
under-researched, it is not possible to derive a relationship for all connections between the
BFI and perceived risk, trust, and perceived benefits. Yet, as the BFI is usually measured
with all traits, we also estimate the remaining traits and relationships exploratively [44],
but which is not reported in detail due to the page limitation.

H2a: Neuroticism negatively affects the consumer’s perceived benefits.
H2b: Neuroticism positively affects the consumer’s perceived risk.
H2c: Extraversion negatively affects consumer’s perceived benefits.
H2d: Extraversion positively affects consumer’s trust.
H2e: Agreeableness positively affects consumer’s trust.
H2f : Conscientiousness negatively affects perceived risk.
H2g: Openness to experience positively affects trust (Fig. 1).

3.3 Gender Roles as Antecedent of the Basic Theoretical Framework.

In addition to personality traits, we suggest adding gender roles to the basic theoretical
framework due to gender differences in personality traits [32, 33]. Thereby, we assume
that femininity has a negative influence on perceived benefits. This arises from the
computer self-efficacy, which is usually lower among feminine individuals [9, 45], and
which impacts perceived ease of use and therefore the perceived benefits [9]. When it
comes to perceived risk, individuals with feminine traits are more risk-averse [36, 46]
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Fig. 1. Research model

which implies a positive relationship of femininity and perceived risk. The hypotheses
are supported by the fact that participants with a high score in femininity are socialized
to be help-seeking and relationship oriented [9, 47].

In turn, masculinity, which is related to self-efficacy [9, 45], has a positive influence
on perceived ease of use and therefore a positive relationship towards perceived benefits
[8, 9]. This is also supported by achievement orientation of participants with masculine
traits that are usually fulfilled by the benefits of a technology [47]. Further, masculin-
ity has a positive influence on trust as previous studies have shown for an augmented
Technology Acceptance Model [8].

H3a: Femininity negatively affects the consumer’s perceived benefits.
H3b: Femininity positively affects the consumer’s perceived risk.
H3c: Masculinity positively affects the consumer’s perceived benefits.
H3d: Masculinity positively affects the consumer’s trust.

4 Research Methodology

4.1 Experiment Design and Experiment Material

To answer our research question, we conducted an experiment in the KD2Lab (https://
www.kd2lab.kit.edu/). Our participants were part of the KD2Lab panel which comprises
mainly students studying in Karlsruhe, Germany. In order to become a member of the
panel, interested individuals can register themselves. The participants were invited by
E-Mail to participate in the study. They received 8e for their participation. The study
consisted of four steps (Fig. 2):

https://www.kd2lab.kit.edu/
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Fig. 2. Research design

First, the participants received general information about the experiment. Thereby,
they learned that the experiment covers financial decision-making in a banking context.
We have chosen the financial services industry because banking channel structures are
currently being reshuffled with major branch closures and considerable investments in
digital channels such as online or mobile. Moreover, the financial service of student
loans can be contracted online for a few years. Next, participants were presented general
information on student loans. These pages have been inspired by the website of a large
German bank and made the experiment as realistic as possible for the participants. In
the contracting phase, participants had to choose a channel to contract the loan. Next,
the participants either had to fill out the loan form on the computer screen or as a paper
form. Finally, they completed a survey with the constructs from the research model.

4.2 Measurements

In the experiment, the dependent variable is a channel choice which is operational-
ized as a binary choice between the online channel and the branch. Additionally, we
included a confidence rating asking them howmuch they inclined towards their decision
by presenting this item right after the channel choice in the experiment. For this, we
used a seven-point Likert scale ranging from “very weak tendency towards the chosen
alternative” to “very strong tendency towards the chosen alternative”. For the Structural
Equation Modelling (SEM) we used the continuous confidence rating whereas the two
seven-point Likert scales (seven-point for branch on the one hand and seven-point for
online on the other hand) were scaled-down to one seven-point Likert scale to match the
scales of the remaining items.

The constructs of the original model were adapted from the original study. Instead
of consumer trust [18], we assessed Internet trust [48] due to the online banking context.
The personality traits are based on the BFI using the 42-item questionnaire [31, 49].
Moreover, we measured the BSRI [13] using the 20-item questionnaire [34, 35].

All items were measured using a seven-point Likert scale. As a quality check, we
measured further constructs to assess their influence as an alternative explanation for the
channel choice. These constructs were personal Internet interest [48], process digitiz-
ability [22], information insecurity (new items), and online banking usage [21]. Again,
all items, except for online banking usage, were measured using a seven-point Likert
scale. Moreover, we asked for age, gender, education, Internet usage, whether and where
they contracted a loan in the past, as well as their reasons for the channel choice (open
text field). The survey was conducted in German so that some items were forward and
backward translated. Several pre-tests of the experiment prototype and the survey were
conducted prior to the actual experiment.
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4.3 Data Analysis

We used Structural Equation Modelling (SEM) to derive the path estimates. Generally,
SEM can be divided into the covariance-based SEM (CB-SEM) and partial least squares
SEM (PLS-SEM)which are variance-based [50, 51]. In this study, we used a covariance-
based approach. CB-SEM approaches offer a variety of goodness-of-fit indicators and
they provide a more reliable evidence for the fit between the theoretical model and the
observed empirical data.Moreover, CB-SEM is primarily used for confirmatory research
objectives [51]. To do so, we modelled the research model with IBM SPSS Amos 23.0.0
using a maximum likelihood estimation. With a sample size of 236 participants, the
experimental study exceeds the threshold of 100, which is suggested for the maximum
likelihood estimation in structural equation modelling [52]. We follow the recommenda-
tion that the data analysis should comprise the evaluation of the measurement model and
the structural model [50, 53]. We used z-scores for the independent variables yielding a
consistent threshold value for statistical significance.

5 Results

5.1 Descriptive Analysis

244 participants took part in the laboratory experiment. 8 participants had to be excluded
as they failed to answer two test items correctly, or as they showed insufficient language
skills in the open text fields. Demographical data showed an age ranging from 16 to
50 years with an average of 24 years. They used the Internet on average 4.8 h per day,
and only few participants (12.3%) had contracted a loan before. Hence, pre-knowledge is
not a concern. In sum, our sample was more male (59%), younger and higher educated
than the German Internet population. Yet, also the original study [18] has a similar
age structure and gender distribution with an average age of 22 years and 58% male
participants. To replicate and extend their study, we needed a similar sample.

Concerning the channel choices in the experiment, 114 participants (48%) chose the
branch, while 122 (52%) participants decided to contract the student loan via the online
channel. The online channel was mainly chosen because of its convenience and the
speed of closing the transaction. The branch was chosen because of insufficient product
knowledge, riskiness of the online channel, and the possibility to clarify open questions.

5.2 Measurement Model, Construct Reliability and Validity

First, the measurement model assessed the reliability, convergent validity as well as the
discriminant validity of the relevant constructs. Hence, Cronbach’s alpha (Cb. α), the
composite reliability (CR), and the average variance extracted (AVE) were estimated.

For Cronbach’s alpha, all constructs, except for agreeableness, meet the recom-
mended threshold of 0.70 [54]. Concerning the composite reliability (CR), all constructs,
apart from conscientiousness and openness, meet the established cut-off value of 0.70
[55]. Moreover, we calculated the AVE values for each construct as the AVE can be used
to estimate the discriminant validity. The AVE values should exceed the threshold of
0.5 [56] which is the case for all constructs except for agreeableness, conscientiousness,
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openness and masculinity. The implications of the reliability measures will be discussed
in the next chapter. The mean values for the personality traits of the BFI are similar to
other studies in Germany [49]. Compared with the original study, our sample perceived
less risk, had less trust, but slightly higher benefits (Table 2).

Table 2. Measurement model assessment and descriptive statistics

Variable Construct Abbr Cb. α CR AVE Mean SD

Personality traits Extraversion EXT 0.89 0.89 0.51 4.73 1.05

Agreeableness AGR 0.64 0.73 0.26 4.72 0.73

Conscientiousness CON 0.71 0.31 0.14 4.77 0.77

Neuroticism NEU 0.85 0.89 0.53 3.64 1.08

Openness OPE 0.72 0.56 0.21 4.84 0.71

Gender roles Masculinity MAS 0.88 0.89 0.46 4.72 0.87

Femininity FEM 0.89 0.91 0.51 4.88 0.88

Variables original model Perceived risk RIS 0.72 0.84 0.64 3.56 1.21

Trust TRU 0.70 0.83 0.62 3.91 1.04

Perceived benefits BEN 0.79 0.88 0.71 5.80 1.03

In addition, we set up a correlation matrix to be able to compare the inter-construct
correlation and the square root of the AVE [56] (see Table 3). The values for the AVE
values should exceed the inter-construct correlations for adequate discriminant validity
[18, 56]. Note that not all square roots of the AVE exceed the inter-construct correlations,
e.g. not for openness and conscientiousness. Again, the implications will be discussed in
the next chapter. Overall, the results indicate that the measurement model is appropriate
for the research model except for conscientiousness and openness as these constructs
fail to meet several criteria. We also estimated the variance inflation factors (VIFs) to
control for threats of multicollinearity. However, all VIFs ranged between 1.0 and 1.9,
and they were thus below the recommended cutoff value of 5 [50].

The channel choice showed the strongest correlations with perceived risk, per-
ceived benefits and trust which are all constructs from the original model. However,
it also shows zero-order correlations with neuroticism, femininity and masculinity. This
provides initial support for the predictive value of personality traits and gender roles.

5.3 Structural Model Assessment

Next, following the two-step approach [53], we estimated the structural model. The
structural model includes the standardized regression weights for the estimated path
coefficients of the model (see Fig. 3 below). Significant paths are presented in bold.
The structural model shows that the basic theoretical framework has significant effects
between trust, perceived risk, perceived benefits and channel choice. In particular, trust
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Table 3. Inter-construct correlation matrix (square root of AVE in bold); CHO = choice

EXT AGR CON NEU OPE MAS FEM RIS BEN TRU

EXT 0.71

AGR 0.25 0.51

CON 0.28 0.29 0.37

NEU −0.37 −0.21 −0.25 0.73

OPE 0.31 0.17 0.37 −0.18 0.46

MAS 0.65 0.00 0.35 −0.42 0.38 0.68

FEM 0.25 0.57 0.37 0.01 0.32 0.19 0.71

RIS −0.06 0.02 −0.03 0.07 0.04 −0.01 0.15 0.80

BEN 0.03 0.04 0.06 −0.25 0.10 0.18 −0.02 −0.16 0.84

TRU 0.04 0.10 −0.03 −0.15 0.02 0.10 0.02 −0.20 0.29 0.79

CHO 0.01 −0.04 0.04 −0.17 −0.01 0.14 −0.15 −0.33 0.42 0.34

has a strong negative relationship towards perceived risk while it has a positive rela-
tionship towards channel choice. As expected, perceived benefits have a strong positive
relationship towards channel choice. The effects have a similar strength compared with
the original model. Therefore, hypotheses H1a to H1d are supported.

Concerning the BFI, neuroticism has indeed a strong negative effect on perceived
benefits, thus supporting H2a. However, neuroticism does not have a significant posi-
tive effect on perceived risk. Hence, H2b is not supported. Similarly, extraversion was
expected to negatively affect perceived benefits. The data supports this relationship and
thus also H2c is supported. Yet, extraversion shows no significant negative effects on
trust. Consequently, H2d is not supported. In turn, agreeableness had a strong positive
effect on trust, thus supporting H2e. For the remaining two traits, openness and consci-
entiousness, we could not find any significant paths. So overall, hypotheses H2a, H2c
and H2e are supported, while hypotheses H2b, H2d, H2f, and H2g are not.

Finally, we turn to the BSRI. The relationship of masculinity and trust as well as
masculinity and perceived benefits is positive and significant. Thus, hypotheses H3c
and H3d are supported. In addition, we predicted a positive relationship of femininity
and perceived risk. The data supports this relationship and hence H3b is supported. Only
the relationship of femininity and perceived benefits is insignificant. Overall, hypotheses
H3b toH3d are supported, but hypothesis H3a is not.We conclude that perceived benefits
and trust are significantly anteceded by several personality traits and gender roles. This
conclusion still holds true when the model is calculated with all possible combinations
between personality traits, gender roles, and the original model.

Finally, we report further results on channel choices using control variables. We
could only find marginal differences in the results when controlling for demographics.
Thereby, the results do not differ significantly in terms of age, gender, or education.
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Fig. 3. Results of the structural model

6 Discussion

Overall, we have shown that personality traits and gender roles antecede established
constructs of the decision-making model. The results are discussed in three ways:

First, the personality traits generally show an effect on trust and perceived benefits.
Let us first have a look at neuroticism which negatively affects online channel choices.
Neurotic participants are anxious, focus on the negative aspects, and disvalue the ben-
efits of the online channel. In line with our prediction, neurotic people were less likely
to choose the online channel (Table 3). The results of the SEM indicate that this effect
is explained by the negative relationship with the perceived benefits of the online chan-
nel. Surprisingly, neuroticism did not correlate with perceived risk, nor was this path
significant in the SEM (Fig. 3 above) as this would have made sense intuitively.

For extraversion, the data supports the negative relationship towards perceived bene-
fits. An explanation might be that less extraverted (i.e. introverted) consumers value the
anonymity of the online channel. We offer an alternative explanation that the items for
perceived benefits focus on saving time and convenience [18] while extravert individu-
als are energetic, active and sociable [12, 31]. Hence, there might be a misfit between
convenience and the energy/activity. Complementing this explanation, one study [27]
found a positive effect of extraversion on online impulse buying. In turn, we find no
effect for extraversion and trust which is in line with a previous study [28].

Agreeableness is the trait complies most with our hypotheses. As agreeableness is
positively related to trust, we trace this back to the social compatibility and the basic trust
in the goodness of people. This is also in line with the finding that participants with high
agreeableness also rated the provider of the online channel as slightly more trustworthy.
Again, this is in contrast to Bansal et al. [14], and it might either be attributable to the
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context, or that their study directed all personality traits towards one construct, and not
towards the antecedents of the dependent variable.

Finally, no significant relationships, and no correlation with the dependent variable
could be found for conscientiousness and openness. Although this is in line with another
study [28], it would be premature to refuse that conscientiousness and openness affect
the channel choice. The lack of results in the SEM could reflect the poor reliability of
these measures. The validity of conscientiousness and openness to experience cannot be
discussed appropriately as the reliability is too low.

How about the direct effects of personality traits on channel choice? Based on our
correlation matrix, we see that only neuroticism decreases online channel choice. This
result might be due to the insecurity of conducting banking services online. Frequently,
banks report security issues related to the online banking which might be considered
as more severe by neurotic individuals. Yet, we could not find any effects for the other
traits of the BFI, which also lacked a correlation with the dependent variable (Table 3).

Secondly, also gender roles seem to play an important role in channel choices. Except
for the relationship of femininity and perceived benefits, all relations are significant. To
explain these results, we use the gender schema theory [57] which states that societal
beliefs lead to the creation of gender schema in the young ages of individuals. Once
established, these gender schemas influence the processing of information and the self-
esteem which leads to a behavior that is consistent with the gender schema [57]. Hence,
individuals have created gender schema towards what is expected of their gender role
in terms of risk-aversion and trust. This leads to their positive/negative association with
the predictors of channel choices. E.g. the traditional role of men is to be strong, open
and independent, which is reflected in a positive link with trust and perceived benefits,
similar to other studies [9]. In turn, therewere nodirect ormoderating effects of biological
sex, demonstrating the prime relevance of psychological inter-individual differences for
understanding channel choices.

We can only speculate how results would differ with a representative sample. We
note some gender differences as women showed a slightly higher perceived risk and a
higher conscientiousness. Thus, a less male sample could lead to different results for
these constructs and could potentially strengthen the effects that were insignificant in
this study. For a more detailed discussion of biological sex and gender roles in online
channel choices, we also refer to another of our studies [25].

Third, we replicated the original (survey-based) model in an experimental context.
This is important as it has been frequently noticed that replications fail or lead to dif-
ferent results [58]. Our replication in an experimental setting with a financial services
context strengthens the basic theoretical framework and its generalizability across var-
ious industries. As for the extended model including the personality traits and gender
roles it is not yet possible to generalize the results for all industries.

7 Conclusion

To conclude, this studymakes several contributions.Theoretically, themain finding is the
extension of the basic theoretical framework [18]with personality traits and gender roles.
These personality traits and gender roles involve especially neuroticism, extraversion,
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agreeableness, masculinity, and femininity. The study highlights that it is not sufficient
to design an information system autarkically but that the individual characteristics of the
prospective users always have to be taken into account. In addition, we replicated the
original model in an experimental context.

Practitioners are a core target group of IS research. Therefore, especially in financial
services companies, they benefit from our work by deriving insights for the design of
their channels. Our study provides the basis for matching individual characteristics with
channel properties given that companies can assess personality traits based on social
media data [16]. Then, the benefits of the digital channel, e.g. broad product spectrum or
convenience, should be highlighted particularly to introverted consumers or consumers
with low neuroticism. In addition, consumers with feminine traits could be reached with
risk-reducing messages, privacy and security seals or other IS artefacts.

Our study also has societal implications. As more and more (banking) branches are
closed, certain personality traits are systematically excluded from technology-based pur-
chasing opportunities as they avoid using digital channels. From an equality perspective,
it would be beneficial to outweigh the disparities in channel choices. This can only be
solved by investing in capabilities, such as security features, that attract online-distant
personality traits and gender roles. Moreover, consumers themselves could save time
and reduce information overload by using individualized channels.

A limitation of this study is the somewhat artificial setup of a laboratory experiment.
As no financial assets were at stake, the participants might not have felt the anxiety
of contracting a real student loan. We tackled this problem by urging them to behave
as if real money was involved, and by leaving them in the dark about the intention
of the study. In addition, the sample is younger and included more students than the
Internet population of Germany, but which is in line with the original study [18]. This
limits the generalizability of the results but as we aimed for inter-individual differences
unrelated to age, this limitation is of minor relevance. Moreover, two personality traits
perform poorly in terms of reliability and no conclusions can be drawn for the BFI as a
whole. Finally, a banking service might be different from other retail transactions, future
research is to show the generalizability of the results.

Future research could test whether personality traits and channel preferences can
be compensated by building decision support systems. Therefore, textual or visual deci-
sional guidance could be implemented using seals or digital nudges [59–62]. Moreover,
the decision support could be implemented adaptively by first assessing the character-
istics and preferences, and then be adapted in real-time to match them. In addition, the
trait of extraversion has produced contradicting results and more research is needed
to clarify its role in online environments. Finally, the study should be repeated with a
representative sample or with other products and services to be able to generalize the
results.
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1 Track Description

Digital services are becoming increasingly important in business-to-business relation-
ships and our private life. Virtual services complement or replace real services. They
can fulfill customer demands more effectively, efficiently or in completely new ways
and, hence, can lead to novel value propositions of various kinds. Moreover, through
digitalization and the connectivity of so-called smart products, the key idea of product-
service systems (PSS) as customer-oriented, integrated bundles of goods and services
can now be put into practice better than ever before. Well-known examples of such
smart PSS are telematics-supported car insurance, audio and video streaming services
or predictive maintenance of industrial machinery and equipment. At the same time, the
complexity of initiating, developing and providing digital services as well as smart PSS
is increasing because they require the close integration of the resources of multiple
actors, including those of customers and partners.

This track includes articles that report important and timely results from studies that
investigate the innovation with digital services and smart PSS in a variety of settings.
The articles include conceptual, design-oriented as well as qualitative-empirical studies
with implications that are meaningful for both academia and practice.

2 Research Articles

The articles of this track cover several topics that refer to the design of digital services
and smart PSS. While Häckel et al. take an overarching view by developing a PSS
maturity model that can guide capability development in organizations, Richter and
Anke as well as Sengewald et al. contribute to making the actual service design process
more effective and efficient. Finally, Osterbrink et al. specifically deal with the use of
augmented reality technology to support safety-critical services in a harbor.



2.1 Becoming a Product-Service System Provider – A Maturity Model
for Manufacturers (Häckel, Huber, Stahl & Stöter)

For manufacturing firms, the digital transformation often goes hand in hand with
servitization. They change from being a supplier of physical products to a provider of
PSS and, hence, have to advance their organizational capabilities. To guide this
organizational transformation process, Häckel et al. present a comprehensive PSS
Maturity Model (PSSMM) that is comprised of five focus areas (strategy, culture,
structure, practice, and IT), 20 capability dimensions, and capability descriptions along
four maturity levels from a pure-product firm to a provider of result-oriented PSS.

2.2 Combining Methods for the Design of Digital Services in Practice:
Experiences from a Predictive Costing Service (Richter & Anke)

Although academia has proposed various processes and methods that firms can use to
develop innovative digital service and PSS offerings, it appears that practitioners still
struggle to adopt and apply them. In their study, Richter and Anke follow an action
design research approach to evaluate how existing methods can be applied success-
fully. For this purpose, they collaborated with a medium-sized firm in a project that
aimed at designing a service for predictive costing. They suggest a selection of methods
and an overview of their input-output-relationships that can support the systematic
design of new digital services in practice.

2.3 A Software Ecosystem for the Development of Digital Service Design
Tools: A Conceptual Framework (Sengewald, Jalowski &
Schymanietz)

Sengewald et al. deal with the digitization of the service design process itself. Their
study is based on the observation that an interoperable set of digital artifacts is still
missing that would support the use of service design tools, techniques, and methods
(e.g., Personas, Service Blueprinting, Stakeholder Maps). To address this challenge,
they suggest a framework that outlines five design objectives and that can provide a
foundation for a software ecosystem of digital service design tools.

2.4 Requirements for Augmented Reality Solutions for Safety-Critical
Services – The Case of Water Depth Management in a Maritime
Logistics Hub (Osterbrink, Bräker, Semmann & Wiesche)

The study by Osterbrink et al. explores the user-centered requirements for augmented
reality (AR) solutions in the operations of a large European maritime logistics hub.
Based on qualitative data from eleven think-aloud sessions during service delivery, two
expert interviews, and two expert workshops, they derived five core requirements for
an AR solution in soil sounding, which is the measuring of water depths in a harbor
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environment. Their study is among the first that investigates the applicability and
feasibility of AR solutions in the maritime industry. The identified requirements are
expected to impact research on AR use especially in safety-critical environments.

168 J. Poeppelbuss et al.



Becoming a Product-Service System
Provider – A Maturity Model for Manufacturers

Björn Häckel1, Rocco Huber2, Bastian Stahl1, and Maximilian Stöter2(B)

1 FIM Research Center, Project Group Business & Information Systems Engineering of the
Fraunhofer FIT, University of Applied Sciences Augsburg, Augsburg, Germany

{bjoern.haeckel,bastian.stahl}@fim-rc.de
2 FIM Research Center, Project Group Business & Information Systems Engineering of the

Fraunhofer FIT, University of Augsburg, Augsburg, Germany
{rocco.huber,maximilian.stoeter}@fit.fraunhofer.de

Abstract. For the manufacturing industry, exploiting the opportunities of digital
transformation often implies the strategic development from being a manufacturer
of pure physical products to one providing Product-Service Systems (PSS). In lit-
erature, PSS can be distinguished in different types, which differ substantially in
their configuration of the underlying business model. However, since distinct PSS
types require different organizational capabilities, the transformation toward a PSS
provider is a challenge for managers. To provide guidance, scientific and profes-
sional literature mostly focuses on selected aspects. Though, a holistic considera-
tion of relevant capabilities for the respective PSS type remains untapped. Against
this backdrop, we developed a PSS Maturity Model (PSSMM) to guide organi-
zations in developing appropriate capabilities. To provide an integrated view, the
PSSMM refers to 5 focus areas, 20 capability dimensions, and associated capa-
bilities. To develop and evaluate our model, we used the well-known approach of
Becker et al. [1].

Keywords: Product-Service Systems ·Maturity model · Industry · Digital
transformation

1 Introduction

In the context of digital transformation in production, the development of Product-
Service Systems (PSS) represents a well-established strategy for manufacturing compa-
nies to harness the various opportunities associated with digitalization. To tap new rev-
enue pools and differentiate themselves against competitors, manufacturers are working
on enriching their physical products with digital services to increase customer utility
[2, 3]. PSS not only enable a higher degree of customization and product quality but
also allow for novel value propositions and new data-driven business models (BM) [4].
For instance, models such as Rolls-Royce’s “power-by-the-hour” for aircraft engines
[5] or Ricoh’s “pay per page green” for printing services [6] are examples of successful
PSS implementations. Especially for manufacturers, digitalization is a significant driver
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for PSS [7]. This is demonstrated by the “pay-per-part model” of the German machine
manufacturer Trumpf, which provides its customers with laser sheet metal processing
without having them to buy or lease equipment [8]. Digital technologies enable novel
value propositions and services such as remote and automatic access tomachine statuses,
proactive detection of failures, and success measurement, facilitating PSS [9]. As physi-
cal products often form the core of the existing BM, especially for established companies
and market incumbents, these companies are maturing toward more servitization [10].

Hence, along with the increasing degree of servitization, the literature distinguishes
three established PSS types: product-, use-, and result-oriented PSS [4, 11, 12]. Chal-
lenges arise as the three types of PSS require different capabilities within the orga-
nization. The complexity of designing, implementing, and operating these integrated
product-service bundles requires holistic guidance on which capabilities need to be
developed across organizational departments and levels.

In order to guide organizations in the identification, prioritization, and development
of relevant capabilities, Maturity Models (MM) have proven to be a useful management
tool [13].As research onPSS ismature [14],MMsdealingwith PSSor service orientation
already exist (e.g., Exner et al. [15], Gudergan et al. [16]). Further, MMs in the context of
PSS focus on specific issues such as IS support for PSS [17], sustainability throughhybrid
solutions [18], or for the service development process related to PSS [19]. Nevertheless,
existing literature hitherto neglects to bring together the established PSS types with
corresponding capabilities. On the one hand, this makes it difficult for organizations to
assess their maturity level to meet the desired PSS type. On the other hand, the existing
models do not provide a holistic perspective on capabilities for a targeted PSS type.

Since the existing literature does not offer a combined view on PSS types and corre-
sponding capabilities, we raised the following research question (RQ):What capabilities
do organizations need to develop to offer a certain type of PSS?

To address this research gap, we developed and evaluated the PSS Maturity Model
(PSSMM) and followed the well-known procedure model of Becker et al. [1]. The paper
is structured as follows, in Sect. 2, we summarize relevant literature on PSS, MMs, and
elaborate on related work for PSS-specific MMs. In Sect. 3, our research methodology
is outlined, and in Sect. 4, we present essential design decisions and our developed
PSSMM. Next, in Sect. 5, we summarize the pre-evaluation with IS scholars. At the
end, Sect. 6 concludes this work with our contributions, limitations, and the outlook for
further research.

2 Theoretical Background and Related Work

2.1 Product-Service Systems

There are different terms for PSS in literature, e.g., Industrial Hybrid Offerings and Solu-
tions [2], whereby PSS has become the commonly used expression [14]. Also, there are
several definitions of PSS in the literature (e.g., Mont [20], Guidat et al. [21]). Yet, PSS
are often defined as a type of BM that integrates bundles of products (tangible compo-
nent) and services (intangible component) aiming at offering more complete solutions
and thereby increasing customer utility [3, 12]. Besides, concepts such as Servitization
and Hybrid Value Creation are often named in this context. Servitization describes the
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transformational process of moving from a product-oriented to a service-oriented BM
for offering product-centric system solutions [2, 12]. In contrast, Hybrid Value Creation
refers to the process of creating added value through the combination of products and
services [22]. To sum up, PSS can be seen as the operational (Hybrid Value Creation)
outcome and the transformational process (Servitization).

Also, PSSare often referred to as the trendof servitization in themanufacturing indus-
try [12] and are associated with closer customer contact, more stable revenue streams,
and improved resource utilization [22]. Some work on PSS follows the understanding
and perspective of Service(-dominant) Logic [23] and focus on the co-creation of value
between the service provider and customer. Consequently, they define PSS as Service
Systems [24]. Thismay especially be true formature PSS types that are close to a pure ser-
vice focused BM. However, this definition neglects companies with a product-oriented
PSS type. Therefore, we argue that our work’s scope mainly addresses manufacturers
that are driving forward service provision. The underlying definition of PSS refers to a
BM perspective that defines the value proposition through a combination of the product
and connected services and whereby the focus on either the product or services shifts
with the responding PSS type.

For PSS, three main types are generally admitted in the literature: (a) product-
oriented, (b) use-oriented, and (c) result-oriented PSS [10, 25]. These categories have
established themselves in the literature (e.g., Raddats et al. [26], Weking et al. [12]),
are used in different contexts (e.g., for BM archetypes [27, 28]), and are of importance
for this work as we build our maturity levels upon them. For (a) product-oriented PSS,
the BM is mainly focused on selling products, and only some additional services are
added (e.g., maintenance services) [25]. With (b) use-oriented PSS, a product’s use or
availability is sold [10]. An example of use-oriented PSS is Hilti’s fleet management
offering, a global business partner offering construction tools. Here, Hilti provides a
comprehensive bundle of products and complementary services instead of just selling
tools. In doing so, Hilti improves fleet transparency, reduces idle time, and simplifies
budgeting for customers, while Hilti profits from higher customer loyalty and interaction
as a strategic enabler for growth [29]. And with (c) result-oriented PSS, the customer
and the supplier agree in advance on the result to be delivered, and the customer only
pays for that [25]. An example of this PSS-type is the cooperation of Trumpf, a Ger-
man industrial machine manufacturing company, and Munich RE, a globally operating
reinsurance company. The jointly developed ‘pay-per-part model’ enables customers
to use a full-service laser machine without buying or leasing any equipment. Instead,
customers pay a previously agreed price for each part in a pre-defined quality, allowing
them to avoid massive up-front investments, minimize resources for maintenance tasks,
and make their production processes more flexible [8]. Moving from a product- toward
a use- or result-oriented PSS, a customer’s need is formulated in more abstract terms.
It offers new paths for customization [25], which is enabled by developments in digi-
tal technologies (e.g., cloud and edge computing), offering a continuous connection to
products and customers [20]. Further, the revenue models and pricing strategies in these
PSS types are entirely different, changing from single purchases to constant payment
models related to the product’s use or result [22]. Therefore, the transformation from
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being a product manufacturer to becoming a PSS provider calls for far-reaching changes
within the organization and especially for new capabilities to be developed.

2.2 Organizational Capabilities and Maturity Models

The resource-based view defines organizations as configurations of resources [30]. Com-
petitive advantage and long-term performance enhancement can be accomplished by
providing valuable, unique, inimitable, and non-substitute resources [30] that consist of
both assets and capabilities [31]. In this paper, we define capabilities as an organiza-
tional entity’s ability to perform certain activities to achieve a particular outcome [32].
MMs reflect how organizational capabilities develop [33] while assessing and leading
the continuous improvement of various organizational capabilities [34], such as technol-
ogy, practices, or knowledge in a particular domain [13]. Thus, MMs are instruments to
assess thematurity in a specific area by conceptually dividing the presumed development
of maturity into different phases [33]. Maturity thereby refers to the status of being ready
or complete, and the respective maturity level increases with increasing capabilities [1].
In practice, MMs have high relevance and are widely utilized as a management tool [35]
that facilitate planning and stepwise capability development [13] and also improve the
decision-making regarding organizational development [34]. In the Information Systems
(IS) and Information Technology (IT) domain, MMs are often used either as guidance
for continuous improvement or as an assessment tool for self- or third-party evaluation
[33, 34]. Besides, there are different types of MMs in literature, including descriptive
(status quo assessment and potential target state derivation), comparative (benchmark-
ing), and prescriptive MMs (enabling roadmap development and suggesting measures
for achieving it). Also, combinations of these types exist, as these different model types
represent consecutive stages in a MM’s evolution [33, 36].

The general structure of MMs is characterized by a sequence of discrete stages [13]
reflecting the expected or desired development path from an initial to a potential target
state [1]. MMs are usually conceptualized as matrices, including maturity stages on the
one and dimensions (e.g., capabilities) on the other axis [36]. To structure capabilities,
focus areas can be defined, representing domain-specific capability areas that describe
different aspects of the corresponding topic [34] and provide more detail by describing
specific capabilities as subcategories (i.e., Capability Dimensions). On the other axis, the
maturity levels describe the phases of development arranged in sequential order from the
lowest stage of maturity to the highest [36]. The number of maturity stages between the
initial and target state is not prescribed and varies in existingMMs. However, most MMs
use between four to six stages [36]. Also, MM types can furthermore be distinguished
into staged, continuous, and focus area MMs [37, 38]. These reflect different ways of
assigning capabilities to maturity stages. Thereby, staged MMs require an assignment
of capabilities to exactly one maturity stage. Continuous MMs require the specification
of capabilities for all maturity stages. In contrast, focus area MMs inductively derive
maturity stages per capability area, where each capability area has its number of specific
maturity stages.
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2.3 Related MMs in the Field of PSS

As the PSS domain is a mature research area and research has been conducted here for
over 20 years [14], severalMMs already exist in this research field.MMs, with a focus on
PSS, address the increasing service orientation in the sense of maturing from traditional
product sales to PSS (e.g., Rapaccini et al. [19], Gudergan et al. [16], Karni et al. [39],
Exner et al. [15]). Rapaccini et al. [19] created a MM for the new service development
process related to PSS. Gudergan et al. [16] introduce their Business Transformation
Readiness Assessment – a MM to assess the readiness for PSS. Karni and Kaner [39]
present a Process Capability and Enterprise Maturity Model focusing on PSS. Exner
et al. [15] developed a PSS capability self-assessment tool for companies namedProduct-
Service-Change.OtherMMs in the context of PSSand servitization addressmore specific
issues concerning IS support for PSS [17, 40], service engineering [41], or sustainability
through hybrid solutions [18]. There are already several MMs in the research field of
PSS. Still, to the best of our knowledge, there is no MM with a holistic perspective on
the organization and that combines its maturity levels with the three different types of
PSS, including product-, use-, and result-oriented PSS. Thus, existingMMs do not allow
conclusions and provide guidance on how the identified capabilities should be developed
concerning an aimed, pre-definedPSS type.Our paper aims at filling this gap. Further, our
PSSMM provides a multi-dimensional categorization for PSS capabilities and therefore
provides guidance for capability development. Therefore, with this work, we propose a
continuous MM that can be used for descriptive and prescriptive purposes [33].

3 Research Methodology and Development Process

The approach of Becker et al. [1] for the development of ourMMcomprises, as presented
in Fig. 1, eight steps that are based on design science research principles by Hevner et al.
[42]. The first four phases are central to the design and development of theMM, whereas
the second four cover the transfer and evaluation. All in all, this work focuses on phases
1 to 4. The other phases will be carried out in future research. In the following, we briefly
explain each phase and how we executed it:

Phase 1, Problem definition, examines the motivation for the particular MM and
derives an appropriate RQ. We address this phase in our Introduction, where the topic’s
relevance and the need for management guidance, like for our PSSMM, are outlined.
Thereby, the key problem is that manufacturers face significant challenges in developing
toward a PSS provider. While existing MMs for PSS neglect a holistic perspective on
the organization, we propose our PSSMM to fill this gap.

Phase 2, Comparison of existing MMs, thematizes the relevance of developing a
MM by pointing toward the research gap. The lack of existing approaches is initially
addressed in the Introduction and then outlined at the end of the Theoretical Background
(see Sect. 2.3).

Phase 3 is the Determination of the development strategy. Becker et al. [1] differ-
entiate between four strategies, i.e., (1) design of a new model, (2) enhancement of an
existing model, (3) combination of models to form a new one, and (4) the transfer of
existing models to new application domains. As mentioned in the Theoretical Back-
ground, there is no MM in the literature that addresses our purpose and RQ. In this
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Fig. 1. Applied research approach based on Becker et al. [1]

work, we developed a novel MM (strategy 1) as an artifact based on the insights of
existing MMs and additional literature, as neither an existing model was close enough
to be enhanced (strategy 2) nor existing models combined (see below) could fulfill the
research question.

WithinPhase 4, the IterativeMMdevelopment, we – additionally toBecker et al. [1] –
considered van Steenbergen et al. [43], as they recommend using amulti-methodological
approach for the development of dimension-specific development paths. To assess and
integrate different knowledge sources for this manifold topic, we included a literature
search and interviews with research scholars [33, 43]. The following figure presents how
the development phase of the PSSMM was carried out in four iterations (Fig. 2).

Fig. 2. Applied iterations within the development phase

Within Iteration one, the literature search, we started by identifying existing MMs
focused on PSS and related research streams as recommended by Becker et al. [1]. With
this iteration, we identified first context-related MMs for PSS and scrutinized those for
capabilities and maturity levels related to our research gap. For this, we performed a
search on Google Scholar with the following search string: “product-service system*”
OR “PSS” OR “hybrid product*” OR “servitization” OR “hybrid value creation” AND
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“maturity model”. As a result, we found 15 papers related to MMs for PSS, which came
into consideration, e.g., Rapaccini et al. [19], Gudergan et al. [16], Karni and Kaner
[39], Exner et al. [15]. To understand and build upon existing work, as recommended by
Becker et al. [1], we compared the MMs and partly included them in our MM by iden-
tifying relevant capabilities for PSS. Within this bottom-up approach, we identified 180
capabilities for PSS from related MMs. After coding and clustering these capabilities,
we came up with 18 capability dimensions within this iteration. We chose this approach
because wewanted to develop theMMwithout being influenced by the different existing
MMs on PSS (e.g., on sustainability) and tailor our dimensions toward our research gap,
taking a PSS-type specific and holistic view. The interim result here was the first draft
of a capability framework with capability dimensions and first insights for the definition
of some maturity levels.

Next,with Iteration two,wecarried out a literature review for PSS and corresponding
capabilities following vom Brocke et al. [44] to ensure that the body of knowledge is
covered by existing MMs on PSS but also on recent and domain-specific work. Hence,
we applied this by assessing domain-related databases, i.e., ScienceDirect, EBSCOhost,
and AISeL, with the following search string: “product-service system*” OR “PSS”
OR “hybrid product*” AND “industrial” AND “capabilit*”. Thereby, we reviewed
62 articles to identify PSS capabilities. Furthermore, we finished with a forward and
backward search to screen the field of research and completed the maturity levels. After
carefully reading and screening these publications, we worked out and coded another
72 capabilities from this general PSS literature. Here, 19 capability dimensions were
identified. As a result, the first iteration’s draft was complemented with the capability
dimensions and maturity levels found in literature.

In these first two iterations, all in all, 252 capabilities (= 180 + 72) were found
and processed (coded and clustered), which resulted in 37 capability dimensions (18
from existing MMs and 19 from PSS literature). After reducing the duplicates and sum-
marizing similar ones, 20 capability dimensions were finally derived. As we developed
a continuous MM, the definition of all maturity levels, including different characteris-
tics, is required to outline each capability dimension’s maturation along all stages. We
proceeded by using the literature and more specified capabilities.

Iteration three - after developing the second version of the PSSMM and intensively
discussing it within the author team, we conducted two interviews with scholars from
the IS domain for the understanding and relevance of its focus areas, capability dimen-
sions, as well as each level of maturity. One is specialized in MM development, and the
other in digital transformation strategies for manufacturers. The interview partners are
summarized in Table 1 (Int 1 and Int 2). Afterward, each proposed model adjustment
was critically discussed within the author team and cross-checked with supporting work
in literature before including the feedback into the PSSMM.

Iteration four - after reaching consensus among the authors about the maturity of
the model, as the interviews brought no significant insights to the MM and instead
helped to sharpen the identified capabilities, the MMwas pre-evaluated in a focus group
discussionwith nine domain-specific scholars specialized onPSS and related capabilities
(Int 3 in Table 1). Thereby, we used the proposed evaluation criteria of Becker et al. [1],
i.e., comprehensiveness, consistency, and problem adequacy. The discussion did not
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lead to advanced adjustments of the model and underpinned its saturated maturity. This
pre-evaluation is addressed in detail in Sect. 5.

Table 1. Interview partner

Interview ID Type Expertise Experience

Int 1 One-on-one
interview (n = 1)

Transformation
strategies for
manufacturers

Junior researcher (1 -
2 years in this field)

Int 2 One-on-one
interview (n = 1)

Maturity models and
organizational
capabilities

Senior researcher
(>3 years in this field)

Int 3 (pre-evaluation) Focus group
discussion (n = 9)

Domain focus on
Industry 4.0 and PSS
BM

PhD students and
senior scholars

Phases 5 to 8 are, as mentioned before, not the object of this paper and, thus, the
subject of further research. After developing the model, it needs to be tested in a real-
world context and evaluated with industry experts for relevance and rigor, including
validity and reliability [33]. Also, for guaranteeing broad applicability, the model must
be made available in a more general way to investigate its generalizability [1] (phase 5).
Next, further evaluations and improvements on wider acceptance are conducted (Phase
6, 7), and finally, a decision on the acceptance or the rejection of the model is made
(Phase 8).

4 Product-Service Systems Maturity Model

In the following, we present our PSSMM with its overarching structure by first elab-
orating on pathbreaking design decisions and afterward outlining each focus area and
its associated capability dimensions. At the end of this section, we present the whole
PSSMMwith its correspondingmaturity levels.We developed a continuousMM[33, 37]
along the PSS types of Tukker [11, 25]. This design allows reflecting the non-linearity
of transformation processes (i.e., being at different maturity stages for different capa-
bility dimensions). A certain maturity level thereby describes how a capability in this
capability dimension is typically developed within this step (i.e., type of PSS). For the
maturity levels, we set the ‘pure product’ view as the initial stage (1.) that reflects a
common starting point of a transformation toward PSS. The three main PSS types [10,
11] represent the remaining maturity levels of our model: product- (2.), use- (3.), and
result-oriented PSS (4.). We have arranged the levels 1 to 4 next to each other according
to their maturity toward servitization. In doing so, we guide organizations in further
developing the needed organizational capabilities (i.e., for service deployment) toward
a target type of PSS and do not refer to the commonly used generic maturity levels in
existingMMs on PSS (e.g., Rapaccini et al. [19]). As with almost all MMs, the definition
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of a target state is not primarily dependent on the pursuit of higher levels of maturity, but
rather on organization-specific (e.g., customer requirements) as well as economic (e.g.,
budget) factors. Also, certain PSS types can be skipped or different PSS types can be
implemented within the same company, e.g., different markets or customer segments.
Further, and in contrast to existing maturity models (e.g., Rapaccini et al. [19], Karni
and Kaner [39], Gudergan et al. [16]), our PSSMM aims to demonstrate relevant capa-
bilities for the respective PSS types. Thus, each column offers a detailed specification of
the required capabilities for the corresponding PSS type. To take a holistic perspective
on the organization and follow Cleven et al. [37], our MM addresses five focus areas:
Strategy, Culture, Structure, Practices, and IT. Those were successfully used for other
domain-specific MMs before, e.g., Enterprise Architecture Management [45] or Busi-
ness ProcessManagement [33]. Table 2 lists the focus areas’ definitions based on Cleven
et al. [37] and Rosemann and vom Brocke [46] and represent relevant capability areas
for organizational capabilities.

Table 2. Five focus areas for capability development in organizations

Focus area Definition

Strategy Strategy comprises the vision of how an organization creates value and
develops toward a defined target state

Culture Culture covers the collective values and behaviors of individuals and teams

Structure Structure comprises the way an organization is shaped and interacts with its
environment to achieve its goals

Practices Practices cover key activities, responsibilities, methods, mechanisms, routines,
competencies, and processes

IT IT comprises technical solutions that support and enable the operation of the
organization but also the design, implementation, execution, and control of
activities and objectives

The five focus areas represent action fields for organizations that need to be further
specified. This is achieved by assigning our capability dimensions to these focus areas.
The PSSMM, presented in Table 3, thus provides a holistic overview of relevant capa-
bilities, which we assign to 20 capability dimensions to evolve toward one of the three
main types of PSS.

The focus area Strategy describes towhich extent the organization focuses on enrich-
ing its value creation with services until service is at the core of their business model
(Service Focus) [18]. This strategy shift creates the necessary foundation for an orga-
nization to develop and implement a successful PSS. Customer centricity, therefore,
becomes an essential part of business strategy and value creation (Customer Involve-
ment) [15, 25]. Furthermore, a PSS-driven vision is pursued by allocating human and
financial resources (Resource Allocation for PSS) [10, 19]. The PSS strategy determines
the direction in which an organization should thrive and is, therefore, a signpost for the
resulting focus areas.
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As a second focus area, Culture comprises how employees work together (Work
Culture) [47, 48] and how the organization’s PSS vision is committed by the employees
(Employee-committed PSSVision) [16, 17]. This capability dimension is directly enabled
by ‘Resource Allocation for PSS’ from Strategy and underpins that the entire workforce
must support the PSS-vision. To successfully master PSS, relevant soft and hard skills
need to be developed throughout the organization (Skill Training) [49], e.g., data analytics
or leadership.

Regarding the organization’s Structure, PSS require distinct changes in how the
product or PSS ismarketed andwhat channels are used to deliver the value (Channels and
Sales). Here, the product itself becomes a new and essential channel, especially inmature
PSS types [50, 51]. Also, through the establishment of new channels, extensive value-
added networks, and the deep integration of the product into the customer’s processes, the
organization’s boundaries becomeblurred as external partners are increasingly integrated
into business processes (Partner Integration) [10, 15, 20]. As the businessmodel depends
less on the sale of the product and focuses on services, the organization must manage the
change of its income, changing fromone-time product purchases to continuous payments
for services (Capital Management) [10, 25].

The focus area Practices consist of six capability dimensions. The first addresses
how an interaction with the customer has to be initialized regarding services (Customer
InteractionandService Initiative) [3, 52].MaturePSSgo in linewith increasing customer
interaction and responsibility for the performance of the product. The next capability
dimension addresses how to design and enable high quality of PSS. The specificity of the
methods and tools used increases with mature PSS and gains importance for innovation
and product management (PSS Design Methods and Tools) [53, 54]. As mature PSS
have a strong focus on product availability and performance for the customer, feedback
on the product and its performance are a crucial factor on the practice level. Therefore,
Product PerformanceMeasurement and Feedback Systems become increasingly relevant
for the provision of additional services or advice, but also regarding the pricing ofmature
PSS [19, 25]. Automated Service Offering is crucial to ensure the product and service
availability, especially for mature PSS [55, 56]. In this context, mature PSS also request
the ability to develop and offer suitable pricing models and customer-individual prices
that are increasingly distinguished by performance-oriented payment structures (Pricing
Mechanism) [4, 57]. Also, Life Cycle Management becomes essential to accompany the
customer holistically before, during, and after using the product [25].

IT, at the bottom of our PSSMM, acts as the foundation for enabling the development
and operation of PSS. First, the Role of IT determines whether IT only supports business
or takes over an enabling role regarding the organization’s actions and objectives [58].
Due to the increasing collection and exchange of valuable data regarding PSS value
chains and business ecosystems, IT Security and Compliance activities need to enable
holistic IT security concepts across organizational boundaries [59]. Especially result-
oriented PSS depend on a continuous connection and data availability for performance
measurement or determination of payments [17, 60]. Therefore, Connectivity and Data
Access were added as an IT-capability. To provide data-driven services, e.g., predictive
maintenance, relevant product data needs to be collected (Data Collection) [17] and
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analyzed (Data Analysis) [57], so that, e.g., necessary key performance measures can
be created that are crucial for offering PSS.

Table 3. The PSSMM

5 Pre-evaluation

As recommended in the development process of Becker et al. [1], we evaluated our
PSSMMusing proposed evaluation criteria. We conducted a pre-evaluation of the model
to anticipate a demonstration and application of the model in practice to first assess the
model’s quality according to recommended criteria. A comprehensive application and
demonstration of the model in practice with industry experts, as proposed by Becker
et al. [1], is planned to be subject to further research. Therefore, our theoretical evalua-
tion was carried out through a focus group discussion with domain-specific scholars of
the IS discipline. We used the evaluation criteria of Becker et al. [1], which are: (1) com-
prehensiveness, (2) consistency, and (3) problem adequacy. The focus group comprised
nine research scholars with experience in PSS and MM development (see also Table 1
in Sect. 3).

(1) Comprehensiveness: Within the focus group, the model was perceived as com-
prehensive and covering essential PSS aspects. Nevertheless, we enriched several
capability dimensions with some details, e.g., IT Security and Compliance with the
term ‘security by design’ in the last maturity level of result-oriented PSS.

(2) Consistency: The focus group generally agreed on the overall consistency but
objected to a few minor issues. Minor adjustments, such as eliminating non-
uniform designations for the same term, e.g., ‘teamwork’, ‘work in teams’, and
‘collaboration in teams’, were made.
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(3) Problemadequacy: The focus group discussion led to several iterations of themodel,
which resulted in an improved specificity for the application context. For example,
we have adjusted some generic capabilities for transformational processes and spec-
ified them for the intended context of manufacturing companies that aim to offer
PSS (e.g., ‘project management’, ‘agility’, and ‘change management’).

6 Conclusion and Outlook

This paper addresses the need for conceptual work to guide manufacturers in becoming
PSS providers [61]. It contributes to the interplay between established PSS types and
organizational capabilities, which has not yet been sufficiently addressed in literature. To
fill this gap, we developed a MM for the transformation into becoming a PSS provider.
To structure the MM, we used the well-established PSS types of Tukker et al. [11, 25] –
product-, use-, and result-oriented PSS – often applied in literature for distinguishing
the different types of BMs and their implications on organization or environment (e.g.,
Bocken et al. [27], Yang and Evans [28]). For theMMdevelopment, we followed Becker
et al.’s [1] procedure model. We first searched for existing MMs (e.g., Rapaccini et al.
[19], Gudergan et al. [16], Exner et al. [15]) and second conducted a literature review for
PSS-specific capabilities. After, we iteratively developed the model by building upon
the literature, conducting expert interviews with senior scholars, and pre-evaluated the
PSSMMwith domain-specific scholars by checking for the proposed evaluation criteria
(i.e., comprehensiveness, consistency, problem adequacy) of Becker et al. [1] in a focus
group discussion.

Our contribution is relevant for practice and research. For the latter, the PSSMM
adds to descriptive and prescriptive knowledge on PSS and supplements the current
discussion on PSS (e.g., Exner et al. [15], Pigosso et al. [18]). In particular, our work
represents the hitherto missing link between established PSS types and corresponding
capabilities. We also contribute by summarizing, structuring, and enriching current PSS
literature and providing a foundation for future research on specific PSS capabilities.
This work also points out that digitalization is a driver for PSS in the manufacturing
industry.

On the one hand, this offers the possibility of differentiation to overcome market
pressure at the product level. On the other hand, the developed model reveals at various
points how digital technologies may serve as an enabler to offer PSS (e.g., connectivity
and data access, customer interaction and service initiative, automated service offering).
For practice, the PSSMM guides manufacturers in transforming themselves toward a
certain type of PSS. Our model supports this strategic transformation by defining the
needed capabilities. For example, management can use the PSSMM to evaluate their
status quo and desired target state. This makes it easier for managers to assess the
necessary efforts for developing needed capabilities. For the transformation process,
additional management tools such as manuals or self-assessment questionnaires are
needed to complement the PSSMM [1].

As any research project, this work is beset with limitations, which stimulate future
research. Although this paper followed the MM development approach of Becker et al.
[1], the development of our PSSMM is limited to phases 1 to 4. To guarantee a high
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quality of this work, this paper built upon current and PSS-specific literature and was
challenged and evaluated by domain experts in IS research. However, an evaluation
with industry experts to scrutinize the PSSMM and check its completeness, real-world
fidelity, and practical applicability is missing. Also, a demonstration of the PSSMM in
a real-world context has not been carried out yet. Both are planned as next steps within
the research project. Also, further research could provide an approach for application.
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Abstract. Exploiting digital technologies for innovative service offerings as part
of the digital transformation has been under discussion for several years. As recent
research has shown, practitioners struggle with the systematic design of digital
services. Along with the progress in the understanding of digital service systems,
academia has proposed various processes and methods which are contributing
to a methodology for Service Systems Engineering. However, such methods are
rarely applied in practice. In our study, we utilize Action Design Research to
evaluate how existing methods can be applied in a project that aims to design
a service for predictive costing. Our findings are formalized as a combination of
methods and their links. It shows how these methods can be employed to guide the
innovation process. Although the generalizability of the results is limited through
the single case study approach, the proposed combination of methods provides
evidence-based knowledge on Service Systems Engineering, which is relevant for
practitioners and researchers alike.

Keywords: Digital services · Service systems engineering · Action Design
Research ·Methodology · Service innovation

1 Introduction

Applying digital technologies for services enable new value propositions and innovative
business models. Such digital or smart services thus represent an interesting source
of competitive advantage for many companies. However, companies struggle to design
economically sustainable digital service offers [1].Due to the complexity of such systems
and the uncertainty in the innovation process, experts from various disciplines have to
be involved [2]. Systematic design and development of digital services are addressed
by Service Systems Engineering (SSE). Agile engineering processes for such services
have been proposed, e.g. the DIN SPEC 33453 [3] or Recombinant Service Systems
Engineering [4]. These processmodels organize the dynamic aspects, e.g. project phases.
Concrete methods can be applied to guide the steps required to create intermediate work
products, such as business models, service concepts, or system architectures. A variety
of methods that address the specifics of digital service systems has become available as
a result of recent research.
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While the body of knowledge on SSE for digital services is growing, there is lit-
tle empirical evidence on their suitability and practical application. To inform future
research on this topic, we concur with Böhmann et al., who call for evidence-based
design knowledge for SSE [5]. As a recent analysis of 14 smart service projects has
shown, there is a wide variety of methods employed but in none of the investigated
projects, any method specifically design for digital services or smart services was used
[2]. At the same time, several established methods are applied for the engineering of
Smart Service Systems in practice and appear to be suitable for this task [2]. Against
this background, we pose the following research question: How can existing methods
for designing digital service be combined in a real-world scenario?

We consider this research question as timely and relevant, as it is not required to
“re-invent the wheel” but identify existing suitable methods and combine them with
new methods specific to digital services. Our research aims to provide insights on both
the suitability of different methods for the task but also their combination.

To address the research question, we apply Action Design Research (ADR) as the
leading paradigm. It describes the systematic learning from the collaboration between
practitioners and researchers in real-world settings to design an artifact.ADR is organized
in four stages (1) problem formulation, (2) building, intervention, and evaluation, (3)
reflection and learning, and (4) formalization of learning [6]. As previous research has
shown, ADR is suitable for transferring knowledge for innovation in the practice [7, 8].
We consider ADR suitable for our research, as it allows us to apply and evaluate methods
in a real-world scenario. The intended outcome is organizational knowledge of how
digital service innovation canbe supported by a set of existingmethods.This combination
of methods can be considered as the artifact to be designed.

The remainder of this paper is structured as follows: After this introduction, we
provide the conceptual foundation, followed by the research approach. The fourth section
covers the case study and project organization. This is followed by a discussion of the
results. The paper closes with a conclusion and an outlook.

2 Conceptual Foundation

Service Systems are a configuration of people, processes, and technology to co-create
value. Digital Service Systems utilize digital technologies such as cloud computing,
big data, and artificial intelligence as fundamental system elements for the provision
of resources, competencies, or value creation. Therefore, value co-creation is mainly
based on data [9]. Furthermore, it should be noted that there is a difference between
digital and smart services [10]. Smart services are therefore considered as a subset of
digital services, as they additionally include the integration of connected objects (smart
products). It should be noted that digital services and smart services are often used
interchangeably, as the stricter distinction has been proposed only recently.

Service Systems Engineering (SSE) [5] refers to the systematic design of Service
Systems and incorporates processes, models, and techniques. Processes for SSE include
the DIN SPEC 33453 [3], Recombinant Service Systems Engineering [4], and Smart
Service Engineering [11]. They mainly provide a set of phases and activities, which
help to structure the overall engineering endeavor. Another set of contributions for SSE
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consists of concrete methods that guide individual activities throughmodels, e.g. Design
Thinking for Industrial Services (DETHIS) [12] or the Smart Service Canvas [13]. To
distinguish the four sets of methods, we introduce the categories “digital service specific
methods” (DSM), existing “service engineering methods” (SEM), methods regarding
“user-centered design” (UCD), and “general-purposemethods” (GPM).These categories
represented existing methods and practices, which are applied for different purposes.
Methods of the GPM category are the most general ones, e.g. from social research
or general management. UCD methods are used within agile projects with innovative
character to ensure that the resulting products are accepted by the user. While UCD can
be applied to any kind of technical or digital product, service, or process, SE methods
are targeted at the engineering of services. Finally, DSM consider the specifics of digital
services, such as data, devices, and analytics.

Based on the insight that a single process model will not be suitable for a large
variety of project settings, the concept of SituationalMethod Engineering (SME) [14]
was proposed. It aims to flexibly combine various methods to adapt to the development
process depending on the individual situation at the beginning of the project. However,
it requires formal modeling of methods (fragments) and their storage in a method base
to flexible combine them at the beginning of a project. A study by Clarke and O’Connor
has identified eight groups, 44 factors, and 170 sub-factors that influence the selection of
methods [15]. For smart services, there are typically agile approaches employed. They
are less formalized, and the choice of methods is not fixed at the beginning of the project.
Rather, the agile project team continuously review and adapt their way of working, e.g.
during “retrospectives”.

3 Preparing the Action Design Research Project

3.1 Problem Formulation

The first step of the ADR approach is problem formulation. Based on the state of the
art, we can identify two problems: (1) DSM are unknown in practice, and (2) existing
process frameworks for SSE may propose a set of methods but do not provide guidance
for their combination. The ADR process can help to solve both aspects of the problem.
DSM can be transferred to the project setting through the researcher, which also fulfills
ADR principle 2: “Theory-ingrained artifact”. For that, a list consisting of 30 methods
was created, which serves as the basis for method selection in each iteration (Table 1).

As indicated in Table 1, the method list is largely based on the methods mentioned
in the appendix of DIN SPEC 33453. Although the DIN SPEC 33453 is aimed at digital
service systems engineering, therewere noDSMmentioned. Therefore, we addedDSMs
that were cited in the 2020 edition of a textbook on data-driven service engineering
and management [16] or recently published at information systems conferences. Due
to the large number of methods proposed by academia, the list cannot be considered
exhaustive. However, as the compiled list contains methods for various purposes in
service innovation, we are confident that it is sufficient in a real-world project.
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3.2 Introduction of Case

We collaborated with a medium-sized German software company, which we refer to
as ALPHA in this paper. It develops solutions for product cost calculation based on
a common platform. The products are targeted mainly at car manufacturers and their
suppliers. To be competitive in themarket, the company aims to expand its product range
with a new smart service, known as predictive costing, which supports cost estimation.
If a car manufacturer submits a request for an offer to a supplier, they usually have little
time to deliver a valid offer in terms of costs to the car manufacturer. The planned service
is intended to have a supportive effect on this process. As the innovation project for the
predictive costing service is an instance for this class of problems, it fulfills the ADR
principle 1 “practice-inspired research”. To jointly solve this service innovation problem
in a structured way, i.e. use appropriate methods, is the goal of the project.

Table 1. Overview of considered methods

Type Methods

GPM 5 Why’s [3]
9-P Marketing Mix [3]
ABC-Analysis [3]
Brainstorming [3]
Conjoint-Analysis [3]
Environment Analysis [3]
Expert Interview [17]
How Might We-Questions [3]

Idea-Contest [3]
Interview for Empathy [3]
MoSCoW- Prioritization [3]
Nightmare Competitor [3]
Shadowing [3]
Stakeholder Analysis [3]
Stakeholder Map [3]
SWOT-Analysis [3]

UCD Customer Journey [18]
Digital Mock-Up [3]
Low-Resolution Prototyping [3]
Pains & Gains [3]

Persona [3]
Prototyping [3]
User Story Mapping [19]
Value Proposition Canvas [3]

SEM Customer Journey Mapping [20]
Job Mapping [3]

Minimum Viable Service [3]
Service Blueprinting [3]

DSM Information Service Blueprint [21] Smart Service Canvas [13]

Long-term support is provided as the partner company is willing to develop a new
smart service. One researcher assumes the role of the action researcher, while employ-
ees of the company are the practitioners. The development process is led by the action
researcher in consultationwith the partner company. The selection, application, and eval-
uation of these methods were discussed with the second researcher to ensure state-of-
the-art guidance for the project as well as effective learning and reflection. In conjunction
with the knowledge of the practitioners regarding the currently used technologies and
their potentials, the ADR principle 4 “Mutually influential roles” is addressed. Addition-
ally, this setup represents an inter-organizational collaboration often found in SSE [22].
Using the set of roles proposed by Anke et al., the company can be characterized by the
“Project Sponsor” role, while the university took over the “Digital Innovator” role [22].
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3.3 Project Setup and Process Model

As an overall project structure, the basic process of DIN SPEC 33453 was chosen,
which describes an agile process with the phases analysis, design, and implementation
[3]. These phases are connected by a decision point and can be conducted in any sequence
[3]. While other process models for designing Digital Service Systems might be equally
suitable, we chose it as we expect it to become more widely known in the future due to
its governance by an established standardization body.

The overall project was conducted from April to June 2020. In line with the agile
approach of DIN SPEC 33453, it was subdivided into iterations to facilitate feedback
and reduce risk. Each iteration begins with the decision on a method that appears appro-
priate. For its selection, the iteration objective, and the situational factors (conditions)
are considered. For example, the “idea generation” activity of the analysis phase is
characterized by creativity and cooperative knowledge exchange [3]. Workshops are an
organizational format that is suitable for these specific requirements [23] but limits the
set of applicable methods, as not every method for generating ideas can be applied in
a workshop. For generally applicable methods, it needs to be decided on whether they
are suitable for the given context. A qualitative approach is being taken to answer this
question. A method is to be considered “suitable” if it creates results that can be used in
a subsequent iteration. In the next section, the planning, execution, and results of each
iteration will be presented in more detail.

A total of five iterations were conducted to design the predictive costing service.
Iterations I and II are part of the analysis phase of the DIN SPEC process model. After
that, a decision had to be made on whether the service idea will be further pursued.
Following the positive decision, iteration III focused on a more detailed elaboration
of customer demands. The decision after that iteration was to pursue activities of the
design phase. Iterations IV and V are therefore in the design phase, as the established
understanding was used for the development of a service concept. Table 2 provides an
overview of the methods and settings for each iteration.

Table 2. Overview of iterations and applied methods

Iteration objective Applied methods (Type) Setting

I. Identify Innovation
Potentials

- Customer Journey Mapping
(SEM)

Workshop (digital)

II. Idea Assessment - Expert interviews (GPM) Meetings (digital)

III. Elaborate Customer
Assumptions

- Smart Service Canvas (DSM) Workshop (digital)

IV. Complete the Value
Proposition

- Smart Service Canvas (DSM)
- How Might We (GPM)

Individual work

V. Design the Service Concept - Information Service
Blueprint (DSM)
- Smart Service Canvas (DSM)

Workshop (digital &
face-to-face)
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Subsequently, details of each iteration are provided based on the following structure.
It relates to the “building, intervention, and evaluation” phase of the ADR process:

– What was the initial situation and objective of the iteration?
– Which methods were considered and how were they selected?
– How were they applied and which results did they yield?

Unlike other ADR projects, we did not develop an IT artifact, as a selection and com-
bination of innovation methods is an organizational artifact. Therefore, ADR principle
3 (Reciprocal Shaping) did not apply in our study. To address the ADR the principle 5
“Authentic and concurrent evaluation”, we gathered feedback after each workshop. Par-
ticipants were asked (1) if the applied method or parts of it was known in advance, (2) if
the objective were achieved, (3) if the method yielded a meaningful result that could be
used further. Additional feedback was collected on potential improvements and positive
aspects of the method. This fulfills the ADR principle 6 (guided emergence), as it helps
to iteratively design the desired artifact. It also helped us to understand if the introduction
of these new methods was rather difficult. After each iteration, the researcher reflects
upon the effects of the applied method, which addresses the ADR phase “Reflection and
Learning”.

4 Application and Evaluation of Methods

4.1 Iteration I: Identify Innovation Potentials

Initial Situation and Objective: The starting point of service development is a rather
unclear idea of a predictive costing smart service. The targeted customer segment as
well as the outgoing customer process are not sufficiently clear to the practitioners at
the beginning of the development. The physical presence of all participants cannot be
assumed, which is why methods and technologies must be used that allow execution
over the Internet. New service ideas are based on known or assumed customer needs.
Within the analysis phase, they can be identified and prioritized [3]. Subsequently, the
service concept can be developed from an understanding of customer problems. Possi-
ble methods to tackle this objective are e.g. Interview for Empathy, Expert Interview,
Job Mapping, Customer Journey Mapping, Shadowing, or the Smart Service Canvas.
To speed up the development process, assumptions regarding the customer are made
in the first iteration. Subsequently, the service concept is developed incrementally. Its
realization as a prototype allows the verification of the assumptions of the customer.

Applied Method and Rationale for Its Selection: A suitable method is Customer
Journey Mapping (CJM). It helps to describe the service process from a customer point
of view and improve the understanding of customer experience during the use of the
service. Unlike service blueprinting or multilevel service design, or customer experi-
ence modeling, the customer process, (“journey”), is considered holistically in customer
journey mapping. Instead of using a General Purpose Modeling Language and focusing
on a service system or a single service provider, a holistic approach is used here [24].
The chosen organizational setting is a workshop, which has been identified as suitable
for the collection and sharing of ideas [23], including CJM [24].
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Application of Method and Results: A total of five persons, aged 35–45, from the
departments Research & Development (R&D), product management, sales and con-
sulting participated in the workshop. All results were documented by the moderator in
“Draw.io” using a shared screen. In the beginning, the participants were instructed on
the method and its application. After that, a persona was modeled to represent a typical
user of the service. Based on this, the customer journey for the current service process
(AS-IS) is modeled. Using a voting scheme, all workshop participants could identify
customer touchpoints, which were considered particularly positive or negative on the
overall experience, the so-called “moments of truth”. Negative touchpoints represent
potential sources for innovative ideas that improve the customer experience. In the last
step of the workshop, these innovation potentials were jointly identified. After the work-
shop, identified innovation potentials were evaluated through a first technical analysis
and a rough estimation of development cost. The workshop resulted in a definition of a
persona with 24 attributes as well as a customer journey with eleven touchpoints and six
moments of truth. All the six moments of truth were identified as negative influences on
customer experience. Based on that, a potential innovation idea for predictive costing
service was identified and documented in the form of a mind map.

Evaluation: The gathered feedback on the iteration was positive, as all participants
stated the workshop achieved its objective, and only one participant said that no mean-
ingfully usable result was created. 2 of 5 participants stated they had not known the
method used beforehand. Positive feedback was received for structuring the method
introduction using an example before each process step. Improvement potential was
identified regarding time planning. Especially for the task “Model Customer Journey”
participants wanted more time, which was interestingly the part that already took more
time than originally allocated for it.

Reflection and Learning: The noted insufficient time for designing the customer jour-
ney ismost likely attributable to the relatively high level of detail of the producedmethod
artifact. To account for this, it seems reasonable to start with a more general method,
e.g. the customer perspective of the Smart Service Canvas.

4.2 Iteration II: Idea Assessment and Follow-Up Decision

Initial Situation and Objective: The second iteration aims to examine whether iden-
tified innovation potentials are promising enough to be pursued further or whether new
ideas must be searched for. To this end, insights into the related problem “carry-over part
analysis”, especially the frequency, are to be required. Carry-over parts are elements,
which can be used inmultiple products withmodification. As other vendors in themarket
are already offering solutions for carry-over part analysis, it is important to understand
its relation to the potential new predictive costing service. Generally, suitable methods
are e.g. Interview for Empathy or the Expert Interview, “to be” Customer Journey, and
Idea Contest.

Applied Method and Rationale for Its Selection: The expert interview is a method
that is suitable for data collection when the knowledge of the expert to be interviewed
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appears useful in the design, implementation, or control of problem-solving. The inter-
view attempts to reconstruct (explicit) expert knowledge and to gain useful insight from
this. Characteristics of expert interviews are the thematic focus, the use of technical
terminology, and the communication of all participants at eye level [17].

Application of Method and Results: In total, three interviews were conducted.
Selected experts were two product managers as well as a customer, who is the Head
of Cost Engineering and Order Design of an automotive supplier. The duration of the
interviews was one hour for each product manager and 30 min for the customer.

The execution is divided into three phases: preparation, interview, and follow-up. The
preparation aims to make the actual interview as efficient as possible. Specifically, the
interviewer familiarized himself with the topic and elaborated a guideline with relevant
questions. Within the preparatory phase, the questions are forwarded to the interviewee,
so that they can prepare themselves for the interview, too. The interviews are conducted
digitally through the collaboration tool Microsoft Teams. After a short introduction at
the beginning of each interview, the questions sent in advance are answered by the expert
and recorded in writing by the interviewer. After successfully conducting all three expert
interviews, the results are processed and consolidated. Similarities and differenceswithin
the answers are identified. This serves as a basis for discussion as to how the developed
innovation potential “equal part analysis” should be pursued.

Evaluation and Learnings: The results and the subsequent discussion helped to make
an informed decision on the follow-up of the innovation potential. In addition to the
decision-making discussion, the expert knowledge collected is useful and valuable for
further service development. Due to the intensive preparation of the appointments, it
was possible to hold technical and efficient discussions. Expert interviews are suitable
for situations in which in-depth knowledge is required and where a common knowledge
base and technical language already exist between the participants.

4.3 Iteration III: Elaborate Customer Assumptions

Initial Situation and Objective: According to DIN SPEC 33453, the identification of
innovation potentials is followed by the structured elaboration of customer assumptions
regarding the innovation potential. In this step, it is important to understand what the
customer is doing, what goals he pursues, and which circumstances are inhibiting or
promoting, e.g. with Shadowing or the Smart Service Canvas. Ideally, this is done in
collaboration with potential customers. Due to external influences, this was not possible
for this iteration. The availability of the company’s employees, as well as the willingness
of customers to spend time on this task, was low due to other priorities (mainly caused
by the COVID-19 pandemic). To create high-quality results, this iteration is based on
the employees with high customer contact, as they are available for a sufficiently long
period. Meetings and workshops could still only be held online.

Applied Method and Rationale for Its Selection: The first workshop shows that a
less straightforward and more interactive method should be chosen. A structured yet
flexible approach for the analysis, development, and description of smart services is
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the Smart Service Canvas (SSC) [13]. It builds on the Value Proposition Canvas (VPC)
[19] and extends it with smart service specific aspects, which classifies it as DSM. The
SSC is organized into the value perspective, the customer perspective, the ecosystem
perspective, and the fit between these perspectives (see Fig. 1). As one of these perspec-
tives focuses on the customer, this section of the SSC should serve as the basis for the
workshop. The customer view is based on the customer profile of the VPC and includes
the fields Customer Routines and Jobs, Customer Pains, and Customer Gains. These
are supplemented by the fields Context of Customer Tasks and Contextual Things and
Data. A customer view is recommended for each customer segment to be considered
[13]. We expect the SSC to support gaining a structured understanding of the customer
and elaborate on the service using the other perspectives at a later stage.

Application of Method and Results: To prevent the timing problems that occurred in
the first workshop (Iteration 1), the time-boxing technique was applied in this iteration.
Time-boxing was originally applied in agile software development to restrict the avail-
able amount of time for a task. This should lead to a selection of themost important tasks,
which fit in the defined time box and thus lead to an improvement in software quality
[25]. In our case, two workshops were planned with three slots of 40 min each to address
the modeling of aspects persona, Customer Gains, Customer Routines and Jobs, Cus-
tomer Pains, Context of Routines and Jobs, Contextual Things and Data. The workshop
was conducted using Microsoft Teams and all results were continuously documented
in a shared “Draw.io” document. The four participants were aged 35–45 and worked in
the departments R&D, product management and sales. The result of the workshop is
another persona with 22 attributes. The SSC customer perspective could be filled with
13 entries for Customer Gains, 11 for Customer Jobs, 19 for Customer Pains, 12 for
Context of Customer Jobs, and 10 for Contextual Things and Data.

Fig. 1. Smart service canvas [13]

Evaluation and Learnings: The creation of the persona was significantly faster than
in the first workshop. According to the principle of time-boxing, the gained time was



194 F. Richter and J. Anke

transferred to the task modeling of Customer Gains. Due to the economic situation of the
company, fewer people took part in the second workshop day. This resulted in a lower
communication effort, which saved time that was added to the discussion on Contextual
Things and Data. The classification of Customer Gains and Jobs/Routines resulting from
the literature proved to be difficult and not clear-cut. For this reason, this differentiation
was dropped in the second workshop. It was also found that many Customer Gains are
mutually dependent. The Contextual Things and Data field received special attention
within the workshop, with a focus on the area of data.

The feedback of the workshop participants shows that the method performed was
either not known among the participants or was not known in the smart service-specific
form. The objective of the workshop has been achieved and the result has been eval-
uated as reusable. On the positive side, an increase in the participants’ understanding
was recognized. The structure of the workshop and the time organization was also posi-
tively noted. For evenmore efficientmeetings of this kind, a stronger usage of an example
scenario was asked for. The customer’s perspective of the SSC can be usedwhen an iden-
tified customer segment must be investigated. It is important to limit customer activities,
which are to be considered within the SSC. Therefore, the method is not suitable for
an exploratory approach. However, in the initial phase of service engineering, the open
design of the SSC reveals strengths through its flexibility.

4.4 Iteration IV: Complete the Value Proposition

Initial Situation and Objective: The results of the first two workshops in Iteration I
and Iteration III were able to provide a comprehensive understanding of the customer.
Based on these findings, the first thoughts on the actual service offer are now being
made. The goal of this iteration is to formulate the service’s value proposition. This
value proposition should be the basis for the initial design of the service concept. The
service concept in turn should be sufficient as a basis for an initial prototype.

Applied Method and Rationale for Its Selection: In this iteration, we focused on the
value perspective and the ecosystem perspective of the SSC. For that, a basic idea of the
service is required first. Due to holidays, short-time work, and pandemic-related restric-
tions, a workshop-format implementation was infeasible for the targeted time frame of
this iteration. Therefore, we needed a flexible method that supports creativity in service
development. One of them is to ask result-oriented questions, the so-called “HowMight
We”-questions. They aim to trigger creative solution approaches for relevant customer
problems [3]. This approach is based on two assumptions: Firstly, a general common
understanding has been already established so that this step can be carried out indi-
vidually and does not necessarily require the organizational framework of a workshop.
Secondly, the value perspective can be filled with the help of result-oriented questions.
The relevant fields are Smart Service, Create Value, Solve Problems, Analytical Capa-
bilities, and Data [13]. The ecosystem view describes the digital platform and technical
infrastructure that underlies the smart service. The technical infrastructure includes, for
example, the necessary hardware for power supply, but also the required network con-
nection. The digital platform encompasses the ecosystem on which the smart service is
based [13].
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Application of Method and Results: The basis for the creation of the “How Might
We”-questions are the customer problems of the SSC’s customer perspective. At first, a
thematic clustering of the problems is carried out here. Subsequently, the corresponding
questions are derived from it. The preparation of the questions is iterative, to ensure
that they are neither too broad nor too narrow for the required level of creative freedom.
The questions were sent to each participant and answered individually. An individual
discussionof the answers takes place after that. The result of this iterationfirst thoughts on
the design of the new smart service. It also provided a reason to discuss the differentiation
with the competition. It was also determined that the original service positioning had
to be modified: Instead of a general similar part service, the focus shifts towards target
price offerings, i.e. a specific form in the preparation of quotations.

Evaluation and Learnings: The method used by the “How Might We”-questions is
well suited as a creative solution-oriented introduction. The value perspective of the SSC
helped to thematically structure the answers. Individual elaboration seems to be possible
if a common understanding of the topic has been established in advance. The integration
of an initial definition question ensured that all participants had considered the content
of the same topic. This increases the response quality and enables the combination of
individual solution proposals. However, the high flexibilitymust be paid for through high
effort in the preparation of the questions, as well as in the follow-up through individual
discussions and the evaluation of the answers.

4.5 Iteration V: Design the Service Concept

Initial Situation and Objective: The goal of this iteration is to create a service concept
in a structured form. The quality of the result should be sufficient for the creation of
an initial simple prototype. Initial considerations from previous iterations are to be
incorporated into the concept creation. Based on the results, the value perspective of the
SSC is to be refined. To tackle these objectives potential methods are e.g. Job Mapping,
Digital Mock-up, Paper Prototyping, and (Information) Service Blueprinting.

Applied Method and Rationale for Its Selection: Service Blueprints are structured
visual descriptions of a service delivery process [26]. It allows the separation of tasks per-
formed by the customer and backstage activities. Information Service Blueprint (ISB)
is a variant of Service Blueprints for Information Intensive Services (IIS) [21]. The
ISB is structured in a matrix of layers and phases, to which the individual actions are
assigned. The default structure of the ISB comprises the seven rows Customer Action,
Information, Information Delivery System (IDS), Information Production System (IPS),
and Partners. The IDS and IPS rows are divided into Information and Communication
Systems (ICT Systems) and Roles of Employees. This is completed by the horizontal
grouping of activities into the seven phases of objective attainment in an IIS process:
Define, Prepare, Execute, Monitor, Modify, and Conclude [21]. The first row of the ISB
default structure lists the customer’s activities, while the second row describes the infor-
mation content. The rows IDS and IPS shows which roles of the employees, respectively
of the ICT systems, participate in the generation and provision of the information. The
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bottom row represents the partners of the provider network that may be involved in the
service process [21]. It is highly recommended to customize the structure of the ISB
according to individual needs and the intended scope.

Application of Method and Results: The workshop is carried out on two dates with
the partial physical presence of the participants. Two employees of the R&D department
and one member of the company’s product management department are involved. As a
starting point, an overview of the Service Blueprint method is given, followed by the
ISB. The workshop is organized in three phases according to the ISB design approach:
Customization, Blueprinting, and Analysis. In phase one, a customized ISB is created,
which is used to design the target service. Depending on the purpose, the default structure
of the ISB can be adjusted by deleting, reworking, splitting, consolidating, or extending
the rows. The initial step in phase one is to define the scope of service blueprinting. Here,
the related customer segment and the participants of the design process are determined.
Step two adjusts the rows of the ISB. The IIS is drafted in phase two. All components
of the previously defined ISB are traversed row by row. The exact sequence of the rows
to be traversed can be varied, provided that the customer-oriented perspective is valued.
Finally, for this phase, the ISB is divided into the individual columns that categorize
the service process. The third and final phase involves the analysis of the designed IIS.
First, the Service Blueprint is thoroughly reviewed to ensure that no important points
are missing. The final step is to look for ways to improve the design. If necessary, a
further breakdown of customer actions or customer information may also be carried out
beyond phase three [21]. The completed ISB for the predictive costing service is shown
in Fig. 2. It shows the ISB in the adapted version, as it was used in the workshop. The
rows Customer Actions, Information, and ICT Systems were adopted from the default
structure. For the optimalmapping of the PredictiveCosting process, the rowsAlgorithm,
Data Location, as well as Internal and External Data Provider were introduced. They
emphasize the data-heavy nature of the service design developed in this workshop.
After the workshop, the existing contents of the SSC value perspective were refined.
The discussed findings and the developed service concept from the ISB workshop are
incorporated. The result is a further elaborated value proposition of the service.

Evaluation: A structured, comprehensive service design was successfully developed
in two workshop appointments. In the beginning, the high degree of abstraction of the
method, as well as the high flexibility, was perceived as challenging. However, this
was successfully addressed with an iterative approach. Like the CJM method, ISB is
particularly suitable for “happy path”-representations. The results of the SSC were a
useful basis for the work on this task. By dividing the service process into seven phases,
we discovered new customer steps that were not considered before. The ISB helps to
discuss specific details of the service, as it shows how individual steps and the various
systems interact with each other. Through the discussion within the workshop, also a
new customer segment for the service was identified. The first result, classified as a
“convincing first draft”, can be transferred to a Paper Prototype in a further step. It may
also be useful for a discussion with customers.
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Fig. 2. Workshop Artefact “Information Service Blueprint” (own depiction)

Reflection and Learning: After several iterations, the SSC proves to be a viable tool
to keep an overview and consecutively enhance the service while also keeping in check,
that the value proposition aligns with the customer needs in the end.

5 Discussion and Formalization of Learning

The overall project can be considered as a success, as a useful service conceptwas collab-
oratively developed within the Action Design Research approach. Several artifacts were
created, which represent a growing understanding and advancement in the development
of a new service. Our research yielded the following findings:

1. All identified tasks could be supported with a method from our pre-compiled list,
which contained DSM, SEM, UCD, and GPM types of methods.

2. All selected methods were found to be suitable as they created useful results that
could be further elaborated and reused in subsequent iterations.

3. The combination ofmethods is not only possible but also particularly useful. It turned
out that they helped to provide structure and guidance for the service innovation
project, e.g. through different perspectives and levels of detail.

However, the variety of methods poses a high demand on the competence of project
participants. DSM were not known to most practitioners, which underlines the findings
by Wolf et al. [1] and Anke et al. [2]. Even more established methods like Customer
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Journey Mapping required an introduction to the participants. Being aware of a certain
method and its purpose, however, is not enough. We found that many details needed to
be taken care of to apply the selected methods effectively.

Besides the practically relevant result, the learning regarding the research question
must be considered. In phase four of the ADR method, the learning should be formal-
ized. For that, the ADR principle 7 “generalized outcomes” needs to be applied. The
main result of our study is a selection of methods and their combination to support the
systematic design of a new digital service. For that, we (1) extracted the chosen methods
used in the project, (2) identified and labeled the output of each applied method, and (3)
connected the methods based on their input-output-relation. A visual representation of
the method combination is shown in Fig. 3.

Starting from an initial service idea, the methods on the right-hand side are focused
on advancing the understanding of the customer and its problems. These are the input
for the customer perspective of the Smart Service Canvas. The link to the value propo-
sition is achieved using the “How might we?”-method. A detailed service concept for
the developed value proposition can then be elaborated using the Information Service
Blueprint, as shown on the left-hand side of the figure. It has also helped to improve
the value proposition, as indicated by the dotted arrow. The figure indicates the central
role of the Smart Service Canvas for the innovation process, as it combines the customer
view with the value proposition view.

Fig. 3. The proposed combination of methods for iterative service innovation

Concerning the underlyingDINSPEC 33453 reference processmodel, we found that
the first three steps are related to “Analysis” phase activities, while steps 4 and 5 are part
of “Design” activities. None of the methods contribute to the “Implementation” phase,
as it was not within the scope of the ADR project in this study. However, we would like
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to highlight that the proposed combination of methods is not limited to projects using
the DIN SPEC 33453 process model.

The result shows a combination of existing methods for digital service innovation,
which was successfully applied in a real-world project. We assume, that this specific
case is a representation of a digital service according to Heuermann, Duin, et al. [27].
It should be noted that the proposed combination is neither claimed to be the best nor
the only one. However, we assume that it is applicable to similar innovation projects,
as the selected methods are designed for these tasks. Furthermore, the input-output-
relationships between the proposed combination of methods are not specific to the con-
crete case in our study. Practitioners might use it as a starting point, especially if the
methodological competence in an organization is low. It might also help to stimulate
discussion about method combinations for both practitioners and researchers alike.

The results of our study are subject to limitations. ADR, as a research paradigm,
is inherently subjective, i.e. a different researcher might have selected different meth-
ods and/or applied them slightly differently. Also, the competence and knowledge of
methods and their application highly depends on the individual. This is amplified by
the application to only a single case. Finally, the underlying list of 30 methods in total
was not exhaustive. Other researchers might have known different methods. Due to the
many factors that influence the suitability of methods in a concrete situation, our results
should be considered as an illustrative yet thoroughly conducted example. Finally, the
project took place during the COVID-19 virus pandemic. Therefore, most settings had
to be digital rather than face-to-face meetings. This imposed further restrictions on the
selection of methods, as not all methods are suitable for digital settings. However, as
remote work is a widely used way of collaborating, this is setting is not exceptional.

6 Conclusion

This study sheds light on the application of multiple SSEmethods in a real-world project
and thus helps to understand how these methods are used together to develop new digital
services. It shows how methods are combined and how synergy effects are used. These
are DSM, such as Smart Service Canvas, and SEM, such as the Customer Journey Map,
but also GPM such as the Expert Interview. The special circumstances of the case study
also show that medium-sized companies with scarce resources can successfully develop
digital services using new methods. The exchange between science and practice was
organized efficiently through the structure provided by ADR, which makes the use of
this approach for future innovation projects promising [7].

The contributions of this study are as follows: First, we showed how existing meth-
ods for SSE can be applied in practice and evaluated their suitability for the task. We
provided rationales for the selection of methods, described their application, and created
results. Second, we critically reflected on the challenges and pitfalls that occurred during
the usage of chosen methods. Third, we showed how the results of the applied method
can be used for other methods in a later iteration. The link between inputs and outputs of
methods is the basis for a combination of methods in a meaningful way. The work also
helped to gain new insights into the methods used, e.g., Customer Journey Mappingwas
carried out in its entirety. Unlike the study by Senderek et al. [11], it was applied to a
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complex customer process. The Smart Service Canvas from Pöppelbuß and Durst [13]
proved to be a helpful framework for structuring the development work across multiple
iterations. The application of the Information Service Blueprinting [9] provides another
example of a customized ISB, which can be used as an additional source of inspiration.
Finally, our results indicate a set of methods that actors with the “Digital Innovator”
role could use to facilitate the creation of new service ideas [22]. From our results in the
investigated project, the following conclusions can be drawn:

• There was no lack of methods for the tasks at hand, but a lack of awareness for their
existence and competence for their application. Hence, the focus should be on the
transfer of existing methods to practice, rather than on the development of new ones.
This appears to be inconsistent with a study that found that existing methods do not
cover all phases and perspectives in SSE for smart services [28]. However, it is not
contradictory as they evaluated the suitability of methods regarding smart service
characteristics, while we focused on the innovation stage of a single case in practice.

• The combination of methods is helpful to coordinate work in digital service innova-
tion projects, but as of now, there is little guidance on how to combine which meth-
ods. Therefore, future research should focus on the potential links between existing
methods, e.g. through input/output-relationships.

• High flexibility in selection and combination of methods is needed to cater to different
types of tasks, settings, and competencies. Thus, better means for descriptions of
such settings are needed, e.g. through taxonomies of services, innovation patterns,
and skillsets. Furthermore, there are no criteria to evaluate these combinations, e.g.
regarding their suitability to a concrete setting. Some of the concepts from SMEmight
be useful but should probably be less formal.

Overall, the results of this research provide an example for further advancing empirically
grounded knowledge on SSE. Due to the high relevance for practice, this topic offers
opportunities for collaboration between academics and practitioners.
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Abstract. Numerous service design tools, techniques, and methods have been
developed in science and practice alike (e.g., Persona, Service Blueprint, Stake-
holder Map). Some of these tools build on each other, e.g., different developed
Personas can be positioned and placed in a broader overall context within a Stake-
holder Map. Digitisation of the design process can generate significant benefits;
for instance, results can be transferred between different digital tools and devices
using a common or standardised file format. However, there are few digital tools
to support the service design process and most of them are not interoperable. This
prevents the design of services using digital technologies from achieving their full
benefits. To address this problem, an ecosystem is needed that can foster the devel-
opment of digital-enabled service design tools. The paper follows a design science
approach to create a framework involving five design objectives as necessary steps
towards such a software ecosystem.

Keywords: Service design · Digital-enabled service design · Service design
tools · Service innovation · Design science research

1 Introduction

For some time now, it has been apparent that the economy is moving from product-
based to service-based [1, 2], and Vargo and Lusch’s Service-Dominant Logic [3, 4]
has influenced business model development from a product-based to a service-based
perspective. For researchers and companies alike, the issues of service innovation and
service business model innovation have become increasingly central to new forms of
competitiveness [5, 6], with calls for a more systematic and structured approach to inno-
vation [7] and service innovation [8]. Service Science addresses this need by advancing
the systematic development of services and service systems [2, 9] to make results more
predictable [7] and to support creativity during the innovation process [10, 11]. Service
design plays an important role in facilitating customer-centred and systematic innova-
tion [12], including a systems perspective that takes account of the extended networks of
actors and digital technologies now involved in service provision [13, 14]. This system-
atic approach is the focus of service systems engineering research [14], and the methods,
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techniques and tools of service innovation, service design and service systems engineer-
ing are extensively reported both in the scientific literature (e.g., Service Blueprint [15];
Service Experience Blueprint [16]; Information Service Blueprint [17]; TRIGGER [18])
and in practitioner publications (e.g.,Business Model Generation [19]; The digital trans-
formation playbook [20]; This is Service Design Doing [21]; Sprint [22]). As well as
tools for designing single services or service systems, there are tools for designing the
associated business models (e.g., Service Business Model Canvas [23]; SDBM/R [24])
and for modelling how a company creates, appropriates and captures value by providing
a service [25]. As Gilsing et al. [25] have shown, methods can also be developed for
evaluating the design of business models.

A systematic approach to innovation is increasingly necessary for a number of rea-
sons, including increased probability of success [7] and mastery of complex systems
[8, 14]. This systematic development process can be partly or wholly supported by
methods or tools [26, 27]. In many cases, the steps of the process are worked through
interactively [28, 29], often involving collaboration with potential customers [30] and
other relevant actors [31, 32]. In developing solutions systematically, the design process
is also likely to be iterative [28, 29]. Relevant terms, methods, techniques and tools will
be more precisely defined in Sect. 2.

Many of the methods, techniques and tools developed by the scientific community to
support the service design process have been combined in new ways to create coherent
methods (e.g., [18]). For instance, asLi andPeters [33] have shown, the formal structuring
and analysis of service systems can also produce service innovations. In relation to the
use of digital technologies to support the innovation process, earlier research confirms
that IT (especially software) can support user creativity [34, 35] as well as systematic
and structured development [10]. For example, because digital objects can be easily
duplicated, digital tools make it much easier to create multiple scenarios or variants of
a basic design, and the ability to undo or redo actions makes it easier to experiment
[10]. Researchers have also investigated the use of digital technologies for collaborative
design of business models (e.g., [36–38]).

The advantages of digital solutions for collaborative work extend to support for
remote corporate teamworking in crisis situations such as the current COVID-19 pan-
demic [39]. However, although innovative tools or IT artefacts can make a valuable
contribution to the development of service-oriented business models or transformation
of existing business models [40], only a few such tools have been developed within
service science research and practice. To explore how the development of such tools
might be promoted, this paper addresses the following research question:

RQ:What technical standards and prerequisites need to be considered to support
the creation of a software ecosystem for the development of digital-enabled service
design tools?

We argue that this research is highly relevant as it can help increase the transfer of
complex IT artefacts for service design to practice and vice versa. An ecosystem, which
interlocks science and practice more closely, can help to apply the quality criteria of
research in the development of digital-enabled service design tools in practice and can
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thus ensure more rigor. The artefacts can then in turn be tested in practice in real-world
scenarios and thus transfer knowledge back to science.

The paper is structured as follows. The next section provides an overview of the
current state of research on software ecosystems and defines the concept of digital-
enabled service design. We go on to describe the artefact by presenting a conceptual
framework for a software ecosystem for developing digital-enabled service design. We
then discuss how the field of service innovation can benefit from the creation of such
a software ecosystem to foster the development of digital-enabled tools and methods
for service design research and practice. Finally, we discuss the study’s contribution to
Information Systems and Service Science, as well as limitations and directions for future
research.

2 Theoretical Background

2.1 Digital-Enabled Service Design

In distinguishing between digital and non-digital services [29], the former can be defined
as ‘a service, which are obtained and/or arranged through a digital transaction (infor-
mation, software modules, or consumer goods) over Internet Protocol (IP)’ [29, p. 506].
The distinction from a normal service is that the specification of the supply as digital is
more restrictive by comparison [29]. The term digital innovation has two possible mean-
ings, referring either to digital technologies that support the innovation process itself or
to the output of that process [27]. In research contexts, the term digital service design
commonly refers to the design of digital services as an object of research (e.g., [28]).
Equally, however, the term may imply that the design process itself is digital-based. To
avoid misinterpretation or ambiguity, the term digital-enabled service design is used
here to refer to the design of services using digital technologies.

According to Brinkkemper, the terms method, technique and tool are used in the
present context [41], but these are not clearly defined in the literature and are used inter-
changeably [28]. Brinkkemper defines a method as ‘an approach to perform a systems
development project, based on a specific way of thinking, consisting of directions and
rules, structured in a systematic way in development activities with corresponding devel-
opment products’ [41, p. 275 f.] (see also [18, 42]). On the other hand, a technique is ‘a
procedure, possibly with a prescribed notation, to perform a development activity’ [41].
(For an example of a technique, see [43]). Finally, a tool is ‘a possibly automated means
to support a part of a development process’ or to support the entire development cycle
[41] (e.g., Information Service Blueprint [17])—for instance, a software application, a
design template, or a hardware device to support the design process [28]. A tool usu-
ally supports one part of a technique [44], although complete mapping of a technique
or method is also possible [41]. Based on these distinctions, we understand the term
digital-enabled service design tool to mean a digital tool that supports the design of
services or service systems by representing a design method or technique in full or in
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part. In this definition, the use of a template in a digital whiteboard tool, as they are com-
mon with miro1, mural2, or strategyzer3, would also be understood as a digital-enabled
service design tool. This type of tool provides users with a digital whiteboard to which
digital post-its can be attached. By providing drawing tools, almost every service design
tool that can be displayed on a canvas for a workshop can also be displayed digitally.
However, this paper focuses onmore complex digital-enabled service design tools - such
as ExperienceFellow4 or smaply5. Smaply, for example, is a web service that enables its
users to create virtual personas and also offers ready-made avatars, quotes and visualiza-
tions [45]. Tools that provide users with ready-made content for exploration can increase
users’ creativity by providing inspiration [46]. The app ExperienceFellow enables the
collection of customer data. Users can capture different types of data (text, video or
images) to document emotional experiences at customer touchpoints. These two tools
therefore have a very high degree of specificity. These two examples enable two different
activities, while the second enables the collection of data, the former directly supports
the design process.

2.2 Development of An Software Ecosystem for Digital-Enabled Service Design

A software ecosystem is a system based on a software solution whose functionalities
can be extended, for example, by third-party plugins [47]. Software ecosystems have
attracted increasing research interest [47–49] and are increasingly used as industry busi-
ness models [48, 50]. In general, software ecosystems can be defined in business and
technical terms [51] or from a social perspective [48]. Scientific definitions differ [e.g.,
51–53], but from a business perspective, a software ecosystem can be characterised as
‘the set of software solutions that enable, support and automate the activities and trans-
actions by the actors in the associated social or business ecosystem and the organisations
that provide these solutions’ [50, p. 2]. Typically, such ecosystems encompass the nec-
essary technology for implementation, the overall project infrastructure (e.g., project
repositories, community platform) and the development methodology (e.g., standards,
documentation) [52]. The ecosystem is controlled by a central actor or hub, usually
the provider of the core software solution [47, 53]. Software ecosystems facilitate the
construction of extensive software systems on a central platform, bringing together the
components created by internal and external actors [48]. These individuals or organisa-
tions have different incentives for participating in the system [54], including increased
benefits for existing users, increased attraction of potential new customers, potential for
open innovation and reduced total cost of ownership [50]. In defining a set of rules for
communication and cooperation among these actors, it is important to adopt a social
perspective [48].

Various theories and strategies already exist for the systematic development of soft-
ware ecosystems [e.g., 47, 50, 52]. Research to date suggests that standardisation can

1 For a more detailed description follow the link: https://miro.com/.
2 For a more detailed description follow the link: https://www.mural.co.
3 For a more detailed description follow the link: https://www.strategyzer.com.
4 For a more detailed description follow the link: https://www.experiencefellow.com.
5 For a more detailed description follow the link: https://www.smaply.com.

https://miro.com/
https://www.mural.co
https://www.strategyzer.com
https://www.experiencefellow.com
https://www.smaply.com
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increase innovation capacity [55]—for example, a standardised software architecture
or data format [50]. Software architecture can be defined as a ‘structure or structures
of the system, which comprise software elements, the externally visible properties of
those elements, and the relationships among them’ [48, p. 1295]. The software archi-
tecture should be designed to be easy for developers to understand, and it should be
well documented [52]. The openness of the system and its core components is also cru-
cial [56]—that is, open standards, open formats and open source [47]. Open standards
support the development of interchangeable and interoperable components by different
actors; open formats are a specific form of open standard that allow the exchange of
data, information and knowledge [47]. Open source is the highest form of openness, as
enabling access to the source code generates knowledge, modification and re-provision
[47]. The ecosystem community and the associated form of organisation is another key
factor [48, 52], and within this community or ecosystem, rules for communication and
legalities must be clearly defined [52]. A well-formed and integrated community can
increase a software ecosystem’s robustness [47].

3 Research Design

To address the research question, we adopt a design science research (DSR) approach
followingHevner et al. [57].Within theDSR paradigm, a designer or researcher attempts
to solve a problem by designing an innovative artefact [58]. In doing so, this work aims
to develop an artefact which can be applied to the real-world and solve the problem [58,
59] of insufficient interoperability of digital-enabled service design tools. The artefact
designed to solve the presented problem is a construct, where a construct is understood
as a concept or conceptualisation [60, 61]. For artefact development, the six steps of
the Design Science Research Methodology (DSRM) by Peffers et al. [62] are applied.
These steps are as follows: (1) Problem Identification, (2) Objective Definition, (3)
Design&Development, (4) Demonstration, (5) Evaluation and (6) Communication [62].
Themethodology follows the Build and Evaluate pattern of Sonnenberg and vomBrocke
[63]. This means that we already start the evaluation of the problem and objectives (ex
ante evaluation) before we start with the specific design of the artefact. Following step
1, the problem underlying the artefact was treated and explained in the introduction. The
design anddevelopment of the artefact adopts a conceptual approach,which explores new
ideas and new connections between existing theories [64]. As in the case of empirical
research methods, there are divergent approaches to conceptual research [65, 66]. In
general, these can be divided into theory synthesis, theory adaptation, typology and
modelling [65]. To develop the theoretical framework outlined below, we employed
a conceptual modelling approach, in which the focal concept [65] is digital-enabled
service design and the systematic development of ecosystems. In particular, we explored
the factors that promote the formation of an ecosystem for developing digital-enabled
service design tools, and to specify a roadmap for creating such an ecosystem—that
is, a series of steps or events that achieve the desired output [65], where ‘event’ means
something that causes a certain effect [65] as amechanism that influences the overall goal.
As a framework for theory building, the proposed roadmap takes the form of five design
objectives based on previously untested relationships [64] as a foundation for the creation
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of such an ecosystem. These design objectives are derived from a literature review of
existing knowledge about the formation of software ecosystems. The evaluation of the
artefact following step 5 is artificial since it is not applied in a real-world scenario [63,
67]. The proposed solution was discussed with a group of researchers from the fields of
service innovation and digital technologies. Hence, the artefact was evaluated against the
criteria suitability, importance, applicability and novelty [63]. This results in a justified
problem statement, a justified research gap and justified design objectives [63]. Step 6 is
conducted by this publication and addresses itself primarily to the scholar’s community.

4 Conceptual Framework

The five design objectives set out below are prerequisites for an ecosystem for the
development of digital-enabled service design tools (cf. Fig. 1).

Fig. 1. Fostering ecosystem formation: key design objectives

As mentioned above, many tools build on each other to derive a process or method;
others enable a differentiated level of abstraction through mutual use. For example, the
TRIGGER method developed by Höckmayr and Roth uses four tools for the systematic
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development of digital-enabled service systems [18]. Another multistage process is clas-
sically applied in service design as follows: First, one or more Personas are designed,
and a Customer Journey is then created, depicting each customer’s various touchpoints.
Based on this, a Stakeholder Map can then be drawn for the various actors [21]. Both
processes use different tools whose results build on each other, but they also share similar
core components. Both the Job Map within the TRIGGER method from the first exam-
ple and the Customer Journey from the second example map the customer’s activities
to achieve a specific goal. Both represent a specific sequence of activities, as does the
Service Blueprint [15], but they differ in terms of the involvement of different actors or
the collection of additional information. While the Customer Journey records the touch-
points [21], the Job Map summarises activities as higher-level universal steps that are
necessary to get a specific job done [68]. The tools, therefore, partly have similar struc-
tures with different additional information. Using a standardised data format, data can
be transferred between different tools within a single design process such as TRIGGER.

As another possibility, one or more tools can be used for the design process, and
the resulting result can be evaluated using another tool; this also requires the transfer
of data or results. In general, digital data can be characterised as unstructured, semi-
structured or structured [69]; tools require structured data for processing, and this, in
turn, requires a standardised data format to ensure the interoperability of different tools.
Digital-enabled service design tools could thus be developed by several actors who can
exchange intermediate results via a standardised structured data format. Suppose three
different digital-enabled service design tools were developed by three different actors:
One to design personas, another one to design customer journeys, and a third one to
design stakeholder maps. The output of the first tool can be used directly as input for
a second tool via the structured data format and so on. In this way, the structured data
format provides a link between otherwise independent digital-enabled service design
tools to enable an iterative design process as is common in service design. Referring
to the previous examples, one digital-enabled service design tool could help a user to
design a persona. Properties of the designed persona can then be exported to a file that
conforms to the standardised structured data format. The service designer could then
use a second digital-enabled tool, which is specialised in designing a customer journey,
to import the persona from this file and design the appropriate customer journey. The
third tool could be used independently of tool two and could also process the output data
from tool one.

A standardised data format used by a single instrument can also increase the value of
the ecosystem, as standards provisiongenerally increases innovationwithin an ecosystem
[47]. For example, it could be used to develop software that digitises the results of an
offline workshop and transfers them into an equivalent digital version for further editing.
The use of standards enables developers to include functions for saving intermediate
results, which supports documentation of the design process. In the case of digital tools,
in particular, this capability supports service designers in creating different alternative
scenarios and exploring multiple solutions [10]. This results in:

Design Objective 1: A standardised structured data format should be designed to
improve the interoperability of digital-enabled service design tools.
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Many service design tools require specificknowledge about the customer (e.g., demo-
graphic data of a Persona), customer goal or job in the Job Map. Service designers typi-
cally undertake research to acquire knowledge about the customer. Digital technologies
can support user research—for example, by enabling customer data collection [e.g., 60].
For instance, the mobile application ExperienceFellow6: The app can capture differ-
ent types of data (text, video or images) to document emotional experiences at customer
touchpoints. Digital tools of this kind can also be used to collect customer data at various
points in the company or during the product or service life cycle [e.g., 61]; for example,
customer support can actively record negative or positive customer experiences for later
evaluation or make use of existing data silos either within (e.g., CRM, ERP systems)
or outside the company (e.g., social media) [71]. For digital-based business models, in
particular, it is useful to collect customer data at various points for further analysis [72],
using machine learning and computer algorithms to extract meaningful information for
service innovation and service design [73]. Beyond social media and CRM systems, new
data sources may be identified in the future [73, p. 36]. A standardised labelling tax-
onomy can also enhance the development of tools in the ecosystem for digital-enabled
service design tools. Standardised labelling facilitates the development of specialised
tools for data collection and others for analysing and evaluating those data. This results
in:

Design Objective 2: A standardised labelling taxonomy for unstructured data
should be designed to facilitate digitisation of user research.

The development of interoperable digital-enabled service design tools can also be
enhanced by standardised modular software architecture. In general, the term software
architecture refers to the core set of design decisions that define the software system
itself [49], which is an important determinant of software ecosystem success [48, 52].
This includes, for example, the data formats recommended inDesign objective 1 and 2. A
well-designed architecture enhances the development of digital artefacts; for example,
if each digital-enabled service design tool is constructed as a single module within a
central software solution, a design method can then be represented as a process that
calls individual modules in a specific order and transfers data between them. Therefore,
individual design tools such as the Job Map or the Service Blueprint represent add-ons
or modules for this solution. A modular software design can create considerable added
value, as it makes it easier to experiment and validate different software components
[74]. For instance, a specific service design process may already be well formed and
validated, but the corresponding user interface of a digital-enabled service design tool
may still have deficiencies. This could particularly occur when existing service design
tools are converted into a digital-enabled version. Furthermore, functions necessary for
such software, such as saving, undoing and redoing actions [10], can be implemented
more easily, as design patterns already exist within the software architecture. However
complex the architecture or its purpose, it should be easy to understand, communicate
and document [52]. Besides, the architecture should be designed to allow changes,
adaptations or new versions to be easily implemented [52]. This results in:

6 For a more detailed description follow the link: https://www.experiencefellow.com.

https://www.experiencefellow.com
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Design Objective 3: A standardised modular software architecture should be
designed to promote the development of digital-enabled service design tools for
both science and industry.

Open source software is often characterised as a private public good produced by
a community, involving such contributions as software, hardware, expertise or spon-
sorship [75] in various forms, which together with free software are referred to as
Free/Libre/Open Source Software (FLOSS). FLOSS approaches are now widely used
in the software industry to foster ecosystems, as this type of platform meets many of
the necessary conditions [52]. It should be emphasised that an open source approach
does not preclude partially proprietary use or distribution within the ecosystem; on the
contrary, the ecosystem may even benefit from this approach [48, 76]. The content man-
agement system WordPress is a good example of an open source project that combines
free, libre and proprietary software add-ons and a service ecosystem through its plugin
system. Even in cases of partial proprietary use, the scientific community should be
granted a free right to use for research purposes, based on a suitable licence (which
may have to be developed) [75, 77]. Without appropriate licensing terms, there is no
guarantee that researchers will be able to access the source code, which is important,
for example, in promoting the further development of service design methods that use
different tools in a specific order. An open source approach also has other advantages: As
previous research has shown, open source communities can achieve better modularity
than projects developed by a single actor [78]. This results in:

DesignObjective 4:An ecosystem for digital-enabled service design tools should
be designed through an open source approach to increase interactivity among
actors.

For complex software systems, the ecosystem approach has proven to be useful [78].
Due to various existing barriers (technical, domain competency etc.), a large number of
different stakeholders are usually involved in the design process, which has a positive
effect on software development [78]. As mentioned above, this is also very much in
the nature of the developing of digital-enabled service design tools. For example, the
academic community probably has very high expertise in the domain of service design.
However, the technical implementation, maintenance and support might be a barrier
here. These in turn may be better provided by private sector actors, who in turn may
develop their own business model. The academic community can again benefit from this,
as developed IT artefacts may be easier to test in real-world scenarios. By combining the
different expertise of these different stakeholders, the value generated for the ecosys-
tem for digital-enabled service design tools can be increased, as research on software
ecosystem shows [78]. However, there are also some peculiarities of a community-driven
approach, such as software ecosystems are typically driven and controlled by a central
actor or hub [47]. To the extent that private sector actor provisions are uncertain, we
contend that a community-driven open source approach is essential for creating and
enforcing such a system. Although many open source projects are community-driven,
the term open source usually refers to software licensing while community-driven refers
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to the perspective of the main driving actor [75]. With reference to the open source soft-
ware approach advanced inDesign objective 4, various success factors have already been
investigated [79]. In general, an open source software project can be seen as a virtual
organisation that bundles competencies to drive development forward [80]. Regarding
Design objective 4, community suitability and activity are essential for a successful open
source project [52]. Similar community-driven approaches already exist in other areas of
the scientific community; for example, the Open Science Framework (OSF) platform7

enables researchers to organise research projects and share research data. It also requires
an actor or organisation to act as a catalyst for the ideas proposed. This may include the
bundled provision of functions and tracking of activities via a community platform—for
example, providing a shared code repository or at least linking relevant works or pub-
lished artefacts as the platform allows. The OSF platform is also an excellent example
of providing guidance (on how to conduct Open Science) and facilitating community
networking. The platform can also be used for documentation purposes, fulfilling the
requirements of Design objective 1–3, as well as enabling subsequent use within the
ecosystem of extensions developed by the community [52]. This results in:

Design Objective 5: A community should be designed to increase enforceability
of the ecosystem for digital-enabled service design tools.

5 Artefact Evaluation

In an artificial ex ante evaluation – in specific EVAL 1 – following Sonnenberg and
vom Brocke [63], the problem statement, the research gap and the design objectives
were justified. The proposed theoretical framework was demonstrated to a group of
researchers as well as two practitioners and was discussed afterwards. This evaluation is
in its nature artificial; however, DSR artefact designs have to be justified and validated
before they have been put into use [63]. The goal was to evaluate each Design objective
against its suitability, importance, applicability and novelty. The artefacts suitability
and applicability were confirmed as the proposed design objectives are based on broad
fundaments and already sufficiently researched areas of information systems. In contrast,
the novelty within the group of researchers was questioned. One of the participants stated
that although the proposals were not new, they were applicable to the problem. However,
the authors argue that it is not the proposed design objectives that should be seen as novel,
but rather their application within the field of service design. For example, one of the
practitioners said that networked or interoperable tools are very important as participants
in longer workshop sessions often lose interest in transferring intermediate results. The
authors conclude from the evaluation results that the proposed design objectives offer
a starting point for further research. The evidence will of course have to be further
empirically proven within the next evaluation cycles.

6 Discussion

These findings have several implications for service design research and practice. As
discussed above, building an ecosystem for the development of digital-enabled service

7 The platform is accessible at https://osf.io.

https://osf.io
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design tools affords new opportunities for the evolution of such tools, and the five
design objectives advanced here serve as a starting point or roadmap. Although making
no claim to completeness, the design objectives are mutually dependent. This does not
imply simultaneity; implementation can be modular and linear or non-linear. In terms
of simplicity of implementation, Design objective 1 seems the most reasonable; science
and practice should agree on a common standard whose form remains to be further
evaluated. Design objective 3 raises the question of whether a universal architecture is
possible—for example, whether the transfer of such software to other platforms should
be facilitated [51].

For any realisation in practice, it should be noted that a number of factors can
influence the success of implementation, especially concerning Design objective 4 and
5 [e.g., 68, 69]. These are again intertwined, as Design objective 5 is an influence
variable for Design objective 4. A combination of Design objective 4 and 5—that is, a
community-driven open source project—can help researchers to make IT artefacts more
stable and persistent for subsequent use. For example, a faulty code base can be corrected
and enhanced by other community members [52, 77]. It should also be mentioned that
the ecosystem in question must be designed to provide some incentive for the actors
involved [77, 81], who can, in turn, reap certain benefits [77]. For example, science can
contribute new ideas [81] or the validation of tools, methods and techniques developed
by the community. The community is therefore among the most important factors for
long-term ecosystem success [52]. In turn, practitioners can benefit from a greater flow
of ideas that can be directly exploited.

7 Conclusion

7.1 Contribution

This paper contributes to the Information Systems knowledge base by arguing the need
for an ecosystem for digital-enabled service design tools and by proposing a conceptual
framework for this endeavour. As a result, a justified problem statement and a justified
research gap, which can serve as a basis for further research. Therefore, the terms digital
service design and digital-enabled service design should be differentiated to distinguish
between the different research streams.While the first term refers to research into digital
services, the second refers to research into digital technologies for use in service design.
To develop a software ecosystem for digital-enabled service design tools, five design
objectives were proposed as focus points or roadmap for future research activities. These
five design objectives do not claim completeness but represent a snapshot and are subject
tomodification [82]. The design objectives contribute to the knowledge base in particular
as follows. Design objective 1 to 3 identify essential standardisations within a software
ecosystem for the development of digital-enabled service design tools, proposing two
data formats and a software architecture construct. One of these standardised data for-
mats would increase tool interoperability, and the other would enable the collection of
data for use in service design. A standardised software architecture to increase the reuse
of software components is proposed in Design objective 4, which addresses the creation
of rules or licenses within the ecosystem and recommends an open source approach to
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promote further development in research and practice. Finally, Design objective 5 sug-
gests a community-driven approach to building and leading the ecosystem. The Design
objective 1 to 5 were justified [63] for the further design of one or more concrete arte-
facts, which can be applied to real-world scenarios. A contribution to the knowledge base
within the DSR is also seen as a contribution if the presented solution is transferable to
other similar problems [59]. Although this paper discusses the application in the field of
service design tools, the transfer to similar domains as innovation design is conceivable,
so that other researchers could benefit from the presented metamodel.

7.2 Limitations

As our mostly conceptual DSR approach mostly focused on the integration and creation
of new relationships between structures without reference to data, the ideas advanced
remain to be empirically proven [64]. While Design objective 1 to 3 are more empirical,
Design objective 4 and 5 seem more difficult to verify, as they are complex and entail
a number of potential influencing factors. It should also be mentioned that the logic of
the argument essentially represents the researchers’ own perspective, and other relevant
design objectives may not have been considered here. This is legitimate for conceptual
work [64, 83], but there remains an obligation to demonstrate need and utility in practice.

7.3 Directions for Future Research

Future research can draw on various points in this work. For example, the above limita-
tions serve as a starting point for empirical research in relation to utility and feasibility.
Equally, the design objectives advanced here offer a starting point for design science
research or action research projects. Although the individual design objectives together
constitute a framework for building an ecosystem for the development of digital-enabled
service design tools, a detailed development plan is also needed. By creating and eval-
uating new and innovative artefacts [57], design-oriented research can lay the essential
foundations for such an ecosystem—for example, in the form of data formats developed
from Design objective 1 and 2 or a software architecture based on Design objective 3.
ConcerningDesign objective 4, future research canhelp to create an appropriate licensing
model for the software ecosystem that takes account of attractiveness for private sector
participation as well as research needs. Action research can extend the relevance of aca-
demic research to practical application through intensive exchanges between researchers
and practitioners [84], which may help to accelerate ecosystem formation. Furthermore,
the implementation of the proposed design objectives could possibly lead to conclusions
on how software ecosystems can be created or strengthened.
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Abstract. Augmented reality (AR) is widely acknowledged to be beneficial for
services that have exceptionally high requirements regarding knowledge and
simultaneous tasks to be performed and are safety-critical. In such services, AR
enables to augment service provision by delivering seamless integration of infor-
mation in the field of view while enabling hands-free usage in the case of head-
mounted displays. This study explores the user-centered requirements for AR
solutions in the operations of a large European maritime logistics hub. Specifi-
cally, it deals with the process of soil sounding. Based on eleven think-aloud ses-
sions during service delivery, two expert interviews, and two expert workshops,
we derived five core requirements for AR in soil sounding. Thus, we present the
first study on the applicability and feasibility of AR in the maritime industry and
identify requirements that impact further research on AR use in safety-critical
environments.

Keywords: Mixed reality · Service engineering · Requirements · Think aloud ·
Case study

1 Introduction

In various industries, new technologies are becoming increasingly important in the devel-
opment and improvement of services, and the use of these technologies has gained atten-
tion both in service research and in practice [1, 2]. When using new technologies, the IT
resources either complement or improve the effects of non-IT resources on the perfor-
mance of a process or substitute them [3]. Well-known examples of services that were
improved by technology are e-tickets in the airline or event business, electronic check-in
and check-out systems in hotels, and electronic money transfer in financial services, etc.
[4, 5].

As a result, the character of information technology has changed to the extent that it
has become the focus of newproduct and service ideas due to technological developments
both in hardware and software [6]. An example of this is the use of augmented reality
(AR) head-mounted displays (HMD), through which current challenges, for example,
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in technical customer services, can be overcome [7]. With the help of HMDs, services
can be restructured by enabling information to be displayed directly into the user’s field
of view under hands-free navigation without media breaks and limited mobility [8]. As
a result, HMDs have a high potential to support [9] and improve [10] services such as
health care [11], technical customer service [8], and logistics services [12, 13].

While previous studies have largely focused on services in which one task is per-
formed, it is not well understood how AR can support services where two separate tasks
are frequently switched. This is the situation in our use case of water depth management
where skippers in the service provision of soil sounding simultaneously have to navigate
their vessels andmeasure water depth with high accuracy. Sincemistakes or inaccuracies
in the performance of the two tasks of the skipper can have serious consequences both
directly and indirectly, the use case is a safety-critical service, which can generally be
characterized by the fact that a “failure might endanger human life, lead to substantial
economic loss, or cause extensive environmental change” [14, p. 547]. Especially, for
this reason, effective support and improvement of the process of soil sounding are very
important as the resulting information is crucial for vessels to navigate harbor areas.
Consequently, soil sounding is a key service to ensure safety for all actors that use the
harbor infrastructure as this infrastructure is partially dynamic due to tides and currents.
An additive complicating factor for an AR application on a vessel is that, in contrast
to the already difficult implementation of AR for cycling or driving a car, there is an
additional dimension of motion, namely that of the ground, i.e., the water on which
the vessel is moving. Against this background, our research is guided by the questions
(RQ1) How amenable is the service process of soil sounding to be supported by AR?
and (RQ2) What are the requirements for AR solutions to improve the service process
of soil sounding?

To answer the research questions, the paper is structured as follows: First, we give an
overview of the application of AR solutions in different service processes, distinguishing
between those with a static setting and those where the environmental setting adapts to
the user’s motion, such as when driving a car. In Sect. 3, we introduce the methodology,
where we conducted a case study with workshop data, expert interviews, and process
tracing using video observations and verbal protocols in the formof think-aloud sessions.
In Sect. 4, we present the use case of water depth measurement and analyze it firstly
with regard to its augmentability (RQ1). In the second part of the analysis, we use
the conducted think-aloud sessions to derive the user-centered requirements for an AR
solution for the service process of soil sounding (RQ2). The results and their limitations
are discussed in Sect. 5, and in Sect. 6, we summarize the main findings and give an
outlook on future research issues.

2 Related Work

Innovations in the field of service continue to emerge, with many of the innovations
today being digital by integrating resources throughout service systems [15]. In order to
apply service innovations and related innovative technologies that can be used to support
services, it is important to understand the innovations within the service for which they
are to be used, their potential, and the requirements involved [16, 17].
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One technologywith a very high potential for service innovation is AR. This technol-
ogy can be used in many different environments that can be distinguished by the degree
of dynamics. Environments with little dynamics – here called static environments – can
be characterized by the fact that the user’s environment does not change because the user
does not move in public but is in a limited environment like a room in which objects
like machines have a fixed, static place. In those scenarios, there are already insights on
applications of AR, such as the design and prototyping of a see-through HMD, which
was carried out in the aircraft manufacturing industry to reduce costs and increase effi-
ciency [18]. Increased efficiency was also observed for the use of AR-applied devices in
the context of maintenance and repair [19, 20]. In engineering, AR welding guns with
cameras to track the exact stud locations were used to support engineering processes
[21]. Another AR application that was investigated is the use of smart glasses to support
the runtime modeling of services, allowing the process to be documented on-site by
the service provider during the execution of his activity [22]. Further applications of
AR do exist in the construction industry [23], marketing [24], education [25] as well as
healthcare [26, 27].

AR use cases in the context of more dynamicmobile settings, on the other hand, have
been hardly the subject of research so far. These environments can be characterized by
the fact that they are not limited in space and that objects – in contrast to those in static
environments – do not necessarily have fixed positions, but the positions of these objects
can change due to movements so that a motion emanates from the user’s environment.
One example is the process of driving a car, where the motion of other traffic participants
influences the ownprocess of driving, e.g.,when it is necessary to brake because of the car
in front brakes. For applications with relatively little or slow movement, head-mounted
AR tools, such as HMDs, or other portable devices used for museum tours can be cited
to provide audiovisual enhancements to support the tours [28, 29]. With regard to AR
applications in the context of faster movements, the study by Berkemeier et al. [30], in
which requirements for an acceptable smart glasses-based information system to support
cyclists in cycling training are identified, can be mentioned. The aim of the study is to
augment information such as speed or route details, which would otherwise have to be
displayed by other devices, into the cyclist’s field of view to promote road safety. There
are also studies on cars in which head-up displays or head-mounted displays are used
to display relevant information in the driver’s field of view in order to reduce risks in
road traffic [31] or to support driver safety training through simulated dangerous traffic
situations [32].

Furthermore, in other safety-critical services, as it is the case in our use case, there are
already some investigations on the support potential of AR and how it can be used. For
example, the user requirements for an AR-based refinery training tool were determined
for an oil refinery in order to develop usable and safe AR applications [33]. Another
example is the application of AR in an innovative airport control power, where the aim
was to provide the air traffic control operators in the airport control tower with complete
head-up information [34, 35].

Theoretical accounts have developed concepts to capture how technologies affect
service processes. Awell-known theory is the process virtualization theory,which is con-
cernedwith explaining and predicting whether a process can be performed virtually [36].
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Examples of virtualized processes include e-commerce, online distance learning, or
online banking [35, 36]. The theory has been applied and adapted in many different
contexts, e.g. [35, 37], and was also examined with regard to augmentation, which led
to the idea of the theory of process augmentability [38], that provides the basis for the
analysis of the augmentability of our use case of the soil sounding service.

In contrast to the definition of virtualization, augmentation can be defined as the
supplement of a synthetic or physical interaction. As a logical consequence, the four
main constructs of the process virtualization theory concerning the potential removal of
physical interactions from the process cannot be applied to augmentation. Therefore, one
main construct – the authenticity requirement, which is based on the essentialist view of
authenticity [39] and the authenticity framework of Grayson and Martinec [40] – is pro-
posed to have a positive effect on the dependent variable, namely process augmentability.
Process augmentability is described as “how amenable a process is to being conducted
in AR environments” [38, p. 5].

Furthermore, three moderating constructs are proposed that are developed from the
definition of AR, which is crucial to maintain a sense of hyper-reality [41]. By definition,
ARmustmeet three criteria: combine physical and virtual, be interactive in real-time, and
be registered in the real world [38, 42]. According to the definition, Yeo [38] proposed 3D
visualization, spatial association, and synchronization asmoderating constructs hereafter
referred to as characteristics. The proposition of the 3D virtualization characteristic is
informed by cognitive load theory [43]. For the characteristic of spatial association,
examples were given in [38] of how AR uses the geospatial environments to enrich
process experiences [20, 21, 26]. In terms of the synchronization characteristic, most
physical processes conducted in the real world tend to be synchronous, and it is therefore
important that the physical movement needs to be connected to maintain the sense of
immersion [36].

3 Methodology

We conducted a case study [44] to explore the requirements for a user-centered AR
solution for safety-critical services in the maritime sector. The use case we investigated
was the process of soil sounding, i.e., water depth measurement in a harbor environment,
which is carried out during navigation on a vessel.

In order to analyze howamenable the considered use case of the soil sounding process
is to be supported by AR (RQ1), we first studied a promotional video of a European
harbor operator that provided us with a contextual understanding of the soil sounding
process as a foundation for the further analysis. In a second step, we collected data
by conducting two semi-structured interviews and two workshops with business and IT
experts of the same harbor operator (see Table 1). Both the interviews and the workshops
were documented by video recording. In addition, more detailed documents concerning
the use case were provided by the participants, and additionally, notes were taken during
the interview and workshop sessions. To get the first ideas of requirements for AR
solutions for the service process of soil sounding (RQ2), we have briefly discussed them
in the last part of theworkshopswith the experts. Sincewewanted to identify user-centric
requirements, we collected additional data with three skippers who actually perform the
process of soil sounding.
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Table 1. Data table of sources

# Source Format Duration (hh:mm) Focus

1 Harbor TV Video 00:14 Use case context

2 Head of IT
Innovation

Interview 01:00 Overview case strategy

3 Deputy port
hydrographer

Interview 01:00 Deeper understanding
of the use case context

4 Deputy port
hydrographer

Workshop 02:03 Requirements of the
use case

5 Project manager
R&D

Workshop 00:57 Process steps and
requirements of the use
case

6 Soil sounding 1 Think aloud 01:27 Soil sounding on a
shore

7 Soil sounding 2 Think aloud 01:19 Soil sounding of harbor
basin and berths

8 Soil sounding 3 Think aloud 00:19 Follow-up soil
sounding in a relatively
small area

9 Soil sounding 4 Think aloud 01:16 Soil sounding in a side
arm with several
bridges and an open
lock

10 Soil sounding 5 Think aloud 00:28 Soil sounding of a
berth on a quay

11 Soil sounding 6 Think aloud 00:52 Supplementary soil
sounding of a berth
within a control
measurement

12 Soil sounding 7 Think aloud 00:47 Soil sounding of
recently dredged fields
during heavy traffic

13 Soil sounding 8 Think aloud 00:44 Soil sounding of a
dredging field

14 Soil sounding 9 Think aloud 00:55 Soil sounding of a
widened shipping
channel

15 Soil sounding 10 Think aloud 00:36 Soil sounding of a
dredging field

(continued)
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Table 1. (continued)

# Source Format Duration (hh:mm) Focus

16 Soil sounding 11 Think aloud 00:12 Soil sounding after
removal of a ground
obstacle as control

In order to gain this central data source, we used the process tracing method [45]
of thinking aloud [46], where the skippers were asked to “think aloud” and to explain
everything they do while simultaneously engaging in the soil sounding service, in order
to analyze which user-centered requirements an AR solution must meet to support the
soil sounding process. As the situational features of the service are crucial, we extended
the traditional implementation of the method by recording videos from different per-
spectives. For this purpose, we attached a camera to the skippers’ forehead to retrace
their field of view and another camera on the monitor to observe the skippers directly.
An exact tracking of eye movements of the skippers was not necessary since only the
direction of the skippers’ view was relevant. With the help of the two recording perspec-
tives and the recorded audio track, we were able to trace the process of soil sounding
and derive user-centered requirements for an AR solution. As the service is critical to
maintaining harbor operation, only experienced skippers are considered for soil sound-
ing. The think-aloud sessions differ in the type of soil sounding job and its focus as well
as the difficulty of the soil sounding, which depends on factors such as the soil sounding
environment or traffic volume (see Table 1).

For analyzing the video recordings and verbal protocols of the think-aloud sessions,
we used the scanning method, which is one of the four major categories of protocol anal-
ysis and the most straightforward one [47]. We did not perform a verbatim transcription
of what was said since the observation of the skippers was the primary object of inves-
tigation that we used for our analysis. Instead, the statements of the skippers helped to
supplement and explain what was observed. For the identified video sequences in which
observed behaviors indicated challenges, we transcribed what was said since this often
helped to clarify and support the observation. We analyzed the video and audio mate-
rial with three independent researchers and initially focused on existing challenges and
problems in the process of soil sounding. After identifying all difficulties in the process,
we derived problem categories by grouping duplicates and similar ones. Based on these
problem categories, we finally derived the requirements described subsequently.

4 Use Case of Water Depth Management in a Harbor Environment

In themobile use cases related to touring, cycling, and driving, two dimensions ofmotion
occur: the motion of the user – which also occurs in static settings – and the motion of
the environment. The ground on which the user moves can be described as static because
it does not show any motion itself, such as a road. In the case of shipping, however, there
is an additional dimension of motion, which is caused by the movement of the water on
which the vessel is sailing, e.g., by currents or waves. While already the application of
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AR in cases with two dimensions of motion is difficult to implement, the application of
AR on a vessel with this additional dimension of motion poses a particular challenge
that needs to be investigated.

For our analysis, we chose the service process of water depth management in a
European maritime logistics hub. Harbor personnel needs to continuously monitor water
depth change due to sedimentation and erosion. In order to ensure the safety of vessel
traffic and maintain the infrastructure, water depth management must be ensured by
continuous soil sounding as well as finding and recognizing nautically critical obstacles
on the water ground (e.g., bikes, cars, or shopping carts). Special soil sounding vessels
are used that have the technical equipment to monitor water depth and generate a digital
landscape model of the water ground live on board (see Fig. 1).

Fig. 1. Exterior and interior view of a soil sounding vessel

Figure 2 illustrates the measurement depth management cycle to give an overview
of the use case context. This states that the measurement of water depths generates
knowledge, which in turn causes action, such as deepening a certain area. Since this
action causes a change, the changing area must be controlled by measurement.

Fig. 2. Measurement depth management cycle
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The task of measuring water depth is particularly challenging: The skippers of soil
sounding vessels use echo sounders to measure the water depths in the harbor while
simultaneously paying attention to the vessel’s traffic and keeping an eye on a variety
of information for measurement on monitors so that they have to permanently switch
between the monitors and the view out of the window. This leads to limited safety
in vessel traffic, extreme exhaustion due to the constant change of view and context,
and several health issues. These side effects of the constant shift of perspective can
also be observed in other safety-critical services, such as the air traffic control in an
airport control tower [34]. In addition to the simultaneous navigation of the vessel and
measurement of data, the skipper needs to interact with a measurement engineer, who is
accountable for controlling the quality of the measured data. The measurement engineer
is either also on the vessel or works from the home office.

4.1 Augmentability of the Use Case

Various attempts have already been made to solve the problem of the exhaustive and
safety-critical shift in perspective between the view from the window onto the shipping
traffic and the viewing of the data on the monitor. However, for example, the idea of
placing the monitor in the windshield at the height of the skipper’s eyes so that he no
longer has to look down caused the monitor in the windshield to obscure important
objects such as other vessels on the water. A further idea to reduce the size of the
monitor in the windshield in order to avoid overlaying real objects has, in turn, resulted
in the view of the displayed information and data being too small. Since it is important
to display information in the skipper’s field of view, but a monitor in the windscreen
overlays important real objects, the application ofAR seems to be a goodway to solve the
problem.With the help of AR, information can be displayed in the skipper’s field of view
without completely overlaying real objects. In order to investigate the applicability ofAR
for the use case, we have analyzed the use case with regard to the four characteristics
that – according to the theory of process augmentability [38] – must be present in a
process so that an augmentation of the process is appropriate.

Authenticity. The authenticity characteristic is present in the soil sounding service.
The skipper requires an authentic experience to be supported in navigating his vessel
and measuring data during the actual soil sounding process. This process cannot be
virtualized or simulated due to its high complexity and dependence on the actions and
decisions of the skipper. Accordingly, the process can only be performed in reality, and
the information and support required by the skipper must correspond to this reality and
extend it adequately.

3D Visualization. The 3D visualization characteristic is present in the soil sounding
process. The skipper requires 3D visualization for an authentic experience because a 2D
visualization of obstacles and other ships is too imprecise, making it difficult to estimate
sizes and distances, which in turn can affect the quality of the measurement data and
traffic safety.

Spatial Association. The spatial association characteristic is present in the soil sound-
ing process. It is very important for the skipper that information, such as water depth
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and currents, as well as obstacles in the water and other vessels, are displayed with
geographical accuracy. The skipper requires the possibility to obtain further information
about, e.g., displayed objects through interaction with them. For example, if an obstacle
or the water depth is not displayed geographically correct, and the skipper does not have
access to important information, the vessel may collide with the obstacle or run aground.

Synchronization. The synchronization characteristic is present in the soil sounding
process. The 3D objects to be augmented and the collected measurement data, as well as
information about boundary conditions such as currents or the tide, must be continuously
synchronized and updated, enabling the skipper to use this information to navigate his
vessel safely and detect possible obstacles and measurement gaps or errors.

In summary, the soil sounding service is amenable to be supported by AR based on
the analyzed characteristics and identified needs of the skipper involved in the process.

4.2 Requirements for AR Solutions

Based on the challenges and problems that we have observed in the think-aloud sessions
and subsequently analyzed, we identified five requirements for designing AR solutions
for service processes such as soil sounding, which we specified together with the experts
and skippers of the harbor operator. The identified requirements are (1) real-time overlay,
(2) variety in displaying information, (3) multi-dimensional tracking, (4) collaboration,
and (5) interaction.

Real-Time Overlay Requirement. In all of the think-aloud sessions carried out, it was
observed that during soil sounding, the skipper must be aware of a number of factors
that may affect navigation and measurement, such as currents, the actual water level
in the soil sounding area, in-water obstacles, general traffic and the data quality of the
soil sounding. Since some information can only be acquired with the help of sensors
and rapidly changing conditions prevail, the visualization of real-time information is an
essential requirement to ensure that the skipper can navigate his vessel safely and, for
example, is not in danger of running aground or hitting an obstacle.

Fig. 3. Example of the permanent view shift between the sailing window and monitor
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During soil sounding on a shore in the first think aloud (soil sounding 1), the skipper
explained: “If you like, I’ll probably look 80% here on the monitor and maybe a little
out the window”. Therefore, a further challenge, which can impair traffic safety and
even lead to health problems, is the constant shift of the skipper’s attention between
the sailing window to keep an eye on traffic and his monitors to ensure the quality of
the measured data, as seen in Fig. 3. To meet this challenge, the elimination of media
breaks by overlaying information directly into the user’s field of view is required. For
example, overlaying real-time information about other vessels, such as their position or
direction of navigation, which is received via the Automatic Identification System (AIS)
and currently displayed on different monitors, could help to ensure safety.

The real-time overlay requirement, therefore, arises from the need to display infor-
mation in real-time and to overlay this display in the skipper’s field of view in order to
improve vessel traffic safety, prevent health issues, and reduce cognitive load. Addition-
ally, such overlay can drastically improve safety during harsh weather conditions that
reduce sight while dependence on digital information increases.

Variety in Displaying Information Requirement. In addition to the frequent shifting
of view between the vessel’s window and the monitors (see Fig. 3), a variety of sensor
information and data about the soil sounding area is displayed on different monitors,
resulting in an additional constant shift between the monitors to ensure the quality of
the measurement. Thereby the available space of the monitors is not optimally used, and
sometimes even redundant information is displayed (see Fig. 4). However, in order to
improve usability and thus enable the skipper to execute the measurement efficiently,
the skipper requires certain multiple sensor information simultaneously, such as dif-
ferent layers or perspectives of the area of soil sounding, without information and the
representation of this information being displayed several times.

Fig. 4. Variety of information and monitors on a soil sounding vessel

Another difficulty that also leads to the current use of multiple monitors is that
information about the water level in general and the measured areas, which include
the quality and density of the data, cannot be overlaid in the current IT system but are
both required to ensure both traffic safety and measurement quality. Therefore, a further
essential requirement regarding the presentation of information is that different views
and representation options of the information should be distinguishable. In this context,
we found out during the various think-aloud sessions that it is useful, for example,
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to have different zoom levels for the maps, since the skipper requires more detail to
navigate his ship precisely, for instance, when measuring in narrow shore areas, than
in wider water areas where he needs a greater overview. In several sessions, we could
also observe that the skippers displayed the required information differently. In some
measurement situations, for example, displaying the water depths in the measurement
area using different color scales was more helpful than displaying this information as
exact numerical values, and vice versa.

The variety in displaying information requirement, therefore, arises from the need
to be able to choose different representation options of the information to display on
demand in order to improve usability and traffic safety as well as ensuring the quality of
the measurement.

Multi-dimensional Tracking Requirement. Compared to other means of transport
such as bicycles or cars, a vessel has an additional dimension of motion since additional
movements emanate from the ground, i.e., the water on which the vessel is sailing, mak-
ing it even more difficult to track the vessel’s exact position. However, it is an essential
requirement for the navigation of the vessel during soil sounding to track the exact posi-
tion of the vessel in relation to the environment. On the one hand, an inaccurate position
determination can lead tomeasurement gaps and, accordingly, to a reducedmeasurement
quality and, on the other hand, traffic safety can be impaired by incorrect positioning,
since, for example, distances to obstacles or other vessels can no longer be displayed
correctly.

Fig. 5. Direct sunlight and reflections

Tracking of the vessel’s position is also made more difficult by the fact that the
skipper is inside the ship and perceives the outside world through glass windows, making
it difficult to avoid direct sunlight and reflections (see Fig. 5). Although the ships are
equipped with sun protection roller shutters, which can attenuate the solar radiation, it
is not possible to completely block the sun’s rays without restricting the view outside
too much by darkening it. Accordingly, the skipper requires tracking that is resistant to
sunlight and reflections.

The multi-dimensional tracking requirement, therefore, arises from the fact that the
skipper needs an exact positioning of the vessel in order to ensure traffic safety and the
quality of the measurement data.
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Collaboration Requirement. During soil sounding, the skipper has to communicate a
lot with other people to ensure traffic safety and quality of measurement. Both in terms
of traffic safety and measurement, the skipper has to communicate with other vessels
by radio in some situations. With regard to the quality of measurement, however, the
collaborationwith themeasurement engineer, who is responsible for the technical imple-
mentation of the depth measurement, such as the configuration of the echo sounders,
is most important. Before and during the measurement, the skipper and measurement
engineer must continuously coordinate which areas are to be measured, how and when,
and when the measuring devices must be activated or deactivated. They have to do this
under consideration of different boundary conditions, e.g., the current water level. If the
water level is too low, there is the risk of running aground, and if the water level is too
high, it is, for example, no longer possible to pass every bridge. But above all, the con-
stant communication about the observation of the live measured values and the flexible
adaption of the course to them is of great importance since areas need to be measured
again if the data quality is insufficient. A statementmade by a skipper (think-aloud of soil
sounding 7) summarizes very well the importance of the collaboration between him and
the engineer during soil sounding: “If I don’t synchronize with him [the measurement
engineer], nothing will work”.

To support collaboration, the skipper and themeasurement engineer require the same
visualization of the measuring areas, with additional highlighting of areas being useful
because, especially when the measurement engineer is at the home office, it is not trivial
to understand what about the other person is talking. It would also be useful to visualize
whether the measurement device is activated and in which area it is currently collecting
data. In addition, hands-free communication, i.e., without having to pick up a telephone,
is required both with other vessels and with the measurement engineer, enabling the
skipper to have his hands free for the navigation of the vessel and thus ensure safety.

The collaboration requirement, therefore, arises from the fact that the skipper has to
communicate with other vessels and in particular, has to collaborate a lot with the mea-
surement engineer in order to ensure both traffic safety and thequality of themeasurement
data.

Interaction Requirement. The requirement of interaction goes along with the above-
mentioned variety of displaying information requirement. Currently, information on the
monitor cannot be manipulated by the skipper, or in other words, the skipper cannot
interact with the system and is only able to consume information. During several think-
aloud sessions, we observed that the skipper wanted to change the views on the monitor.
Since the skipper is not able to interact with the system himself, he had to explain the
necessary changes to the measurement engineer, who could then make the adjustments.
It is therefore not possible for the skipper, for example, to show or hide information or
to zoom into a map to get a detailed view if he requires it, e.g., to safely avoid obstacles
or close measurement gaps. In order to carry out navigation and measurement more
safely and efficiently, the skipper requires an appropriate opportunity to interact with
the system.

The interaction requirement, therefore, arises from the fact that the skipper requires
to show or hide important information or select detailed views to ensure traffic safety
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and completeness of the measurement data. Furthermore, the way of interaction should
be chosen so that the skipper is not distracted from the navigation of the vessel.

5 Discussion

So far, little research on requirements for AR solutions has been done. Since the chosen
use case is even more complex than the prior work on application areas of AR, we con-
tribute to the state of research. Prior to investigating what requirements an AR solution
must meet to support the service process of soil sounding, we examined the augmentabil-
ity of the process using the theory of process augmentability [38]. We could determine
that all four characteristics – which according to the theory, must be present in a pro-
cess – are existent in the process of soil sounding so that an augmentation of the process
is sensible and could help to facilitate and improve the process. This result is consistent
with the taxonomy study by Klinker et al. [48], who investigated for which processes in
logistics an AR application is appropriate. As the process of soil sounding is a difficult
case from practice, and therefore laboratory conditions are not given, implementing an
AR solution is a big challenge, but it should be tackled to support practice.

In sum, we derived five core requirements from the case of soil sounding for the
application of AR, namely (1) real-time overlay, (2) variety in displaying information,
(3) multi-dimensional tracking, (4) collaboration, and (5) interaction. In addition, three
general underlying requirements emerge related to traffic safety, health, and usability,
which are included in all five requirement areas. Compared to the requirements for smart
glasses-based AR systems for cycling training [30] and to the use of AR in driving sit-
uations [31, 32], there are some similarities because in all these cases, an AR solution
has to be applied in a mobile environment and the users act in a traffic situation. Both a
failure in road traffic and one in the navigation of a vessel in shipping traffic can have
serious consequences. In contrast to cycling or driving a car, however, our use case takes
place in an environment where there is a further dimension of motion and consequently
more degrees of freedom. Therefore, the multi-dimensional tracking requirement poses
an even greater challenge to existing AR hardware as it is in the case of road traffic.
Especially for soil soundings, where the measurement had to be carried out in a narrow
area or where there was a high volume of traffic, exact tracking is essential. This applies
not only to soil sounding vessels but to all other types of vessels as well, whereby the fail-
ure tolerance decreases as vessels approach narrow or restricted fairways and increasing
traffic density [49]. Furthermore, the use case of soil sounding gains in complexity since
the user has to perform another task in addition to navigating the vessel, namely the ser-
vice task of depth measurement in order to ensure harbor infrastructure and thus traffic
safety. Moreover, from a methodological point of view, our approach contributes to new
standards of research. By underpinning the thinking aloud method with video material
from various perspectives, we were able to gain the best possible understanding of the
spatial implications and requirements for AR. Thereby the enriched thinking aloudmate-
rial helps to gain further insights and learnings about the user-centered requirements.
Additionally, our approach is beneficial in environments that do not meet the standards
of typical scientific interviews by being noisy, weather-dependent, and dirty.
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However, our approach is not entirely free of limitations. Since we have only focused
on one specific use case, that of soil sounding in water depth management, our results are
contextual. Nevertheless, we assume a transferability to other use cases. For this purpose,
further use cases in themaritime logistics environment could be considered.One possible
case is the dredging industry, which is responsible for adjusting and dredging the water
depths. Furthermore, use cases in the field of pilotage in the harbor could be considered.
Moreover, a floating drone is used for water depth management and soil sounding. Also,
in this case, potentials are recognizable, sincewith the help of AR, for example, the drone
operator could take a first-person view in addition to a third-person view regarding the
drone.

6 Conclusion

In summary, we have shown that the soil sounding service is augmentable in general.
Knowing the augmentation potential, we derived five user-centered requirements for the
soil sounding process, using the results of the thinking aloud sessions as a foundation: (1)
real-time overlay, (2) variety in displaying information, (3) multi-dimensional tracking,
(4) collaboration, and (5) interaction requirement. The requirements for an AR solution,
which we have determined with regard to the navigation task of the skipper, correspond
to the results of previous research on AR applications in road traffic. However, never
before has such a complex process as that of soil sounding been investigated, so we
are contributing to the research at this point. On the one hand, the moving vessel in
combination with the moving user inside the vessel poses a great challenge in terms
of multidimensional tracking possibilities. On the other hand, it is a knowledge-intense
process that requires multitasking, i.e. a constant shift between the navigation of the
vessel and the measurement of water depth, and collaboration with the measurement
engineer. Furthermore, the process is subject to enormous safety critical requirements,
which must be considered additionally.

Besides the above-mentioned tracking, future challenges will be to determine
whether supporting the process with AR is beneficial for the skipper from a user perspec-
tive and, if so, in what form AR can be used to achieve the greatest possible advantage.
For this purpose, a prototypical implementation and evaluation will be initiated in the
future to explore the subjective usefulness of AR in the soil sounding context. In this
context the requirements should be evaluated more detailed with experts from the mar-
itime industry as well as AR solution developers regarding their technical feasibility,
whereby the focus should be on interfaces, data types and data quality. Not least, the
transferability to other use cases, e.g. in the harbor environment and general industrial
as well as logistic scenarios, remains to be investigated.
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Abstract. Digital platforms (e.g., Industrial Internet of Things (IIoT) platforms)
are on the rise aiming to foster value co-creation in business-to-business (B2B)
ecosystems. However, we often observe actors to only hesitantly engage, and
activity levels that fall short of expectations. Arriving at a sound understanding of
why andhowactors decide to engage in co-creation practices is a crucial first step to
further promote and facilitate value co-creation in B2B platform ecosystems. This
work builds upon the concept of actor engagement, which offers an actor-centric
microlens on the hitherto vague theoretical idea of value co-creation. By pursuing
a qualitative approach to theory development based on interviews with platform
complementors, we identify factors influencing the formation and extent of actor
engagement. Eventually, our research aims to contribute to a refined conception
of value co-creation in B2B platform ecosystems by understanding the emergence
and nature of actor engagement.

Keywords: Actor engagement · Value co-creation · B2B platform ecosystem

1 Introduction

Along with the introduction of the service-dominant logic (SDL)—proclaiming that
value is always co-created, i.e., a result from the interaction and resource integration
within service ecosystems [1]—we observe increased efforts in industry to foster co-
creation practices. Recently, digital platforms gain ground as means to foster value
co-creation in service ecosystems [2, 3]. Also, Lusch and Nambisan [2] acknowledge
the role of platforms in facilitating the interaction of actors and easing access to appro-
priate resource bundles, thus reflecting an instrument to enhance the effectiveness and
efficiency of value co-creation. Following impressive success stories of platforms and
value co-creation among different actors produced by the business-to-consumer (B2C)
sector (e.g., AirBnB, Apple’s App Store), the industrial sector is just beginning to tap
their potential. One example of such digital platforms in B2B ecosystems are Industrial
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Internet of Things (IIoT) platforms, which e.g., enable the provision of digital services
in the industrial sector based on machine data [4].

Yet, academic knowledge on B2B platform ecosystems is currently still unfolding.
Concentrating on the formation of platform ecosystems in industry [5–7], their design,
government, and boundary resources [8, 9], or the platform owner’s role [10, 11], the
majority of current studies is strongly platform-focused. Less considered are actor roles
apart from the platform owner. In particular, the perspective of platform complemen-
tors—i.e., actors who offer their value proposition (e.g., digital services) via the platform
[12]—is still unrepresented, though significantly contributing to the platforms’ attrac-
tiveness [9, 13, 14]. Equally, a platform’s operating phase succeeding the initial launch
and joining of actors is less in focus. This, however, is when resources will be shared and
integrated, and the co-creation of value will proceed [15]. The same lack of attention
can also be observed in practice: B2B platforms are being launched and established, but
activity of complementors is limited and collaborationwith customers is only approached
hesitantly [14]. Hence, academic and practical knowledge on value co-creation in B2B
platform ecosystems is still unfolding and requires a deeper understanding of why and
how actors in B2B platform ecosystems engage in co-creation practices [16, 17].

The idea of exploring actors’ engagement as the lowest observational level of value
co-creation in service ecosystemshas been recently brought to the discourse byStorbacka
et al. [18]. Adopting the theoretical perspective of actor engagement [18] allows bridging
the gap between the vague and elusive concept of value co-creation on a macro level and
an actor’s observable behavior on a micro level [19, 20]. Defined as “both the actor’s
disposition to engage, and the activity of engaging in an interactive process of resource
integration within a service ecosystem” [18, p. 308] actor engagement is recognized as
microfoundation for value co-creation and midrange concept in the SDL [21]. However,
research on engagement in B2B contexts is only just emerging and knowledge on how
engagement advances within service ecosystems of organizational actors is still scarce
[22, 23].

With this research, we aim to contribute towards a refined conception of value co-
creation inB2Bplatform ecosystems by understanding the emergence and nature of actor
engagement. Specifically, we seek to explore factors that influence the formation and
intensity of actor engagement among complementors in B2B platform ecosystems [18].
We, therefore, pursue a qualitative and inductive approach to theory development based
on interviews with platform complementors. In doing so, we not only provide practical
insights on determinants for complementors’motivation to grow, stay and engage in B2B
platform ecosystems, but contribute to a refined conceptualization of actor engagement
as microfoundation of value co-creation.

The remainder of this paper is structured as follows: Sect. 2 briefly introduces the
fundamentals of actor engagement and highlights related work. Section 3 outlines our
research approach, while Sect. 4 presents initial findings. Section 5 provides an outlook
and summarizes our expected contribution.

2 Fundamentals

Service science is centered on the concept of value co-creation within and among service
ecosystems [24]. It builds upon the service-dominant logic (SDL), which declares that
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value is always co-created, i.e., that value results from the interaction and resource
integration of multiple actors for mutual benefit [1]. Yet, scholars agree that the SDL
view on value co-creation is still too abstract to be empirically observable [18, 19, 25].
With the concept of actor engagement, Storbacka et al. [18] address the need for a more
nuanced perspective on value co-creation [19, 26]. Informed by the microfoundation
movement [27], actor engagement follows the idea that collective phenomena can only
be captured when examining their constituent parts on an actor level [18]. In a three-level
model, (1) the abstract idea of value co-creation in service ecosystems on amacro level is
broken down into (2) the meso level view of actors and resources that exercise resource
integration patterns facilitated by engagement platforms, and (3) the actor engagement
on the micro level (Fig. 1). Actor engagement subsumes both, the actor’s disposition
and engagement properties. Actor disposition reflects the actor’s willingness to invest
resources in their interaction with other actors [28], which is “formed partly by actor
specific characteristics and partly by the institutional and organizational arrangements
prevalent in the context in which the resource contributions occur” [29, p. 6] (e.g.,
the willingness to join a platform). Engagement properties, in turn, refer to observable
engagement activities (e.g., sharing of resources, provisioning of services) [13, 18].
Analogous to the transformation of human intention to behavior in psychology, actor
dispositions may translate into observable engagement properties through an action-
formation mechanism [18, 30]. The role of an actor generally is generic, hence it can be
taken by a single actor (human or machine) as well as a group of actors (collectives or
organizations) [22, 29].

Fig. 1. Actor engagement as microfoundation for value co-creation [18]

Apart from conceptual work, there are empirically driven initiatives to understand
value co-creation in B2B platform ecosystems: Hein et al. [15] identify three standard
types of co-creation practices in IoT ecosystems: integration of complementary assets,
ensuring of platform readiness, and servitization through application enablement. A
platform owner’s ability to ensure the effective and efficient operation of these co-
creation practices is recognized as a prerequisite for platform survival by Blaschke et al.
[8]. Also, there is initial research aiming to understand complementors’ motivation to
join a digital platform ecosystem [7, 9, 14].
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3 Research Approach

Our objective is to refine the understanding of actor engagement of complementors in
B2B platform ecosystems. To account for the exploratory and inductive nature of our
research goal, we adopt a qualitative research approach following Strauss and Corbin
[31]. As a starting point, an IIoT platform for the process industry ecosystem hosted by a
multinational software corporation serves as a locus for data collection. Data is collected
in the form of semi-structured interviews conducted with complementors (e.g., machine
manufacturers and service providers) of the IIoT platform. The selection of interview
partners follows a theoretical sampling approach, i.e., interview partners are selected
based on theoretical relevance assessed through emerging concepts from the analysis of
previous interviews [31, 32]. An overview of the interviews conducted so far is provided
in Table 1. The interviews are iteratively analyzed in three coding cycles—open, axial,
and selective—according to the Straussian approach [31]. After each analysis cycle, the
results are discussed by two independent researchers to rule out discrepancies in coding
and to collaboratively evolve the emerging concepts [33].

Table 1. Preliminary overview of interviews

Interviewee Firm Employees Industry Role

Alpha A 1.000–5.000 Manufacturing Integrator and User

Beta B 1.000–5.000 Manufacturing Integrator and User

Gamma C 10.000–50.000 Automation Integrator

Delta D 1.000–5.000 Industrial Service Strategic Lead

Epsilon A 1.000–5.000 Manufacturing Strategic Lead

Zeta E 10.000–50.000 Automation Strategic Lead

4 Initial Findings

With our research endeavor still being in progress, we provide preliminary insights
into two concepts in emergence: partner engagement behavior and value realization
(Fig. 2). Partner engagement behavior reflects the extent of engagement properties of an
actors’ potential counterparts for value co-creation. These counterparts can be potential
customers or implementation partners, including the platform owner. Interviewee Zeta,
whose company has recently scaled down their activities on the platform states: “We
have invested a lot of time and money to be ready. But we cannot do more than that
[…] if there isn’t a single one of our customers […] to use it productively” (Zeta).
In contrast, other actors’ effort and commitment in co-implementing new use cases
is positively related to the formation of engagement properties: “A requirement is the
willingness to work together on concrete topics at eye level—despite a clear difference
in size between operators and manufacturers—and the commitment to work on this
as partners” (Beta). Our concept of partner engagement behavior is also in line with
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conceptual research proposing that engagement manifests through behaviors, whereby
actors in an ecosystem influence each other’s dispositions and behaviors [21, 23].

Value realization refers to the extent of benefits that an actor recognizes to leverage
from engaging in the platform ecosystem.Weobserve the participation in aB2Bplatform
ecosystem to be associated with high expectancies related to access to other actors’ data
and the provision of novel digital services (Epsilon, Gamma). At the same time, it
requires high upfront effort combined with vague benefit prospects, as Epsilon states:
“One must recognize the benefits, even if these rather lie in the future” (Epsilon). Hence,
noticing that engagement activities are leading to—even small—observable benefits is
decisive for continuous engagement. Consequently, engaged interviewees report on a
clear potential to realize monetary returns: “This means that the end customer is already
willing to pay money for this data. […] We just have to redirect it” (Beta), or internal
efficiency improvements: “We also had to work out the benefits ourselves. We were able
to find use cases for ourselves, internally; for our own service technicians” (Alpha).
This complements previous empirical research in B2C contexts that finds rewards and
recognition to encourage customer engagement [34, 35].

Fig. 2. Partner engagement behavior and value realization as emerging concepts

5 Outlook and Conclusion

Aiming to understand the emergence and nature of actor engagement as micro-
foundation for value co-creation in B2B platform ecosystems, we pursue a qualitative
approach to theory development. With our sampling strategy being driven by the objec-
tive of theoretical saturation, future interviews will be iteratively reassessed, guided by
previous findings. As of now, we see the need for subsequent interviews to account for
interviewees with above- and below-average engagement and to incorporate companies
with different levels of vertical integration.

Upon completion, our results will contribute to research in the field of service science
and digital platforms. In the broadest sense, our study will contribute to service theory
by following Grönroos and Voimas’ [19] call for a theoretically sound foundation for
value co-creation. In particular, we adopt the concept of actor engagement [18] to study
value co-creation in B2B platform ecosystems on the micro level of an actor’s inten-
tion and activities. In observing how individual actors assimilate contextual conditions
into actions, we refine the understanding of actor engagement and contribute to theory
building in this emerging field of research. From the perspective of digital platform
research, our contribution arises from offering new insights into the antecedents and
evolution of complementors’ engagement in B2B platform ecosystems. This knowledge
may empower practitioners and platform designers to foster and maintain engagement
within their platform ecosystems.
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1 Track Description

Information and communication technologies affect all areas of civil society. Digital-
ization opens up new opportunities to address important social issues. The motor of
digitalization can be social necessity, technical feasibility, and also a crisis, as the
reaction to the COVID-19 pandemic demonstrates: Out of necessity, ideas are created,
systems designed and implemented and the value of digital solutions to society
becomes apparent. With the digitalization of everyday working and learning, apps for
tracing information chains and containing new infections have potential, but also pose
social risks. The current COVID-19 crisis seems to put the role of digitalization in a
completely new light. Both, to evaluate the value of digital solutions to society and to
identify space for innovation is important in times of intense digitalization efforts.

To meet the societal challenges posed by digitalization, it is particularly important
to understand how they arise. The use of digital solutions in safety-critical contexts
entails dependencies and the threat of various dangers: Infrastructure disruptions and
failures can be caused by criminal acts, terrorist attacks, natural disasters, operational
disruptions, and system failures. In addition, there is a concern about data arising from
the use of digital solutions. Data protection, data sovereignty, data security, and their
social perception must always be closely observed. Furthermore, it is important to
ensure that digitalization does not lead to a digital divide. New digital solutions require
constant evaluation and assessment of the consequences.

2 Research Articles

This track aims to contribute to this relevant continuous evaluation and assessment of
the consequence. Therefore, its focus lies on issues at the intersection of digitalization
and society, not only, but also in times of COVID-19, and aims at researchers and
practitioners in information systems and related disciplines. Six articles have been
selected out of sixteen submissions.



The paper “The Role of Fear and Trust when Disclosing Personal Data to Promote
Public Health in a Pandemic Crisis” (by Kirsten Hillebrand) investigates citizens’
consent to voluntary and legally obliging data disclosure to public authorities and what
drives their consent. Results from an online survey during the onset of the crisis in
Germany in mid-March show that (1) fear for health increases citizens’ consent to
voluntary data disclosure, (2) fear increases consent to legally obliging data disclosure
directly and indirectly by fostering distrust in others, and (3) trust in the government
increases voluntary and legally obliging data disclosure.

The article “It’s not that bad! Perceived Stress of Knowledge Workers During
Enforced Working from Home due to COVID-19” (by Jana Mattern, Simon Lansmann,
and Joschka Hüllmann) analyzes whether working from home and in particular
“enforced working from home (EWFH)” increases perceived stress due to blurring
boundaries between work and private life. The authors suggest psychological detach-
ment and communication overload as explaining variables for the relationship between
EWFH and perceived stress.

The contribution “‘Sorry, Museum Facilities are Closed Due to Covid’: Towards
Online Platforms for Cultural Participation and Education” (by Kristin Kutzner,
Thorsten Schoormann, Claudia Roßkopf, and Ralf Knackstedt) reviews and synthe-
sizes related literature and museum platforms in order to deduce a taxonomy of how
online offers leverage cultural participation and education. In doing this, the authors
seek to enable platform designers and museum professionals in making informed
decisions in terms of how the ‘museum experience’ can be supported through online
platforms.

The study “Challenges of the Digital Transformation – Comparing Nonprofit and
Industry Organizations” (by Kristin Vogelsang, Sven Packmohr, and Henning Brink)
deals with Digital transformation (DT) of various areas: technology-based improve-
ments in business processes, business models, and customer experience. In a grounded
theory approach, the authors develop a framework of barriers for two diverse sectors:
industry and nonprofit. While in the industry sector, the progress of DT has been slow
due to barriers, nonprofit organizations often take the view that they are not in a DT at
all. This is due to limited individual and organizational perspectives.

The paper “Understanding pandemic dashboard development: A multi-level
analysis of success factors” (by Ludger Pöhler, Kevin Kus, and Frank Teuteberg) aims
at identifying and understanding success factors of dashboards in crisis situations and
more specifically in pandemics. Dashboards refer to graphical user interfaces which
often provide at-a-glance views of key performance indicators (KPIs). The paper
investigates whether corona dashboards are based on previous helpful crisis dashboards
or whether specific success factors of current dashboards can be identified.

The article “The Impact of Digitizing Social Networks on Refugee Decision Making
– The Journey to Germany” (by Safa’a AbuJarour, Lama Jaghjougha, and Mohammed
AbuJarour) reveals four typical streams of utilizing social networks through Social
Networking Sites in the context of migration: (1) information gathering, (2) service
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consumption, (3) understanding the relevant procedures and systems, and (4) content
creation and service provisioning. The paper discusses the impact of digitalized social
networks on refugees aiming at maximizing the benefits and avoiding possible risks.
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The Role of Fear and Trust When Disclosing
Personal Data to Promote Public Health

in a Pandemic Crisis

Kirsten Hillebrand(B)

Faculty of Business Studies and Economics, University of Bremen, Bremen, Germany
post@kirstenhillebrand.de

Abstract. During the 2020 pandemic crisis, state surveillance measures vio-
lated citizens’ privacy rights to track the virus spread. Rather little civic protest
resulted—“safety first”? Indeed, many state measures were implemented during
the crisis without ever having been discussed in advance of the event of a crisis,
which may raise ethical considerations, as individual consent to data disclosure
may change while experiencing fear. This paper investigates citizens’ consent to
voluntary and legally obliging data disclosure to the state and what drives their
consent. Results from an online survey conducted with 1,156 respondents dur-
ing the onset of the crisis in Germany in mid-March show that (1) fear increases
consent to voluntary data disclosure, (2) fear increases consent to legally obliging
data disclosure directly and indirectly by fostering distrust in others, and (3) trust
in the government increases voluntary and legally obliging data disclosure.

Keywords: Data privacy · Fear · Trust · COVID-19 · Data disclosure

1 Introduction

In early 2020 the world started to change in the face of the coronavirus. While in certain
regions of China the firstmass quarantines and the cancellations of theChineseNewYear
celebrations have already been ordered in January [36], many Western nations imposed
major restrictions especially in March as a response to the exponentially rising infec-
tion numbers: Italy locks its borders and closes all schools and universities [43], France
introduces a curfew in which citizens are not allowed to leave their homes without a
respective certificate [45]. U.S. President Trump declares a national state of emergency
[8] and the Dax faces its highest loss since the September 11 terrorist attacks [20]. Ger-
many, like many other countries, decrees the drastic restriction of social contacts and
closes down gastronomy and certain service companies [9]. Spain even closes all “non-
essential businesses” [29]. In times of crisis, the state is expected to take action. In most
Western democracies, governments restricted basic citizens’ rights, though little protest
resulted; citizens likely were apt to think that security comes first. In a pandemic crisis,
different rules seem to apply—but is this the case even for data protection? Although
international politicians have addressed the crisis in various ways, one measure was
popular: the use of public information to control the spread of the virus. Some states
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seem to put safety first and insisted on state supervision of all citizens, whereas others
relied on voluntary approaches. In Taiwan, for example, people entering the country
were monitored by their mobile data to ensure that they were complying with the quar-
antine. South Korea had authorities record location data of infected people using GPS
tracking and compare their movement with credit card transactions and images from
video surveillance. Israel allowed its secret service to analyze mobile phone data of
millions of users to track movement flows. In Germany, Deutsche Telekom transmitted
a one-time set of mobile data to the Robert Koch Institute (RKI) in mid-May to analyze
the spread of the virus [42]. The German Minister of Health recommended continuous
tracking of citizens’ location data to identify people who came in contact with infected
people. However, after criticism from data protectionists and the German Minister of
Justice, a draft for a law to this effect was stopped [19]. Similar to Singapore, Germany
then followed a voluntary approach [39]. A perquisite for this approach was that users
voluntarily disclose their data. At the time this paper was prepared, the discussion in
Germany concerned in particular the voluntary sharing of location and health data. The
current solution, a Bluetooth-based app without location data, was not considered at that
time.

An examination of South Korea, for example, shows that the use of data could
indeed have the potential to contain the virus. Although South Korea is democratically
governed and, as of this writing, could avoid a lockdown, the spread of the virus is
widely controlled. In addition, scientists of the German Academy of Natural Scientists
Leopoldina explicitly recommend the use of data [25]. However, despite its apparent
potential, the use of data to contain the virus remains internationally controversial from
a data protection standpoint. Data protectionists warn that tracking data during the crisis
endangers people’s privacy far beyond the pandemic crisis period [2]. E.g., location data
can serve as a diagnostic measure of sensitive individual attributes such as religious or
political views and possible health concerns [15]. The European Union has therefore
classified location data as “personal data” in the General Data Protection Regulation. In
the course of the 2020 pandemic crisis, it is striking that a majority of governmental data
collection measures are discussed ad hoc and implemented in the middle of a global
emergency, a time when people may be fearing for their health, the health of loved
ones, and consequences for the public. Data protection advocates warn that governments
might use the crisis to realize measures of data collection and state surveillance that they
may not have been able to enforce outside the exceptional situation [4]. Would protests
have been greater if these measures were discussed outside the crisis, considering that
preferences change when experiencing fear [26, 27, 46]?

With regard to their safety, citizens face a trade-off: If they make use of the state’s
voluntary services and thereby disclose their data, the virus can be better controlled
without state violation of privacy rights. However, individuals cannot know if a sufficient
number of people will comply with these voluntary services to control the virus. Are
people willing to take that risk? Or, in times of crisis and fear, do they prefer mandatory
data sharing of all citizens to ensure safety? If so, the virus may be better controlled, but
the government will violate fundamental privacy rights by surveilling citizens’ location
without prior individual consent. This paper aims to contribute to a better understanding
ofwhat drives preferences of the potentially harmedparties in this trade-off—the citizens.
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The study is carried out in the context of the 2020 pandemic crisis with German citizens
with regard to location data tracking. In this paper I examine how individuals may prefer
data sharing over privacy, and in particular whether German citizens are more likely to
agree to voluntary or mandatory data sharing to the state if their goal is to ensure safety.
I therefore pose the following research question:

RQ: How do fear and trust influence the willingness to disclose personal data to the
state in order to promote public health in a pandemic crisis?

2 Theoretical Background and Research Model

Literature suggests that the individual decision to disclose data is based on a cost–effec-
tiveness analysis, such that data are released if the expected positive outcomes exceed
the costs (i.e., the privacy risk). This logic also applies to the disclosure of location data
[10]. Researchers have investigated how the willingness to self-disclose location data
varies with the nature of the generated benefit. They distinguish between “symbolic”
or “hedonic” benefits (e.g., additional values such as better service, personalization of
offers) and “utilitarian” benefits (e.g., goods, monetary advantages) [41, 47]. However,
extant literature on the disclosure of data based on a privacy calculus neglects crucial
particularities of a pandemic crisis. First, the benefit a person gains by voluntary disclos-
ing his or her location is uncertain and delayed. In this situation, whether someone gains
an advantage from data disclosure depends on the behavior of others [6]. In this paper’s
scenario, the spread of the virus can only be controlled without governmental coercion
if a sufficient number of people voluntarily disclose their location. Second, the benefit
is of varying value for each person in a pandemic crisis. The added value depends on
what negative consequences a person anticipates if the spread of the virus cannot be con-
trolled. These particularities reveal a social dilemma: If all citizens voluntarily disclose
their location, the spread of the virus can be controlled better, and government coercion
is avoided. However, every citizen has an incentive to deviate and to benefit from virus
control without restricting his or her privacy. Without control of the virus, people are
worse off than if they had cooperated. State surveillance of location data without prior
consent of the citizens would solve this dilemma. However, state surveillance alsomeans
the government violates citizens’ basic privacy rights. This study builds on literature that
takes the perspective of a privacy calculus to analyze the decision to disclose data. How-
ever, to examine the extent to which citizens prefer their privacy rights to be violated by
the state in a pandemic crisis for the sake of safety, the study also focuses on literature
on social dilemmas, especially on psychological factors of decisions in “give-some”
dilemmas and public good games with imperfect information and uncertainty.

Uncertainty and Trust. Extensive literature has examined interpersonal factors asso-
ciated with cooperation in public good dilemmas. One factor of consensus is trust.
Individuals who trust others show higher rates of cooperation than individuals with low
trust in others [7, 23]. Trust is especially relevant in decisions under uncertainty [48].
Respondents in this survey evaluated their consent to state surveillance with imperfect
information and under two types of uncertainty: environmental uncertainty (i.e., uncer-
tainty about the situation and conditions for obtaining the public good) and social uncer-
tainty (i.e., uncertainty about the decisions of others) [33]. The current study focuses on
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social uncertainty. The common favorable outcome will be achieved if the virus spread
is better controlled through location tracking without state coercion. Whether control
is realized depends on socially uncertain decisions of two groups, fellow citizens and
government officials, as it is uncertain whether fellow citizens would consent to volun-
tary data disclosure and whether government officials would use location data only to
actually control the spread of the virus. Considering the role of trust in making decisions
under uncertainty, this discussion leads to the following hypotheses about the effect of
trust on a citizen’s consent to be voluntarily surveilled by the state:

H1a: Interpersonal trust (T ip) increases consent to voluntary data disclosure to the state
(Cvd).
H1b: Trust in the government to actually use the data to control the spread of the virus
(Tgov) increases consent to voluntary data disclosure to the state (Cvd).

A review of the literature also leads to competing hypotheses about the effect of inter-
personal trust on the consent to legally obliging data disclosure. People are often willing
to accept personal disadvantages and even prefer institutions that monitor cooperation so
that the common good can be promoted [14, 18]. If others are trusted to jointly achieve
the control of the virus spread through voluntary cooperation, state coercion becomes
obsolete and illegitimate. If others are not trusted, state coercion may be preferred to
ensure cooperation and safety.

H2a: Interpersonal trust (T ip) decreases consent to legally obliging data disclosure to
the state (Cod).
H2b: Trust in the government to actually use the data to control the spread of the virus
(Tgov) increases consent to legally obliging data disclosure to the state (Cod).

Payoff Levels and Group Identity. Research in which experimenters have manipu-
lated payoff levels shows that unequal payoffs influence cooperation [22]. In a pandemic
crisis, payoff levels are determined by the real-world situation, in which payoffs are not
only uncertain but also unequal. Individuals benefit in varying degrees from a controlled
virus spread. Similarly, the negative consequences for individuals vary if the spread of
the virus is not controlled. In the context of the current study, survey responses indicate
that fear of the consequences of the novel coronavirus determine the perceived pay-
off level. When making decisions, people’s brains are configured to divide people into
“us” and “them” [17] and they work in a dual process: fast (i.e., based on gut feeling
and intuition) and slow (i.e., analytically and rationally). Judgment based on gut feel-
ing increases intragroup cooperation but leads to an in-group-preferential bias. People
especially judge intuitively in situations with imperfect information and under uncer-
tainty, such as the 2020 pandemic crisis [44]. Thus, people may perceive a payoff level
differently, depending on which group profits from it. In public good games, too, the
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willingness to cooperate depends on the group affiliation of the players. If the out-group
profits more from a good than its own group, the cooperation rate decreases [6, 34]. The
following hypotheses on the influence of unequal payoffs on the consent to surveillance,
therefore, differentiate between two groups: the in-group, one’s self and closest people,
and the out-group, the country’s population.

H3a: Fear (Fin/Fout) increases consent to voluntary data disclosure to the state (Cvd).
Fear for self and closest people (Fin) has a greater impact than fear for the population
(Fout).
H3b: Fear (Fin/Fout) increases consent to legally obliging data disclosure to the state
(Cod). Fear for self and closest people (Fin) has a greater impact than fear for the
population (Fout).

The Interplay of Fear and Trust. Literature on cooperation shows an interplay of fear
and trust. For example, researchers examined high and low trusters’ responses to fear in
a public good dilemma and found that when fear is present in a game, people with a high
level of trust cooperate more than people with a low level of trust [34]. However, fear in
this research refers to the possibility of not receiving a payoff despite cooperation. In the
context of a pandemic crisis, fear rather is an indicator for the perceived consequences
if the virus is not controlled. As described, the negative consequences of the novel
coronavirus are not only uncertain but also unequal. To cover this particularity, the current
study follows the argumentation of the security dilemma, whose original concept has
been further developed for current global security challenges (e.g., the cyber security
dilemma) [3, 21]. The security dilemma suggests that states achieve the highest level
of security if all states cooperate, but in the real world they do not, because they have
incentives to defect. The more a state fears the consequences of defection, (1) the greater
the state’s incentive to join a larger entity and (2) the greater its distrust in other states.
States that can afford a zero payoff have greater trust in others and cooperate more often.
In terms of the pandemic crisis, this means that people who greatly fear the consequences
of the novel coronavirus can less afford to let the virus spread, and thus can less afford
to trust others and are more inclined to consent to regulated surveillance.

H4a:Fear (Fin/Fout) indirectly decreases consent to voluntary data disclosure to the
state (Cvd) by decreasing interpersonal trust (T ip).
H4b: Fear (Fin/Fout) indirectly increases consent to legally obliging data disclosure to
the state (Cod) by decreasing interpersonal trust (T ip).

Figure 1 presents a graphic depiction of the research model.
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Fig. 1. Research model

3 Method

Data Collection and Sample Description. The data were collected via an online sur-
vey in the period fromMarch 18 toMarch 29, 2020,when the pandemic crisis inGermany
intensified such that the increase in infections changed from moderate to exponential.
While the first person in Germany died of COVID-19 on March 8, approx. three weeks
later, on March 31, there were already 584 reported deaths [38]. Also, the number of
new infections per day reached the first wave’s peak during the survey period on March
28 with 6,294 newly infected persons [38]. There was heated political and public debate
on possible government measures. The German government implemented many actual
measures during the course of the survey, such as the drastic restriction of social contacts
and the closing of gastronomy and selected service businesses on March 22 [9]. The day
before the survey launched, it became public that the German mobile network operator
Telekom shared a one-time set of mobile phone data of German citizens with the RKI
[42]. At the time of the survey there was no public discussion about the governmental
“Corona-Warn-App” as it exists today. The survey period during the crisis outbreak is
crucial to the significance of this study’s results. During the outbreak, it was still uncer-
tain what measures the state would conclusively introduce and how great the threat of
the novel coronavirus really was to the individual; in short, the period was characterized
by uncertainty. After the outbreak phase, participants’ responses could be influenced by
the extent to which the measures implemented up to that point were effective and what
damage the virus actually caused to individuals. The advantage of surveying during the
outbreak therefore is that the anticipated benefit of location data to contain the virus is
less dependent on country-specific government measures and the development of the
crisis. The study results are therefore more general and allow for better implications.
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Another advantage of surveying during the outbreak is that, due to the increasing state
restrictions on civil rights during that period, participants could assume that the govern-
mentmight actually introduce surveillancemeasures, which contributes to the credibility
and realistic nature of the survey content.

The survey respondents were recruited via social media. To obtain a representative
sample of the German population, the ad was targeted to all users registered on Face-
book and Instagram in Germany. Studies investigating the representativeness of social
media samples for the general population provide contradictory results. While Twitter
and Facebook users in the UK differ from the general population in terms of age, gender
and education, they are representative of values and political behavior [30]. An evalu-
ation of Facebook advertising to generate a representative sample of Canadians for a
health survey concludes that the sample is representative of geography, age and income.
However, the sample was over-representative of women and higher levels of education
[40]. Other scientists compared responses to an online survey on climate change public
opinion between two U.S. samples: one was generated with Facebook ads, one based
on a high-quality online survey panel. Although the social media sample was not rep-
resentative of the U.S. population, the responses were mostly identical to those of the
high-quality sample [49]. Overall, results suggest that using the FacebookAdNetwork to
recruit participants, despite a potential lack of representativeness, is suitable for querying
population-level public opinion.

The call to participate in the survey appeared in various ad formats such as a “spon-
sored story” and “sponsored post”. The users to whom the ad was displayed were ran-
domly selected. Randomization was implemented by deactivating the Facebook feature
of displaying ads optimized for cost efficiency. The survey advertisements were dis-
played to a total of 40,584 German users (on average 1.15 times per user) on Facebook
and Instagram. Of these people, 2,705 clicked on the survey link and were redirected to
the survey’s introductory text (click rate of 6.67%). 1,253 people have started to actu-
ally fill out and 1,156 completed the survey (dropout rate of 7.74%). Participation was
voluntary and not compensated. Respondents were randomly assigned to one of two
survey versions, which differed only in the dependent variable (Cvd /Cod). Responses
from individuals were excluded from the data set if (1) they answered the survey in less
than a minute, (2) answers indicated random clicking (maximum or minimum values
selected for all answers), (3) they were under 18 years of age, or (4) they submitted
unrealistic answers (e.g., age over 100 years).

In total, 889 participants answered all survey questions without exceptions and irreg-
ularities. Data provided by this group serve to test Hypotheses 1–4. The sample consists
of 62% female, 29% male, and 1% diverse-gendered respondents, with 9% preferring
not to answer. The median age of the respondents is 37 years, with the youngest being
18 years and the oldest 75 years. The majority of the respondents has high vocational
training (26%) or a school diploma (21%), followed by a graduate degree (17%). 36% of
the respondents, in approximately equal parts (between 6% and 9%), reported attaining
less than a high school diploma, having attended college, having a bachelor’s degree, or
not fitting into any of the answers, and 4%of the participants preferred not to answer. The
mean net annual income of the respondents is “15,001e to 25,000e” (minimum “less
than 5,000e”, maximum “more than 100,000e”). Respondents indicated their political
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views on a slider from 1 (“left”) to 20 (“right”). The mean political view is 8, thus
skewing slightly more left.

Measures. All independent (Tip, Tgov, Fin, Fout) and dependent (Cvd, Cod) variables
were measured using a 1–20 slider. The language to measure the variables fear, consent,
and trust in government is based on Awad et al.’s German question items in the “Moral
Machine Experiment” [1]. These items used the wording “To what extent…” on a slider
with extreme point labels of “very little” and “very much” and were modified from
the original version to fit the context of a pandemic crisis (pretested with five people).
The variables on interpersonal trust (Tip) and political views were collected using the
original wording of the German socio-economic panel. The control variables for gender,
education, net annual income, and age were adopted from Awad et al. [1] without any
modifications. To control for possible influences by daily events, timing of participation,
coded in 12-h intervals from 1 to 20, serves as an additional control variable. Screenshots
of the online questionnaire are available at this link: https://tinyurl.com/yxct485u.

4 Data Analysis and Results

Measurement Model. Ordinary least squares (OLS) regressions were used to test
Hypotheses 1–4. Data were checked for various parameters before performing the
regressions. None of the regression models have autocorrelation based on values of
the Durbin–Watson statistic. Pearson correlation coefficients used to check for possible
multicollinearity indicated that all variable correlation coefficients are lower than .7; the
highest correlation (.649) manifested between fear for self and loved ones and fear for
the population. All other correlations are below .355. Graphical visualization confirmed
variance equality and normal distribution of the residuals. Two regression models served
to test Hypotheses 1–3: Model 1 uses consent to voluntary data disclosure (Cvd), and
Model 2 uses consent to state surveillance (Cod) as the dependent variable. C is a vec-
tor of variables, including age, education, income, political views, gender, and day of
measurement as baseline conditions.

Cvd = β0 + β1Fin + β2Fout + β3Tip + β4Tgov + β5C + ε. (Model 1)

Cod = β0 + β1Fin + β2Fout + β3Tip + β4Tgov + β5C + ε. (Model 2)

A third set of regression models served as a mediation analysis to test Hypotheses 4a
and 4b.Mediation is considered present when the following four conditions are met [28]:
First, the fear variable (Fin/Fout) has a significant effect on consent to voluntary data
disclosure (Cvd) in Eq. 1. Second, the fear variable (Fin/Fout) has a significant effect on
themediator variable interpersonal trust (Tip) in Eq. 2. Third, in Eq. 3 (identical toModel
1) the mediator variable Tip has a significant effect on Cvd , and fourth, the coefficient
of β1 and the coefficient of β2 must be smaller in absolute terms in Eq. 3 than in Eq. 1.
The mediation for consent to state surveillance (Cod) is identified analogously (Eq. 3
identical to Model 2).

Cvd = β0 + β1Fin + β2Fout + β3Tgov + β4C + ε. (1)

https://tinyurl.com/yxct485u
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Tip = β0 + β1Fin + β2Fout + β3Tgov + β4C + ε. (2)

Cvd = β0 + β1Fin + β2Fout + β3Tip + β4Tgov + β5C + ε. (3)

Table 1. Results of OLS analyses
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Structural Model and Hypotheses Testing. Table 1 summarizes the OLS testing
results. H1a predicted a positive relationship of interpersonal trust (T ip) and consent
to voluntary data disclosure. Regression results are not significant; thus, H1a is not
supported. By contrast, interpersonal trust and consent to state surveillance show a
significant, negative relationship, in support of H2a. Trust in government significantly
increases both consent to voluntary data disclosure and consent to state surveillance, in
support of H1b and H2b. Fear for self and closest people significantly increases consent
to voluntary data disclosure, while fear for the public does not. Although H3a suggested
an influence of fear for both the in-group and the out-group, the influence of in-group
fear was expected to be stronger. Thus, H3a is considered supported. In line with H3b,
fear for self and closest people and fear for the public significantly increase consent to
legally obliging data disclosure; however, fear for the public has a higher impact than
fear for self and closest people, thus offering only partial support for H3b.

Fig. 2. Summary of hypothesis testing. Notes. Goodness of fit, mean, and unstandardized signif-
icant coefficients are shown. p-values are reported as follows: *p < .05; **p < .01; *** p < .001.
Dashed lines indicate no significance.

Mediation analyses using several regressions according to MacKinnon et al. [28]
offer further results. H4a predicted that fear would indirectly decrease consent to vol-
untary data disclosure by decreasing interpersonal trust. As interpersonal trust has no
significant impact on consent to voluntary data disclosure, mediation according to H4a is
not supported. H4b predicted that fear would indirectly increase consent to state surveil-
lance by decreasing interpersonal trust. For fear for self and closest people, all four
conditions are met. First, fear (Fin) increases consent to state surveillance in Eq. 1
(β1 = .194, p = .007). Second, fear (Fin) decreases interpersonal trust in Eq. 2
(β1 = .232, p < .001). Third, interpersonal trust decreases consent to state surveil-
lance in Eq. 3 (β1 = .160, p = .010), and fourth, β1 is smaller in Equitation 3
(Model 2) than in Equitation 1. Thus, fear (Fin) indirectly increases consent to state
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surveillance by decreasing interpersonal trust. Fear for the public does not indirectly
increase consent to state surveillance by decreasing trust, as condition 2 is not met
(β2 = −.095, p = .127). Therefore, mediation according to H4b is supported for
in-group fear. Figure 2 summarizes the significant variable relationships.

5 Discussion

The regression results confirmH1b, H2a, H2b, H3a and partially H3bandH4b. In summary,
the main testing results are: (1) higher interpersonal trust is associated with less consent
to voluntary data disclosure to the state, (2) trust in the government to actually use the
data to control the virus spread increases both, consent to voluntary and mandatory data
disclosure to the state, (3) fear for self and closest people increases consent to voluntary
data disclosure, but fear for the public does not, (4) both, in-group and out-group fear
increase consent to legally obliging data disclosure to the state, (5) in-group fear further
increases consent to state surveillance indirectly by decreasing interpersonal trust.

Limitations of the results stem from the country-specific survey. Although it is ben-
eficial that data were collected during the outbreak of a crisis, specific daily events in
Germany and cultural particularities such as the statutory health insurance systemmight
have influenced the results. Moreover, results would have been more conclusive if the
survey had additionally been conducted before the pandemic. This would allow a direct
comparison of the fear and trust levels of the two survey dates and would provide clear
insights of how consent preferences change while experiencing fear. It may be useful to
conduct a repeating survey after the pandemic has abated, but it would remain unclear
how responses would be affected by the lasting shock and country-specific measures.
In addition, data are based on stated rather than revealed preferences, i.e., there may be
discrepancies in the results if people actually had to share their location data. For ethical
reasons, it was deliberately avoided to ask individuals to actually disclose their location,
as their data would not have actually been used to contain the coronavirus.

Despite those limitations, the findings indicate that the perception of fear affects how
people decide on sharing their personal data in a global crisis. It is therefore ethically
questionable when people have to make the decision to disclose personal data within
a crisis. Governmental officials should initiate the discussion about the handling of
personal data in the context of crisis management in advance.

In fact, there have been several stakeholders who have called for a planned approach
to handle personal data in crisis management in recent years. International scientists
have dealt with the trade-off between security and privacy in crises in various studies.
The studies often referred to terrorist crises and disaster control, but the results and
political implications can easily be transferred to health crises. For example, Davis and
Silver [5] find that a threat to national or personal security contributes significantly to
people renouncing their civil rights. The greater the threat, the less people support civil
democratic freedom. Pavone and Esposti [35] add that public opinion on surveillance
technology is influenced not only by the need for security, but also by the context inwhich
the surveillance technology is implemented. In an exploratory study of the willingness
of German citizens to reduce their online privacy in favor of security in times of crisis,
Reuter et al. [37] identify a cooperative group that would only do so at certain conditions.
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Researchers further suggest that measures concerning security and privacy should be
decided with some time lag from the crisis itself. If not, overhasty decisions might
unnecessarily restrict the freedom of citizens [16, 33, 37]. Despite varying methods and
contexts, existing research results support those of this study. The coronavirus-induced
crisis is a special situation inwhich decisions are potentiallymade differently than before
or after the crisis.

Parts of the political arena have pushed the discussion about the protection of privacy
in recent years. For example, the European Union invested billions of euros in security
research in the early 2000s [11, 12]. These investments included the research project
PRISMS, which ran from 2012 to 2015 and conducted a comprehensive survey of public
opinion on the trade-off between privacy and security. The aim of the project was to
formulate a decision-support-system to guide the ethical political handling of the trade-
off [13]. Nonetheless, there has been no uniform European regulation at the outbreak of
the corona crisis. In Germany, too, some politicians recognized the importance of data
privacy ahead of the crisis, including Volker Kauder, the parliamentary party leader of
the CDU, Stefan Brink, the state data protection commissioner, and Sabine Leutheusser-
Schnarrenberger, the federalminister of justice.AlsoBurkhardHirsch andGerhart Baum
have been fighting for the protection of basic privacy rights and for a surveillance-free
society for many years [e.g., 24]. But in Germany, too, there has been no pre-determined
regulation on howpersonal datamay be used to foster security in the event of a crisis – yet
the 2007 LÜKEX report has even identified corresponding deficiencies. The report is
the result of a nationwide pandemic crisis management audit with the aim of optimizing
governmental and public crisis management. The report identifies an extensive need for
action in the area of “prevention” and demands a specification of legal provisions and
exception regulations. In 2007, the handling of data had not been subject of the report.
However,when concretizing preventionmeasures in response to the report, policymakers
could easily have taken the handling of data into account in the following years. It
remains ambiguous why the German government not only failed to respond to identified
shortcomings, but also kept the report secret for a considerable time.

In contrast to other countries, Germany ultimately refrained from collecting personal
data and relied on a voluntary solution based on the “Corona-Warn-App”. However, it
is a fact that monitoring of location data was at least considered. And indeed, in the
middle of the second infection cycle, voices from industry and politics are once again
calling for restrictions on data protection in order to make the “Corna-Warn-App” more
effective. As Michael Hüther, Director of the Institute of the German Economy, says, "It
is difficult to understand that while many basic rights are naturally infringed upon in the
fight against the pandemic, data protection becomes a sacred cow” [31]. Other politicians
like Dorothee Bär and Dieter Janecek prefer to maintain the population’s willingness to
cooperate through trust in the government. According to the results of this study, this
might be a winning strategy: trusting the government to use the data correctly increases
the willingness to share data by using voluntary solutions. If enough people make use
of the voluntary offer, the virus spread might be controlled without violating individual
privacy. In any case, the resurgent discussion reinforces the importance of the present
results.
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Overall, exceptional governmental power in a crisis is reasonable in terms of national
security measures. A crisis is an extreme situation in which restrictions and violations
of personal rights may under certain conditions be appropriate to protect the public.
Restrictionsmay affect economic, cultural and private domains - including the restriction
of privacy through theuse of personal data.Nevertheless, the results of this study illustrate
- in light of relevant studies from other disciplines - that the context in which decisions
to restrict privacy are made matters significantly. Decisions in the trade-off of security
and privacy must not be forced in the middle of a crisis, both on a political and individual
level.

6 Conclusion

This paper examined the role of fear and trust in consenting to disclose data to the
state. During the 2020 pandemic crisis many states proposed data collection measures to
contain the coronavirus without ever having discussed these measures transparently in
advance. The timing of the governmental data collection could imply ethical concerns,
as individual consent might change while experiencing fear. I conducted a survey during
the outbreak of the 2020 pandemic in Germany in mid-March. Results show that fear
indeed correlateswith consent:Voluntary data disclosure depends on howanxious people
are about themselves and their loved ones. When consenting to legally obliging data
disclosure, fear plays an even greater role. Not only does fear for oneself, loved ones,
and the public increase the consent to legally obliging data disclosure, but it also promotes
consent by fostering distrust in others.

Despite some limitations, the results allow the conclusion that fear for oneself and
others, as well as trust in others and in the state, play an important role in a global health
crisis when it comes to disclosing personal data. In Germany, location tracking was
hotly debated, but ultimately not carried out. The initial discussion, the data collection
measures in other countries and the insights of this paper, however, show the need
for defining how personal data shall be handled in crisis situations. If not, the state
might violate important individual privacy rights. The public should be involved in
this discussion in advance, not in the midst of a crisis while experiencing fear. The
findings of this paper contribute to a better understanding of the relevance of timing
when states collect personal data. Politicians and researchers should take a closer look
at the various factors that can influence the citizens’ consent to data disclosure in crises
so that regulators can handle and collect personal data in the public’s best interest.

A follow-up study is currently in progress and will compare the levels of fear, trust
and consent to voluntary and mandatory disclosure of personal data during the first
and second infection cycle of the coronavirus. The corresponding online experiment has
been conducted at the end of October 2020 and contained identical questions as inMarch
2020 – with one crucial extension: Participants have randomly been primed on content
of the recent public debate on how data shall be used in order to control the corona
virus spread in Germany. Differences between the experimental groups will allow to
draw conclusions as to whether the recent debate has changed citizens’ consent to data
sharing in the context of a pandemic crisis.



260 K. Hillebrand

References

1. Awad, E., et al.: The moral machine experiment. Nature 563(7729), 59–64 (2018)
2. Becker, K.: Mit Apps gegen die Pandemie? Tagesschau. https://www.tagesschau.de/inland/

coronavirus-forschung-bab-101.html. Accessed 13 Apr 2020
3. Buchanan, B.: The Cybersecurity Dilemma: Hacking, Trust, and Fear between Nations.

Oxford University Press, New York (2016)
4. Chaos Computer Club: Geplante Corona-App ist höchst problematisch. Chaos Com-
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Abstract. InMarch 2020, many organizations requested their employees to work
from home to reduce their employees’ risk of a COVID-19 infection. Research
has suggested that working from home increases perceived stress due to blurring
boundaries between work and private life. We examine whether this finding also
holds for “enforced working from home” (EWFH) due to COVID-19 based on a
four-week diary study in April and May 2020 with 37 participants from a German
university. We suggest psychological detachment and communication overload as
explaining variables for the relationship between EWFH and perceived stress. Our
data show that EWFH leads neither to an inability to detach nor to communica-
tion overload. Similarly, EWFH does not increase participants’ stress level. The
findings show that working from home is a viable option for the future and that
specifics of the EWFH setting, such as wide organizational support, can improve
the working from home experience.

Keywords: COVID-19 ·Working from home · Diary study · Perceived stress ·
Psychological detachment · Communication overload · Individual focus time

1 Introduction

Information and communication technologies (ICT) have enabled knowledge workers
to work anytime and anywhere. Working from locations other than the physical office
has been possible since the advent of personal telecommunication technology [1]. While
working from home or at clients’ sites has been popular among technology and man-
agement consultants, other professions have mostly worked from the physical office. In
2014, only 22% of German employees worked at least partly from home [2]. Insuffi-
cient technical equipment, companies’ concerns about reduced productivity because of
less social and informational exchange with colleagues and supervisors, as well as the
manager’s willingness to allow working from home are among the strongest predictors
for the number of employees who work from home [2, 3].

At the beginning of the COVID-19 pandemic, governments mandated social dis-
tancing policies. Organizations had to send most of their employees to work from home
to reduce the infection risk [4], resulting in “enforced working from home” (EWFH)
[5]. One third of all employees in Germany worked from home at the beginning of the
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pandemic in April 2020 [6]. First survey studies on the impact of EWFH show that this
change has provided a welcome acceleration of the digitalization of work as techni-
cal equipment [7]. Moreover, policies and routines needed for digital work have been
developed in days rather than years [5, 6]. Remarkably, employees feel more productive
and less stressed [6, 8]. These initial findings contradict prior literature suggesting that
working from locations other than the office increases perceived stress [9] by blurring
boundaries between work and private life [10].

Our study contributes to the emerging body of research in information systems
studying the behavioral, societal, and organizational aspects of COVID-19 [11]. Our
research question is:How does enforced working from home due to COVID-19 influence
knowledge workers’ perceived stress?

To identify factors that explain why employees might experience stress during
EWFH, we consult the academic literature for variables that mediate the influence of
working from home on perceived stress. We acknowledge that various factors might
work as mediators for the relationship between EWFH and perceived stress. However,
for the scope of this paper, we focus on psychological detachment [12] and commu-
nication overload [13] as explanatory variables for two reasons: (1) EWFH requires
increased work-related ICT use, which has been found to result in an extended availabil-
ity to work [14]_. Due to technology-enabled prolonged working hours, we expect that
work spills over to private life, resulting in difficulties to detach from work. (2) Recent
studies found an increased volume of electronic communication during EWFH [6, 8].
It has been suggested that employees might compensate the lack of physical visibility
by increased electronic communication with colleagues and managers [15]. When the
amount of electronic communication exceeds communication needs, employees can suf-
fer communication overload. To account for the differences between EWFH and prior
working from home arrangements, we consider additional worries about the COVID-19
pandemic.

To answer our research question, we conduct a mixed method diary study with
employees from a German university during the early phase of the country’s lockdown
in April and May 2020. Our study contributes to the growing body of knowledge that
examines the effects of EWFH due to COVID-19 on employees’ well-being [6]. In
particular, we quantify towhich extent the two factors (1) perceived ability to detach from
work during non-work hours and (2) communication overload predict the emergence of
stress in the COVID-19 situation. Our findings inform the future organization of work
that is developing based on the reflections of the pandemic.

The remainder of the paper is as follows: At first, we describe related work regarding
(enforced) working from home and perceived stress, psychological detachment, and
communication overload. After that, we describe our study design and results. Then, we
discuss the findings against the backdrop of recentCOVID-19 studies. Before concluding
our paper, we consider limitations and avenues for future research.
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2 Theoretical Background

2.1 (Enforced) Working From Home and Stress

Working from home is a specific case of telecommuting or telework, which is “a flexible
work arrangement that allows employees, usually with the aid of electronic communi-
cation devices, to accomplish their work in various locations instead of a fixed, central
worksite” ([16], p. 386). This way of working was introduced in the last quarter of the
20th century to decrease real-estate costs and air pollution, and allow for a healthy work-
family balance [3]. In the context of working from home, employees do not work from
various locations but from their homes. Due to the wide distribution of mobile devices
and ICT,working from anywhere is easier than ever before [17]. However, while research
on general telework is extensive, the specific context of working from home has been
researched only to a limited extent and has been equated with telework (e.g., [5]). Our
study examines whether the empirical findings regarding telework hold for the working
from home environment and specifically for EWFH due to the COVID-19 pandemic.

Academic research on telework has yielded ambivalent results when examining its
effects for employees [18].Main benefits comprise increased productivity and autonomy,
balanced work and private life, reduced commute, reduced overheads for employers, and
an increased skill base [19, 20]. Reported problems are, amongst others, social isolation,
presenteeism, lack of support, career disadvantages, blurring boundaries between work
and private life, and technostress [19, 21].

The negative effects of telework have been complemented by research on ICT-
enabled working from home, such as extended availability for work after work hours
[22], increased work-life conflict [23, 24], as well as role overload and stress [10, 25].
We expect EWFH to exacerbate these adverse effects as EWFH also impacts employees
not having prior experience with working from home. Those employees “have to cope
with rapid and fundamental changes in the nature of work environments and they are
required to keep pace with technological changes.” ([26], p. 141). Therefore, our first
hypothesis is:

H1:EWFH due to COVID-19 increases daily perceived stress.

2.2 Psychological Detachment

Blurred work-life boundaries because of the increased use of ICT for work explain the
negative effects of working from home on employees’ health and well-being [21, 25].
Employees are extensively tied to work through work-related ICT [27]. They continu-
ously face the stressors inherent in their work, which impedes their ability to recover
[28] and increases their stress level [29]. Recovery research has positioned psycholog-
ical detachment as a mediating factor for the relationship between work-stressors and
employees’ stress levels [12]. Psychological detachment means “refraining from job-
related activities and mentally disengaging from work during time off the job” ([12],
p. 72). The ability to detach has gained importance in modern, distributed work envi-
ronments, especially in working from home [30]. A collocation of work and private
domains renders gaining mental distance from work difficult due to the lack of physical
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boundaries [25]. While in physical work settings employees can leave work behind by
leaving the office and shutting the door, working from home means that work is always
present, for example, when seeing the laptop sitting on the kitchen desk. Since ICT allow
employees to receive and sendmessages anywhere and at any time, managers and clients
expect an extended availability [31]. Thus, ICT use for work impedes employees’ ability
to detach, increasing their stress levels [14].

In the situation of EWFH due to COVID-19, employees know that everyone works
from home so that strict office times are obsolete. Work is only “one click away” for
everyone, blurring the boundaries between work and private life. As clear boundaries
cease to exist, employees might be less confident in their ability to detach from work.
Accordingly, our second hypothesis is:

H2:Daily perceived detachment ability mediates the relationship between EWFH and
daily perceived stress.
H2a:EWFH decreases daily perceived detachment ability.
H2b:Daily perceived detachment ability decreases daily perceived stress.

2.3 Communication Overload

Electronic communication bridges physical distance. It enables collaboration between
employees at different locations [32], rendering it necessary while working from home
[27]. In general, employees have different needs for communication volumes depending
on their role. These needs range from lowvolumes for “silentworkers” to intense volumes
for “communicators” [33]. Before the COVID-19 pandemic, employees often worked
from home to complete tasks that benefit from uninterrupted work [34]. This specific
mode of work has been labeled as “deep work” or, more commonly used, “focus time”:
episodes of distraction-free individual focus [35].

During EWFH, working from home serves another primary purpose. It is no longer
a location designed for the specific mode of individual focus work but the default
work location. As EWFH limits physical, in-person communication, we conjecture that
employees compensate for this limitation by drawing more intensively on electronic
communication. To facilitate electronic communication, organizations use enterprise
collaborations platforms, such as Microsoft Teams, more extensively during EWFH
[7, 36]. Although the use of such platforms enables seamless collaboration, it can also
increase employees’ overall communication volumes. When employees spend too much
time in communicative episodes and do not have enough time for individual focus
work, they experience lower performance and reduced well-being [37]. Research has
demonstrated that toomuch electronic communication increases employees’ stress levels
[38, 39].

To operationalize being overloaded with electronic messages, we use the construct
communication overload [13], which is defined as “a measure of the extent to which, in
a given period of time, an organization’s member perceives more quantity, complexity,
and/or equivocality in the information than an individual desires, needs, or can handle
in the process of communication” ([40], p. 8 as cited in [41], p. 2). Hence, our third
hypothesis is:
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H3:Daily communication overload mediates the relationship between EWFH and daily
perceived stress.
H3a:EWFH increases daily communication overload.
H3b:Daily communication overload increases daily perceived stress.

Our research model, including all hypotheses, is illustrated in Fig. 1.

Enforced Working 
From Home

Daily Perceived 
Detachment Ability

Daily Perceived 
Stress 

Daily 
Communication 

Overload 

H2a: - H2b: -

H3b: +H3a: +

H1: +

Fig. 1. Research model

3 Method

3.1 Procedure and Participants

We recruited our study participants via a mailing list comprising all staff members of
the business and economics faculty at a large German university. Our sample consisted
of knowledge workers because most of them worked in research and teaching (see
Sect. 4.1), tasks that require a high amount of intellectual work. These employees exert
autonomy regarding when and how they work, mainly restricted by external deadlines
resulting from projects or publication processes. The university allowed employees to
work from home before the COVID-19 pandemic, depending on individual agreements
with supervisors. Most of the study participants had the technical equipment required
for working from home, such as laptops, before the pandemic. However, 38% had never
and only 5% had regularly worked from home before. Their job often required them
to collaborate with (international) colleagues so that 70% had used at least one video
conferencing tool before the pandemic. Our sample displayed an increased number of
meetings in the firstweeks of the pandemic. In the firstweek of our study, 60% reported to
have 1–2 additional meetings and 32% reported to have more than 3 additional meetings
per week compared to the time before the pandemic. These numbers remained stable
throughout our data collection period.

We collected the data between April 28 and May 21, 2020. During this period, the
participants worked from home to reduce infection risk. We collected the data via online
questionnaires. The first questionnaire included questions regarding demographics, fam-
ily and living situation, previous working from home experience, and experience with
electronic collaboration tools. Furthermore, we included the control variables of Sense
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of Coherence (SoC) and attitude towards IT. In the end, participants entered their email
address in case they wanted to go on with the study.

Participation in the study was voluntary. 55 participants filled out the first question-
naire. We ensured anonymity by developing a personal code in the first questionnaire,
which allowed no identification of the email address. A link to the consecutive question-
naireswas sent to the participants twice aweek (Tuesday andThursday). The participants
were requested to fill out the questionnaire on the respective day at the end of their work.
In each questionnaire, participants had to indicate whether their working situation had
changed (percentage of working from home, tasks, technical equipment). We chose the
diary design to examine whether the employees adapted to working from home. Com-
pared to other diary studies that usually examine one week (e.g., [42, 43]), we chose a
long period of four weeks to account for changes in the recommendations and decrees
of the federal state government. Indeed, after two weeks, the government relaxed the
restrictions, which we captured with additional questions. In total, 37 participants filled
out the first questionnaire, and at least five of the eight diaries, which comprises the final
sample for our study.

3.2 Measures

The complete questionnaire is available from the authors. All items were in German and
answered on a 5-Point Likert-Scale (1 = strongly disagree to 5 = strongly agree).

Enforced Working From Home was measured through the question “What per-
centage of your work do you work from home in the current situation?” (1 = 0% to 5
= 100%). We controlled for changes in the extent of working from home by asking this
question in each diary entry, however, we did not find any significant changes over the
four weeks. Therefore, we decided to include the aggregate of entries in the analysis.

Daily Perceived Detachment Ability was measured with two adapted items from
the detachment subscale of the Recovery Experiences Questionnaire [44]. We asked our
participants to answer the questionnaire after having finished their workday. Therefore,
the questions captured the perceived ability to detach in the evening instead of the actual
detachment experience, which is usually measured before going to bed. The scale was
adjusted for daily measurement and for measuring the confidence regarding detachment
(e.g., “I am confident that I will forget about work today in my free time after work.”).
Cronbach’s alpha (α) of the scale varied from .862 to .929, with a mean of .902 over the
four weeks.

Daily Communication Overload was measured with four adapted items from the
communication overload scale by Cho et al. [13]. The scale was adjusted for daily
measurements and addressed all electronic communication means (e.g., “Today, I felt
that I had spent too much time on electronic communication (calls, virtual meetings,
emails, chats, SMS, etc.”). α varied from .856 to .946, with a mean of .905.

Daily Perceived Stress was measured with the four-item-version of the perceived
stress scale [45]. The scale was adjusted for daily measurements (e.g., “Today, how often
have you felt that things were going your way?”). α varied from .661 to .896, with a
mean of .804.

Attitude Towards ITwasmeasuredwith two items from the personal innovativeness
in the IT domain scale by Agarwal and Prasad [46] (α = .720).
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Sense of Coherence (SoC) was measured with the 13 item version of the Sense
of Coherence Scale (SOC-13) [47]. Items were answered on a 5-Point Likert-Scale
(1 = never or seldom to 5 = very often) or with the respective anchors (e.g., 1 =
under-/overestimate to 5 = estimate correctly) (α = .784).

Daily COVID-19 Worries were measured to account for additional stressors while
working from home due to the unusual pandemic situation. This self-designed scale
comprised health-related worries, technical and financial worries and worries concern-
ing the working situation (e.g., “Today, I was burdened by the spatial situation of my
workplace.”). Information regarding Principal Component Analysis (PCA) is available
from the authors. α varied from .650 to .819 with an average of .715.

Daily Open Reflectionwasmeasured by an open text field that asked the participants
to reflect on their daily situation (“Please describe how you are feeling today.”). In the
last questionnaire, we also asked for an overall reflection of the four weeks spanning the
study (“If you reflect on the last four weeks in total, what are your take-aways?”). These
reflections provided the qualitative data used in our analysis.

3.3 Analysis

Given the repeated measurements were nested within individuals, we specified a two-
level random intercept model with a random slope for time. The first level consisted
of data at the day level (N = 185–296 study occasions). The second level consisted of
individual persons (N = 37). We applied multi-level analysis with SPSS (version 25).
Predictor variables at the day level (i.e., perceived psychological detachment ability,
communication overload, COVID-19 worries) were centered to the individual mean,
while predictor and control variables at the person level (i.e., SoC, prior working from
home experience, attitude towards IT) were centered to the grand mean. The control
variables attitude towards IT, SoC, and COVID-19 worries had significant correlations
with the outcome variable perceived stress and were therefore included in the analysis.
Controlling for prior experience with working from home (i.e., “How often did youwork
fromhomebefore theCOVID-19 pandemic?”) did not yield any significant relationships.

We analyzed the qualitative data according to thematic qualitative text analysis [48]
and used MAXQDA for coding. Guided by our theoretical framework and the mea-
sures employed in the questionnaire, we developed six initial codes during a first coding
cycle: perceived stress, detachment, communication overload, Corona worries, work-
ing from office and family situation. The first three codes captured our understanding
of the concepts depicted in Sect. 2. We applied the code Corona worries for all text
passages where the participants expressed feelings regarding the general pandemic sit-
uation beyond work topics. We used working from office to code all statements where
participants described that they chose to work from the office instead of working from
home. The code family situation indicated participants’ accounts concerning family care
duties.

The second coding cycle yielded two additional codes: hardware/software problems
to account for problems with the used equipment including internet access, and the it’s
not that bad code for accounts where EWFH had positive developments and outcomes.
Table 1 summarizes the code system and provides examples quotes.
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Table 1. Qualitative codes and example quotes

Code Example quote

Perceived stress “Today I had a stressful morning with many digital meetings.”
(ID 7)

Detachment “Since there is still a busy day ahead of me, I am already
looking forward to my evening sports program.” (ID 36)

Communication overload “The ‘email flood’ is so prevalent that you have to organize
yourself very well to keep an eye on everything.” (ID 30)

Corona worries “Corona news really bother me, so I try to avoid this
information in my daily routine.” (ID 15)

Working from office “Today, I had a few appointments for which I went to the office
instead of WFH, because of a better focus and silence.” (ID 7)

Family situation “WFH is ok if no kids are jumping around.” (ID 20)

Hardware/software problems “Frustrated because Skype is not working and no solution has
been found yet.” (ID 10)

It’s not that bad “WFH is no longer exhausting, it is just normal.” (ID 6)

4 Results

4.1 Descriptive Statistics

The gender of participants was equally distributedwith 19males (51.4%) and 18 females
(48.6%). 54.1% of the participants were between 25 and 34 years old, 3% were younger
than 25 years old, 35% were between 35 and 54 years old, and 8% were older than
54 years old. 73% worked in research and teaching, 21.6% represented administrative
staff, and 5.4%worked in IT. The majority of the participants lived together with another
person (51.4%) or with more than two persons (29.7%). 21.6% lived together with at
least one child but only 8.1% with a child younger than 3.

Regarding theworking situation at home, 32.4%worked in a separate roomdedicated
for work, 13.5% in a separate room that had been transformed into an office setup (e.g.,
guest room), 32.4% worked from a desk but not in a separate room (e.g., desk in the
living room), and 21.6% worked at a table other than a desk, for example, a kitchen or
dining table. Table 2 displays descriptive statistics and bivariate correlations.

4.2 Hypotheses Testing

To test whether EWFH increased daily perceived stress (H1), we compared the multi-
level model containing EWFH and the control variables daily COVID-19 worries, SoC,
and attitude towards IT to the null model that included only the intercept. Themulti-level
model showed a significant improvement over the null model (� − 2x log = 64.692,
df = 4, p < .001). The estimate of EWFH was not significant (see Table 3), rejecting
hypothesis 1. However, the estimates for the control variables SoC, attitude towards IT,
and daily COVID-19 worries were significant.
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Since we found no direct relationship between EWFH and daily perceived stress,
we rejected hypothesis 2 regarding an indirect effect of EWFH via daily perceived
detachment ability on daily perceived stress. However, according to Kenny et al. [49],
testing for an indirect effect is still possible when both the predictor and the outcome
variable are significantly related to the mediator. Therefore, we tested the multi-level
model with EWFH and the significant control variables as predictors of daily perceived
detachment ability, which showed a significant improvement over the null model (� −
2x log= 30.221, df= 4, p < .001). However, the estimate of EWFH was not significant
(see Table 4), rejecting hypothesis 2a. Only the estimate for daily COVID-19 worries
was significant. The multi-level model with daily perceived detachment ability and the
control variables predicting perceived stress showed a significant improvement over the
null model (� − 2x log = 70.862, df = 4, p < .001). The estimate of daily perceived
detachment ability was significant (see Table 3), supporting hypothesis 2b. Since only
the mediator-outcome path was significant, hypothesis 2 could not be supported.

Similar to hypothesis 2, we tested whether EWFH and daily perceived stress are sig-
nificantly related to daily communication overload as a mediator. The multi-level model
with EWFH and the significant control variables as predictors for daily communication
overload showed no significant improvement over the null model (� − 2x log= 8.758,
df = 4, p = .067). The estimate of EWFH was not significant (see Table 5), rejecting
hypothesis 3a. Themulti-level model with daily communication overload and the control
variables as predictors of daily perceived stress showed significant improvement over
the null model (� − 2x log = 63.786, df = 4, p < .001.). The estimate of daily com-
munication overload was not significant (see Table 3), thereby rejecting hypothesis 3b.
Since both the predictor-mediator and the mediator-outcome path were not significant,
hypothesis 3 could not be supported.

Figure 2 depicts an overview of the results regarding each hypothesis.

Enforced Working 
From Home

Daily Perceived 
Detachment Ability 

Daily 
Communication 

Overload 

Daily Perceived 
Stress 

H3a:

H2a:

H1: 

H2b: 

H3b: 

Fig. 2. Research model with results

4.3 Qualitative Analysis

Perceived Stress. Overall, participants described situations as stressful thatwere related
to approaching deadlines and episodes of back-to-back meetings. Except for one partic-
ipant who described the general work situation as demanding (“The work situation feels
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Table 2. Descriptive statistics {M = Mean, SD = Standard Deviation, *p < .05, **p < .01,
1reversed score, 2based on mean scores across the eight days that the study took place}

Variable M SD 1 2 3 4 5 6 7 8

1 Enforced
working from
home

4.32 .75 – .03 .08 .12 −.12 −.15 .21 −.14

2 Daily perceived
detachment
ability2

3.31 .94 – .00 .03 −.37* .09 −.01 −.30

3 Daily
communication
overload2

2.24 .82 – .33* .12 −.13 .14 .28

4 Daily perceived
stress

2.13 .58 – −.38* −.52** −.05 .51**

5 Attitude towards
IT

3.34 .91 – .01 .17 −.10

6 Sense of
coherence1

3.25 .76 – −.01 −.35*

7 Working from
home experience

1.86 .92 – −.12

8 Daily
COVID-19
worries2

2.08 .48 –

like a marathon: the workload remains (too) high.” ID 34), we did not find statements
providing evidence for a high stress level of our study participants.

Detachment. Problemswith detachment were rarelymentioned but present (“Somehow
the work went into the end of the day rather seamlessly […] at some point I wandered
from my desk to the couch (both in the living room), which at least provided a change
of location, but the laptop was always with me.” ID 6). Participants reported that it was
easier to stay mentally connected to work due to the possibility to “quickly look things
up” (ID 30) while working from home.

Communication Overload. Since the majority of our participants worked in research
and teaching, their typical work activities comprised reading, writing, or thinking (“[it
is] basically doing a lot of quiet work alone.” ID 16). The participants did not perceive
the decrease of in-person communication and the changes in their volume of electronic
communication as problematic. Instead, they were able to engage in individual focus
time (“Today was an almost meeting-free day and the opportunity to concentrate on
essays.” ID 34). Only two participants explicitly named an increased email volume as
demanding. Some participants reported the opposite of communication overload. For
them, any form of electronic communication, such as team meetings, was a welcome
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Table 3. Multi-level results of control variables, enforcedworking fromhome (EWFH), daily per-
ceived detachment ability (DetAb), daily communication overload (ComOv) and daily perceived
stress (PS) {*p < .05, **p < .01, ***p < .001, 1reversed score}

Variable Null model Predictor model (H1) Predictor model (H2b) Predictor model (H3b)

Est. SE t Est. SE t Est. SE t Est. SE t

Intercept
(PS)

2.13 .095 22.318*** 2.12 .077 27.571*** 2.117 .075 28.251*** 2.123 .076 27.946***

Sense of
Coherence1

−.40 .105 −3.764** −.40 .101 −3.92*** −.397 .102 −3.879***

Attitude
towards IT

−.227 .09 −2.62* −.234 .084 −2.80** −.229 .085 −2.700*

COVID-19
Worries

.27 .09 2.88** .234 .097 2.423* .274 .097 2.837**

EWFH .015 .09 .16

DetAb −.123 .044 −2.820*

ComOv .033 .048 .701

−2x log 460.149 395.457 389.287 396.364

Table 4. Multi-level results of control variables, enforcedworking from home (EWFH), and daily
perceived detachment ability (DetAb) {*p < .05, 1reversed score}

Variable Null model Predictor model (H2a)

Estimate SE t Estimate SE t

Intercept (DetAb) −.001 .041 −.021 −.035 .041 −.855

Sense of coherence1 .013 .057 .226

Attitude towards IT −.033 .045 −.715

COVID-19 worries −.331 −.135 −2.449*

EWFH .008 .051 .148

−2x log 563.977 533.756

social interaction (“Somehow I’m looking forward to these meetings - no matter what
the content is.” ID 17).

Corona Worries. These worries were mentioned mainly with reference to children
and the reduced opportunity to rely on family members, such as grandparents, without
increasing the infection risk. Some participants reported that the uncertainty about the
future negatively affected their sleep quality (“I sleep badly and worry about the future.”
ID 4).

Working from Office. For specific work activities, participants perceived a need to
work from office since they found it difficult to conduct them at home (“Today I went to
the office, because I had to clarify things in person and sign documents.” ID 19).
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Table 5. Multi-level results of control variables, enforcedworking from home (EWFH), and daily
communication overload (ComOv) {1reversed score}

Variable Null model Predictor model (H3a)

Estimate SE t Estimate SE t

Intercept (ComOv) .002 .037 .043 .008 .040 .198

Sense of coherence1 −.016 .056 −.284

Attitude towards IT .007 .044 .162

COVID-19 worries .167 .127 1.322

EWFH −.007 .050 −.118

−2x log 509.911 501.153

Family Situation. The dominant stressor resulting from EWFH was taking care of
children (“[…] this double burden [gnaws] on the nerves, one is stressed and sometimes
has the feeling that one is not doing justice to work or family life.” ID 29).

Hardware/Software Problems. Next to taking care of children and the noisy environ-
ment at home, participants mentioned hardware/software issues as primary reasons to
work from office (“Today was stressful because I had to drive to the institute due to the
poorly performing internet at home.” ID 2).

It’s Not that Bad. Many participants without prior WFH experience reported positive
aspects (“In fact, I like working from home better than I thought beforehand, and a
certain amount of anxiety about technologies and how to use them has turned out to be
unfounded over time.” ID 17). Whether or not the home was the preferred work location
depended on the task structure (“I have become more aware that working from home is
nothing for me, except for the larger tasks where you have to concentrate on one thing.”
ID 26) as well the spatial and family situation at home; that is, having a separate room
for work as well as options for childcare.

5 Discussion

Our study sheds light on how EWFH due to COVID-19 influences the perceived stress
level of knowledge workers. We find that, overall, our study participants do not experi-
ence more stress while working from home. Although this finding contradicts academic
literature on the adverse effects of working from home (e.g., [10]), it supports recent find-
ings on the perceptions of knowledge workers regarding EWFH due to COVID-19 [6].
It seems that employees have adapted swiftly to EWFH. Contrary to our assumptions,
we do not find evidence that the blending of work and private life or being overloaded by
electronic communication increase the perceived stress level. Instead, general worries
about the COVID-19 situation lead to a higher stress level.
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5.1 Children at Home and Social Norms at Work

Characteristics of our sample can explain our findings.Working at a public university, our
participants do not have to fear financial or even job loss. Themajority of our participants
live alone or with their partners, and only few have young children. As our qualitative
analysis shows that childcare is the predominant stressor in the EWFH setting, it is not
surprising that our sample displays a low stress level in the quantitative data. Another
reason for the contradiction between our findings and the academic literature is rooted in
the specific EWFH setting. EWFH impacts the whole workforce and not only parts of it,
as it was the case for prior working from home arrangements. Prior research has reported
that employeeswho oftenwork fromhome experience power distances compared to their
peers whowork from the physical office, which results in feelings of social isolation [50]
and perceptions of a lack of organizational support [51]. In an EWFH setting, everyone
is working from home so that these “marginalizations” [5] do not exist.

Our quantitative data demonstrates that the perceived inability to detach from work
during non-work hours leads to an increased stress level, thereby supporting previous
literature [14]. However, our sample does not depict problems in detaching from work.
Moreover, we do not find a significant relationship between EWFH and perceived ability
to detach. This finding contradicts academic literature [24] and current studies stating that
EWFH due to COVID-19 impedes the ability to draw the line between work and family
life [6]. Apparently, other factors not included in our study account for an inability
to detach. Prior research has suggested, for example, that social norms regarding an
extended availability for work predict whether employees work beyond their official
working hours [24, 52].

5.2 Outeraction and Individual Focus Time

While recent surveys have reported that the goal of EWFH to minimize physical con-
tact increased the overall volume of electronic communication [6, 8], we do not find
evidence for an increased volume in our sample. Conversely, both qualitative and quan-
titative analyses reveal that our sample does not experience stress due to communication
overload.

Our qualitative data explains why the number of meetings has not increased: Partic-
ipants report coordination overhead resulting from the need to schedule each meeting
and negotiate availability instead of conducting physical ad-hoc meetings at the desk
of a colleague. This overhead has been called “outeraction”, as preambles for periods
of interaction [53]. These virtual outeractions require more effort than “a tap on the
shoulder” in the physical office, reducing the number of meetings, above all of ad-hoc
meetings [5].

Furthermore, the need for communication varies for different job roles. Our find-
ings suggest that the task structure of university employees responsible for research and
teaching does not require extensive communication and coordination. In contrast, our
qualitative data show that they benefit from individual focus time because their work
mainly requires solving complex problems and preparing manuscripts or lectures. Oth-
ers, whose task structure consists of more communication, may have suffered from too
much communication in the EWFH situation (cf. [6]).
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6 Limitations and Future Research

Although we included questions about the physical and technical equipment in our
questionnaire, we did not ask in detail about the characteristics of the individual work
setting that could explain differences between prior working from home arrangements
and EWFH. As the COVID-19 context provides a specific, enforced work setting, find-
ings should be considered carefully when drawing general conclusions for the working
from home literature.

Future studies should examine additional variables, such as ergonomic factors, rela-
tionships to members of the household, and the distribution of domestic tasks. As we
did not find a relationship between EWFH and the perceived ability to detach, future
research is needed that examines which factors of working from home result in particular
outcomes. As stated above, social norms present a promising avenue.

We researched a relatively homogenous sample in terms of age and position in the
organizational hierarchy. Future research should consider career ambitions, responsibili-
ties, and leadership positions that might result in staying attached to work while working
from home. A more heterogeneous sample will allow studying the role of childcare for
perceived stress and how differences in task structures lead to different perceptions of
working from home.

7 Conclusion

Our study contributes to the academic literature that examines the role of working from
home for the perceived stress of knowledge workers by emphasizing that “it’s not that
bad”. We apply a unique longitudinal diary study design for researching the impacts of
EWFH. We believe that this specific design is beneficial for capturing dynamic changes
in the working from home situation resulting from changing lockdown measures. Diary
studies capture participants’ adaption to the new EWFH setting.

We find that EWFH does not lead to an increased perceived stress level, suggesting
(1) that knowledge workers can adapt to the rapid shift from a physical office to the
home office, (2) that knowledge workers in an EWFH environment face fewer stressors
compared to prior working from home arrangements (e.g., better organizational support,
no marginalization of home office workers), and (3) that the benefits of working from
home, such as time savings due to less commuting time, outweigh potential negative
effects, such as blurred work-life boundaries. Our study, therefore, calls for research
taking a deep dive into the specifics of theEWFHenvironment compared to priorworking
from home settings as well as into individual coping strategies of employees to explain
the effects for employees’ well-being. Benefits from the EWFH phase should be kept in
a voluntary working from home setting.

Our study further suggests that organizations should consider to allow, or even
encourage, employees to continue working from home in the future, at least to a certain
extent. We believe that especially job roles that require longer stretches of individual
focus work (compared to roles with embedded high communication needs) benefit from
working from home.
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Abstract. Museums preserve the cultural heritage and aim at providing study
and education as well as enjoyment for the general public. In pursuing their mis-
sions, museums are increasingly concerned with making these experiences dig-
itally available. Therefore, they start to use online platforms that make cultural
objects publicly accessible, and therefore allow discussing cultural issues and pro-
vide cultural and educational participation. However, as there is little consolidated
knowledge on features of such platforms and limited resources of museums, they
face challenges in achieving their missions through a platform. In order to over-
come this, we (1) review and synthesize related literature and online platforms and
(2) present a taxonomy of how online offers leverage cultural participation and
education. In doing this, we seek to enable platform designers and museum pro-
fessionals in making informed decisions in terms of how the ‘museum experience’
can be supported/complemented through online platforms.

Keywords: Cultural access ·Museum · Society · Digital inclusion · Taxonomy

1 Introduction

According to the International Council of Museums [1], a museum’s core mission is to
provide study, education, and enjoyment for the general public. By collecting, preserv-
ing, exhibiting and interpreting the humanity’s heritage, they allow individuals to take
part in cultural activities and experiences (i.e., cultural participation) and thus aim to
foster social justice and well-being [2]. Along with this, museums allow education for
individuals which means reflecting on oneself, others and issues of the world [3] as well
as taking critical position towards knowledge, artist experiences and cultural objects [4].
Sincemuseums play a fundamental role in our society, their services should be affordable
and equal accessible for everyone. This is however often not the case because of various
(individual, social or environmental) obstacles such as time restrictions, geographical
distances, financial resources, language barriers, physical handicaps, health reasons, or
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even global pandemics. One way for museums to cope with these obstacles is given
by the use of digital technologies and the Internet, which is in line with the Director
of National Museums in Seychelles Beryl Ondiek’s statement: “In the mist of chaos,
museums break the walls that keep us apart. Museums can use all of the collections
and information we have, and transmit our cultural and natural heritage to communities
through the Internet to lift spirits and keep everyone connected.” Accordingly, muse-
ums have started to consider the use of online platforms such as websites, social media,
or blogs [5]. This practice enables museums to provide public access to the heritage,
leverage cultural participation and mobilization in society as well as allows individuals
to engage with and discuss cultural issues [6]—even in cases such as the Covid-19 pan-
demic that was the trigger for the closure of plenty of museum facilities in 2019/2020
[7].

Despite the great potential of using online platforms for cultural participation and
education, their use is far from being fully exploited and museum professionals are
usually unfamiliar with digital solutions accompanied by resource restrictions and frag-
mented know-how [8]. Furthermore, especially small and medium-sized institutions
often struggle because of their dependence on public funding and volunteer work [9].
Even though previous research on this topic indicates the importance of digitization,
they mostly focus on rather isolated aspects, for instance, the impact of museum web-
sites on users [10] or guidelines for providing access to and presenting museum data
[9, 11]. In consequence, we lack knowledge of what platform features should be imple-
mented to best possible support access to cultural participation and education. This lack
is problematic as it hinders, for instance, museum professionals—in addition to limited
resources and technical know-how—in improving their museum platforms to achieve
their educational mission and to attract visitor attention. To bridge this gap, we seek
to derive an overview of currently used platform features that act as a foundation for
supporting online-based cultural participation and education. Therefore, we formulate
the following research question (RQ): What are the characteristic features of online
platforms for providing access to cultural participation and education in society?

To answer this question, we follow the procedure proposed by [12] and deduce a
taxonomy of platform features for access to cultural participation and education. The
taxonomy enables, for example, professionals in museums and in further institutions
with cultural and educational missions such as theatres, libraries, or heritage centers
to (a) be informed within the wide range of platform features to compare, refine and
develop their online presence and (b) to make their services publicly accessible and
participatory. Furthermore, the taxonomy can help to (c) improve marketing activities
[5] and therefore to raise peoples’ interest in visiting the institution [13] as well as to
increase visitor numbers [14]—despite public sector cuts and financial pressure [14].
From a more societal view, disadvantaged individuals who cannot benefit from local
cultural practices are supported in their cultural and educational participation. Based on
the taxonomy, potential users (i.e., individuals) can select appropriate platforms for their
personal purposes and, in the future, they will benefit from the enhanced landscape of
online platforms for cultural participation. For research, the taxonomy can be used, for
instance, to explore and advance (social inclusive) online platform designs that enable
participating in culture as well as leveraging education.
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2 Research Background

The existing Information Systems (IS) research on museum online platforms can be
grouped into four areas: (1) Research analyzed the influence of website design features
on users. Surveying museumwebsite users, [15] and [10] identified a set of requirements
for encouraging enjoyable web experiences and informal online learning for users. In
addition, [16] indicated that the use of game-based features led to enjoyment and learn-
ing. Furthermore, by examining two sample museum websites, studies discovered a
positive influence of website features on users’ intention to return to the website and to
visit the physical museum [13, 14]. More general conclusions for museum websites are
provided, however, the results are limited to the type of online platform. (2) Besides,
research investigated guidelines for providing access to and presenting museum data.
For example, a conceptual framework for visualizing museum data on mobile applica-
tions [9], an IS design theory for the interactive presentation and navigation of digital
art collections [11] and a classification of information visualization approaches for dig-
ital cultural heritage collections [17] are proposed. These studies examined website
features, however, they solely focused on the presentation of data on museum applica-
tions. (3) Moreover, research aimed at supporting the development of museum websites
by proposing a five-step-procedure [18] and by presenting conceptual guidelines [10].
Nevertheless, both provided general guidance on museum website development with-
out focusing on specific features. (4) In addition, the museums’ attitude towards using
features of online channels (i.e., social media and museum websites) was investigated
which led to the conclusion that online participatory activity among museums was quite
uniformed and restrained for technical reasons [5].

Overall, most studies focus on rather isolated aspects, address only a few sample
platform features, or provide more general guidance for museums. In consequence,
to the best of our knowledge, there is still a need for a comprehensive overview of
platform features which allow cultural participation and education. In this study we seek
to address this need by developing and evaluating a taxonomy of cultural participation
and education in the digital age.

3 Research Design

The development of taxonomies is widely accepted in IS research regarding the design of
online platforms/tools [19, 20] and in the context of culture [21–23] to structure, analyze
and understand existing and future objects of a domain [12]. Taxonomies, as classified as
‘theory for analyzing’ [24], are a necessary foundation for developing advanced theories
that, for instance, attempt to explain and predict how specific features will leverage the
success of engaging in cultural practices. In this study, inspired by a staged approach [19],
(Stage 1) we carried out a literature review and (Stage 2) identified relevant objects (i.e.,
online platforms that provide access to cultural participation and education). Following,
based on the findings, (Stage 3) we iteratively built and (Stage 4) evaluated our taxonomy
(Fig. 1).

Stage 1: Literature Review. Firstly, we searched for prior literature dealing with
museum online platforms based on the rigorous procedure of [25]. On February 12th
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Fig. 1. Research design for developing the taxonomy

2020, to get an overview of research endeavors in the museum context in the IS domain,
we searched for literature by using the keyword ‘museum’ in the AISeL database which
covers leading IS outlets as well as publications related to our study’s purpose such as
with cultural and social media topics [26]. No limitation regarding the year of publi-
cation was made. As a result, we found 568 articles. As various studies used the term,
however, did not focus on museums itself, we excluded articles that did not contain
the term ‘museum’ in the title, abstract, or keywords. Finally, we obtained 41 articles.
Reading each article in detail, we analyzed their research subjects and results. Based on
this, we derived four main topics in IS research, appertaining to museum online plat-
forms, namely, (1) the influence of website design features on users, (2) guidelines for
providing access to and presenting museum data, (3) guidance for the development of
museum websites, and (4) museums’ attitude towards using features of online channels
(see also Sect. 2, an appendix with details on relevant literature and related features can
be made available upon request).

Stage 2: Selection of Objects. Secondly, we performed an Internet search for online
platforms that provide access to cultural objects and allow participation. We chose
museum websites as objects of investigation because museums, as players of cultural
participation and education, make use of them to offer online access to cultural objects.
To consider museums with comparable objects and (cultural-) political conditions, we
decided to include German-speaking art museums that focus on visual arts and photog-
raphy and that use digital solutions in particular. We chose this type of museum because
art museums recorded particularly declining numbers of visitors in Germany [27] and
thus could take advantage of the opportunities offered by digital solutions. Besides,
museums expand their activities on rating platforms, for instance, as they present the
museum on Google or TripAdvisor, where individuals can communicate and share their
opinions or experiences with others. Furthermore, social media sites, such as Facebook
and Twitter, are used by museums, to be present in the public, to provide current news,
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and to enable individuals to rate and discuss cultural objects. Moreover, blogs of art that
are also referenced by museum websites, are an additional opportunity for presenting
and discussing cultural objects. As all these platforms provide access to cultural objects
and allow participation, we decided to include them, to get an overview of platforms.
During the taxonomy development (see Stage 3), we iteratively selected additional plat-
forms until there were no further changes in the taxonomy. As a result, we selected
ten websites of German-speaking art museums, thirteen German-speaking art museums
(partly museums whose websites were analyzed, but also other museums) at Google,
TripAdvisor, Facebook, and Twitter as well as seven art blogs (see Table 1).

Table 1. Overview of selected online platforms

Source Online platforms

10 selected museum websites Deichtorhallen Hamburg, Kunsthalle
Mannheim, Museum der Moderne Salzburg,
Kunstpalast Düsseldorf, Österreichische
Galerie Belvedere Wien, Die Pinakotheken
München, Städel Museum Frankfurt, Sprengel
Museum Hannover, Staatliche Kunsthalle
Karlsruhe, Staatliche Kunstsammlung Dresden

13 selected museums at Google, TripAdvisor,
Facebook and Twitter

C/O Berlin, Helmut Newton Stiftung Berlin,
K21 Kunstsammlung Nordrhein-Westfalen
Düsseldorf, Kunsthalle Mannheim, Museum
für Fotografie Berlin, Museum der Moderne
Salzburg, Kunstpalast Düsseldorf,
Österreichische Galerie Belvedere Wien, Die
Pinakotheken München, Sprengel Museum
Hannover, Staatliche Kunsthalle Karlsruhe,
Städel Museum Frankfurt, WestLicht.
Schauplatz für Fotografie Wien

7 selected art blogs artblogcologne.com, castor-und-pollux.de,
ausstellungskritik.wordpress.com,
musermeku.org, kulturundkunst.org,
sofrischsogut.com, tanjapraske.de

Stage 3: Taxonomy Development. Thirdly, to develop a taxonomy, we employed the
systematic procedure proposed by [12]. As a first step, meta characteristics including
the target users and purposes need to be specified. Our taxonomymay be potentially used
by three target groups: (a) Researchers who are interested in designing online platforms
that allow cultural access and participation as well as encourage education; (b) institu-
tions with educational missions and cultural objects like museums, galleries, libraries,
heritage centers who want to develop and refine their online platforms; (c) individuals
who are interested in cultural participation but cannot participate locally because of
individual obstacles and therefore select and use appropriate online platforms for their
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personal interest. The purpose is to build an overview of currently used online platform
features that provide access to cultural participation and education. Thus, we aim to
assist researchers and practitioners with the analysis and future development of cultural
online platforms. To do so, the online platform features are particularly relevant, as these
features determine the manner of access to cultural objects, and therefore, the possible
degree of participation. Thus, we choose ‘features of the platforms that are used to pro-
vide access to cultural participation and education’ as meta-characteristics which must
be met by all dimensions and characteristics. Next, to determine when to stop building
the taxonomy, we adopted the objective ending conditions (i.e., determining when to
terminate the taxonomy development) and subjective ending conditions (i.e., ensuring
high quality while developing the taxonomy) proposed by [12], with one exception:
The characteristics of each dimension are not mutually exclusive (i.e., unique) to offer
multiple features for one dimension that can be used together on a platform as well as
to reduce complexity and to support readability of the taxonomy (see also [28]).

Afterward, we ran through three empirical-to-conceptual iterations and one
conceptual-to-empirical iteration and classified online platforms (Fig. 2). We decided
to start with the empirical-to-conceptual iteration because of the emerging openness to
use online platforms in the museum context [5] and because of the lack of an overview
of available features in research (see Sect. 2). In each empirical-to-conceptual iteration,
we adapted the taxonomy by analyzing online platforms with regard to their features.
To achieve a robust taxonomy, two researchers (one with an IS background, one from
Cultural Policy) independently examined each platform, identified the platform features
and constantly consolidated their results in each iteration—uncertain cases were dis-
cussed. As a 1st iteration, five museum websites were investigated and classified by
the researchers. The results were consolidated and structured within the initial taxon-
omy. In the 2nd iteration, five further platforms (i.e., two rating platforms, one social
media platform and two art blogs) were investigated, and the results were consolidated
which inserted additional characteristics and adapted descriptions. As a 3rd iteration,
eleven further platforms (i.e., five art blogs, five museum websites and one social media
platform) were analyzed. After discussing the results, it turned out that no changes in
the taxonomy were necessary. As a 4th iteration (conceptual-to-empirical), the platform
features identified during the literature review have been compared to the current version
of the taxonomy (see Sect. 2). Apart from minor wording differences (e.g., linear search
instead of user-driven search, non-linear search instead of a presentation of random
cultural objects) that have been used for taxonomy description, no further features have
been specified in the literature. Finally, the defined objective (o) and subjective (s) ending
conditions were fulfilled by the taxonomy. In the following, we justify and contextualize
the condition’s degree of fulfillment (as suggested by [28]): (o1) A representative sample
of objects (i.e., online platforms that allow cultural participation and education) has been
examined; (o2) no object was merged or split in the last iteration; (o3) at least one object
can be classified under every characteristic; (o4) no additional dimension/characteristic
was necessary in the last iteration; (o5) no dimensions/characteristics were merged or
split in the last iteration; (o6) there is no dimension duplication; (o7) as stated above, the
characteristics are not unique within their dimension to offer features that can be used
together on a platform; (o8) each cell is unique; (s1) the taxonomy is concise enough
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to be easily applied for the purpose of building an overview of currently used platform
features that allow cultural participation and education; (s2) the taxonomy provide for
differentiation among platform features; (s3) the taxonomy is comprehensive as all sam-
ple platforms can be classified; (s4) the taxonomy is easily extendible which allows
considering novel platform features in this field; (s5) the current taxonomy sufficiently
explains the currently used features for cultural participation and education (see also
Sect. 5).

Stage 4: Taxonomy Evaluation. Fourthly, in addition to the development, taxonomies
require extensive evaluation. Therefore, we draw on the evaluation framework for tax-
onomies [29] and follow guidelines for using taxonomy evaluation criteria [28]. We
performed two initial evaluation steps, namely (1) illustrating the applicability of our
taxonomy, and (2) ensuring the understandability and completeness of the taxonomy by
utilizing several expert workshops (for more details see Sect. 5).
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4 Taxonomy of Digital Cultural Participation and Education

Our taxonomy of ‘Digital Cultural Participation andEducation’ contains ten dimensions,
each with two to seven distinct characteristics (Fig. 3).
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In the following, we explain the taxonomy’s dimensions and characteristics in more
detail by providing descriptions as well as illustrative examples.

Type of Cultural Object. Online platforms provide access to multiple types of cultural
objects for the general public: A single artwork such as a sculpture, a painting, or photog-
raphy with information about its biographical contextualization, and sometimes detailed
artist information are accessible online. Besides, a past, current, or future exhibition of
a museum with its curator may be addressed. Moreover, the museum itself is presented
with information about its history or current mission supplemented by practical visitor
information. Sometimes, other cultural objects such as theatre, literature, or music are
provided as well.

Provided Links. Furthermore, for allowing participation in the public and obtaining
additional information, the platforms refer to further sources: Social media channels are
connected to the platforms. For example, a museum (i.e., the provider of the platform)
refers to its social media account. Besides, platform users can utilize their social media
accounts, as platforms directly allow sharing artworks or publications via a social media
button or they support the platform registration via the user social media accounts.
Also, additional provider-related links are offered such as a reference on a museum
website to a museum blog or other institutional websites. Furthermore, for providing
more informative material, additional topic-related links to wikis, libraries, research
databases, external blogs, schools or magazines, and affiliate links are offered.

Content Categorization of Cultural Objects. To provide an abstract view of cultural
objects, platforms integrate content categorization: Cultural objects are assigned to tags
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such as the tags ‘motive’, ‘image elements’, or ‘atmosphere’ for artworks. Also, user
reviews or articles on platforms (i.e., contributions) can be categorized by tags too.
Additionally, content clouds are used, for instance, consisting of amultitude ofminiature
artwork images or topic-related keywords. To present some metric of the presented
content, cultural objects or contributions are aggregated, for example, by showing the
number of artworks of the digital collection or the number of user reviews.

Content Search forCulturalObjects. Tofind information on cultural objects, different
features for information seeking within the data are provided: Platform users can access
cultural objects, linear searching for content by terms. Sometimes, the platforms directly
provide sample terms, or they complete terms after the user has started towrite.Moreover,
random cultural objects are displayed, usually on the first page, so that users randomly
become aware of cultural objects and can seek information about them in the next step
(i.e., creative, non-linear information search).Also, contributions are randomlypresented
and invite the platform user to read on. Viewing cultural objects or contributions, the
platforms present related cultural objects or contributions which might be interesting
for the user too. For instance, when a user views an artwork, he or she is provided with
related artworks at the end of the page.

Interaction BetweenActors. Aplatform user, a platform provider or editors can poten-
tially act on a platform and are supported to interact with each other, and thus, to par-
ticipate in the society in several ways: A user may call for push information to receive
regular news by registering for a newsletter or by ‘liking’ content on social media.
Besides, actors’ contributions can be assessed by a ‘like-statement’ or commented by
actors, and content can be shared by users with others. If a user wants to give feedback
to the provider or editors, a contact form or an email address are provided. Whereas
some platforms actively ask for messages from their users, for instance, directly under
an artwork presentation, others only mention an email address without a further call.
To promote interaction between actors, incentive systems are introduced (e.g., a user
receives points for activities like writing a review or answering to others and achieves a
certain user level). Other types of interaction like a chat function, ‘following others’, or
an offer/search forum are also provided.

Interaction Between the Cultural Object and the User. Platforms not only make
cultural objects accessible but also allow a certain degree of interaction between objects
and the platform user: A user may assess an object by a ‘like-statement’ or by writing
a contribution such as a review, comment, or the assignment of tags. Besides, users are
allowed to build their customized album which contains their favorite cultural objects.
Also, playful access to the cultural objects with the use of multimedia is provided: Users
can view a series of artworks as a slideshow, they can view an exhibition through a
video, they may zoom into an image in very high resolution, or they can take part in a
virtual tour of the museum which may include 360° panoramic views and artworks of
exhibitions. In addition, users can download content such as high-resolution copies of
artworks, exhibition flyers, educative resources, or pressmaterial. Besides, direct sales of
museum-related items, such as the exhibition catalog, publications, or image templates,
are supported.
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User Profile and Registration. Some platforms support registration and generation of
a user profile so that users can participate on the platform.

Access to the Platform. To get access to the platform at all, general platform infor-
mation is provided which describes the essential features and tasks of the platform.
Moreover, platform users can usually personalize the platform by choosing between
different languages, and by changing the font size, the background color or the language
into a simpler representation (i.e., use of less and simpler descriptions) via a button.

Access to User Activities. If a platform user is allowed to contribute content on a
platform, he or she can either participate without restrictions (i.e., free access) or with
some restrictions (i.e., partly free access). For instance, editorial staff checks the user’s
contribution before publication, or the user has to register before being active on a
platform. However, users may have no access and are not allowed to contribute content.

Access to User Reception. Moreover, the public access to the platform content may
vary: The platform content can be either completely visible for the general public with-
out constraints (i.e., free access) or partly accessible (i.e., partly free access). Without
registration, for example, every user can receive the content. In contrast, some informa-
tion such as press material is only receivable after registration. Besides in some cases,
user activities like a user album or a ‘like-statement’ on cultural objects are not visible
to the public or the users themselves adjust the visibility of their activities.

5 Demonstration and Evaluation

For our preliminary evaluation, we describe two evaluation steps, namely illustrating
the taxonomy’s applicability as well as evaluating the taxonomy’s understandability and
completeness in more detail (see also Sect. 3).

Illustrating the Applicability. Applicability is often used as an evaluation criterion
for taxonomies and supports investigating whether a taxonomy is applicable in practice
which can be carried out, for instance, by classifying objects of the phenomenon of inter-
est [28]. Therefore, two researchers classified two samples of online platforms through
the taxonomy: All online platforms that have been used for taxonomy building and
five additional art museum websites (i.e., K21 Kunstsammlung Nordrhein-Westfalen,
Zentrum für Kunst und Medien Karslruhe, Marta Herford, Schirn Kunsthalle Frankfurt,
Kunstmuseum Stuttgart). We thereby explored the distribution of features (i.e., which
features are implemented by a platform). The results of the frequency analysis are out-
lined in Fig. 4 by depicting the percentage of platform types (i.e., museumwebsite, blog,
social media, rating platform) that provide a feature.

In doing this, three main observations emerge: Firstly, none of the online platforms
provide all of the identified features. Secondly, museums provide access to cultural
objects, however, they hardly support the interaction between actors on their websites.
They only provide newsletters as push information or allow messages to providers or
editors via email. In addition, platform users are not allowed to post contributions such
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as reviews or comments or mostly cannot assess an object with a ‘like-statement’. The
discourse on cultural objects is, hence, outsourced to social media sites, blogs of art, and
rating platforms. Thirdly, although a broad range of people should be able to get access
and participate, only a few platforms support diverse ways of accessibility. Whereas
most provide general information or the selection of other languages (e.g., to overcome
language barriers), change to ‘simple language’ or customizing the background color or
the font size are only rarely possible, which makes online cultural access problematic for
individuals with disabilities. This is surprising, as accessibility is commonly addressed
in the local museum policies (e.g., unrestricted access for all).
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Evaluating the Understandability and Completeness. To obtain insights in terms of
the taxonomy’s understandability and completeness for the intended target users and pur-
poses [12, 29], we conducted workshops with three experts. We invited three researchers
who were not involved in the taxonomy development process and who have already
performed research on online platforms including cultural and educational concerns—
i.e., potential target users of the taxonomy (see Sect. 3, Stage 3). As understandability
is a prerequisite for the correct usage of a taxonomy, a positive answer would be an
indication of its usefulness [29]. Therefore, the workshop participants were asked to
describe the taxonomy (e.g., what is meant by each element), to assess the taxonomy’s
understandability and if necessary to make suggestions for improving the taxonomy.
The participants stated that most dimensions and characteristics are self-explanatory
and only some wording should be adjusted to strengthen the interpretability and under-
standability of the taxonomy. For example, one participant assessed upper categories
(i.e., provision of content, interaction, accessibility) as ambiguous and thus difficult to
understand. Another participant suggested to change the term ‘findability of content’ to
‘content search’, ‘other’ to ‘additional’ for some characteristics of the dimension ‘pro-
vided links’ and ‘feedback to editors’ to ‘message to provider, editors’. Furthermore,
the participant recommended changing the order of dimensions. Moreover, the majority
of participants we asked to evaluate the completeness of the taxonomy, did not see the
necessity to add further elements. Only one suggestion included that the characteristic
‘accessibility for user with disability’ should be split and more differentiated in the next
version of the taxonomy. After discussing the results within the author team, we decided
to adapt these points and to revise the current version of the taxonomy accordingly.

6 Discussion

Museums play a fundamental role in enabling our society to access, engage with and
learn about the cultural heritages but simultaneously face challenges in achieving this
mission because of diverse hurdles on an individual but also social and environmental
level. Against this backdrop, the booming digitalization [30] provides promising tools
such as platforms and social media that can be adapted from museums to develop new
strategies for providing cultural participation and education. In attempting to leverage
this potential,we sought to explorewhat are the characteristic features of online platforms
providing this participation and education and present a taxonomy of Digital Cultural
Participation and Education. Our taxonomy provides an overview of features for such
platforms that can be employed to make more informed design decisions in terms of
museum platforms as well as lays the ground for future endeavors. We believe that this
study is an important step towards how online platforms can improve access to cultural
participation and education, which has implications for theory and practice and opens
avenues for future research. Next, we discuss four of those avenues.

Enhancing the Possibilities of Interaction on Museum Websites. During the plat-
form analysis, we found that all museums provide access to their cultural objects on
their websites, for example, by providing an online collection of multiple artworks with
detailed artist information. Furthermore, the majority (93%) allows a playful access to
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these objects (e.g., users can take part in a virtual tour of the museum or can zoom into an
artwork with high resolution). As the use of multimedia and interactive components may
lead to enjoyment and informal online learning in the context ofmuseums [10, 16], such a
playful access presents potential with participatory and educational relevance. However,
museums hardly support their platform users to interact with cultural objects in different
ways, users are not allowed to post contributions such as online reviews or comments and
mostly cannot assess an object with a ‘like-statement’ (only 20% of museum websites
provides such a feature). Moreover, although establishing social interaction can be seen
as a recommended museum website feature [10, 15], we observed that the majority of
museum websites only provides newsletter as push information or supports messages
to providers/editors and does not allow for interacting with others (e.g., none of them
allow liking and commenting contributions). This is in line with [5] who explains that
fewmuseums open their websites for users’ comments. The discourse on cultural objects
and the interaction between users are, hence, outsourced to social media sites, blogs of
art, and rating platforms. However, despite the higher level of support for interaction, we
observed that such platforms usually arrange the contributions chronologically, placing
older contributions far below which might lead to increased search effort for the users.
Therefore, as all museums provide access to cultural objects on their websites and thus
provide an enormous foundation for consumption and community activities, we would
encourage practitioners to pay more attention to these features of interaction, to entirely
allow cultural participation and experiences.

ProvidingDiverseWays ofAccessibility ofCultural Participation. While examining
the platforms, we mostly missed different ways of accessibility of cultural participation
for a broad range of people (e.g., individuals with visual or cognitive impairments) such
as ‘change to simple language’, ‘change of background color’ and ‘change of font size’.
Although such personalization is considered to be an important museumwebsite feature
[14], we found that the majority of platforms only implements a feature for selecting
different languages. This is surprising, as unrestricted access is commonly addressed in
the local museum policies. To advance the challenges of Digital Inclusion [31] and to
contribute to the social sustainability of cultural platforms [32], we call for the provision
of cultural participation accessible for all individuals.

Investigating Cultural Differences and Integration of Practitioners. Focusing on
art museums, we analyzed various online platforms (e.g., museum websites, rating
platforms) that provide access to cultural participation. Considering further platforms
and research findings, for instance, in the non-German context, platforms of different
museum types (e.g., museum of local history or natural history [27]) or platforms of
further institutions with cultural and educational missions (e.g., theatre, libraries), may
support verifying or extending our results. It might be interesting, for example, to inves-
tigate differences in cultural access depending on the region. Moreover, in line with
Nickerson’s et al. [12] proposal to “query users about their potential use of (a) taxon-
omy”, we plan to conduct a case study with a local museum—i.e., a potential target
user of the taxonomy in practice (see Sect. 3, Stage 3). In doing so, we aim to indicate
that the taxonomy is useful for its intended purpose, namely, for providing an overview
of platform features and for comparing, refining, or developing platforms. In addition,
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we want to find out to what extent the currently used platform features enable the best
possible access to cultural objects as well as the increase of opportunities for cultural
participation and education. Case studies “involve intensive research on a phenomenon
(a case) within its natural setting (one or more case sites) over a period of time” [33],
which, referring to this study, allows exploring how the taxonomy works in a natural
environment.

Transferring Existing Knowledge from Cultural Education to Platforms. To pro-
mote cultural education through online platforms [34], existing knowledge from educa-
tion in cultural practices, such as in arts, architecture, or music, may be transferred to the
digital space. Doing so, considering best-practices, literature, and theoretical approaches
on cultural education can serve as a source of knowledge as it might provide criteria
for online platforms and, hence, support in confirming, refining or identifying further
platform features. As a valuable source, Marotzki’s approach of structural education the-
ory might give insights for the platform design. It undertakes educational processes as
transformations of relations to oneself and the world [35] and education itself comprises
reflective, problematizing confrontations with (a) oneself, (b) others and things, as well
as (c) themes of the world [3]. Referring to the taxonomy, for instance, (a) the build-
ing of a user profile is available, which might contribute to statements about the user’s
identity. Also, (b) sharing opinions and communicating with others is allowed which
might influence the user’s relationship with others. Moreover, (c) intensively reflecting
on cultural objects, forming and changing opinions as well as contextualizing artworks,
could change the individuals’ relation to the world. These are initial ideas to promote
online platforms leveraging cultural education. In this way, one can search for and use
a theoretical foundation for deriving/revising features for such online platforms.

In addition, methodical limitations apply to our study. Searching for relevant IS
literature, appertaining to museum online platforms, we identified studies that investi-
gated museum websites and platform features. Our literature search is however limited
to the selected database, other online databases such as Google Scholar and EBSCO
may reveal further data. As another limitation, we primarily collected platform features
for providing access to cultural participation and education, thereby did not examine to
what extent the features enable the best possible access.

7 Conclusion

Drawing on a literature review and the analysis of museum online platforms we derived
and evaluated a taxonomy of Digital Cultural Participation and Education. This taxon-
omy structures several platform features that provide access to cultural objects, cultural
participation as well as education. Overall, the results contribute to research on museum
practice in digitization and illustrate a number of museum-specific platform features
which are used with varying frequency (see Demonstration). For example, users can
build their customized album with their favorite cultural objects, they can take part in
a virtual tour of the museum, or they can zoom into an artwork with high resolution.
In addition, we found that museums shift the discourse to social media, blogs or rating
platforms and, for instance, seldom support diverse ways of accessibility (e.g., change to
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‘simple language’, customizing the background color) to support an unrestricted access
for all individuals. These results can be used to derive implications for a new generation
of (social inclusive) online platforms that seek to fulfill their mission of cultural and edu-
cational participation (e.g., by means of virtual and augmented reality). Moreover, while
this study is anchored in the museum context, and therefore, develops knowledge for a
specific class of artifacts, it enables further research to understand how a broader class
of online platforms need to be adapted for specific contexts. Along with this, it seems
fruitful to investigate the applicability of (a subset of) the proposed platform features in
further domains.

Ultimately, by shedding light on the importance of accessibility to and participation
in cultural information, we hope to boost online access to cultural objects and facilitate
cultural participation as well as education—in particular, to face the challenges of the
Covid-19 pandemic, leading to the closure of plenty of museum facilities in 2019/20.
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Abstract. Digital transformation (DT) describes technology-based improve-
ments in business processes, business models, and customer experience. It
promises efficiency gains for industrial enterprises. Nonprofit organizations also
expect advantages from DT. However, barriers hinder realizing all its possible
advantages in both sectors. If decision-makers recognize the potential barriers,
they can reflect upon these challenges and take well-coordinated countermea-
sures. Orienting towards a Straussian grounded theory approach, a framework
of barriers is developed with data of two diverse sectors: industry and nonprofit.
According to the framework pre-conditions such as profit-orientation and size
shape the possibilities to tackle different barriers. In general, the DT process in
the industry-sector has been slowed down by barriers. Whereas, nonprofit organi-
zations often take the view that they are not in a DT process at all. This might be
due to limited individual and organizational perspectives. Especially, NPOs have
to work on their recruitment of skilled volunteers to challenge this view.

Keywords: Barriers · Industry 4.0 · Nonprofit organization · Digital
transformation · Qualitative study

1 Introduction

Digital transformation (DT) has massively shaped processes involved in value creation
and will continue to do so in the future. This fundamental change has reached almost all
areas of life and is by no means uncontroversial in its social effects [1]. It is character-
ized by the use of new digital technologies to enable significant business improvements
[2]. Industry often acts as a role model when it comes to efficiency gains, dealing with
realizing other forms of value creation and dealing with the changing nature of work
[1]. Especially, advanced manufacturing, which is an important sector in the German
economy, is working on its DT and is rather advanced in its journey [3]. DT is also
making advances in the social sector. Still, it is lacking behind if looked upon health
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care or hospitality sectors [3]. However, little information is available about the DT of
the nonprofit sector [4]. Nonprofit organizations (NPOs) face increasingly more chal-
lenges that are subject to both the principles of the market economy and technology [1].
Competition for support and financial assistance also increases. Therefore, NPOs must
think and act more like profit-oriented companies. Digital technologies in NPOs can
increase capabilities to build up competitive advantages, such as improved connection
to donors to handle requests and the ability to provide more targeted information [5, 6].

Barriers to DT can hinder or stop the successful implementation of DT. Decision-
makers in both the manufacturing sector and in NPOs must understand the opportunities
and challenges of DT [4, 7]. Only when the nature of the problem is clearly defined can
countermeasures be taken to overcome the challenges.

This paper aims to develop a theoretical framework for barriers to DT. It will help
to foresee barriers and understand their potential effects. This article compares two
sectors that have a vast difference in conditions. The manufacturing industry is used as a
benchmark for DT to gain more insights into the relatively under-researched field of DT
in NPOs. This scientific work aims to answer the following research questions: What
barriers to digital transformation in NPOs and the manufacturing industry exist? What
fosters the differences between the two sectors?

This article follows the scientific discussion about the specific challenges of DT [8].
The collected qualitative data provides comprehensive insights into the perception of DT
barriers. In this contribution, the nonprofit sector involves the use of digital technolo-
gies in an environment that is characterized by social responsibility. The manufacturing
industry, on the other hand, embodies the profit-driven actor within the DT. Combining
both areas, looking at differences, and enabling mutual inspiration are essential steps
towards a more holistic view of DT, which follows Yin’s idea of having diverse data [9].
The detailed description of the barriers to DT may act as a basis for future studies on
how to overcome them.

The following study is based on the Straussian grounded theory method [10].
Grounded theory permits the generation of theories derived from data to understand the
social context [11]. DT influences the social context due to the socio-technical impli-
cations of ubiquitous technology use. Therefore, the goal of this study is to develop a
theoretical framework that spans and captures this social context. There are five sub-
sequent steps to conduct this research: Literature review and motivation of research
questions (1), purposeful sampling (2), data generation (3), coding and side-by-side
comparison of results (4), development of a common framework and discussion with
literature from the review and further literature (5).

2 Theoretical Foundations

DT empowers innovations that involve the combination of information, computer, com-
munication, and connectivity technologies. The digital possibilities available to compa-
nies increasingly alter an enterprises’ strategy. Still, DT processes would remain very
individualized. In the following, a short overview of actual research on barriers to DT is
presented.

A scientific literature search to identify current, reviewed, and academic results
regarding barriers to DT was undertaken, focusing English publications in the Scopus
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database. The search terms from the field of barriers research (barrier OR obstacle
OR constraint OR challenge) with terms from the field of DT (digitali* OR “digital
transformation”) were combined and findings from the subareas of medicine, chemistry,
nursing, and other non-topic related fields were excluded. As this research follows a
holistic view, “digitali*” was a search term. This term embraces more DT cases than a
search for specific technologies. The search was limited to research papers, articles, and
conference proceedings and only searched in titles.

In total, 67 articles were identified. The majority was published in 2019. There was
no dominating journal or conference. As a second step, the authorswent through the titles
and abstracts to exclude further articles that were off-topic (4 articles). They dismissed
articles that lead too far from the focus of the research, including, for example, country
reports, the field of higher education, and digital government (28 in total).

To structure the papers for a better understanding, the authors aligned the articles to
different clusters of DT drafted by Morakanyane [12] to give a comprehensive overview
of the barriers to DT.

11 publications in the area of business models were found, they range from general
industry insights to specific research results in different areas [13–15]. Froman epistemo-
logical point of view, research has led to research agendas [16], decision support guides
[17], and a stepwise model for the implementation of DT [18]. A total of ten articles
are devoted to the challenges of transforming operational processes. Some articles deal
with obstacles to the introduction of concrete procedures or tools, such as digital supply
chain management [19], building information modeling [20], or lean visual planning
[21]. Machado et al. [22] and Sjödin [23] present barriers in different maturity stages. A
literature review by Kuusisto [24] presents different technology acceptance models and
concludes that more profound research on organizational requirements is still needed.
Companies have to consider digital change not only at the technological level but also
at the socio-technical level [25]. In particular, groups that have little digital know-how,
such as elderly employees, need training to be able to adapt to changing requirements
[26]. New forms of work, such as digital platforms, will also pose challenges to the
legal framework of the employment relationship [27]. One article deals with the chal-
lenges of the organizational culture when DT shapes the supplier-buyer relation [28].
In such settings, technical problems, organizational restructuring, and a “not invented
here” syndrome may hinder the transformation process.

The cluster infrastructure aggregates nine publications. Here, the articles deal with
challenges to the DT of businesses and their structures. The infrastructure does not only
include the company’s organization but also growth into an inter-organizational network
as a result of the increasing vertical integration of the value chain [29]. For this, IT
security is an essential factor [30].

One cluster is about recent research topics in the era of DT. Three articles directly
address researchers. The findings show a lack of interdisciplinary research [31, 32] and
a need to examine organizational frameworks to master the challenges of the DT [32].
A variety of barriers exists when enterprises aim at DT. The DT process alters business
processes, organizational structures, and the way people work and communicate. So far,
research has only brought up unstructured lists from distinct perspectives, thus showing a
clear research gap [33]. A framework that embraces themajority of barriers and sets them
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into relations is still missing. Furthermore, the existing research concentrates on specific
profit-oriented sectors. However, DT is not limited to businesses – it also massively
shapes social interaction.

In general, little research exists in the field of NPOs [34] and their DT [4]. The
use of modern technologies enhances the value creation and reach of NPOs. Besides,
IT gives a competitive advantage by providing quick responses to donor requests and
targeted information [5]. NPOs can use IT to improve the efficiency of service delivery
and fundraising. Using digital technologies helps to share best practices, enable access
to information, raise awareness of community issues, and share information about their
activities to gain legitimacy [5]. To facilitate public fundraising, NPOs must take advan-
tage of IT, especially web and social networking technologies, to build and maintain
their customer and donor bases. Also, NPOs are under increasing pressure from donors
to implement IT to collect and report data for performance evaluation [6].

However, DT’s barriers stand in the way of these measures. Some significant obsta-
cles are the lack of a strategic vision, the inability to identify skilled workers, and the
increasing complexity of the organizational impact [4]. Innovations are rarely used in
NPO to increase financial performance. Decision-makers in NPOs must understand the
challenges of DTs [4] and their complexity if they want to handle them successfully
[35]. A clear structure of barrier dimensions may help identify the significant obstacles,
taking it step-by-step.

3 Method and Research Process

As DT is a complex socio-technical phenomenon, the authors orient towards the Straus-
sian grounded theory approach [10]. To answer the research questions and to notmiss out
on important concepts during the course of the research, a five-step research approach
was conducted.

Recent research about barriers to DT was examined to define the state of the art (step
1, cf. Sect. 2). Due to the lack of a coherent framework, a research gap was deduced.
The formulated research gap leads to the research questions of this study.

In step 2, a purposeful sampling method was applied [11]. To come to a carefully
selected sample (Table 1)with a clear focus onDT’s experience and process, respondents
within professional networks were identified. This survey explores the opinions of a
representative sample for both sectors. In a first round 30 interviews in industry (related)
sectors and 9 interviews in NPOs were conducted. Additional data from 10 industry and
7 NPO participants could be gathered in a second round to proceed the check for the
theoretical saturation [36]. In sum, data from 56 interviews was collected.

For the data generation (step 3), a joint interview guideline was used.

(1) Introduction of the interviewee and description of the changes that occurred in the
processes of the companies by DT.

(2) A free narration of the current situation of DT in general and DT barriers.
(3) Summary report on three major obstacles to DT.

The interviews had an average length of 37 min and were conducted in German. All
the interviews were recorded, transcribed, and translated.
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Table 1. The sample

Sector Area Case Role

NPO
NPO
NPO
NPO

Social
Health
Education
Culture & Recreation

NPO_S1–NPO_S7
NPO_H1–NPO_H5
NPO_E1–NPO_E3
NPO_C1

Press Officer, Instructor for
national work, Administrative
Employee, Pedagogical
Management, IT-Management
Managing Board, Speaker
fundraising, Press Officer, IT
Manager
Deputy Manager, Managing
Director
Technical Manager

Ind.
Ind.
Ind.
Ind.
Ind.

Automotive
Agricultural Engineering
Plastics Industry
Steel Industry
Other Manufacturing

Au1–Au14
AC1–AC9
P1–P5
SI1–SI4
OM1–OM8

Head of R&D, Engineering,
Digital Manager
Head of Quality Management,
Managing Director, IT
Management, Operations
Management
Head of Production, Shift
Supervisor, Project Engineer
Managing Director,
Manager/Head of Production
Intelligence
Business Development
Manager, Deputy Operations
Manager

An open coding technique helped to identify specific barrier dimensions and their
characteristics in step 4. A team of independent researchers went through the texts and
marked sentences, fragments, and passages as codes. In the next step, the axial cod-
ing was proceeded. This step results in the identification of the characteristics. For the
comparison of the two industries by contrasting the results, the selective coding was
applied by taking the codes from the manufacturing industry sample as a basis. A com-
parative and contrasting approach can lead to mutual learning regarding the perception
of barriers. The analytical induction [11] led to a detection of similarities in the codes
and allowed to group them into characteristics. To find even more focused dimensions,
a third selective coding was applied. These dimensions represent the variables in the
grounded theory. In both sectors, the dimensions of barriers are identical but differ in
details and preconditions. Relations between the dimensions and their influence on the
DT process were developed. Furthermore, variables could be defined that shape these
relations (step 5).
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4 Presentation of Results

The result of this grounded theory approach is the development of concepts and cate-
gories. Due to the different sample sizes, there are no gains by counting the codes or
statements. This is why examples of the dimensions’ characteristics are given, instead.
Further, somekey quotations taken from the interviews provide insights. In the following,
the dimensions of barriers to DT for the industry and the nonprofit sector are described
and defined. Furthermore, the overlapping and differences of the characteristics in the
two branches compared are shown.

4.1 Organizational Barriers

Onebarrier dimension directly affects the organization, for example,whenmaking strate-
gic decisions. Organizational barriers are influenced neither externally nor by single staff
members. Furthermore, they embrace the organization as a whole, guided by manage-
ment. Organizational barriers reflect challenges that arise by the lack of resources and a
missing DT vision. “We have no special strategy” (NPO_H4) is a typical statement that
indicates the existence of barriers on the organizational level.

The lack of educated staff is a topic that affects both sectors. Industry in particular
has a lack of trained specialists who can bring in knowledge at a very high level and
thus keep the transformation process going. The focus here is on specific IT knowledge:
“Mechanical engineering companies are missing software and IT knowledge” (OM1).
Process knowledge is becoming more critical in the industry because DT cannot be
successful “if you implement the new technology without questioning your processes,”
(AC7). While the industry sector moans about missing skills, the NPOs suffer from the
severe lack of resources of employees and volunteers: “The social sector often suffers
from a shortage of staff” (NPO_S5). The interviewees also attribute this problem to the
fact that people who work in social professions rarely have IT training in their education.
In the field of voluntary work, many believe that work is limited to services with intense
social interaction. TheNPOs are asked to showmore strongly that administrative support
is also sought.

In addition, both sectors do not sense the profits of the DT. In the NPOs, the DT
seems to be a kind of black box. Possible benefits cannot be named, so “[…] in the
moment the financial resources are only sufficient to maintain our consulting process
and finance the ongoing business” (NPO_S3). Thus, those responsible shy away from
investingmoney in the unknown. IT structurewhen they cannot precisely list the benefits.
As a result, there is also a lack of employees able to promote the long-term efficient use
and integration of IT: “We have no CDO [Chief Digital Officer]” (NPO_H2). Holding
on to traditional roles, principles, or working conditions hinders the DT. This problem
occurs in both sectors: “You need the courage to rethink your business model” (Au5).
While the resistance of this cultural change is, in industry, based on a kind of inertia, in
NPOs, the change resistance is a result of missing IT skills.
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4.2 Individual Barriers

Individual barriers are defined as perceptions, assumptions, and feelings about DT and
technical innovations. Individual barriers include measures influenced by the individual.
In the area of individual barriers, perception in the two sectors continues to diverge. In
NPOs, there is amore significant general skepticism towards technical innovations.Here,
the employees fear the abuse of data for the social system more than threats concerning
their jobs (NPO_E1). The lack of acceptance has two main sources: the structure of the
staff with only basic IT skills and the therapeutic as well as social service provided by
the NPO, which cannot easily be extended by digital technologies: “What we hardly
can get away from is this form of counseling, which we now have” (NPO_H1). The
digital goods are supposedly anti-social and therefore do not fit in well with the welfare
ideals of the NPO: “If tracking possibilities in the future can be used to determine very
accurately individual disease risks, then I fear that this could lead to the undermining of
a health insurance system based on solidarity” (NPO_S1).

In the industry, there seems to be less skepticism about new technical innovations in
general. However, refusal of certain technologies may occur: “There is a mental hurdle
that data stored in the cloud is lost and no longer mine” (OM7). The respondents in
the industrial sector also tend to see technology as a personal threat in their area of
work: “This implies that we could theoretically check why Colleague A produced more
than Colleague B. This is a big problem for our works council” (Au1). The fear is
that traceability of performance will lead to increased monitoring of work and more
comparability, which will be perceived negatively. Moreover, employees in this sector
fear the loss of jobs and the replacement of their services by machines to a greater extent
than in the nonprofit sector. However, many respondents believe that in most cases jobs
will change rather than be lost: “Automation always means that jobs will change. We try
to balance efficiency gains through growth and new products. In the end, these jobs do
not disappear, but change” (OM1).

4.3 Technical Barriers

Technical barriers affect the interplay and integration of technical resources. For both
groups, the technical barriers show that the use of single technologies is not enough
to be successful. Interfaces, as well as seamless integration, are significant issues for
both. There is a dependency on other technologies like “mobile data. No matter if this
affects the internal infrastructure or the infrastructure outside” (OM5). NPOs also suffer
from insufficient network availability, as they often work in remote areas. Moreover,
“data security” (OM1, SI3) is mentioned in the industry sample, as companies are wor-
ried about hacker attacks (OM2). Hackers could shut down entire factories because
the machines are connected via the internet or market relevant information can get into
competitors’ hands. Especially “security in the meaning of exchanging information with
customers and suppliers” (P3) is experienced as a challenge due to the increasing flow
of information.

NPO interviewees on the other hand emphasize the technical infrastructure as chal-
lenging (NPO_S4). They complain about data quality and interfaces: “So just a big and
complex company like ours, where the documentation software has to harmonize with
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the personnel software and with our basic communication channels. This leads to inter-
face problems that are not trivial” (NPO_S1). In the field of NPOs, there are fewer IT
solutions available that fit their needs exactly. NPOs often employ people who are more
dependent on help and supporting structures. For them, the digital interface must be
as barrier-free as possible. “The reading effort must be as low as possible” (NPO_E3).
Those solutions are rare and may trigger the digital divide. Furthermore, the storage of
sensitive data challenges the NPOs, by identifying suitable software products. “We are
not legally allowed to use this at the moment” (NPO_S6).

Both groups mentioned the current infrastructure and cost of technology as barriers:
“Especially, if you have machines that are a bit older, the conversion is not worth it”
(AC8). The interviewees from the industry sample report that pilot projects lower the
risks. But not every technology introduction can be realized with a pilot project. “For
example, I can’t just introduce SAP in a single production plant. If I introduce SAP, I
must do it completely with one launch” (Au8).

4.4 External Barriers

External barriers are all those that cannot be influenced directly by the company or the
individuals in the company. The industrial companies mainly see barriers in the area
of missing standards (OM2, OM3, Au5): “We need to agree on standards on how to
exchange the information” (Au5). The lack of standards affects interfaces to customers
and suppliers, which should support the entire value chain.

Missing laws that guarantee data security and protect data from unauthorized access
are of great importance in both sectors [37]: “There are legal problems. Maybe you
need the contract processing done by the technologies” (OM2). NPOs often work with
sensitive data (for example, in the field of child welfare). The fear of the lack of legal
expertise is why the handling and protection of data is an important issue that requires
excellent and comprehensive legislation: “You always have to make sure that data pro-
tection is adhered to” (NPO_S2). For example cloud-based software solutions have to be
carefully reviewed. “We have to look closely at whether the companies are based in the
European Union or not” (NPO_H4). NPOs, in contrast to the industry, emphasize almost
too many legal constrains. In addition to legal data protection requirements, many NPOs
also have to comply with internal data protection guidelines laid down by the parent
organization (e.g. church bodies) (NPO_S6). The regulations lead to a higher workload
in administration. “In addition to one full-time employee who took care of the people,
we needed another full-time employee for the bureaucratic effort” (NPO_E2).

The external barriers of NPOs also tend to show up as a lack of interest or worse as
boycott on the part of customers, as many of the services offered cannot be replicated by
technical solutions. Often, the problem is due to the customer structure (older people,
people in need of protection, children) in which very little customer pull is expected. “It
is also again this regional problem. Therefore, these are places where many old people
live that you can hardly reach. At least not through the social media or something like
that.” (NPO_H4) In industry, the customer is often part of the digital value creation
chain. Here, external boycott from the customer are rare: “That’s the driving force. Less
waste, higher customer satisfaction” (AU5). Table 2 gives an overview.
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Table 2. Comparison of the characteristics

Dimension Characteristic Current topic NPO Ind

Organizational Missing vision Possible benefits cannot be
named

X X

Lack of strategy X X

Holding to traditional roles X X

Lack of resources Absence of
employees/volunteers

X

Lack of DT budget X X

Lack of IT skills Lack of IT knowledge X

Lack of deeper IT knowledge X

Lack of process knowledge
(high level)

X

Lack of training No training, the strategic need
is unclear

X

Lack of training in the
enterprise

X

Missing IT training in
education

X

Resistance to cultural change Adhere to established
processes

X X

Missing knowledge about
possibilities

X

Lack of new roles No explicit new roles, e.g.,
that of a CDO

X X

Individual Fear of transparency Fear of data abuse X

Loss of data control X

Lack of technology acceptance DT regarded as anti-solidary X

Digital products do not fit in
the services

X

High personal risk aversion X

Fear of job loss In unemployment by
computerization

X

(continued)
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Table 2. (continued)

Dimension Characteristic Current topic NPO Ind

Technical Technology dependency Limited mobile data access X X

Current infrastructure Lack of open interfaces X

Cost of technology seems too
high compared with the
expected value

X X

Lack of sector-specific
standard programs

X

Data Exchange Data security X

Data quality X

External Legal barriers Too many constraints X

Fear of data theft X

Lack of standards Missing data interfaces X

No customer pull See no need for DT X

Lack of customer technology
acceptance

X

5 Development of the Theoretical Framework and Discussion

The framework aims to contribute to close the research gaps identified in Sect. 2 by 1)
structuring the barriers to DT, 2) setting them into relations, and 3) giving first hints
on how to overcome the barriers. To support the suggested framework, the findings are
linked to related research streams identified in the previous literature review.

The organizational barriers aremostly identical in both areas. The interviewees blame
the lack of an IT strategy on a lack of appreciation, combined with a focus on operations.
However, the organizational barriers differ slightly: The nonprofit sector suffers from a
lack of trained personnel, while the profit-oriented sector emphasizes a lack of specific
training on a high IT-knowledge level. Especially, in industrial enterprises there is and
has been focus on having connected and transparent supply-chains [29]. SCM concepts
are less visible in the NPO sample.

Another dominant problem is the company’s willingness to undertake transforma-
tion. The lack of transformation readiness is described in its fundamentals in the literature
[5, 19, 38]. Although some authors already described the creation of digital services such
as consulting [39], the advantages of IT are not yet fully known in both samples. The
respondents often claim that their services cannot be digitized. Here, the educational
background of the respondents plays an important role. The employees’ (IT) experience
influences the perception of the DT process.

The absence of an IT strategy [8] is responsible for missing resource allocations
[22]. Nevertheless, the creation of a DT vision is not yet a topic among NPOs [4].
This lack exists for NPOs and in the group of industry that works predominantly in
the smaller enterprises [40]. A first step towards the introduction of a digital strategy
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is the development of a social media strategy. Privately funded NPOs are more likely
to develop social media strategies. They use social media to recruit donors and to draw
attention to their activities [41]. The importance of an IT strategy is recognized in some
enterprises, but the problem has not even been solved in the industrial sector [7, 17, 18,
42]. Both industries would benefit if they rise to the challenge and make having a digital
strategy a long-term corporate focus [8].

Corresponding roles could promote and accompany the DT holistically [43]. Here,
NPOs could learn from profit-oriented companies. There is a link to the role of the
education sector, as voluntary work is a critical issue for the interviewees. It may be an
issue for industrial countries in particular, but NPOs suffer from both a lack of employees
and a massive lack of volunteers [44].

Individual aspects play a crucial role in the effectiveness of NPOs [45], as they often
influence the training and professional development of people [25, 46]. Well-trained
employees can drive digital change [8, 47], as they have a more positive approach
[48]. Older members, a smaller enterprise size, and a low degree of formalization in
associations might hamper the DT, but training may help to minimize the imbalance
[47]. In the interviews, a less skepticism toward DT was observed when the respondent
had an IT-related background. There is a clear need for mutual diffusion between the two
sectors. What employees learn in profit-oriented enterprises can probably also find their
way into the knowledge of employees in NPOs in the long run. Also, it is down to the
NPOs to reconcile the role of digital change with social responsibility. Solutions for the
threat of job loss and transparency [27] are rarelymentioned in barriers to DT research so
far. However, social sciences show its urgency [1]. There is a lack of social approaches
and far-reaching protective provisions [49]. The integration of an agile culture [50]
is expected to take away many individual fears. Here, industry can learn from NPOs.
Relational job design seems to be a key for establishing a culture of trust [51] through
which employee engagement could blossom. If NPOs can attract talented volunteers
and employees by providing an agile environment it would help to overcome missing
IT skills and become more innovative. In return, this will impact the NPOs’ digital
capabilities to interact with stakeholders [52].

The results of the interviews show a wide range of fundamental problems at the
technical level. Some companies are already making headway in the DT process. Their
barriers are concrete and at a very high technical level [53]. However, in other compa-
nies, especially NPOs, DT is just beginning. There is a lack of necessary interfaces and
knowledge about integration and security possibilities [30]. In this field, there are sub-
stantial overlaps to the formulated problem of the missing added value (organizational).
The recognition of the DT maturity [54] can be the first hint for future actions that have
to be taken in order to foster the DT process, although NPOs do not actively perceive
the technical challenge.

The perception of the external barriers differs most. While industry suffers from
a lack of laws and an unclear legal structure, NPOs have to cope with rigorous legal
requirements. The requirements are based on their clear link to healthcare and welfare,
and the topic of uniform legal requirements is discussed in the literature [55]. Neverthe-
less, there are still uncertainties of ownership rights and the juridical background to be
declared. Legal structures shape customer–supplier relations. There exists a customer
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pull, including new requests for the management to consider [56] and a disaffirmation
of digital customer services in the nonprofit sector. Overall, the extent to which external
barriers can have an impact appears to be dependent on the enterprises’ profit orientation.

Figure 1 shows the theoretical framework of barriers to DT. In both sectors barriers
from all dimensions were found. Four dimensions of barriers negatively influence the
DT process. The DT process shows the degree of the DT of services and products as
well as the DT of processes [54]. The dimensions help to show where the DT barriers
occur. The characteristics, described in Sect. 4, express the nature of the barriers. They
are useful for the later operationalization of the dimensions to develop a reliable scale
for DT barriers.

Fig. 1. Theoretical framework

Two dominant preconditions shape the characteristics: profit orientation [57] and
enterprise size [58]. These characteristics define the problem-solving paths. There is
an apparent practical use. When problems occur in the field of organizational barriers,
such as lack of training, the characteristics give a hint as to how the problems can
be solved. In smaller enterprises, predominantly in the nonprofit sector, the recruiting
of technical experts can be a possible solution. Further, NPOs could recruit younger
volunteers to develop social media campaigns. Outsourcing administrative functions
like IT management can be a solution for smaller enterprises and NPOs [58]. The NPOs
would only have to pay for actual needs and would not have to finance a whole post for
IT management.

6 Contributions and Limitations

Our results contribute to the ongoing research discussion on the social effects of DT.
This paper shows that barriers, especially at the individual level, are influenced by social
implications. In NPOs, services often focus on disadvantaged people. Also, NPOs are
dependent on volunteers whose training can be less actively controlled by the company
than in profitable companies. NPOs are more likely to encounter the so-called “digital
divide” with both their customers and their volunteers [59]. It may foster further digital
exclusion for the NPOs if they cannot cope with technological innovations. The frame-
work is useful for researchers, as it gives an idea of how the barriers influence the DT
process. For practitioners, the model can be useful to understand which next steps have
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to be undertaken to minimize the challenges for the DT process. More research with a
focus on NPOs, and DT’s social responsibility is needed.

Theworlds’ current situation is changing. The coronavirus forcesmanyorganizations
into a DT. The organizations had no time to prepare for that change. So we assume a
hidden skepticism will remain. There is a fear that some will make steady progress with
technology while others are left behind. A social strategy that refers to responsible use
is needed, as NPOs take responsibility for societal problems.

Despite the careful approach, this research is not without limitations. A vast number
of interviews were conducted with interviewees in the automotive sector compared
to the remaining sectors. A wide range of experience in DT characterizes this sector.
Further, the sample of NPOs includes organizations with an international reputation. In
such global organizations, one would expect a higher level of DT acceptance members
from regionally acting groups were often interviewed. Here, a closer look at contrasting
impressions from the sameorganizationmaybe of interest for further study. Furthermore,
the IT experience of employers influences the perception of the DT process. These
influencing factors may explain why the NPOs often regard themselves as not IN the
DT process yet. Qualitative research is useful for developing a theory. At the moment,
this theory is not statistically proven. Although, there is a well prepared assessment, a
careful operationalization of the dimensions involved is needed.
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Abstract. Although dashboards are already widely used in humanitarian crises,
various corporate reports and other fields, the specific success factors for the
respective application areas often remain unclear. Especially in the current severe
corona pandemic, dashboards are crucial to get an overview of the dynamic infec-
tion development. This motivated us to investigate how to successfully design
dashboards capable of mitigating crises such as serious pandemics. By means of a
systematic literature analysis, we identified scientific success factors of crisis and
in specific of pandemic dashboards. Further, we assessed currently used corona
dashboards and compared them with our success factors of the literature. In this
way, we could discover whether corona dashboards are based on previous crisis
dashboards and which specific success factors of current corona dashboards can
be worked out for future pandemic dashboard development.

Keywords: Dashboard · Success factors · Pandemic · Corona · COVID-19

1 Introduction

The COVID-19 pandemic is affecting the whole world. To limit the spread and therefore
the negative effects of the virus, effective actions need to be undertaken regionally,
nationally and internationally. Next to governmental restrictions for the population like
lockdowns or the mandatory wearing of face masks, effective information systems about
specific outbreaks in local and national regions can help to raise the common knowledge
about infection numbers [1]. One outgrowth of these information systems can be found
in dashboards. They can be defined as visual presentation forms built upon purposeful
chosen data [2]. Apart from pandemics, dashboards are also used in other forms of
humanitarian crises like terrorism [3], wars [4] or environmental catastrophes [5, 6].
With occasionally more than one billion clicks per day [7], the COVID-19 dashboard
of Johns Hopkins University (JHU) is one of the most widely recognized at present
[8]. Beyond the possible advantages like being able to track the outbreak of diseases in
order to answer with purposeful measurements, there are challenges to be overcome and
success factors to be considered when developing such a dashboard.

Current research analyzing dashboards in general and dashboards in pandemic situ-
ations in specific focus either on theoretical information from literature or on practical
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dashboards [9]. Our study, by contrast, analyzes the success factors in the development
of pandemic dashboards by considering both publications on previous pandemics and
epidemics (pre-corona dashboards) as well as established, real dashboards used for the
COVID-19 pandemic (corona dashboards). In addition, aspects from general crisis dash-
boards are also included in the literature research, which can be transferred to pandemic
dashboards. However, these rather are not specific aspects on the detail level, but mainly
design and visualization aspects.

This enables us to compare dashboard-literature from the past with the real-world
dashboards of the corona crisis by identifying similarities and differences within these
two sources. On this base, we derive implications for effective prospective pandemic
dashboard development. With our work, we want to answer the following research
questions (RQ):

RQ1:Which success factors can be identified in the development of dashboards of past
pandemics, epidemics and other general crises situations from literature?
RQ2: What are the specific success factors of dashboards for the corona pandemic?

To achieve that, we structure the article as following: In Sect. 2, we present related
work dealing with dashboards in the corona crisis. Subsequently, we present the research
approach (Sect. 3). In Sect. 4, we analyze the dashboards based on the comparison with
identified success factors. Finally, in Sect. 5, we critically discuss our results by referring
to the research questions and literature.Additionally,we highlight limitations of ourwork
as well as starting points for future research and practical dashboard development.

2 Related Work

Since the outbreak of the corona virus, the general population or other specific groups
have been informed about the development of the pandemic via dashboards. Numerous
scientific studies have already been carried outwith different foci to conceptualize, create
and evaluate such dashboards of the corona crisis.

For example, Grange et al. [10], Bae et al. [11], Verhagen et al. [12] and Reeves et al.
[13] describe the data collection and conceptualization of dashboards in hospitals and
clinics in different countries, so that these information are specific and less relevant for
the general population. Some guidance is provided on how corona dashboards should be
designed at national level. Thus, Berry et al. limited their contribution to the conceptual
design of a dashboard for Canada [14]. In this context, a publicly accessible, manually
updated dashboard is described. Thereby, their focus is on data quality and resources
rather than on design. In addition to the numbers of infected, deceased, recovered and
tested persons, also specific characteristics such as location, date and travel history are
listed for each case. Marivate et al. focus on similar aspects. Their dashboard concept for
South Africa allows to capture overall national and more detailed department-specific
data at a glance [15]. Other publications rather prioritize the data management behind
dashboards and discuss both the necessary multi-resource management [16] and the
geoinformatics systems used for location determination [17] in detail. Since it has been
discovered that there are extreme deficiencies in the data collection of various known
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corona dashboards, including the one of World Health Organization (WHO), Ashofteh
et al. present an approach for the conceptualization of a dashboard with high data quality
[18].

There are also different aspects examined in the publications on dashboards that
reflect the global course of the pandemic. For instance, Zavarrone et al. focus on the
presentation of socio-economic aspects by using text mining and sentiment analysis to
create an overview of social media content in order to identify socially relevant data [19].
Everts et al. describe that corona dashboards also create a feeling of fear in the general
population [20]. Approaches and descriptions of how to implement globally accessible
dashboards for the entire population are also described. Thus, the basis of the world’s
most frequently accessed corona dashboard created by the Johns Hopkins University is
presented in a short publication by Dong et al. [21]. The basic contents and the structure
of the dashboard as well as possible further developments are described. Additional
features such as breaking down the information to the local level and comparing pan-
demic developments in different countries are also offered (c.f. [1, 22]). Tewtia et al.
outline how the underlying data can be used to forecast case numbers, which are then
compressed and presented in a dashboard [23]. Raghavan et al. are also dedicated to
forecasting and its visualization with a focus on Indian population [24].

To the best of our knowledge, in the dynamic development, there is only one publica-
tion that compares different worldwide corona dashboards [7]. However, the focus here
is strongly on dashboards that use localization technologies such as Global Positioning
System (GPS) as well as Artificial Intelligence (AI). Moreover, their investigations are
largely limited to Indian dashboards, and the underlying methods are not transparently
specified. Thus, a methodological approach should be used to examine the extent to
which dashboards in the corona crisis are oriented towards the success factors of dash-
boards of previous epidemics and pandemics (pre-corona dashboards). In addition, it
should be highlighted which further elements in the corona crisis can be identified as
success factors for humanitarian crisis dashboards in general and pandemic dashboards
in particular.

3 Research Approach

In order to fill the research gap and answer our above questions, we adopted a three-step
approach. Step 1: By means of a comprehensive literature review according to vom
Brocke et al. [25], we systematically identified the success factors of pre-corona dash-
boards. In the following, we categorized and iteratively determined these by applying
a qualitative content analysis according to Mayring [26]. Step 2: Through an extensive
Google search, we selected an adequately broad sample of current corona dashboards
including national and global dashboards as well as dashboards of authorities and public
media. Step 3: In this step, we defined the extent to which the previously identified
success factors are reflected in the corona dashboards. For this purpose, we compared
and evaluated the dashboards with the success factors using a matrix. Thus, through the
application of this case study, the theoretical findings from the literature could be com-
pared with the characteristics of real existing dashboards. This allowed us to determine
to what extent the success factors are still valid or whether additional elements can be
mapped in the corona dashboards. Figure 1 summarizes this procedure.
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Fig. 1. Procedure for identifying sustainable success factors for pandemic dashboards

The success factors of pre-corona dashboards are mainly a consequence of the
requirements and design principles of previous epidemics and pandemics. In order to
identify the relevant literature for creating dashboards in such humanitarian crisis situ-
ations, a complete literature search was conducted according to vom Brocke et al. [25].
He recommends four basic phases in order to obtain the correct and relevant publications
on a specific topic. In the first phase, the depth of the literature analysis should be deter-
mined by defining the estimated literature volume. Here, vom Brocke et al. follow the
taxonomy proposed by Cooper and define six characteristics with two to four categories
for each characteristic [27].

The basic goal of the literature analysis was to achieve integration, allowing litera-
ture to be compared, summarized and key principles of the dashboard development for
epidemics and pandemics to be identified. The focus was to gather previous research
outcomes on dashboard applications. The subsequent organization and classification
primarily took place on a conceptual basis with reference to the historical development
of some principles. When presenting the identified contributions, we take a neutral and
rational perspective. Further, the results should be relevant for a broad audience, espe-
cially for dashboard developers and their clients (practitioners/politicians) as well as
for the core target group, the general public. But also, general scholars, who want to
make information available to a broad mass in a compressed form, can use the results
for future developments. Given the technical progress, we only included sources of the
past 15 years and thus chose a representative approach for the coverage of the existing
literature. Figure 2 summarizes our procedure with regard to Cooper’s taxonomy.

In the second phase of step 1 we combined the terms “pandemic”, “epidemic”, “cri-
sis” or “emergency” with the term “dashboard” in English and German language as well
as in singular and plural (search string: (pandemic* OR epidemic* OR cris* OR emer-
genc*) AND dashboard*). With this search string the literature databases of Scopus,
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Fig. 2. Classification of the literature search according to Cooper [27]

EbscoHost and PubMed were examined in the third phase. We only considered contri-
butions that relate to dashboard structure, design, conception and content in pandemics,
epidemics and non-specific crises and address the general population as relevant for our
purposes. General visualization and interaction principles in terms of Human-computer
interaction (HCI) were not explicitly included. Firstly, including HCI in general would
have been too unspecific and secondly, HCI is implicitly covered by the principles of
the specific dashboards.

In the fourth phase, we filtered out duplicates (166 excluded) from the search results
(891 articles in total).We then selected relevant articles first by their titles (607 excluded)
and subsequently by reading the abstracts (61 excluded) and full texts (40 excluded).
This resulted in 17 relevant articles. In addition, we carried out an extensive forward
(additional three articles) and backward (additional five articles) search. In total, we
considered 25 articles relevant for our study (cf. Fig. 3).

Fig. 3. Literature research for pre-corona dashboards (according to Dyba and Dingsoyr [28])

On the basis of these four phases of literature search, we were able to determine the
success factors by using a qualitative content analysis according to Mayring [26]. First
of all, it was necessary to form categories to classify the success factors. The inductive
category development was used for this purpose. When coding the relevant literature
sources, a total of 3 main categories (visualization, functionalities, content) with 3 to 11
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success factors each could be identified. A comprehensive Google search for relevant
dashboardswas then carried out in step 2 of our procedure.We paid particular attention to
selecting both global and national dashboards from public institutions as well as private
media. In step 3, we applied a case study to investigate the extent to which the previously
identified success factors were based on the corona dashboards by using a comparison
matrix. We then could investigate whether certain success factors are more sustainable
and important than others or whether additional success factors of corona dashboards
become evident.

4 Results

4.1 Literature Analysis

Based on the qualitative content analysis according to Mayring [26], we divided the
success factors into three categories, which namely are (1) visualization, (2) function-
nality and (3) content. With regard to our literature analysis, we could find more specific
success factors within each category.

While content related success factors aim for the task of choosing the right data,
visual success factors deal with the challenge of displaying the right data adequately
[29]. Additionally, we analyzed factors regarding functionalities, which deal with an
interactive and more comfortable user experience with respect to dashboards. In the
following, we explain especially those factors within these categories, which were coded
most frequently in our content analysis and are described as important in literature. These
success factors are displayed in bold in Table 1.

Content: Dashboards must include reliable data [32, 38, 44, 48]. Reliability needs to
be proven either manually or by means of new automated techniques such as supervised
learning [44]. Another way of validating a certain quality standard of the data included, is
to use official sources like governmental databases [48]. According to the literature, the
up-to-dateness of the data also constitutes an important factor. It is essential to provide
up-to-date information when a user loads the screen [31]. This equally requires that the
dashboard needs to be updated constantly, i.e. as soon as new data is available. Updates
should be integrated automatically [38]. Apart from that, the data content needs to be
easily understandable to its respective users. Provision of only necessary information is
essential to avoid overload and loss of important information. To make it understandable
to the whole society, information should be displayed on a single screen to reduce
navigation [31]. The content of the dashboard should be as self-explanatory as possible
[2]. Reducing distraction by avoiding new processes or required learning is essential
[2, 39]. In order to gain complete information and minimize probabilities of errors,
multiple data sources should be used. Data sources can be situated in local places and in
different social networks [30, 37].Despite the fact thatmany articles do not explicitly deal
with (infectious) diseases, several articles mention specific ratios explaining the current
level of disease distribution. These indicators are number of deaths [51] and number of
cases [48, 51, 52], the mortality rate [52], incidence rate [51, 52], test numbers [52] as
well as prevalence rate [38, 52] or the distribution of disease subtypes [38]. Regarding
information in visualizations, especially timelines showing cases and rates over time
axes are illustrated to show current developments.
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Table 1. Success factors based on pre-corona dashboards

Success factors Short description Reference

Visualization Mixed usage Combination of
visualizations and
textual elements

[30]

Modest visual elements Avoidance of
non-data visual
elements like
graphics; map
reduction to
borders

[9, 31]

Maps Information about
geographical
spread; Awareness
of regional trends

[30–36]

Ease and familiarity Simple
visualization
interface; Familiar
visualizations like
graphs; Visual
orientation to
interfaces of
popular institutions

[9, 31, 35, 37–39]

Colors usage Moderate use of
colors; Black or
gray interface

[2, 31]

Number of visual
elements

Avoidance of
cognitive overload;
Limited number of
visual elements

[31, 40, 41]

Functionality Data sharing option Knowledge reuse
through data
sharing; Teamwork
function;
Messaging
function

[37, 42, 43]

Interactivity Flexible data
filtering;
Customization;
Drill down
functions; Visual
interaction;
Comments

[2, 31, 34, 37–39, 42, 44–49]

(continued)
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Table 1. (continued)

Success factors Short description Reference

User-friendliness Ease of use;
Workload
reduction; Simple
interface; Intuitive
navigation

[9, 31, 42, 50]

Content Data source knowledge Source
identification of
data used

[31]

Reliability Reliability of used
data; Elimination
of duplicates and
further errors;
Usage of official
governmental
sources

[32, 38, 48]

High-level-aggregation Data condensing;
Data integration

[31, 48]

Easy knowledge transfer Easily
understandable
information; Only
provision of
necessary
information to
avoid cognitive
overload

[30, 34, 47]

Several data sources Usage of several
data sources like
social networks,
local databases and
remote networks

[30, 32, 34]

(Automated) data
currency

Up-to-date
information;
Illustration of real
time activities of
infectious diseases;
Automated update
integration

[31, 32, 36, 38, 39, 43]

(continued)
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Table 1. (continued)

Success factors Short description Reference

Automated warnings Alerts when
exceeding
thresholds;
Furthermore,
bright colors or
general
highlighting in case
of increasing trends

[2, 43, 46]

Focus on central
information

Provision of
important
information to
avoid overload and
consequently loss
of important
information. User’s
effort should be
reduced both in
cognitive and
physical way

[31, 41, 47]

Mainstream usability Information
provision on single
screen; Support of
correct data
interpretation;
Self-explaining
dashboard;
Minimized
distraction

[2, 31, 37, 39]

Key figures Indicators like
mortality rate or
prevalence rate;
Usage of timelines
showing key
figures over time
periods for
development
illustration

[2, 34, 35, 51, 52]
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Functionalities: Several articles highlight the possibility of flexible data filtering in
order to let the user gain more specific data. Exemplarily, users should be able to select
specific category groups, data for different time periods or filter data by the type of
disease [38]. These filters should be adaptable to the personal needs of the users [2].
Besides, the possibility to select specific geographical characteristics is emphasized [31].
In general, the dashboard needs to be customizable [31]. More concretely, users should
be able to choose the style of visual presentation like bar chart, graphs or tables. In
order to design an effective dashboard, all relevant information must be made available
to all users on one page only, which requires interactive tools such as filters due to the
fact that different user groups seek for different information sets. Moreover, navigating
through hyperlinks, buttons or going back- and forwards are further ways to interact with
the dashboard [42]. Beyond interactivity, user-friendliness was mentioned. Regarding
this, the dashboard should reduce the workload for its users [31]. This includes having
a simple visualization interface and intuitive, easy navigation methods [32]. Through
intuitive use, a cognitive overload is avoided [50]. These aspects are strongly related to
a higher ease of use. User-friendliness can also refer to an easy access for all potential
users, which includes not only providing an adequate interface for desktop users, but
also for mobile devices [30]. Consequently, users can focus on and better understand the
content itself without being bound to a specific device.

Visualizations: Amap is needed to raise awareness of the general spread of the diseases
[31]. GIS-interfaces are considered to be especially important [33]. Maps can display
a more detailed view, as users can observe trends within regions [38]. Next to maps in
particular, the applied visualization elements should be familiar to users. Those familiar
elements like graphs allow rapid customizing [37]. Despite their necessity and benefits,
graphical elements should not be used too extensively, but rather rely on the paradigm
of minimalism or at least on moderate use. Users should not be overwhelmed by unnec-
essary and distracting information when provided with graphical elements [46]. This
implies both to use only a limited number of graphical elements and to illustrate them in
a restrained way. Building on this, colors should be used conservatively, which means
working with black or gray for most of the interface [31]. Only specific and important
information, like urgent alerts, can be marked in bright colors like red to highlight their
relevance [31].

4.2 Dashboard Analysis

In order to compare the above-mentioned success criteria with those of COVID-19
dashboards, an adequate selection of dashboards had to bemade first. It was important for
us to obtain anoverviewof the existingdashboards thatwas as comprehensive as possible.
For this purpose,we selected dashboards fromgeneral health authorities of governmental
organizations (Germany/Robert-Koch-Institute (RKI) [53], USA/Centers for Disease
Control and Prevention (CDC) [54], UK [55], India [56], Pakistan [57]), from further
public institutions (JHU [7], WHO [58]) as well as dashboards of frequently accessed
online newspapers or search engines (New York Times (NYT) [59], Zeit [60], Google
[61]). Given that the selected dashboards stem from diverse institutions andmostly focus
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on different geographical regions, we achieved a higher level of independence between
the dashboards. Regarding the granularity level, most of them show more detailed data
for their specific geographical areas and thus use different sets of databases. As the
dashboard designs differ, we also ensured uniqueness. Figure 4 exemplarily shows the
popular JHU dashboard.

Fig. 4. JHU dashboard central screen [7]

The analyzed dashboards serve as a source of information for a large number of citi-
zens during the pandemic. We have included both dashboards that present the pandemic
globally and dashboards that focus on a national overview. For the national dashboards,
we concentrated on densely populated countries such as India, the USA, Pakistan, Ger-
many and the UK. Due to the better analyzability of the data, we limited the presentation
to dashboards that are available in German or English. In the following parts, we ana-
lyzed these dashboards by comparing themwith the previously identified success factors
as illustrated in Table 1. The evaluation of practical dashboards is presented in Table 2
and shows to what extent the respective dashboard fulfills the success factors. An “x”
means, that the respective aspect is fully considered. An “(x)” indicates, that the aspect is
either partially fulfilled or not directly visible, because it might be on a subpage. Lastly,
a “-” illustrates, that the factor is not included.

Content: We identified a wide range of ratios. All dashboards inform about overall
cases and overall deaths as well as daily new cases and daily new deaths. In addition
to that, overall recovered cases, daily new recovered cases, active cases, overall tests
as well as the incidence rates are given in many dashboards. Other ratios were named
less frequently. With regard to this, new daily tests or case numbers with regard to
age and gender need to be mentioned [53, 57]. The UK dashboard also provides the
current number of COVID-19-patients in hospital and the number of patients needing
artificial ventilation [55]. Another indicator is the testing rate [7, 56]. Data-currency
of the provided information is important, as well. All analyzed dashboards display the
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Table 2. Comparison of the corona dashboards with the success factors

Success factor JHU WHO Google RKI UK IND PAK Zeit CDC NYT

Visualization Mixed usage x x x x x x x x x x

Modest visual elements x x x x x x - x x x

Maps x x x x (x) x x x x x

Ease and familiarity x x x x x x x x x x

Colors usage x (x) x (x) (x) (x) - x (x) (x)

Number of
visualizations

8 4 6 9 9 4 17 6 6 7

Functionality Data sharing option - - - - - - - (x) - -

Interactivity x x (x) x (x) x (x) (x) (x) x

User-friendliness x x (x) x (x) x (x) (x) (x) x

Content Data source knowledge x x (x) x x (x) (x) x x x

Reliability x x (x) x x (x) x (x) x x

High-level-aggregation x x x (x) (x) (x) (x) (x) (x) x

Easy knowledge
transfer

(x) x x (x) (x) x (x) x (x) x

Several data sources x x (x) x x (x) x x x x

(Automated) data
currency

x x x x x x x x (x) x

Automated warnings (x) (x) - - - - - x - -

Focus on central
information

x x x x (x) x (x) x (x) x

Mainstream usability x x x (x) (x) x (x) x - x

Key figures x x x x x x x x x x

time of the last data update. The majority of dashboards provide data which is not older
than 24 h. Several dashboards demonstrate data reliability both by informing the public
about the exact and extensive data sources used and by including official governmental
sources. In most of the dashboards, the content is presented in an easily understandable
way. They display the main information on only one screen and provide only four to
nine elements on the screen to avoid cognitive overload. The Pakistani dashboard builds
an exception as it deploys 17 elements [57]. Most dashboards offer several subpages to
provide further data. In order to explain potentially difficult terms, several dashboards
provide an information button [56, 60].

Comparison with Literature: Similar to the findings from the literature, the majority
of the analyzed dashboards claims up-to-dateness, the use of several data sources and
reliability. Given the severity of the COVID-19 pandemic, this is reasonable, as the
potential negative impact of outdated or dubious data is immense and can lead to a
significant further spread of the virus. Next to that, we could gain more insights for the
used ratios in dashboard design. We know more concretely, which dashboard figures
(cases, deaths, increase in cases and deaths, recoveries, active cases etc.) are especially
important in pandemics. Contrary to our findings from literature, automated warnings
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don’t play a major role in practical dashboards. This may be reasoned in the fact, that
other new technological developments like the “Corona-Warning-App” already focus
on such features (like the warning function) more concretely [62].

Functionalities: Interactivity is an essential factor in the analyzed dashboards. Nor-
mally, additional information is displayed through simple clicks on links or specific map
locations. Filtering is another method to gain more information about chosen time peri-
ods, nations or smaller regional areas. The Zeit even allows comment functions [60],
which are not available in governmental dashboards. Thus, it can be concluded, that
the dashboards provided by media enable more interaction but also are more informal.
Data cannot be entered into the dashboards by their users, which is reasonable due to
the importance of high data validity. Most of the dashboards achieve user-friendliness
through the possibility to use them with mobile devices such as smartphones. FAQs
are provided as well [56–58]. Navigating is easy in most dashboards, although it is
not always clear which fields can be selected for further filtering. In some cases, user-
friendliness was reduced by site loading delays [57], security warnings [57] and the
occurrence of downtimes [55]. E-learning possibilities [7], news links [7] or suggested
personal behavior [61] are further user-friendly functions.

Comparison with Literature: Given the many different interaction tools in the estab-
lished COVID-19 dashboards, interactivity seems to be even more important than indi-
cated in the literature. This finding can be attributed to the rapidly advancing technical
developments and increasing amount of available data, which nowadays enables higher
customization.Higher levels of interaction and customization go alongwith higher levels
of general usability. A potential risk, however, is to confuse users by multiple subpages
and information overflows.

Visualizations: All dashboards usemaps for illustrating the geographical distribution of
COVID-19.Maps are kept in a simpleway andmostly do not display detailed geographic
characteristics like rivers or mountains. Most of the dashboards combine the map view
with the data itself and provide more aggregated data like the respective country’s case
numbers, but alsomore granular regional datawithin the country. Colors often symbolize
good or bad information, as, for example, the Indian dashboard displays the numbers of
recovered persons in green color, whereas numbers of deaths are illustrated with black
and current case numbers with red color [56]. The Zeit highlights the incidence rates
shown as bubbles in red, as soon as the critical threshold is exceeded [60]. However,
most dashboards are kept in predominantly moderate colors. While several dashboards
are kept in grey, black or white background, some like the Pakistani [57] use colors
extensively. Beyond the already mentioned maps, timelines are used often to provide
current trends of the disease spread. Some of the dashboards like JHU [7], WHO [58]
or RKI [53] provide bar charts. Bubble maps, in which the bubble sizes illustrates the
incidence rates, are identified as a new development [7, 58, 60]. As recommended in the
literature, most of the dashboards do not display more than nine elements on a single
screen.

Comparison with Literature: By comparing the analysis results of established dash-
boards with the literature, it can be stated that the success factors are relatively similar.
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Identified salience in the analyzed dashboards lies in the outstanding importance ofmaps
to illustrate regional differences of the virus distribution and timelines to illustrate the
current trends of COVID-19. Apart from well-known visualizations, bubble maps play
an important role. Further, the position of visual elements follows a certain structure in
the analyzed dashboards, as the most important numbers like case and death numbers
are displayed on the upper left side of the dashboards mostly. This constitutes a new
implication not directly mentioned in literature.

5 Discussion, Limitations and Future Work

Finally, we examined to what extent our research questions could be answered. First,
the success factors of the pre-corona dashboards should be determined. These should
be based on dashboards of previous pandemics and epidemics. Higher-level aspects
of success should also be examined by including general crisis dashboards. A basis
for answering the first research question (RQ1) was built by using the literature and
content analysis, from which three main categories could be determined. With regard
to the category of visualization, the targeted use of color as well as the use of familiar
visualization elements such as bar charts plays amajor role [31].Regarding thedimension
of functionality, interactive and user-friendly tools should be built in [2, 9, 42]. Special
emphasis is placed on interactivity, as it gives the user a feeling of self-determination and
a dynamic way of using the dashboard. With regard to the content dimension and given
the severity of the topic (the population’s health situation and the danger of deaths), it is
deemed especially important to use several reliable data sources [30, 37, 48]. Individual
important indicators on communicable diseases such as prevalence and mortality rates
have also been identified [52].

We also found answers to our second research question (RQ2). Here it should be
examined to which scope the previously identified success factors are reflected in the
corona dashboards. In the area of visualization, it was recognized that the aspect of
maps in the corona dashboards has taken on even a more important role than described
in the literature. Furthermore, it was recognized that bubble maps are frequently used
in corona dashboards, which allows the user to easily capture how severely a region is
affected by the virus. In terms of functionality, the filtering aspect often mentioned in
the literature has been further improved in practice. Since higher data transfer rates are
possible today, increasingly detailed data can be made available. This allows the user
to retrieve an expanding range of regional data. User-friendliness has been frequently
mentioned in the literature. By providing the function to use many dashboards as mobile
applications, a lot of corona dashboards alsomeet this requirement. However, at the same
time the dashboards lose functionality through the developments of mobile devices. For
example, the aspect of warning when thresholds are exceeded is no longer considered
to be important. This is due to the fact that efficient corona warning apps take over
this function. The user no longer needs to actively obtain the warning and is instead
informed via push messages. Considered to be even more important than described in
the literature, the aspects “updating” and “reliable data sources” on the content level play
an enormous role in the analyzed dashboards. Nearly every dashboard showed the time
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of the last update which was usually less than 24 h ago. This is due to the high infectivity
with the coronavirus, which can lead to drastic changes in the course of infection within
a short time.

These results can be relevant for both dashboard creators and clients, like govern-
ments or other official authorities. It can be seen that the success factors of pandemic
dashboards have changed only to a small extent over time. Most of the functionality of
pre-corona dashboards was also used in corona dashboards. It is important to note that
functionalities gain in importance as a result of technical progress (e.g. individualization
is better possible due to higher data transfer rates) or may even be outsourced to new
applications only focusing on a specific function (warning mechanism is executed by
other techniques). This demonstrates that technical progress must always be considered
when designing dashboards in pandemics in order to create an information tool adapted
to the needs and wishes of the users.

There are some limitations in answering our research questions. Only a limited
number of databases was included in the search. Thus, there may be other success factors
for pandemic dashboards that could not be identified and considered. Likewise, only a
limited number of corona dashboards was included in the analysis, so that success factors
of other corona dashboards may have been missed. The evaluation of the dashboards
depended on the partly subjective examination of the authors of this article.An evaluation
of the dashboards by a larger number of reviewers would provide amore objective result.
Since the dashboards do not publish their design principles and templates transparently,
it can also not be ruled out that they copied from each other during conception. This
could neither be proven nor refuted with the available information.

For future work, the same aspects could be examined with the help of a larger
number of databases. Likewise, study participants could be questioned on aspects such as
usability and information content of corona dashboardswith the help of use cases in order
to enable a more objective evaluation of the dashboards. Based on this, a best practice
for future pandemic dashboards could be developed, which would be available to future
governments and dashboard developers as a framework. Mistakes in the development
could be avoided and important design aspects could be included. In addition, technical
progress in terms of new functionalities must also be considered. Because there is no
prediction as to when exactly the next pandemic will come.
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Abstract. The high reliance of refugees on digital tools has been the motor of
digitization, which includes not only mobile applications, but also digitization of
human aspects, namely, social capital (networks). Refugees tend to rely on their
social capital (networks) tomakewell-informed decisions, especially related to the
migration journey. An ideal supporting tool here has been Social Networking Sites
(SNS). To investigate this topic, we have followed a qualitative approach and con-
ducted 15 interviews with Syrian refugees in Germany. The analysis of our inter-
views has revealed four typical streams of utilizing social networks through SNS
in the context of migration: (1) information gathering, (2) service consumption,
(3) understanding the relevant procedures and systems, and (4) content creation
and service provisioning. Our goal is to discuss the impact of digitized social net-
works on refugees aiming at maximizing the benefits, e.g., information gathering,
and avoiding the risks, e.g., frauds.

Keywords: Digitization · Social networks · ICT · Refugees · SNS · Social capital

1 Introduction: Refugee Social Networks

The recent migration waves, especially from the Middle East, raise the need to study
the new migration processes and the changes that have occurred in migration in light of
the recent technological development. Since 2011, more than 5.6 million people have
fled Syria searching for safe places [1]. Most of the Syrian refugees went to neighboring
countries: Turkey, Lebanon, Jordan, Iraq and Egypt and others. Yet, other refugees
decided to make their way to Europe. In 2015, around one million refugees arrived to
Europe [1]. According to the International Organization forMigration (IOM), more than
970 thousand refugees arrived Europe by sea and about 34 thousand refugees arrived
Europe by land in 2015 [2]. This situation has created a challenge among the European
Union countries concerning the best strategy to resettle people, especially after the long
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and risky journey to the hosting countries.Decisionmakers had to propose a fair, feasible,
and fast strategy to handle this ‘crisis’.

Yet, the more complex decision-making process lies on the side of the refugees
seeking asylum in Europe. The decision by migrants to make this journey and to move
to Europe is a tough one to make. During the migration journey, the experience of
migrants and the decisions they make are complex processes, where searching for a safe
place in which they can build a better life is a priority [3]. There are several factors that
make this process a complex one: Risk, cost, legal constraints, and trust issues. Because
of the complexity and criticality of this process, refugees tend to rely on their social
capital (networks) to support their decision making. Social capital is a measure of the
amount of networks person has built [4]. Therefore, we use the term social networks to
capture the social capital of people.

Social networks represent trustful and reliable environments for refugees, to which
they can refer for support whenever needed. Those networks typically consist of family
members, relatives, and friends. The larger and more diverse one’s network is, the more
reliable that network is. In this context, the decision to migrate or where to migrate is
not primarily based on economic and rational thinking only, but also on the information
gathered about the availability of people who can support the migrant financially and
psychologically during all stages of the migration journey and after reaching the final
destination as assumed by the network theory of migration [3]. Social networks help in
establishing “migration networks”, which help in establishing social ties between the
refugees in the country of destination and the prospective refugees who are still waiting
to start their migration journey. In fact, every migrant provides opportunities for people
from their social network to help them migrate as well.

Because the size and diversity of refugee social networks have a direct impact on their
migration journeys, it is typically important for refugees to expand their social networks.
For instance, refugees tend to consider the friends of their friends as part of their own
social networks. This concept of “friends of friends” resembles very well with the core
concepts of modern Social Networking Sites (SNSs). Therefore, it is not surprising that
refugees rely largely on SNSs to digitize and expand their social networks.

Social Networking Sites are no longer simple personal tools used for entertainment,
but they have rather evolved into a key source of information. Previous research has
shown that this observation holds in particular true for refugees before and during their
migration journeys [5]. Their reliance on SNSs and other Information and Communica-
tionTechnologies (ICTs) has increased due to factors related to the forcedmigration from
conflict zones, the need to communicate with their (geographically dispersed) families
and friends, to collect information, and seek assistance during their migration journeys.

In this paper,we investigate the impact of digitizing refugee social networks bymeans
of SNSs on their complex decision-making processes. Towards this goal, we used a qual-
itative approach where we interviewed 15 Syrian refugees in Germany. Our analysis has
revealed four main categories of using SNSs for refugee decision-making: (1) informa-
tion gathering, (2) service consumption, (3) understanding the relevant procedures and
systems, and (4) content creation and service provisioning.

The rest of this paper is organized as follows. In Sect. 2, we introduce related work on
the social capital to support migration decision making and ICT-enabled tools to support
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the migration journey. In Sect. 3, we introduce our methodology and then we show our
empirical evidence on how ICT solutions support migration decision making in Sect. 4.
We discuss further topics related to our paper in Sect. 5. And summarize our paper in
Sect. 6.

2 Related Work

2.1 Social Capital to Support Migration Decision Making

The social and economic dimensions affect the decisions that migrants, refugees, and
asylum seekers make throughout their journeys to the destination countries. This makes
themigration process complex; due to wars and conflicts, the dangerous flee journey, and
finally to the resettlement after arriving at the host country [6, 7]. Recently, researchers
have been interested in uncovering the effects of social capital on the increasing inter-
national migration, especially considering that migrant networks are a form of social
capital that people can rely on to access opportunities in the destination country [3].
This form of social capital consists of networks of connections of potential migrants that
can be relied on to reach the destination country. Thus, the migrant networks of personal
relationships that are formed by the connections betweenmigrants and non-migrants can
increase the possibility of international migration, affect the perpetuation of migration,
and change the nature of migration patterns [3]. Moreover, social ties might lead as
well to increasing in international migration because they provide financial assistance,
psychological support, help with migration costs, and reduce risks until migrants reach
the country of destination [8, 9].

In general, social capital supports the decision making of migrants to pursue the
migration journey for individuals who have strong relationships with members of their
social networks due to two factors; declining costs and declining risks. Migrants who
have strong ties to their social network and expand their social networks in the home-
and destination-countries with reliable people can rely on them to help the migrants
reduce the costs of the trip by providing advice and reliable information, including
among others, the cheapest means of transportation, the most reliable roads to reach the
destination, hotels, transportations, etc. [3, 10].

On the other hand, declining risks is also related to reducing the risks of migration
by providing a sense of security, support, and confidence in the presence of an auxiliary
person during all stages of the migration journey [3]. Therefore, migrants often travel
in groups from the same region or city of origin to reduce the risk and make them
feel reassured in their journey toward reaching safe countries. This requires building
trust networks with strong relationships of migrant networks that link current migrants,
former migrants, potential migrants, and non-migrants in the countries of origin and the
destination countries [11, 12].

Despite the acknowledgement of the importance of ICTs inmigration-related studies
on a large scale, social sciences are still striving to integrate their convergence theoret-
ically within the “network society” [13]. Permanent and constant development of ICT
requires the establishment of continuous empirical studies to discuss updates in migra-
tion which are evolving with the continuous development of ICT. Therefore, scientific
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interest in migrants and refugees using ICT to communicate with their networks dur-
ing the migration stages has increased; examining their journey in the country of origin,
requiring assistance during themigration journey, and after their arrival in the destination
country (e.g. [14]).

Research shows that the use of SNSs influences migration decisions, where SNS is
now considered one of the most important communication channels that make migrants
more aware of the possibilities and methods of migration and the directions of stability
that suit them [14]. Technology plays an important role in the social networks ofmigrants
as it positively affects social capital by strengthening connections between people and
allowing them to expand their social networks [15]. ICT-enabled tools by migrants has
been helping them in creating and maintaining social ties between destination countries
and countries of origin. According to [16] several studies have addressed the impact of
ICTs on migration processes [17, 18]. In the next section, we introduce related studies
to using ICT-enabled tools and solutions to support migrants in their migration journey
to the destination countries.

2.2 ICT as a Medium to Support the Migration Journey

Most refugees suddenly had to leave their homes carrying only their smartphones and
littlemoney – often just enough to reach their host countries. In cases of forcedmigration,
ICT-enabled tools and solutions are vital to assist people on their journeys, for instance
by enabling the communication with their social networks, locating and requesting help,
and for general safety during the risky journey to the country of destination [19]. In
some cases, the lack of mobile phone coverage could lead to dangerous threats, as
migrants depend on their smartphones for asking for help and rescue, according to
Lesvos Solidarity1. In addition, staying connected with migrants who have preceded
and knowing the route to Europe is a crucial part of the must-have information for the
migration journey [20].

For nowadays’ migrants, charging their smartphones is more important than having
food andwater, as they consider it the only tool thatwill help themmove to the destination
country, as described by [21]. One of the main ICT usages by migrants during their
journey to the country of destination is using SNS, as it is an important source of
information in the migration decision-making process and to keep abreast of the latest
changes in the roads leading to Europe. Moreover, SNS is a primary means for refugees
to communicate with their families and access services such as translation, guidance,
and navigation facilitation, and to learn about legal and organizational structures in the
host country [22, 23].

Refugees use ICTs in specific and simple ways that are easy for all of them to
understand and share. For instance, Fig. 1 shows the migration map “The Road to
Germany – that many refugees circulated via WhatsApp during their
journey to Europe [10]. It shows the route and geographical stations that refugees can
take from Izmir in Turkey to reach Germany, the total cost of the journey, the cost of each
phase, the currency to be used, and the parts that refugees need to make on foot [10].
Additionally, ICT-enabled communication tools and social networking sites also enable

1 https://lesvossolidarity.org/en/.

https://lesvossolidarity.org/en/


The Impact of Digitizing Social Networks on Refugee Decision Making 335

establishing relationships between migrants and smuggling networks that may include
(travel agents, lawyers, employment offices, translators, housing agents, and drivers to
transfer them to collection points), which makes it a multilateral process [23, 24]. These
networks are crucial to make the migration journey to the country of destination possi-
ble. Besides, “virtual migration network” has been created on SNSs, where migrants’
participants report about their migration journeys, the routes, transportation, risks, and
helpful advice [20]. All that can help future migrants in their journey to the destination
countries. As a result, these social networks have contributed to the decision making
and choices of the country of destination, based on the information of the experiences of
previous refugees who arrive at the host countries [10, 20, 25]. For instance, this infor-
mation includes the duration of asylum procedures in each country of destination, details
on obtaining a residence permit, and information about family reunification duration and
procedures.

Fig. 1. The road to Germany - [10]

3 Methodology

Germany received the largest number of asylum applications among its European neigh-
bors in 2015 with more than 476,000 asylum seekers [1]. Therefore, it is interesting to
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investigate how the refugees who arrived Germany during the latest refugee wave in
2015 used digital tools to achieve their goal of reaching Germany.

In this study, we followed a qualitative approach and conducted 15 semi-structured,
face-to-face interviews with Syrian refugees in Germany. The goal is to collect more
relevant insights about their stories to reach Germany and how ICT and their social
networks helped them before and during the migration journey. All interviewees were
recruited and conducted by the first author following a snowball sample. We asked our
respondents questions related to the usage of their social networks to facilitate their jour-
ney to Germany. We specifically looked for themes reflecting the use of digitized social
networks by our respondents and in which way these networks have been contributing
to the success of their journey to Germany and to their integration into the society upon
arrival. All interviews were initially conducted in Arabic, audio-recorded, transcribed,
and then carefully translated into English. After iterative coding of the interviews using
Atlas.ti, we could identify four main categories, including: (1) information gathering,
(2) service consumption, (3) understanding the relevant procedures and systems, and (4)
content creation and service provisioning.

Table 1 shows the demographics of our respondents. It is worth mentioning that the
proportion of male/female is representative. As shown by [26], over two thirds (69.2%)
of asylum applicants in Germany from the principal countries of origin in 2015 were
male.

Table 1. Demographics of 15 refugee interviews

Gender Education

Female 6 High
school or
lower

8

Male 9 Bachelor
or above

7

Age group Current residency

18–24 4 Apartment 6

25–30 3 Shelter/Camp5

31–39 6 Temporary
residence

4

Above 40 2

4 Empirical Insights: The Benefits of Digitized Social Networks

“There are many specialized Facebook pages that collect the experiences of asylum
seekers during their journeys including all details. […] They alert us about police oper-
ations. They also report about the smugglers they had dealt with. […] Although we come
from another country, we knew the smugglers before meeting them, through the infor-
mation on Facebook. When I arrived Greece, I had in mind taking the land path. Then,
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I changed the plan because I knew from others on Facebook that it was too difficult and
that path was dangerous and not safe, especially, in Macedonia, Hungary, and Serbia.
All of that was posted on Facebook. Right now, I can tell you that more than 95% of
people who left used [advice from people on] SNS.” – an interview quote.

Based on our review of related work and the collected insights from Syrian refugees
in Germany, we have been able to reveal four main streams, where digitizing social
networks through ICT (mainly SNSs) supported the complex refugee decision making
processes. These streams are: (1) Information gathering (mainly before the migration
journey), (2) service consumption (during the journey), (3) understanding the relevant
procedures and system (mainly upon arriving the country of destination), and (4) content
creation and service provisioning. Each of these streams has its own specialties that
affect the decision-making processes. Yet, the four streams have one aspect in common,
namely, the reliance on social networks to make efficient decisions.

4.1 Information Gathering

It is important to understand that preparing to escape to Europe (or somewhere else)
could be a dangerous step to make while being in Syria. Each party of the conflict needs
people to support their actions, and therefore, they do not allow people simply to leave.
On the contrary, trying to escape might be considered as a ‘crime’ that is punishable.
In these circumstances, collecting the required information and taking the necessary
preparatory steps to escape should be done within a circle of trust to avoid any further
complications. During this phase, there are two key questions to be answered: (1) where
to seek asylum and (2) how to prepare for the journey.

Where to Seek Asylum: Refugees start searching for information about the potential
countries of destination before starting their asylum-seeking journeys. This simple task
is not straightforward for them due to several challenges. First, there is too much infor-
mation available describing the situations and processes at several potential countries of
destination, yet the majority of this information is misleading. This information includes
out-of-context information, rumors, out-of-dated information, incomplete information,
and fake news. One of our interviewees described this stating: “[…] this information
[on Facebook Pages] is not reviewed or approved. It is a matter of luck; the information
might be correct or wrong.” Second, there is too little information provided by official
websites, which forces migrants and asylum seekers to collect the required information
from other sources. Third, there are language barriers. Even the too little official infor-
mation is not typically provided in the mother language of the asylum seekers making
it less useful for them. One respondent stated: “This Turkish smuggler speaks Arabic,
as well. His Facebook page is well-known and the largest one on Facebook. All the
information posted on this page is most probably 95% accurate.” As a result, asylum
seekers tend to rely on information provided by members of their social networks.

Utilizing refugee social networks to collect information about potential counties
of destination is mainly done using SNSs. Our respondents reported various types of
information that can be obtained throughSNSs, such as planning the best route toEurope,
gaining knowledge about how to get there, and choosing the most suitable destination
country. Finally, staying in contact with their social networks in the country of origin
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and who have preceded them to the destination country. One interviewee expressed this
clearly: “I used my smartphone mainly during the preparation for our trip to read the
latest updates on Facebook about the stories of the refugees travelling from Turkey to
Europe, such as the page ‘Refugees to Europe’”. SNSs were used prior to the migration
journey to stay up-to-date: “I used to ask them about the best way to leave Syria and
reach Germany. People used to inform me through social networking sites, and the
result is that I am in Germany now.” One of our respondents explained how he used
Facebook to obtain and share information while planning themigration journey: “Before
travelling to Europe, I had subscribed to many Facebook pages that I could find and
provide information about travelling to Europe.”

Preparation for the Journey: Because arranging the escaping journey is complex
and might be dangerous, it is important that refugees consider each step in details.
Typically, failing to escape is even more dangerous, because their intention to leave
becomes public and reaches local authorities. Therefore, it is essential to secure all the
required resources and information to ensure reaching at least the borders of Europe.
One participant described this stating: “As soon as I had the intention of leaving my
country, I started using Facebook. Up to now, it is the largest source of information with
respect to crossing the way from Turkey to Greece.” One interviewee revealed examples
on how Facebook groups helped them to gather information about the logistics of the
journey from their social networks: “I communicated with some people who left before
me through Facebook groups, such as ‘Refugees to Europe’ group. And with people who
tried several paths and experience in identifying the safe path at the right times.”

Because the journey is dangerous and complex, migrants tend to pay attention to
all details and collect as much information and stories as possible. One respondent
mentioned:“We benefited from reading the stories of those who left before us to Germany
via Facebook so that we learn from their experience and gather information about the
road and avoid the mistakes that others had faced and find out the equipment and stuff
needed for this journey and risks.” Along the same line, another participant stated:
“Without smartphones during the entire journey, it would have been too difficult. Our
predecessors used to share the best practices with us; TODOs, Not TODOs, etc. This
was a huge relieve for us during the journey.”

Our research clearly shows that migrants seekers consider SNSs as the primary
source of information, especially information based on personal experiences. Further-
more, SNSs enable users to communicate directly with the user who created the content
and follow-up further if needed. One of our interviewees stated: “When I was in Syria,
I was following the people who left before us to Germany and Europe and I was in
touch with them through the Internet, through social networking sites, through Viber,
and through WhatsApp.”

4.2 Service Consumption on the Move

The migration journeys that refugees had to go through are unique. They are expen-
sive, tedious, and dangerous. Furthermore, they face many legal constraints. There-
fore, migrants rely to a large extent on their social networks to survive their journeys.
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“We have relied mostly on Facebook during our journey” reported on respondent. Our
analysis shows three typical usages of social networks during the migration journeys: (1)
communicate with facilitators, (2) obtain real-time directions, and (3) survive emergency
situations.

Find and Communicate with Trusted Facilitators: Our interviews showed the impor-
tance of using refugee social networks through SNSs during their migration journeys
to find trusted smugglers, who facilitated their journeys. One respondent reported: “I
knew the smugglers from Turkey to Greece through Facebook. Simply by visiting the
[Facebook] group ‘Immigration to Europe and Smuggling Routes’”. Moreover, it was
important to be able to communicate with smugglers via SNSs applications, because
they function across borders. Another respondent stated: “We communicated with the
smugglers through Facebook and WhatsApp.” One crucial issue in this context is trust.
Migrants typically do not know those smugglers and because this step is risky and
involves large amounts of money, migrants tend to ensure they deal with a trusted smug-
gler. Using SNSs, previous migrants and refugees give “reviews” to smugglers they
have dealt with. This information is then used by later migrants to determine with which
smuggler they want to deal. One interviewee mentioned: “We used to communicate
with other asylum seekers who had experience with smugglers, to avoid bad smugglers
(fraudsters or those who sell human organs). This way, we avoided harmful facilitators.”.
Another factor that helped migrants select trusted smugglers is direct recommendation
from members of their social networks. One respondent stated: “I was introduced to the
smugglers who helped me to leave Turkey through friends and acquaintances.”

Obtain Real-Time and Contextual Directions: Due to the unique nature of their jour-
neys, migrants need real-time and context-relevant directions. Followed paths are typ-
ically dynamic, therefore, it is important for migrants to receive real-time information
about the path they have to follow. Also, it is typical that some rules apply to families and
not to individuals. Thus, what might apply for some migrants might not apply to others.
Our analysis shows that migrants consider SNSs as the primary source of information
about routes, especially information based on personal experiences. For instance, one
interviewee noted: “Along the road, we were in contact with several groups on Facebook
to ask about the next steps and ask for advice and directions.” Our analysis shows an
interesting setup of combining both GPS (standard services) and social networks input
(through SNSs). One respondent described this setup stating: “When we were crossing
countries, we used GPS and we were in touch with others who went before us, through
WhatsApp and Facebook, to know which roads were safe. We used to do the same with
the people behind us.”

Emergency: One of the vital benefits of utilizing social networks of refugees during
their migration journeys is asking for help during emergency situations. The majority
of our participants confirmed that the use of a smartphone saved them on the journey to
Europe due to the possibility of seeking help and being rescued during their dangerous
migration journeys. One of our respondents expressed the reliance on their social net-
works through SNS: “I used the smartphone in the middle of the sea when the engine
of our boat was damaged. I called the smuggler and we called our families, and as we
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had an Internet connection, we posted what happened with us on Facebook and asked
for help.” Furthermore, volunteers have created specialized SNSs channels to provide
direct support for refugees during their sea trips through virtual rescue groups. One
respondent described this stating: “One example is the rescue group on Facebook that
is used to track the refugees on their way. Before leaving, we used to inform them that
we’re leaving so that they call the police or coast guards in case of emergency.”

4.3 Understanding Relevant Procedures and Systems

Every migrant provides opportunities for people from their social network to help them
migrate as well. Having a trusted member of their social networks in the new home
plays an important role for migrants, asylum seekers, and refugees to be ready to start
the integration process. A successful integration process requires completing the asylum-
seeking process, and understanding the important legislations and regulations. During
this stage, our analysis shows three benefits of social networks upon arriving the coun-
try of destination: (1) Complete the asylum-seeking procedures, and (2) understand
important legislations and system.

Complete the Asylum-Seeking Procedures: It is important to understand that the
asylum-seeking procedures are typically complex. Obviously, the entire procedures use
the local language (e.g., German), which represents a considerable barrier for newcom-
ers. Here comes an important benefit of social networks, where previous asylum seekers
guide newcomers during the complex procedures. They even provide hints from their
own experience. Our interviews show that refugees and asylum seekers tend to share
their personal experiences to help similar cases with respect to various stages of the
asylum-seeking process: “I don’t personally know the people on the Facebook pages.
They share their experiences about what happened with them; such as who arrived here,
who went to the immigration office, whether Berlin is the best city to apply for asylum
or it is better to apply anywhere else. You find answers to all questions that might come
to one’s mind, just like a dictionary that you use to search for any term.”

Relying on the experience of previous refugees and asylum seekers through SNSs to
complete one’s procedures has been emphasized by several respondents. For instance,
“Through SNSs, we knew that we had to apply for asylum at the police station in the
Greek island.” and “Upon our arrival to Greece, I contacted the people who left before
us through WhatsApp, Viber, and Facebook to figure out what we had to do next.”

Understand Important Legislations and System: One of the key challenges for asy-
lum seekers upon their arrival to the new home is to learn a new system that is widely
different fromwhat they had been used to. They have to pick up important legislations to
avoid unnecessary penalties. Because previous refugees and asylum seekers are familiar
with the background of the newcomers, it is easy for them to quickly ‘onboard’ these
newcomers without overwhelming them with regulations that are not relevant for them.
A prime example of propagating this knowledge is the high number of SNS channels
created by previous refugees and asylum seekers to provide this knowledge to newcom-
ers in their mother language. For instance, (translated to Station of



The Impact of Digitizing Social Networks on Refugee Decision Making 341

People on the Move), with more than 300,000 members. One interviewee stated: “The
majority of this Facebook Group live already in Germany since 2013 or 2014. They have
their own experiences.”

4.4 Content Creation and Service Provisioning

One of the important benefits of SNSs in the context of facilitating the complex decision
making processes for migrants is the ability to create content and provide services based
on own’s experience and knowledge. Given the lack of comprehensive information from
trusted official content providers, the large portion of misleading information about
asylum-seeking, and trust issues, migrants tend to rely on content created by other
fellow migrants based on their own experiences that had qualified them to be domain
experts in asylum-seeking. “I share information about my journey on Facebook to help
others just like we had used similar help.” – an interview quote.

Furthermore, refugees and asylum seekers are the best to identify missing services in
the context of asylum-seeking process. A prime example is the process of applying for
family reunification. One of our interviewees explained how his own struggle through
this processmotivated him to provide this service for free for other fellow asylum seekers,
who might lack the required skills to do this process on their own: “I spent a lot of time
struggling to book an appointment for my family in the German Embassy (in Lebanon or
Turkey). Therefore, I have created a Facebook group through which I help people to book
appointments for family reunification in the German Embassy in Turkey or Lebanon for
free.”

Refugees know that they are the main content providers in this context and therefore
they spend time and effort to create relevant and up-to-date content for prospective
migrants and asylum seekers. One respondent stated: “I learnt a lot from the experiences
that I got from the people, who left before me. I shared my experience with the people who
came after me. This is how such information and experiences keep propagating from one
to another.”Another interviewee echoed the samemessage emphasizing the role of SNSs
in this context: “Through SNSs, we publish all what we have passed through and all our
experiences so that others benefit from it just like we have done.” As mentioned earlier,
SNSs enable users to communicate with the content creator to clarify further details.
For instance, one respondent mentioned: “When I arrived Germany, many people, who
wanted to leave Syria, communicated with me and asked me many questions [about
my journey]. They asked me to give them the name of a smuggler either in Macedonia,
Turkey, or Hungary.”

Another important insight is the ability of bridging the language barriers by providing
the initial support from migrants from previous waves who share the same language of
the current asylum seekers. For instance, the Arab community in Turkey played an
important role to reduce the number of dangerous accidents while crossing the sea to
Greece. One interviewee mentioned: “The admins of this group are Arabs in Turkey,
who decided to establish this group to help [asylum seekers] traveling to Europe and
reduce the deaths on the way. I knew this group through other Facebook groups and
some Facebook friends.”
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5 Discussion

The considerable reliance of migrants on using their smartphones to access SNSs has
been one of the main characteristics of the recent refugee wave. It has been necessary for
refugees not only to keep in touchwith family and friends, but also to receive advice from
members of their social networks, and to communicate with facilitators while crossing
the borders of ten to twelve countries to reach the destination country. It is interesting
to observe how migrants had been exchanging information and experiences from their
journeys through SNSs, in order to provide meaningful information, reduce risks, and
save the cost of the journey for fellow migrants. The main asset for migrants is trusted
and meaningful information about the journey and the migration process.

This meaningful information represents the fuel of the migration decision-making
process. Migration networks through SNSs have enabled creating and sharing the nec-
essary information about safe routes, procedures at destination countries, and further
details relevant to asylum-seeking process. Migrants and refugees tend to form “virtual”
social networks on SNSs to exchange information, and rely mainly on trusted social
ties and personal experiences from those who preceded them a few months, days, or
even hours prior, and believe that this method protects them from fraud and misleading
information. Therefore, many migrants are keen to stay online by connecting to Wi-Fi
hotspots or buying SIM phone cards in every country they cross to receive advice from
their social networks and to be informed about the latest developments related to the
route to destination.

Due to the intensive usage of smartphones by migrants and refugees, they prefer
to use SNSs to communicate with and obtain information from their social networks
that are known and trusted for them. They look to the different experiences of members
of their social networks (e.g., friends or families), where these experiences are largely
embraced and considered as a trusted source [20]. Trust plays an essential role in this
context, therefore, migrants used to compare information from different channels to
evaluate their quality. One interviewee mentioned: “When I used to ask about a specific
route through different SNSs and get several answers, I was comparing the answers I
got through Facebook, Viber, and WhatsApp, and I took the common answer among the
different sources.”This is one of common techniques that refugees typically use to avoid
getting trapped by fake news, rumors or misinformation. This kind of false information
might lead to bad decisions during themigration journey.Another technique that refugees
tend to use to avoid the obvious risks associated with the use of digital SNS, such as,
fraud, or attacks by anti-migration groups is engaging in closed groups where strict rules
are followed by group admins to filter anti-migration content and users.

It is worth mentioning that information needs have special requirements in this
context. This information is critical to human lives, has direct impact on financial cost,
and has a dynamic nature. Additionally, there are legal constraints that apply to this
situation, trust issues that affect the creditability of the information, and language barriers
to make the information digestible. Therefore, personal experiences and direct social
connections play a crucial role. One respondent stated “When I told a friend of mine
in Syria that I was planning to come to Germany, he told me that one of his relatives
had recently left to Germany. He connected us together so that I can learn from his
experience.”
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Social networks of migrants, as part of their social capital, positively affect not
only their migration journeys, but also their integration process in the new homes. For
instance, by facilitating their entrance to the job market and providing information on
job opportunities in the host countries [27, 28, 29] In this context, researchers have
found that almost half of Germany’s migrant population relied on interpersonal contacts
to obtain job opportunities [27]. Moreover, refugees and migrants with strong relations
to the local social networks have better opportunities to access cultural knowledge that
contributes to facilitating their integration into social environments and provides the
opportunity to participate in the civil society [30, 31].

Our analysis reveals useful implications for several stakeholders and target audiences
relevant to refugee topic. These include:

1. Governments and decision makers, to apply and support e-government solutions
in reaching refugees to inform them about the rules and regulations, and possible
integration opportunities.

2. NGOs and the local community, to inform them about possible usages of ICT to
foster the integration process between them and refugees by providing online means
to exchange skills on culture, language, etc.

3. Researchers and academics, who are interested in researching topics related to digi-
talization, social capital, social networks, crowdsourcing with respect to vulnerable
groups, in particular migrants and refugees.

6 Summary

The complex decision-making processes that migrants and refugees have to perform are
typically exacerbated by lacking meaningful information from trusted sources. There-
fore, they rely on their social networks to acquire the required information and to seek
support along their migration journeys. Because larger and more diverse social net-
works mean higher chances of succeeding themigration process at low cost and low risk,
migrants expand their social networks before starting their journeys. An ideal supporting
tool here has been Social Networking Sites (SNSs), e.g., due to the concept of “friends
of friends”, the ability to contact content creators directly for further clarifications, and
the crowd impact.

Migrants and refugees rely on their social networks, especially through SNSs, that
enable them to maximize the benefits of their social networks. In this context, we had
identified four streams of utilizing social networks through SNSs by migrants, namely,
information gathering (mainly before the migration journey), service consumption (dur-
ing the journey), understanding the relevant procedures and system (mainly upon arriving
the country of destination), and content creation and service provisioning. Social net-
works of migrants and refugees, as part of their social capital, have a positive impact
not only on their migration journeys, but also on their integration process in the new
societies, which is an important goal of local authorities, organizations, locals, and all
members of the societies.
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1 Track Description

With societal and technological changes taking place with an ever-increasing pace,
today’s public administrations face many challenges. The digital transformation is one
of them and is – at the same time – considered as a solution for others. The continuing
pandemic illustrates the weak spots in e-government progress in a particularly
impressive way and posed many challenges, for example, to the public work force and
public organisations that were not prepared for a major shift of work to the home office.
Yet at the same time, the crisis acts as the catalyst that has been sought for years. In
Germany in particular, the crisis has accelerated the digital transformation of public
administrations by using data-driven policy making approaches, unlocking budgets for
digitalizing public service, and showing the potential of innovative and open
source/open government initiatives [1]. The crisis is also intensifying the debate on
Smart Cities and Data-Driven Governance. Monitoring, analysis and decision-making
are based on extensive, integrated data from a wide range of sources. The cooperation
of different actors – both local and cross-divisional – is a prerequisite for rapid e-
government progress.

This track contains several articles dealing with these issues and sheds light onto
current debates in our field. The articles cover a range of topics, covering both the
technical dimensions and social dimensions of e-government and smart cities. The first
three articles in this track focus on smart cities and city development, emphasising
several aspects surrounding the future-oriented development and decision-making in
modern cities. Two articles focus on the potential of new technological concepts
(blockchain technology, artificial intelligence) for public administrations and the
delivery of public services, whereas the last article focusses on the social dimension of
the digital transformation and sheds light onto changing competence requirements in
public administrations.



2 Research Articles

The first article How Could Smart Cities Use Data? – Towards a Taxonomy of Data-
Driven Smart City Projects by Babett Kühne & Kai Heidel deals with concepts for
data-driven smart city projects. In particular, it aims at establishing a taxonomy of data-
driven smart city projects in order to enable the structuring of this nascent research field
and to support the derivation of design theories for data-driven smart city projects. The
authors arrive at a taxonomy with 11 dimensions, such as usage of data, user of
solutions, and data ownership, that is evaluated with a total of 45 existing smart city
projects. In Towards Sustainable Transport: A Strategic Decision Support System for
urban Logistics Operations Maximilian Heumann, Richard Pump, Michael H. Breit-
ner, Arne Koschel, and Volker Ahlers develop the prototype for a decision-support
system that enables the evaluation of logistic-based concepts in (smart) cities. The
system enables public administrations and other stakeholders to arrive at city logistic
decisions more efficiently. Anja Schulte, Tim Wittemund, Peter Weber, and Alexander
Fink (Preparing for an Uncertain Future: South Westphalia City Scenarios 2030) use a
multi-stakeholder participatory approach to develop future scenarios for cities in more
rural areas. Cities outside of metropolitan areas are faced with challenges in particular
and, thus, need tailored approaches to address these challenges. The presented
approach and resulting scenarios may help decision makers to navigate the challenges
posed through digital transformation.

The article What Do We Really Need? A Systematic Literature Review of the
Requirements for Blockchain-based E-government Services (Julia Ahmend, Julian
Kaiser, Lucas Uhlig, Nils Urbach, Fabiane Völter) presents a category system for
specific requirements for blockchain systems in the public sector that provides guid-
ance for both researchers and practitioners. In this way, a systematic approach to the
requirements is opened up, which prevents relevant requirements from being neglected
in the context of specific use cases.

In the public sector, the explainability of AI systems and their behaviour plays a
central role, as only comprehensible decisions can be evaluated and safely integrated
into administrative processes. Nijat Mehdiyev, Constantin Houy, Oliver Gutermuth,
Lea Mayer and Peter Fettke describe in their article Explainable Artificial Intelligence
(XAI) Supporting Public Administration Processes – On the Potential of XAI in Tax
Audit Processes the potential of different XAI approaches for tax authority processes.
The paper also provides XAI usage guidelines for the public sector.

Julian Christ, Gunnar Auth, Frank Bensberg discuss in Competence Requirements
for the digitalisation of public administrations: An empirical analysis based on job
advertisements necessary skill sets for public sector digitalization. The focus is on the
side of the authorities. The study presents which competences are currently in demand.
More than 20,000 job advertisements were examined in order to arrive at a compre-
hensive set of required e-skills.
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Abstract. The process of urbanization has caused a huge growth in cities all
over the world. This development makes the organization and infrastructure of
an individual city increasingly important. In this context, the idea of a smart city
is growing and smart city projects are beginning to appear. As the amount of
data is growing with connected technologies, such projects rely on data as a key
resource.However, current research does not provide an overviewon these projects
and which constructs are involved in data-driven smart city projects. Therefore,
this research begins the building of a taxonomy on such projects through the
establishment of a common language among researchers in this new field through
eleven dimensions. Additionally, it develops a concrete conceptualization of data-
driven smart city projects for practitioners as an initial guidance for the field of
smart cities.

Keywords: Smart cities · Taxonomy · Data-driven smart city · Smart city
projects

1 Introduction

A study from the United Nations Organization shows that 64,8% of the world population
will live in urban regions by 2050 [1]. This lead to a 13.1% increase in the population
of urban regions as compared to 2018 [1]. Most of these projected increases will take
place on the African and Asian continents while a growth of 9.8% is expected in Europe
[1]. Comparing the urbanization rates in Europe show huge growth in the coming years:
0.22% from 1990–2018, 0.33% from 2018–2030, and 0.38% from 2030–2050 [1]. It is
clear that urbanization process will challenge cities all over the world.

This urbanization could be seen as the biggest change in the infrastructure and
rebuilding processes of humanity [2]. Furthermore, the daily routine in an urban city
becomingmore digital andmore increasingly inclusive of factors such as smartphones or
sensors [3]. This digitalization could help to solve the challenges that are occurring due
to urban growth. In doing so, information and communication technology (ICT) could
be used to improve living conditions and quality of life as well as enable environmental
protection [4]. Such ICT enables the city to become a smart city and improve the lives
of citizens with the help of technology [5].
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In order to use the data of ICT and inventory data in smart cities, data needs to be
acquired, stored somewhere in somedata structure, analyzed, and proceeded.Using these
data analysis processes could generate new insights which could provide a new value
proposition [6] for citizens. The usage of data in such a context is called data-driven [7].
Such data-driven smart city projects could be in the areas of industry, tourism, logistics,
buildings, public transport and many others [8]. This research focuses on data-driven
smart city projects that contain one use case in order to build a taxonomy.

As there are so many different use cases for data-driven smart city projects, current
research does not provide an overview of the possibilities in this field. Perboli et al.
provide three dimensions for a smart city: description, business model, and purpose [9].
These three dimensions are focused on a private versus public view. Furthermore, the
taxonomy does not focus the data-driven aspect of a smart city and only differentiates
between potential tools of a smart city. Niaros provide a taxonomy of smart cities in
two dimensions: local versus global and capital versus commons [10]. This taxonomy
is focusing on a more strategic view of a smart city project and does not integrate all
possible smart city components. Additionally, the data-driven aspect is missing in this
research. Thus, to the best of the current knowledge, there is no taxonomy of data-driven
smart city projects available in research yet. However, the development of such data-
driven smart city projects is growing but the theoretical understanding of such projects
is lacking in knowledge, yet. In order to understand such projects more detailed and
create methods and tools for the development of such initiatives, the knowledge of the
constructs and characteristics of data-driven smart city projects needs to be increased.
As a consequence, this research focuses on developing such a taxonomy by using the
methodology of Nickerson et al. [11] with the goal of answering the following research
question:

RQ: What are the empirically validated and conceptually grounded characteristics
that describe data-driven smart city projects?

This taxonomy participates to the present body of knowledge in the field of smart
cities by establishing a joint understanding of data-driven smart city projects. Such a
shared knowledge contributes to the structuring of this field of research by supporting
researchers as they position their work in this field. Furthermore, the shared understand-
ing resulting from this taxonomy allows for the materialization of ideas and consider-
ations that will lead to the development of design theories in the field of smart cities.
However, the taxonomy could also support practitioners and offer initial guidance for
assessing the chances and opportunities of a data-driven smart city project in order to
analyze how this project could be implemented.

In order to do so, the paper is structured as follows. First, it provides an overview
of the related research of smart cities. Second, the general approach of developing the
taxonomy is described. Third, the development stages of the taxonomy for data-driven
smart cities are presented, a detailed overview of the taxonomy itself is provided, and the
evaluation is described. The paper closes by discussing the implications of the research,
reflecting its limitations and describing possible next steps.
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2 Related Work

2.1 Smart Cities

The study of smart cities (SCs) is a new field in research. Several cities have started
projects with the goal of improving their citizens’ quality of life and rely on ICT as key
drivers [12], and so data from this technology plays an important role in this context.

Due to contextual changes in the public sector, an unbundling of services from
production processes appeared [13], cities are experiencing a shift in value creation
from offering products to providing services to citizens [14]. SC services are therefore
predominantly designed from the service-dominant logic’s perspective [14, 15]. Another
contextual change has occurred due to the increasing presence of digital technologies
[13] and connection of cities [16]. An exponential growth in data, leveraged by connected
technologies such as Internet of Things (IoT), currently characterizes cities. The data that
these connected technologies produce, as well as that gathered from citizens’ interaction
with the connected technologies, can be used to stimulate innovation and to develop new
projects aimed at contributing to the citizens quality of life [14, 17].

In general, the definition of a SC is inherently connected to the idea of a digital city
(DC) [4]. These two are often used as synonyms although there is a difference between
the two terms [5]. The idea of a DC developed during the 1900s. By contrast, SC started
appearing regularly in research in the 2010s [5]. Both terms address the citizen and have
the following goals regarding improving quality of life: improving electronic services,
promoting social inclusion, supporting economic and political efficiency, and facilitating
urban development [5]. However, there is a key difference between a SC and DC. A SC
is limited by the city boundaries. By contrast, a DC is not limited by such boundaries
and has only virtual boundaries [4]. In terms of infrastructure, a DC is only represented
by its ICT while a SC includes all infrastructure, such as, streets, buildings, railways,
and ICT. The idea of a citizen is also different in these two concepts. Each citizen of the
city can profit from and enable services in a SC, even if they are not able to use ICT.
In a DC, citizens are enablers and receivers that can profit from the DC only if they are
able to use ICT. In summary, SC and DC differentiate from each other in some parts but
share the goal of improving quality of life for citizens [5].

As the research field of SCs is relatively new, there is no definition that is well
accepted in research yet [5]. All in all, a SC is characterized by its intercultural and
social capital, the citizens’ government, the smart strategic planning of the city, and ICT
[5, 18]. The component ‘smart’ in this context can be defined in a city that is innovative,
integrative, connected, efficient, effective, adaptive and attractive [19].

2.2 Dimensions of Smart Cities

Current research showdimensions of SCs fromdifferent viewpoints. As the research goal
of this study is to develop a taxonomy, this section introduces all existing taxonomies
and dimensions of SCs in detail.

In order to analyze which data is being used in a SC, we take a look onto the different
applications in a SC. Lombardi et al. developed a schema to model the performance of
a SC. After an extensive literature review, they identified the following dimensions of a
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SC: Smart Economy, Smart Mobility, Smart Environment, Smart People, Smart Living,
and Smart Governance. The dimension Smart People is seen in a demographical context
[20]. Other research takes a private economy perspective and developed the following
dimensions: Smart Building, Smart Mobility, Smart Energy, Smart Infrastructure, Smart
Technology, Smart Governance, Smart Citizen, and Smart Healthcare. The dimension
Smart Citizen is seen in a demographical context, for example, usage of green mobility
[21]. Lim and Maglio build the following dimensions based on 1234 news articles:
Smart Device, Smart Environment, Smart Home, Smart Energy, Smart Building, Smart
Transportation, Smart Logistics, Smart Farming, Smart Security, Smart Health, Smart
Hospitality, and Smart Education [22]. They also introduce a hierarchical structure,
meaning that the customer, provider or things could provide services like Smart Logistics
through a linkage to Smart Devices and Smart Environments [22]. They provide five
principles of smart services that a SC should have: (1) connection between humans and
things, (2) processing of the data in the cloud, (3) wireless communication, (4) collection
of data with context awareness, and (5) co-creation of value. If the first four principles
are met, a co-creation of value between the customer and provider is possible [22]. All
in all, these authors show different dimensions of SCs that somewhat overlap; Smart
Mobility and Smart Transportation, for example, could be the same. However, these
dimensions give the first indication of the context in which smart services in SCs appear.

In addition to these dimensions, Bischof et al. analyzed which data could be used in
a SC. They structured the data according to the update frequency: static, semi-dynamic,
and dynamic. Static data is leveraged at one time and could only be updated manually.
Semi-periodic data is updated periodically. Dynamic data is updated all the time (every
time new data appears) [23]. They developed the following data categories for SCs:
transport, air quality, traffic, events of the city, services of the city, citizen data, and
health data. The data is generated from different sources, which offers a challenge due
to the homogenization of data. Such a homogenization is necessary in order to utilize
the whole potential of a SC [23], but a centralization of the data could be helpful in order
to make data usage easily assessable [24].

In order to identify all existing taxonomies in the field of SCs, a structured literature
review is performed here[25] by searching for the combination of “taxonomy” and
“Smart City” in different databases such as Science Direct, IEEE, ACM, and Google
Scholar. After analyzing all titles, analyzing abstracts if necessary, and conducting a
backward and forward search [25], two taxonomies were identified in the field of SCs.
The selection criteria for identifying relevant paperswere: (1) the paper offers dimensions
for smart city projects and (2) these dimensions are specified by characteristics for smart
city projects.

The first taxonomy shows three dimensions of a SC [9]. The dimensions are split into
categories and these categories into major fields. According to Nickerson a taxonomy
has only the elements, dimension, and characteristics [11]. The dimension ‘description’
in this taxonomy describes the main project features of the SC (context and components)
divided into objectives, tools, project imitators, and stakeholders. The dimension ‘busi-
ness model’ shows the actions that need to be performed to introduce a new business
model into an SC. This dimension has the following categories: management, infras-
tructure financing, and financial resources. The last dimension ‘purpose’ indicates the
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final goal of a SC and is characterized by the categories: client, product, and geograph-
ical target [9]. Besides the category ‘tools’, no data-driven specific characteristics were
indicated in this taxonomy. The components are not very detailed, including things such
as ‘data base’. Thus, the origin of the data is not clear; there were other data specific
characteristics [23] that also could not be identified in this taxonomy. Thus, we argue
that this taxonomy could give an overview of SC initiatives but does not meet data-driven
goals that are the focus of this study.

The second taxonomy [10] involves differentiating the SC projects according to local
versus global and capital versus commons projects. The projects could therefore be iden-
tified in four quadrants: corporate SC, commons-based SC, sponsored SC, and resilient
SC [10]. As a consequence, the taxonomy is puts SC projects into these categories, which
does not reflect the data-driven aspect of a SC. Thus, it does not answer the research
question of this study.

3 Methodology

This study aimed to show the empirically validated and conceptually grounded charac-
teristics that describe data-driven smart city projects and develop a taxonomy. In terms
of taxonomy development, the methods of Nickerson et al. [11] were followed and their
approach was adapted to this research context. This methodology seemed to be appro-
priate this study’s purpose as several information systems studies have successfully used
this method in different study contexts [26–28], suggesting its robustness in develop-
ing taxonomies. The evaluation illustrates use cases, a common method for evaluating
taxonomies [29].

The taxonomy development method suggested by Nickerson et al. [11] constitutes
an iterative approach which allows researchers to build taxonomies conceptually, based
on literature, and empirically.

In order to build a taxonomy using the method of Nickerson et al. [11], the following
steps need to be performed: (1) Meta-characteristics that all dimensions and character-
istics following in the methodology will be a logical consequence of are defined by the
researcher. (2) The researcher defines ending conditions that need to be fulfilled entirely
for the taxonomy development process to end. These conditions could be objective or
subjective. An objective criterion is characterized by the condition that each dimension
of the taxonomy contain characteristics that are exclusive and complete. The dimension
also needs to be unique but in the last iteration it is not possible to split or summarize
objects and characteristics of the taxonomy.Additionally, one object needs to be assigned
to a dimension and the last iteration should not add any dimensions or characteristics.
The subjective conditions to end the process are achieved if the taxonomy is succinct,
robust, complete, expendable and explainable [11].

(3) The third step is differentiated between an empirical to conceptual, or concep-
tional to empirical approach. The first one is qualified if there is a lot of data available
about the research object and not a lot of domain understanding. The second is qualified
if there is a lot of domain understanding but not a lot of available data on the research
object. If the domain understanding and the available data of the research object are
at the same level, the researcher could decide which approach should be chosen [11].
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Due to the huge data set and some extant literature in the field of data-driven SC projects,
a mix was chosen here – the study starts with the conceptual to empirical approach in
the first iteration and moves on to the empirical to conceptual approach for the following
iterations. A detailed description of the development stages can be found in Sect. 4.1.

In the conceptual to empirical approach, the researcher starts to build up knowledge
about the dimensions and characteristics that are a logical consequence of the meta
characteristics. Afterwards, the researcher examines the existence of each object that
fulfills each characteristic of each dimension and decides which dimensions can be
verified [11].

In the empirical to conceptual approach, a subset is first identified, which then needs
to be classified. This subset is known to the researcher due to a literature review. Subse-
quently, common characteristics of these objects are identified as a logical consequence
of the meta characteristics. If there is a characteristic that fits all objects it should be
seen as useless as characteristics should be assigned to one dimension [11].

After performing one iteration, the researcher checks if the subjective and objective
end conditions are fulfilled. If this is not the case, a subsequent iteration would be started
until no new object could be identified and the subjective and objective end conditions
are fulfilled [11].

4 Taxonomy

4.1 Development Stages

Step 1: Following the research design by Nickerson et al. [11], we start to define meta
characteristics. The goal of the taxonomy is to showpossible use cases and characteristics
of data in a SC. As a consequence, the meta characteristics of the taxonomy are data and
its usage in a SC.

Step 2: We adopted the subjective and objective criteria from Nickerson et al. [11].
However, the criterion of excludingmutual characteristics was not adopted because over-
lapping is possible in this context. A characteristic ‘mixed’ could avoid such overlapping
but this would not be precise enough andwould notmeet the subjective criteria. All in all,
we selected the following objective criteria: (1) each dimension contains characteristics
which are complete, (2) each dimension is unique, (3) each characteristic of a dimension
contains at least one object, (4) there are no added dimensions and characteristics in
the last iteration, and (5) no dimension, characteristics or objects were summarized in
the last iteration. The subjective criteria indicate that the taxonomy is: (1) precise, (2)
robust, (3) complete, (4) expendable, and (5) explainable.

After the first two steps, the iterations to develop the taxonomy start. All dimensions
and characteristics of the taxonomy will be described in detail in the next section.

Step 3.1: The first iteration starts with a conceptual to empirical approach. Thus,
the literature review was performed to build up the findings (see Sect. 2.2). The first
dimensions identified and examined with additional literature were: user of the solution
[22, 30, 31], connection to the user [22], domain of the application [20, 21, 32], and
periodicity of the data [23]. If a dimension was identified as not exclusive and more than
one characteristic can be identified for a data-driven SC project, it was marked with the
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additional note ‘NEX’ (not exclusive). After the first iteration, the following taxonomy
was developed:

T = {  D1 user of the solution | D1 = {things; customer; provider} {NEX}
 D2 connection to the user | D2 = {smart devices; smart environment} {NEX}
 D3 domain of the application | D3 = {governance; environment; mobility; 

infrastructure; technology; citizen; services}
 D4 periodicity of the data | D4 = {static; semi-dynamic; dynamic}}

Step3.2: This iteration switches to an empirical to conceptual approach.Thedatabase
of the EU Smart Cities Information System was used in order to gather empirical infor-
mation [33]. This platform opens information about SC projects in order to encourage
the exchange know-how and collaboration between citizens, developers, cities, industry,
experts, and research centers. The data quality of this platform is sometimes expandable
and sometimes a clear definition of a SC is missing. As a consequence, a large number
of the projects in the database are not SC projects (e.g. an energetic reconstruction of
buildings). However, GrowSmarter, Triangulum, and Smarter Together were established
as projects with detailed data. All projects have the goal to improve the quality of life of
the citizens and the ecological footprint of the city. All the projects also contain differ-
ent subprojects. Thus, these provide a good database to further develop the taxonomy.
These projects were analyzed by two independent researchers with a structured content
analysis using an open coding system [34]. These two independent coding systems were
compared and synchronized afterwards. After analyzing the projects, dimensions and
characteristics were added to the taxonomy which are listed as follows:

T = {  D1 user of the solution | D1 = {things; customer; companies, cities} {NEX}
 D2 connection to the user | D2 = {smart devices; smart environment, smart data 

platforms} {NEX}
 D3 domain of the application | D3 = {governance; environment; mobility; 

infrastructure; technology; citizen; services}
 D4 periodicity of the data | D4 = {static; semi-dynamic; dynamic}

D5 data ownership | D5 = {citizen; company; city} {NEX}
 D6 data storage location | D6 = {company server; cloud server; city server; 

open data platform; end device} {NEX}
 D7 data processing | D7 = {manually; automatically; part-automatically}

D8 data quality | D8 = {reviewed; review necessary; no review}
D9 data type | D9 = {numeric measuring data; numeric data; geographic data; 
textual data; machine recognizable data} {NEX}
D10 usage of the data | D10 = {evaluation; analysis; monitoring; user 
application; open data portal} {NEX}

 D11 data user | D11 = {citizen; company; city; journalist} }

Step 3.3: The empirical to conceptual approach is applied here aswell. Empirical data
was added from the databaseNominet [35],which ismainly a provider for the registration
of domains but also offers additional services. Nominet provided information about 150
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projects. After filtering the projects according to SC characteristics and skipping projects
analyzed in the second iteration, we analyzed 54 SC projects in total. These projects
were analyzed by two independent researchers with a structured content analysis using
an open coding system [34]. These two independent coding systems were compared and
synchronized afterwards. This analysis led to the further development of the taxonomy
as follows:

T = {  D1 user of the solution | D1 = {things; citizen; companies; cities; journalists; 
researcher; developer} {NEX}

 D2 connection to the user | D2 = {smart devices; smart environment; smart data 
platforms} {NEX}

 D3 domain of the application | D3 = {governance; environment; economy; 
mobility; infrastructure; technology; citizen; services}

 D4 periodicity of the data | D4 = {static; semi-dynamic; dynamic}
D5 data ownership | D5 = {citizen; company; city} {NEX}

 D6 data storage location | D6 = {company server; cloud server; city server; 
open data platform; end device}

 D7 data processing | D7 = {manually; automatically; part-automatically}
D8 data quality | D8 = {reviewed; review necessary; no review}
D9 data type | D9 = {numeric measuring data; numeric data; geographic data; 
textual data; video data; machine recognizable data} {NEX}
D10 usage of the data | D10 = {evaluation; analysis; monitoring; practical 
application; open data portal; atomization} {NEX}

 D11 interaction with the data | D11 = {synchronic; asynchronous; no 
interaction}}

Step 3.4: The empirical to conceptual approachwas applied again in the last iteration.
In order to expand the number of SC projects, another database called Bable [8] was
analyzed. This database is a spin-off of the Frauenhofer IAO. It provides an overview
of realized SC projects and provides a platform to gather objects in this field. As many
SC projects had already been analyzed, only ten more projects came from this database.
Thus, a free search on Google was performed to find additional projects; eight additional
ones were found [30, 32]. After analyzing these 18 SC projects, no new dimensions or
characteristics could be identified. Additionally, the characteristics are complete, the
dimensions are unique, and they each contain only one object. In terms of the guidelines
from the methodology section, all objective end criteria were fulfilled at this point.
Additionally, the taxonomy is succinct, robust, complete, expendable, and explainable.
Thus, the subjective end criteria are also fulfilled. The taxonomy is presented in detail
in the next section.

4.2 Taxonomy for Data-Driven Smart City Projects

Our final taxonomy for data-driven SC projects can be found in Table 1. The dimensions
and characteristics of the taxonomy are as follows: (1) The dimension ‘domain of appli-
cation’ summarizes all areas of use in a SC project [20–22]. This dimension summarizes
similar domains such as demographic, health, and education. The characteristics of these
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dimension are governance, environment, economy, mobility, infrastructure, technology,
citizen, and services [20–22]. Measurement of the air quality can be seen as an envi-
ronment characteristic [32]. (2) The second dimension is ‘usage of the data’ dimension.
This dimension contains qualitative and quantitative evaluation and analyzes of the data
[36]. Monitoring of the data and its practical application as well as open data portals
were identified [37]. An automatic control with the data was also identified as one char-
acteristic of this dimension [38]. The characteristics of this dimension are not exclusive
because the data could be used in different use cases at the same time, such as analysis
and practical application [36]. (3) The third dimension is about the ‘user of the solution’
in a SC [39]. Users could be citizens, companies, cities, or journalists [36, 39]. Another
potential user of the solution could be a thing, such as a streetlight that could use data to
control themselves automatically [38]. Researchers and developers were also identified
as data users of the solution [40]. This dimension is not exclusive because users could
use the solution simultaneously; the city and companies could use the solution at the
same time, for example [36]. (4) A fourth dimension was identified as the ‘connection
of the user’ [22]. This dimension could include smart devices and smart environments
[22]; smart data platforms were also identified as a connector in this dimension [41].
The characteristics of this dimension are not exclusive because different users could
participate a smart system or solution at the same time and through different connection
possibilities [22]. (5) ‘Data ownership’ was identified as a fifth dimension [36]. This
could be citizens, companies, public authorities respectively public facilities – summa-
rized as cities – or mixed forms [36]. As mixed forms are possible, this dimension is
not exclusive. (6) The next identified dimension was the ‘data storage location’. Data
is mostly stored on a company’s own server, in cloud solutions, in open data platforms,
and on servers belonging to the city [36, 42]. These data storage locations are mainly
used by the creators of the data, while end users are more likely to save the data on their
end device or to open the data via app or website [24]. As the data needs to be saved on
one platform in order to analyze it but it is possible to transfer the data from different
platforms, this dimension is not exclusive. However, it is possible to gather the data from
many different storage locations. (7) Another identified dimension was ‘data process-
ing’ which includes the data creation and processing. The creation and processing can
be done manually, automatically, or partly automatically, meaning that some parts are
processed automatically and some input needs to be processed manually [36]. As the
last characteristic is a combination of both first ones, this dimension is exclusive.

(8) The next dimension of the taxonomy is ‘data quality’. This can vary depending
on whether the data could be pre-checked by the data supplier or not. A review of
the data quality is necessary in the latter case [36]. Thus, the data could be reviewed,
not reviewed or partly reviewed. As the last characteristic is a combination of both
first ones, this dimension is exclusive. (9) As data can be structured differently, the
dimension ‘data type’ was identified. This could be numeric measuring data, numeric
other data, geographical data, and textual data [36]. Numeric measuring data is an extra
characteristic although this data type is a subtype of numerical data as the empirical
study identified an accumulation of numeric measuring data. Further, we could identify
the characteristic video data which is used in smart car parking systems for instance [30].
If the data is meant to be processed automatically, it needs to be in a structure of machine
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recognizable data [24]. This characteristic was therefore added to the dimension. All in
all, it is possible for data to be available in different data types at the same time; data can be
both, numerical data andmachine recognizable data, for example. As a consequence, this
dimension is not exclusive in the taxonomy. (10)As a subsequent dimension, ‘interaction
with the data’ was identified [31]. For example, a citizen could use a smart traffic light
system that enables them to receive a green light at every intersection on their way [31].
In this case, the characteristic is synchronic.More examples show that there could be also
no communication with the user resulting in everything being automatically controlled,
e.g. smart lighting in the city [38]. Additionally, an asynchronous interaction is also
possible, such as if the user is receiving messages under certain data circumstances [43].
This dimension is exclusive because we do not indicate a combination of these three
characteristics. (11) The last dimension of the taxonomy is ‘periodicity of the data’
which could be static, dynamic, or semi-dynamic [23]. As the last characteristic is a
combination of the two previous ones, this dimension is exclusive.

4.3 Evaluation

As mentioned by Szopinski et al., researchers use often use cases to evaluate their
taxonomy [29]. Thus, we decided to use this method in order to evaluate our data-driven
SC projects taxonomy.

Table 2. Use cases for evaluation

Category Use cases Examples

Internet of Things 18 Toyotas Woven City, Smart Road in Hamburg, Train
Station Berlin Südkreuz, VTG Connect

Online Services 6 Smart Networks for Citizens Participation, Windcloud
4.0, ELEVATE Delta

Smart Grids 5 Grow Smarter Cologne, Sync Fuel

Robotics 7 Robotic Vessels as a Service, Powder Buddy

Big Data 5 Port Monitor Harbor Hamburg, NUNAV

Network technologies 1 My SMARTLife electricity

Artificial Intelligence 2 Project HEAT, Forum 4.0

Augmented Reality 1 Speicherstadt Digital

As many different projects from many databases had already been analyzed, other
databases that could offer use cases that reflect data-driven SC projects were sought
out. A SC project was found in the database ‘Smart City Compass’ [44]. This database
contains 45 different smart city projects (excluding projects which are doubled in the
database) in Germany. The different categories used by the database can be found in
Table 2. The evaluation of the taxonomy occurs through its implementation across all 45
cases in the database by two independent researchers. If there was not enough data about
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the project available in the database, more available information was sought out on the
internet. Neither of the researchers could identify a case that did not fit into the taxonomy
or had characteristics that needed to be added into the taxonomy of data-driven smart
city projects. How often each characteristic was selected during the evaluation of the 45
use cases can be seen in Fig. 1.

Fig. 1. Evaluation of the taxonomy

In order to illustrate the evaluation, one use case out of the 45 use cases was selected
to be described and illustrated in the next paragraphs. The selected use case is called
ELEVATE Delta. This is a SC initiative which aims to improve the lives of wheelchair
users. ELEVATE Delta is an app which shows all elevators in the city with real time data
of their functionality. Therefore, a wheelchair user can plan their trip from A to B in the
city with this app with the advantage of knowing where elevators are located, and real
time information regarding whether the elevator is disabled and cannot be used [44].
This case is a data-driven SC project because (1) it improves the lives of wheelchair
users and (2) the data of the elevators is an essential key resource of the app. Thus, this
project is a suitable use case to evaluate this study’s data-driven SC project taxonomy.

As seen in Fig. 2, the taxonomy could be used to identify the characteristics of the
use case. All exclusive dimensions reflect only one characteristic of this dimension in
the given use case. As the project improves the mobility of wheelchair users, the charac-
teristic of the dimension ‘domain of application’ is mobility. The data is used in different
ways in this case. The first way is in the monitoring of the elevators. Secondly, the data
is available in an open data portal. Thirdly, the data has a practical application because
it supports the wheelchair users. Fourthly, the data evaluates the functionality of the
elevators. These are the four characteristics of the dimension ‘usage of the data’. As the
‘users of the solution’ are citizens with wheelchairs, the characteristic in this dimension
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Fig. 2. Evaluation example of the taxonomy

is citizen. The ‘connection to the user’ takes place via smartphone, smart devices, and
the app - a smart data platform. As the project was initiated by a company, the ‘data own-
ership’ lies with them. Due to the small size of the company, they use a cloud server for
the ‘data storage location’. As the data on the elevators is partly processed automatically
and party manually, the dimension ‘data processing’ is reflected by a part-automatically
processing. The ‘data quality’ dimension is reviewed because by the quality department
of the company. The dimension ‘data type’ is reflected by the three data types: geo-
graphical data (location of the elevator), textual data (information about the elevator),
and machine recognizable data (automatic processing of the data). The ‘interaction with
the data’ is synchronic because it is real time data. Lastly, the ‘periodicity of the data’
is semi-dynamic because of the mix of automatically and manually processed data.

5 Discussion and Conclusion

Constructing on a well-established methodology from information systems literature
introduced by Nickerson et al. [11], a taxonomy of data-driven SC projects was devel-
oped in this study. Overall, four iterations were conducted, one being conceptually based
on a literature review of current SC literature and three being empirically grounded in
a heterogeneous set of SC projects. The taxonomy of data-driven SC projects consists
of eleven dimensions, each represented through a distinct set of characteristics and all
providing a means to conceptualize data-driven SC projects as a phenomenon. The eval-
uation of the taxonomy indicates its reliability in terms of classifying and distinguishing
cases of data-driven SC projects different studies. Thus, the taxonomy was proven to
be useful and it meets its purpose by providing empirically validated and conceptually
grounded characteristics of data-driven SC projects.
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Introducing a thoroughly developed, reliable taxonomy of data-driven SC projects
offers immediate implications for research and practice. The taxonomy offers an effec-
tual way to indicate the characteristics of data-driven SC projects – effectual because
the taxonomy allows researchers to describe data-driven SC projects in a consistent app-
roach and to distinguish them from each other. Thus, the taxonomy contributes to the
existing body of knowledge on data-driven SC projects, resulting in a shared language
that has been missing up to this point. In particular, the added descriptive knowledge
helps to build a better understanding of the key dimensions and the characteristics they
entail. A common knwodege based on this taxonomy highlights the materialization of
SC project ideas and understanding among scholars that will lead towards the develop-
ment of a deeper theorizing process on data-driven SC projects. All of this leads to the
creation of new ideas according to data-driven smart city projects and researchers can
better position their work in the SC field based on this taxonomy. A common under-
standing of data-driven SC projects also gives rise to implications for organizations.
Despite the taxonomy’s simplicity, it may prove to be highly effective in identifying the
chances and opportunities for data-driven SC projects. This could be due to the different
characteristics in the taxonomy, such as the opportunity of cloud computing, was not
taken into account at the beginning of the data-driven SC project initiative. Therefore,
the application of the taxonomy allows for strategic differentiation of SC initiatives.
Practitioners may also benefit from the taxonomy as it could provide them with initial
guidance in terms of the materialization of ideas and considerations regarding new SC
projects.

Nevertheless, this research has some boundaries and limitations that open up the
potential for future research. The methodology of the taxonomy follows a design sci-
ence approach building an effective solution in order to solve identified problem [45].
However, it is not given that it provides an optimal solution and other independent stud-
ies may generate different results. The results from our evaluation are also limited in
their generalization because all the use cases which are taken into consideration were
from Germany. Applying the taxonomy to a set of use cases with global origins would
help better evaluate the concept; future research should re-evaluate and adjust the tax-
onomy accordingly. Common databases in this field were used to collect the dataset of
SC projects. It appeared that this study captured a sufficient set of diverse SC projects
from different contexts and regions. Yet, there are still more use cases that have not been
realized which may lead to increased diversity in the dataset.

There is also potential for this taxonomy to serve future research as it lays the
foundation for a deeper process to theorize the nature of data-driven SC projects. With a
reliable taxonomy at hand future research may focus on collecting more use cases of SC
initiatives, leading to high-order constructs such as data-driven SC projects archetypes.
Such archetypes could help to further theorize how data can be further used in the SC
context. Overall, this research lays the foundation for future developments in the field
of data-driven SC projects and initiatives.
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Abstract. Global urbanization for decades has led to unprecedented levels and
growing demands for urban logistics. Thus, problems such as congestion, environ-
mental noise, and urban sprawl are growing. As a result, many cities face problems
of optimal decision-making regarding green and sustainable smart transportation
systems and infrastructures. However, various possible measures and logistics
concepts are available to improve urban logistics, while effects are unclear and
difficult to predict. To meet the growing need for future-oriented decisions by city
authorities, we developed a decision support system prototype that allows a strate-
gic simulation-based evaluation of different logistics concepts regarding defined
targets, e.g., pollutant emissions, traffic flow, space requirements, or economic
efficiency on a city district level. An expert system for the strategic evaluation of
logistics concepts on a city district level is integrated to achieve transferability and
scalability.

Keywords: Urban logistics · Liveable city · Data-driven government · Decision
support system · Expert system

1 Introduction

The world’s urban population is growing rapidly and already accounts for 55% of the
total population, a share that theUN expects to rise to 68%by 2050 [1]. Together with the
continuous growth of e-commerce, urbanization is leading to a rising transport demand
in cities. The ongoing digital transformation and emerging digital business models in
urban food, beverage, and parcel delivery are causing an increasingly dynamic transport
demand characterized by time-critical services. The recent global COVID-19 pandemic
has further changed the logistics industry’s landscape and strongly intensified this already
growing parcel delivery demand [2, 3]. As a result, many cities face growing challenges
to their transport systems and infrastructure that affect the urban population’s health and
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quality of life, such as congestion, environmental noise, CO2 emissions, accidents, and
urban sprawl. The future transport system, the cityscape, and the cities’ quality of life
will depend on city authorities’ actions regarding the urban transport landscape.

One way city authorities can influence the future transport and mobility system of a
city is to promote innovative logistics concepts. Since the most cost-intensive part of the
supply chain in parcel delivery is urban “last mile” delivery [4], logistics providers also
have an interest in urban transport and try to optimize their business through various inno-
vative concepts. The call for sustainable and future-oriented decisions by city authorities
is therefore pushed by various possible measures and logistics concept developments of
service providers to improve urban transport. It is then necessary for decision-makers to
ex-ante assess on a strategic level which of the available logistics concepts are likely to
achieve the best effects depending on the requirements. Since the impact of a logistics
concept depends not only on the concept itself but also on the distinctive attributes of a
city or district, this is a complex issue of uncertain effects, which must be considered in
each specific case. The impacts of a logistics concept may vary in districts with different
populations or built environments.

Furthermore, testing logistics concepts within a city district by implementing small-
scale pilot projects is neither cost-efficient nor useful. The uncertainty concerning suit-
able logistics concepts for amore sustainable future is growing. Especiallywith the rising
number of delivery companies, the need for decision support regarding the strategic plan-
ning of logistics initiatives in urban areas is increasing from an Information Systems (IS)
perspective [5, 6]. The described challenges lead us to our research question:

How can an IS support decision-makers in the strategic planning of urban logistic
concepts while assessing its economic and environmental impacts?

We investigate this question following a Design Science Research (DSR) approach
and develop a technological artifact that integrates three components into a holistic
decision support system (DSS): prototype: (1) a simulation-based micro- and macro-
scale database for scenarios of urban logistics concepts; (2) an integral expert system
(ES) to provide scalability and transferability enabling individual problem specifications;
and (3) a user-oriented web application to assess the impact of logistics concepts on
traffic, economic as well as environmental objectives and to map the decision making
of economic actors.

The focus of this article is on the technical design of these components and their
integration. We instantiate the artifact as a DSS prototype and apply it in a case study
based on real-world data to enable a proof of concept. Also, expert assessments are
included in the evaluation [7, 8].

First, related scientific work is described in Sect. 2. Afterward, Sect. 3 presents the
applied research design. Subsequently, the DSS prototype development with database
development, integral ES and the web-based platform is introduced in Sect. 4. Section 5
demonstrates the applicability of the DSS prototype and serves to evaluate our artifact.
After elaborating limitations and future research perspectives in Sect. 6, we complete
our article with a conclusion in Sect. 7.



Towards Sustainable Transport: A Strategic Decision Support System 369

2 Related Work

Relevant related work includes research on urban logistics, DSS, and ES for urban logis-
tics. Themajority of literature in the area deals with optimizing existing technologies and
traditional urban freight operations. Lagorio et al. identify focus areas in urban logistics
to suggest the best possible directions for future research [6]. They conclude that munic-
ipal administrations’ decision support receives growing attention in current research as
reasonable decisions in urban development are increasingly relevant and urgent [6, 9].
However, research in this area is still underrepresented and ex-ante approaches need to
be addressed more intensively.

In a more recent review, Dolati et al. further emphasize the importance of decision
support for city authorities in the context of urban logistics and point out the relevance
of stakeholder involvement [10]. The initiative “Urban Transport Roadmaps” funded
by the European Commission, developed a web-based DSS for urban transport. The
project group implemented an informative platform for city authorities to evaluate future
mobility scenarios in urban areas in a timehorizon up to 2030, allowing the comparison of
different urban structures and a selection of measures for urban transport. The quantified
effects of various measures (e.g. car sharing, prioritized public transport) are based on
modeling future macroeconomic trends. The project parties do not consider any micro-
scale traffic effects of logistics concepts in city districts. The portfolio of measures
is limited to regulatory actions and mobility services. Their web-tool thereby aims at
a different use-case, showing detailed traffic development predictions for entire cities
instead of predicted impacts of novel logistics concepts on traffic on a city district scale
[11].

With a decision support framework for simulation-based ex-ante assessment of regu-
latory measures for urban logistics, Bozzo et al. suggest a more disaggregated approach.
However, the authors remain with a theoretical framework without an actual applica-
tion. The approach does not specify any logistics concepts and is moderately scalable;
in any case, very resource-intensive simulations are necessary for an assessment. The
developed model did not lead to an application [12].

Sarra et al. also highlight a lack of applicable simulation-based DSS approaches in a
literature review. The sensitivity of existing models on urban commercial vehicle flows
is limited when evaluating individually tailored measures in urban districts [5, 13–15].
These models focus on individual vehicle movements and neglect logistic and traveler
behavior underlying these movements [5, 16].

While DSS are well established in urban logistics, ES are less common. ES are
computer-based IS, designed to represent expert domain knowledge to provide solutions
to problems that generally require a large scope of expert knowledge [8, 17]. Against
this background, despite complex information and knowledge in urban logistics, we only
identified one article that directly addresses an ES in the field of urban logistics. Schröder
et al. [16] conceive a conceptual framework for an ES to analyze smart policies for urban
courier-express-parcel (CEP) transport but remainwith a conceptual framework, without
application. Besides, urban logistics also combines other sectors, such as food deliveries,
shopping and service trips, or trips by tradespeople and medical care services, and as
such is much more complex than stand-alone CEP transport.
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In summary, although the relevant literature provides substantial preliminary stud-
ies, there is a lack of practical solutions for user-oriented strategic decision support for
city authorities in planning sustainable urban logistics at the micro-scale level, despite
growing relevance. In both, literature streams and the expert opinions of conducted inter-
views, decision support implementation based on spatially disaggregated information is
considered promising. However, designing an applicable DSS is challenging, requiring
further research on practical solutions [5, 6, 10–12].

3 Research Approach

We tackle this research gap from an IS perspective by creating a technological artifact
following the DSR approach of Peffers et al. [18]. The introduction to our research is
considered problem-centered according to the DSR approach. Our research motivation
results from a real-world problem as part of a collaborative project, namely the support
of strategic decisions for system integration of logistics concepts to improve urban
transport.

To define our problem-solving objectives, we analyzed the scientific literature on
research streams on urban logistics. We conducted expert interviews and workshops
with urban transport planners, from which we derive our core requirements. We use
modeling elements for the optimal design of logistics concept scenarios from the liter-
ature on decision support for sustainable logistics concepts. These modeled scenarios
serve as the basis for the conducted simulations. Knowledge about relevant decision
target values resulted from the expert interviews and periodical workshops. From the lit-
erature on the development of application-oriented ES and DSS, we used the knowledge
of system design elements to create a scalable and transferable architecture that is easy to
implement.With our technological artifact, we investigate a possible approach for strate-
gic decision support for district-specific logistics while remaining flexible concerning
different innovative logistics concepts.

To demonstrate the use of the designed artifact, we instantiated the technical back-
and front-end of a DSS prototype.We conducted a case study based on real-world data in
Hannover, Germany. To evaluate our DSS prototype, we compared our case study results
with the effects expected by experts in Hannover. Involved practitioners and experts
work in the automotive industry, the CEP delivery sector, logistics, transport, and urban
planning. The experts based their conclusions on their experience and the evaluation of
the simulations carried out. We evaluated the congruence of the results with the experts’
expectations and considered different cases. Two cases concern districts for which the
concepts were simulated, i.e., data are available in the database. In two other cases, we
analyzed a district similar to the representative pilot districts and a district that differs
significantly from our representative districts’ structural parameters, for which no data
are available and the ES is triggered.

4 DSS Prototype for Urban Logistics

The pursued DSR approach provides improvements for both the rigor and the relevance
of DSS research. However, DSS artifacts are often criticized for their lack of relevance
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to practice and for neglecting configurability and contextual dynamics [19, 20]. To
counteract this lack, we oriented our DSS prototype development towards essential
DSS design elements [21]. We worked towards the highest possible practical relevance,
configurability and contextual dynamics [19]. Practitioners and experts from the fields
of transport planning and logistics were involved throughout the development process to
achieve a high relevance to practice. The architecture of the DSS prototype with its main
components is illustrated in Fig. 1. By applying our DSS prototype, users are presented
with general impact tendencies of defined concepts on eight key performance indicators
(KPIs): pollutant emissions, traffic flow, space requirements, economic efficiency, costs,
innovative substance, technology acceptance and ecological efficiency, which have been
identified in expert interviews and workshops as most significant and relevant for city
authorities.

Fig. 1. DSS architecture.

To evaluate the logistics concepts’ effects, users choose from a selection of repre-
sentative district types and preset logistics concepts, or individually configure both the
district parameters and the desired concepts. The districts’ inputs are mainly structural
parameters and statistical features such as population density, the share of individual pop-
ulation groups, registered cars, living space per inhabitant. Concept parameters include
specific characteristics such as hub capacities, degree of supply fleet electrification, per-
centage of the participating population. By using the tool component, concepts can then
be compared and examined for their effects and impacts.

If the desired scenario corresponds to a simulated scenario, the simulation database
provides the information for the evaluation. If individual scenarios are to be examined,
the ES and knowledge database in the backend is used to check the fact inputs and infer
effects. To provide an efficient and easily scalable solution, we implemented an upload
function that allows extending the knowledge base with human-readable decision trees,
which are then automatically processed and implemented in the rules engine. Moreover,
the database can be extended by uploading new simulation results.
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In the following sections, the development process regarding (1) the database, (2) the
development of the integral ES, and (3) the development of the user interface of our web-
based DSS, with all functionalities for input, output, and presentation of decision-related
data, is explained.

4.1 Creating the Database

The first step in creating the DSS was creating a database containing the KPI impacts
of logistics concepts on the representative district types. To create the database, three
steps were executed within the collaborative project USEfUL: (1) the identification of
projects and concepts for sustainable urban logistics, (2) the definition of simulated
logistics concepts and scenarios and (3) the acqusisition of domain knowledge through
expert assisted simulations. The process was supported by experts from the automotive
sector, parcel delivery services, and urban transport planning. Figure 2 shows the process
from data collection to results analysis.

Fig. 2. Process of logistics concept and scenario simulations

First, necessary data regarding urban logistics and citizen behavior were collected
from different sources like public data repositories, surveys, expert interviews and work-
shops. Sources includeOpenStreetMap, General Transit Feed Specification (GTFS) data
[22], the latest German mobility study “Mobilität in Deutschland” (MiD) [23], and the
survey of GermanMobility Panel (MOP) [24]. Independent surveys and interviews sup-
plement the data. All data were collected in a database to generate a model of the current
traffic in Hannover’s city. The spatially disaggregated database is crucial for decision
support on the level of city districts. The detailed process of model creation and sim-
ulation process can be found in [25] and [26]. Starting from a basic scenario, which
represents the current transport and mobility landscape in Hannover, different logistics
scenarios like e-grocery, parcel pickup stations, Smart City Loop and others were mod-
elled and simulated. For the logistics concepts’ individual scenarios, literature reviews,
surveys, and statistics were conducted, evaluated, and integrated into the models. The
macro- and micro-scale simulations are carried out usingMATSim framework and Any-
Logic software. The raw output data produced by the simulations consist of large event
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files (essentially a record file of the simulation) and extensive statistics that need to be
analyzed before results can be presented. Using data mining tools for event file analysis
and models for cost and emission calculation, the impacts of the logistics concepts on
the city districts were evaluated to produce a foundation upon which the DSS could be
built.

4.2 Integral Expert System

The presented ES corresponds to a rule-based system and thus primarily consists of a
knowledge base (consisting of rules) and the inference engine, to process corresponding
knowledge and interpret fact inputs. Following Waterman’s established guidelines, the
development process of our ES includes the steps of identification, conceptualization,
formalization, implementation, and testing [27]. As it is flexible, robust, and offers a
practical approach for data analytics, we further adapted and applied the cross-industry
standard process for data mining (CRISP-DM) methodology for our data and rules
mining purposes [28]. Figure 3 presents the schematic development process in line with
our DSR approach.

Fig. 3. Process of ES development.

To develop the ES, an understanding of the domain knowledge in urban logistics,
traffic, and city planning was initially established. We elaborated the problem, possible
solutions, target values, and other decision factors in cooperationwith experts.Moreover,
we carried out a requirements analysis for theES.All findings then lead to the simulations
described in Sect. 4.1. The simulation results provide the data basis for all further steps.

Toprocess the resultsmore efficiently andbetter understand the outputs, all numerical
continuous output values were classified into ordinal data. The data were processed
using theWEKA data mining tool and the J48 classification algorithm to derive decision
trees. The human-readable decision trees can then be transferred to the knowledge base
through an automated interface. The interface translates the decision trees into rules
for the inference engine. For the implementation of the integral ES as part of the DSS,
appropriate interfaces were implemented within the backend to check user input and for
the inference of results.

The algorithm used for rule mining, J48, is an open-source Java implementation
of the C4.5 statistical classification algorithm [29]. The algorithm is widely used and is
considered best practice in data mining [30–32]. It offers a very efficient implementation
and results that are easy to understand by the end user. A comprehensible human readable
and interpretable rule base is necessary to achieve a hybrid intelligence of experts and
computer systems.

The results of the rule mining classification are decision trees for each concept and
effect. Each decision tree reflects the input parameters for which causal relationships
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were identified in the rule mining process. These facts can be both district-specific
characteristics and concept parameters. The rules are used to derive positive, negative,
or constant effects on local exhaust emissions for the specific concept.

After the rule base was created, the ES was implemented using the JavaScript-
based json-rules-engine. The rules consist of simple JSON structures, making them
human-readable and easy to persist.

The functionality of theES is illustrated in the architecture inFig. 1.Core components
of the ES are the knowledge base consisting of the J48 decision trees based on simulation
results and expert knowledge, the rule engine for inferring results from input facts,
and the facility to extend the knowledge base by uploading new decision trees. The
ES implementation enables the user to create his or her configurations of districts and
concept scenarios. The users’ fact input is checked based on the rule base and causal
effects are inferred and presented in a comprehensible way, similar to the output shown
in Fig. 4.

4.3 The Web-Based DSS Prototype

The proper presentation of the collected evaluations and inferred data is paramount
to their usefulness in city planning’s daily activities. This requires a clear view of the
system’s purpose aswell as primary users and use cases. Furthermore, the product quality
of the web-based DSS needs to be closely monitored. To create an artifact of high user
satisfaction, the design process needs to work extensively with future product users.
Therefore, the first step of developing the DSS is identifying key users, and analyzing
the use cases, describing system interactions. Main user groups of the DSS are city
planners and urban decision-makers, like local politicians. During requirement analysis,
we again used interviews and workshops to identify the main user groups’ needs. With
an ever-increasing amount of different logistics concepts and uncertain effects, keeping
an overview becomes more challenging. City planners and politicians need a solution
providing at-a-glance decision support.

During our interviews, we identified five major use cases for the DSS: (1) Collect
information about logistics concepts, (2) collect information about predefined repre-
sentative city districts, (3) configure an own individual district, (4) evaluate effects of
logistics concepts in a district, (5) export evaluation results.

Themain goal of theDSSneeds to be the presentation of information, as userswant to
collect information and analyze connections between concrete implementations of logis-
tics concepts and properties of city districts. The DSS needs to explain the processes
involved in logistics concepts and parameters that define concrete implementations on
a level that is quickly understood, preferably by using simple pictures. Similar to logis-
tics concepts, the predefined representative city districts need to be presented with all
characteristics relevant to city planning. Again, a graphical representation is preferred.
Furthermore, users want to input own scenarios of own city districts if the represen-
tative districts do not cover preferences. While the representative districts aim to be
representative of many other urban areas, not all possible districts can be covered with
simulation data within the project’s timeframe. Since therefore no data are available
for user-configured districts, the application needs to infer information using the ES
described in Sect. 4.2. The essential function of the DSS is the presentation of the effects
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of logistics concepts within a given city district, e.g. the emission effects of using micro
hubs for parcel delivery in urban area [33].

To expand user groups to the general public, enabling participation of citizens, the
decision was made to provide the DSS as a web-based tool, instead of a standard desk-
top application or a smartphone app. In this way, not only political and administrative
decision-makers are involved in logistics initiatives of the city, but also residents can
use the platform to inform themselves about new logistics concepts. This allows us to
provide an easy-to-use solution that does not require installation and can be used from
many different devices.

Lastly, an export of the information is implemented to allow users to take the results,
integrate them into presentations, and use them without access to the application. Since
functional requirements are covered through the definition of use cases, quality require-
ments and technical restrictions need to be examined. A major quality requirement is a
high degree of usability as defined by ISO25010 [34]. The projected user groups of city
planners and decision makers are not technical specialists and do not necessarily have
the time or motivation to learn the usage of a complex software system.

The technical restrictions were rather loose, as the city of Hannover already uses a
wide range of web-servers and databases in their current operation. Therefore, modern
technologies can easily be used without putting unnecessary strain on the IT-department.

Building on the defined vision of theDSS, the technical components can be designed.
For most of the functionality, a simple database combined with an attractive front end
suffices. Only the creation of own districts and the inference of new information requires
more sophisticated elements of the ES. Figure 1 shows the rough architecture of the web-
based DSS. Within the web–interface, three central components are implemented. The
Districts and Concepts components will present the districts and concepts to users by
accessing the information stored in the Database. In combination with its backend com-
ponents, they further handle the creation, modification, and deletion of user configured
districts and concept scenarios. The component Tool presents the main functionality,
which uses the other two interface components, the Database, and the Rule Engine.
Through the interface provided by the web-tool users can select a district and a logistics
concept, configure the concrete concept implementation and is presented the impact of
the concept when applied to the district. While all known combinations are loaded from
the database, unknown combinations (i.e., selecting a user created district) query the
rule engine for the rule-based inference of results.

Figure 4 shows a screenshot of the finished prototype. Since the DSS addresses Ger-
man users from the public, political, and administrative milieu, the website is designed
in German. The user first selects a city district and a logistics concept. After configuring
the concrete implementation of the logistics concept, the user is presented the general
tendencies on KPIs like emissions and costs. This process requires few interactions for
a rough overview and presents results in an easily understandable way, achieving our
initial design goals. Furthermore, amore in-depth inspection of concepts can be achieved
by changing the concept parameters and creating own districts, which is not shown in
the presented screenshot. The prototype also provides functionalities to inform about the
innovative logistics concepts, the representative city districts and to compare different
concepts in terms of their impact.
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Fig. 4. Screenshot from the web-based DSS prototype.

5 Case Study and Discussion

To demonstrate the applicability and evaluation of our DSS prototype as part of our DSR
approach, we conducted a case study. We choose a use case in which the evaluation
of a micro hub concept is performed in different environments. On the one hand, the
performed simulations substantiate the validity of our DSS prototype, on the other hand
all results were reviewed and evaluated by domain experts throughout the case study in
focus group discussions.

For the applicability check, twoHannover districts were considered [35], whichwere
simulated as two of the predefined representative districts. In terms of transferability, one
structurally similar, and one strongly different district were also considered. The similar
case is the district Dresden Neustadt [36] that is similar to the Hannover district Oststadt.
The structurally different area is the district Hohenstein in Wolfsburg [37]. For the case
study it was necessary to enter structural data of the four study areas. This includes values
such as population (absolute and relative as a proportion of total cities population), area
(absolute and relative as a proportion of total city area), population density, number of
private households and commercial establishments, average population per household,
number of registered cars and commercial vehicles, number of social security employees,
unemployment rate, andmore. In addition, the concepts to be investigated can be assessed
by input on the degree of delivery penetration in the district, the capacity of the micro
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hubs in packages, the selection of optimized or non-optimized locations, or the white-
label (WL) or conventional delivery. As requested by the experts, results are presented
in roughly classified trends (see Fig. 5).
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Fig. 5. Case study results for different concept scenarios and city districts.

It is apparent that the DSS prototype for each scenario can show a trend for all of
the defined KPIs in an ordinal scale of three levels. Involved domain experts were able
to judge all of the outputs as valid. Despite the very different scenarios, the district
structures have little effect on the impact. The three different concepts are more likely to
have the most significant impact. The results also show that a standalone WL delivery
does not necessarily positively affect traffic flow. Rather, in addition to the WL delivery,
an optimized infrastructure of hub locations is required to utilize all operating CEP
transport providers’ capacities optimally. TheKPIs of costs and space requirements seem
to be increasing regardless of any variation. However, given the cost-intensivemicro-hub
concept with high capital commitment, the consulted experts believe this is a realistic
effect [33]. The experts also point out that for the third concept scenario, it is striking
that the positive changes in traffic flow depending on the similarity of districts testify to
the DSS prototype’s validity. The similar districts Dresden Neustadt and Hannover List
show a positive effect, whereas the more suburban-like districts Wolfsburg Hohenstein
and Hannover Groß-Buchholz show no positive effect. According to the experts, the
case study allows to confirm that the application meets the requirements set. Our DSS
prototype allows realistic statements about logistics concepts in known and unknown
districts through the presented tendencies. This confirms the basic transferability of the
application. However, it must also be pointed out that the inferred statements about
unknown districts cannot be validated by a simulation basis because they are only given
on the foundation of derived causalities by the ES.
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Consequently, effects in transferred city districts are plausible but not validated.
According to experts in urban planning, the results are sufficiently explicit for strate-
gic decision support and at the same time, adequately fuzzy to be suitable for pub-
lic use. According to the requirement, the results are understandable for political
decision-makers and city dwellers without expert knowledge.

However, it is noted that the results in the implemented classification rather address
all stakeholders on a political level for first assessments of different logistics concepts.
Regarding our requirement for a scalable DSS, our upload function offers a way for
expanding the database with new districts and logistics concepts, thus providing an effi-
cient and easy-to-use solution. In the course of conducting the case study, we received
further positive feedback on the user-friendliness of the system with regard to the objec-
tives of our artifact. Transparent user workflows and easy navigation throughout the
entire websites received particular emphasis. The suggestions for improvement of the
DSS prototype included the expansion of the database and the integration of further
structural traffic parameters primarily.

6 Limitations and Future Research

This study has several limitations that must be addressed. In the presented case study,
only seven of the eight identified KPIs can be depicted yet. For the eighth value of
technology acceptance, we are currently surveying to add results after completion. As
the system is self-contained, the knowledge base can easily be expanded with the new
knowledge from the completed study.

Beyond that, all of the presented results base on simulations and expert knowledge
referring to our four selected representative pilot districts in Hannover. As the case study
and focus group discussions indicated, further simulations are necessary to expand the
database and the knowledge base for a seamless validation of logistics scenarios even in
unknown districts or city types and structures. Experts also state that other key figures on
individual districts’ transport infrastructure can be decisive and show certain relations
with the effects of logistics concepts.

However, no infrastructural peculiarities such as rotary traffic or road types were in
our work due to the selection of the four representative pilot districts. Another limita-
tion concerning the representative pilot districts in Hannover became apparent since all
districts are similar in their structure. Therefore, the inclusion of traffic infrastructure
metrics and a more diverse and broader selection of city districts for simulations and
data acquisition are recommended, specifically with regard to the rule mining process.

Although our results are based on simulations resulting in continuous numeric output
values, only three scaled tendencies should be shown to the end-user to be understandable
to a wide range of different knowledge backgrounds. Showing general tendencies only,
the application can be opened to the public, presenting information not only to strategic
city planners but also to interested citizens possibly affected by decisions made using the
DSS. Since the effects of individual concepts in specific urban districts can be perceived
as threatening and can worry affected citizens, continuous numerical values were not
desired, and the ordinal scale was required to be limited to three categories. In doing
so, we contribute to our objective of the involvement of stakeholders. This requirement
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leads to the limitation of a rather vague three-level output of the DSS. To provide a more
detailed assessment for application experts, user authorization and administration could
be included in the system to provide separate expert functions.

Regarding the latest COVID-19 pandemic, another limitation arises, as we did not
consider the changing mobility and transport behavior and other effects of such a pan-
demic and the resulting correlations related to logistics concepts [2]. Given the ongoing
situation and a growing risk of similar pandemics and catastrophes in the future, such
effects should be investigated and included in further research. Future research can also
focus on accompanying the implementation of pilot projects of logistics concepts in
cities with the presented DSS’s help. For this purpose, field studies could be carried out
together with experts and the effects predicted by the DSS could be compared with real
data from logistical pilot projects.

7 Conclusions

In this paper, we presented our developed DSS providing IS-based strategic decision
support for urban logistics. For a well-founded development process based on existing
literature on DSS in urban logistics and related disciplines, we used a DSR approach.
The developed DSS artifact shows significant progress compared to existing approaches
[5, 6, 9, 10]. The DSS provides transferable and scalable strategic decision support for
political and administrative decision-makers and involves other stakeholders, such as
the public. The insights result from the expert knowledge of practitioners in the fields
of traffic models and simulations as well as from scientific literature. A case study and
focus group discussion served to test the practicability of the model.

The DSS is a useful and enriching tool for the strategic planning of urban logistics
concept initiatives, and funding, towards a liveable city. It serves as decision support
and information platform for political and administrative authorities and the public, who
can evaluate existing transport structures for the effects of innovative logistics concepts
to assess and classify the feasibility of such concepts and resulting benefits. The DSS
draws on a comprehensive simulation and knowledge database and uses an integral ES
to derive unknown city district structures’ effects. Expert interviews have shown that
these elements have a great potential to support strategic decision making, especially on
a level of political processes.

The simulation and knowledge database should be extended to further urban struc-
tures and metrics, and data should be condensed in future work. The provided ordinal
scale of results should also be extended from three to five or seven levels based on the
condensed data for more precise assessments beyond the strategic dimension.
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Abstract. For example, because of the demographic change, the fast pace of tech-
nological advance, and changing citizen habits (e.g. in buying behavior), cities face
fundamental challenges and lack orientation in approaching their (digital) trans-
formation. Especially cities in rural areas struggle in this situation which makes
it necessary to reconsider predominant structures in city management. The use of
scenario management can support decision-making processes by broadening the
perspective through thinking in future scenarios. This paper elaborates on a sce-
nario planning project that was conducted with 25 cities from South Westphalia
(Germany) in 2020. Eight scenarios have been developed in a multi-stakeholder
process with participants from different city domains. Both, the process of sce-
nario planning and the developed city scenarios for 2030, aim to support city man-
agers and other city stakeholders expand their focus, triggering a future-oriented
examination of cities.

Keywords: Scenario management · Action design research · City centers in
rural areas · Smart city

1 Introduction

Urbanization is a much cited challenge in smart city publications – too many citizens
for the existing infrastructure. Despite an increase in city residents, the vitality of city
centers seems to decline. This paradox deserves attention: on the one hand, an increasing
number of people moves into the cities, prospectively 70% of the population until 2050,
while on the other hand, a decreasing number of people visits the actual city centers [1].
As a consequence of declining city visitors, stationary retail is at stake [2]. The concept of
a smart city suggests answers to the major city challenges by using modern information
technologies to improve the planning of the cities and to reach sustainable economic
growth and a high quality of life [3, 4]. It is a holistic concept that aims to implement
improvements in six city-related areas (environment, living, people, economy, mobility
and government), connecting the stakeholders in order to co-create accepted solutions
[5]. Thereby, a citizen-centric focus shall ensure especially the acceptance by citizens,
harnessing also new forms of political participation [6].
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To help the cities tackle their challenges and maintain their vitality, the EU-funded
project City Lab Südwestfalen aims to support proactive city transformation. In order to
provide orientation and to create a more robust basis for strategic decisions, a scenario
process was initiated, involving a broad range of city stakeholders.

Against the background of curfews and COVID-19 restrictions, the Association of
German Cities and Towns warns against the death of city centers making the discussion
of city transformation and smart city concepts even more relevant [7]. Despite respective
funding programs of the federal government, the complexity of the topic and the uncer-
tainty about future developments hampers planning in many cities. The predominant
uncertainties demand for a methodological approach to support systematic decision-
making. Scenario planning can help to reduce the complexity of an unknown future by
building different scenarios that could occur in a defined timespan. Both, the process
of scenario planning and the resulting scenarios, support city managers and other city
stakeholders expand their focus, triggering a future-open examination of the cities.

2 Problem and Research Questions

In April 2019, the Federal Ministry of the Interior, Building and Community (German:
BMI) announced to fund the digital change of cities throughout the upcoming decade
with 750 million euros [8]. The Ministry called for 50 smart city pilot projects aiming
at the creation and maintenance of modern, technology-supported cities worth living. A
proclaimed goal is the strategic implementation of digitalization by the cities. However,
a study by the German Association of Towns and Municipalities (German: DStGB)
reveals that only half of the 538 queried cities currently have a defined digitalization
strategy [9]. Due to the multitude of tasks and the fast pace of technological change,
cities lack orientation to answer the questions what is to do, and when, how and in which
order to approach the challenge of digitalization. This leads to the threat of isolated,
uncoordinated efforts and bad investments. In order to face this problem, this paper
addresses the following research questions (RQs):

RQ1: How can a multi-city scenario planning process be accomplished to help the
cities in South Westphalia prepare for an uncertain future?

RQ2: What are possible future scenarios of South Westphalian city centers in 2030?

These questions were examined as part of the EFRE-Project City Lab Südwestfalen,
involving 25 (out of 59) cities in SouthWestphalia (North-RhineWestphalia, Germany).
While the scenario process itself can be transferred also to other regions and cities, it
does not lead to turnkey solutions. Every city needs to assess andwork with the scenarios
individually, considering its own initial situation, development path, and objectives.
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3 Theoretical Grounding

3.1 Scenario Development

In order to work out profound concepts to apply for the offered funding programs and
to align digitalization projects in a future-oriented way, cities need to deal with potential
future developments systematically. Scenario planning as a method of future research
presents a strategic instrument for this.

A scenario is “a description of a future situation and the development of the path
that leads from the present to the future” [10]. Scenarios enable individuals, companies
or other organizations to consider possible future developments in their decisions today.
The scenario method is a planning technique to develop a set of heterogeneous but
internally consistent scenarios [10].

Literature offers a variety of scenario methods. A comparison by Mietzner (2009)
reviews five selected model-based methods (methods using algorithms) and three intu-
itive methods [11], helping us to choose the most appropriate approach. As part of the
model-based approaches, von Reibnitz (1992) proposes a systematic and transparent
eight-step process named scenario technique [10]. Anyhow, as in her approach the num-
ber of scenarios is originally limited to three (best-case, worst-case, trend), it can lead to
a black-and-white manner of thinking. Addressing this issue, the scenario management
approach by Fink/Siebe (2016) which is closely related to the scenario technique, aims at
the development of four up to ten scenarios instead [12]. Burmeister et al. (2004) regard
scenarios as one component of a complex toolbox for strategic foresight [13]. Since their
method includes a more dedicated trend monitoring and offers less process definitions, it
does not match with our intentions. While Godet et al.’s (2001) integrated “La Prospec-
tive” approach is focused on deriving strategic implications, it is criticized for being
highly complex [11, 14]. The probability theories by Helmer/Gordon (1994) also do not
match, considering the given uncertainty and complexity of the cities’ future, as this
prevents from assessing probabilities in a reliable manner [15]. Finally, we also decided
against the intuitive approaches (Schwartz (1996), van der Heijden (2002), Schoemaker
(2002), Ramirez/Wilkinson (2016), Cairns/Wright (2018)), as they lack detailed descrip-
tions of the scenario development process while containing many elements similar to
the model-based approaches [11, 16–20].

For awell-founded choice of the appropriatemethodology, we also reviewed existing
city related scenario projects from literature. In order to avoid a mere technology focus
in smart city projects, Eschenauer et al. (2017) examine three methods of scenario
development (formative, intuitive, delphi), involving three different stakeholder groups
to answer the question, how scenario development can support smart city transformations
[21]. As opposed to their approach, we ensured a balanced choice of participants by
means of a stakeholder map and recommendations of city representatives. On the other
hand, we considered their recommendations to create a catalogue of influence factors
and to include a partner with scenario planning experience. Ronay and Egger (2014)
examine the role of smart city stakeholders and Near Field Communication technology
within tourism industry based smart city concepts [22]. The authors use scenario planning
to discuss the plausibility of respective future scenarios. The underlying methodology
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relates to von Reibnitz (1987) and Gausemeier et al. (1996), but the approach is strongly
industry-specific, making it hard to be used in a holistic smart city context [10, 23].

In conclusion, we therefore decided to work with the scenario management approach
as suggested by Fink/Siebe (2016) based on von Reibnitz (1992) and Gausemeier et al.
(1996), which will be outlined in the following section before we cover its specific
application and the developed scenarios as part of Action Design Research (ADR) [10,
12, 23].

For a balancedmethodological review, also points of criticism regarding the scenario
technique need to be addressed. Complexity reduction as an inherent part of the method
can be considered ambivalently. On the one hand, it is required to approach a complex
topic; on the other hand, important details may be neglected. In this respect, also the low
prediction accuracy is criticised. Considering the complex environment of future cities
and the fact that the value of scenarios is rather awareness than prediction accuracy,
these downsides seem acceptable to a certain degree [24].

A commonly stated point of criticism is the high dependency of results on the partici-
pants and their level of expertise, their ability for connected thinking and theirwillingness
for active participation [24]. In the presented case, appropriate expertise was ensured by
working with an experienced moderator and by the careful selection of scenario team
members. In fact, the city representatives as experts themselves were asked to suggest
local experts from a predefined set of domains. The challenging task to ensure active
participationwas tackledwith regular communication but also the online format ofwork-
shops made it easier to take part. Further points of criticism are acceptance problems of
people who have not taken part in the process and the lack of intuitive instructions for
result-based problem solving [25]. To address the acceptance problem, not only target-
oriented communication and process transparency but also professional management of
expectations is vital. Accordingly, the results need to be presented as a tool to be used
in strategic planning, not as a solution itself. Apart from this, the lack of theoretical
grounding for the use of scenarios is criticised [26].

Literature confirms the need for a holistic approach to smartness concerning city
governance and policy decision making to avoid a mere technological, fast-paced but
uncoordinated smart city development. In line with a call for suitable instruments that
serve as a compass on the way to a smarter future, Scenario Management is suggested
to be used as a strategic tool [27].

3.2 Scenario Management

The scenario management process consists of three phases: 1) preparation, 2) develop-
ment and 3) interpretation of future scenarios. The preparation phase covers formal
issues of the project and the organizational setup. Formalities comprise the definition of
the subject matter, goals, the definition of the future horizon and the regional scope of
the scenario process [12]. Furthermore, it contains the composition of a heterogeneous
scenario team, the distribution of roles and the coordination of a collaboration pattern
and format.

The development of scenarios is carried out in three sub-phases, 1) Scenario Field
Analysis, 2) Scenario Prognostics, and 3) Scenario Development.
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Sub-Phase 1: Scenario Field Analysis. In the Scenario Field Analysis, a set of key
factors needs to be identified that describes the scenario field. To reach this goal, four
steps have to be followed [12]:

– Step 1: Structuring the scenario field.
– Step 2: Identifying influence factors.
– Step 3: Analyzing the influence factors.
– Step 4: Selecting key factors.

In the first step, the scenario field is structured by subdividing it into system levels
(e.g. the general environment, the regional environment, citizens, etc.) and influence
areas (e.g. technology, living, work, etc.). The system picture visually summarizes the
scenario field and guides the further process (see Fig. 2). In the second step, a catalogue
is developed to collect and describe influence factors for each of the influence areas. At
this point, the number of factors is still unrestricted, and factors can be identified e.g.
by surveying the relevant stakeholders, by reviewing literature, or by assessing existing
influence factors fromsimilar studies [12]. In the third step, the collected influence factors
are then analyzed by assessing their importance, uncertainty and potential influence with
the help of a questionnaire (questionnaire 1) and/or by examining their relationship with
each other in an influence matrix. Visualizations of the influence matrix, like e.g. in a
system grid, provide hints for suitable key factors by revealing their influence on each
other (see Fig. 3 and 4) [12]. This allows for the selection of approximately 20 key
factors in step four.

Sub-Phase 2: Scenario Prognostics. Scenario Prognostics systematically identifies
possible future developments (also known as projections) for each key factor. Therefore,
a second questionnaire (questionnaire 2) is used to ask the participants about questions,
trends and insecurities regarding every key factor’s future. First, two characteristic pro-
jections per factor are defined. Second, the derived projections are opposed in a matrix to
identify a maximum of five projections per key factor (see Fig. 5) [12]. Each key factor
is dealt with separately, so that no conclusions can be drawn from this step regarding the
coherence of the factors and projections. Furthermore, also explanations and possible
implications of the defined projections did not matter at this point [12].

Sub-Phase 3: Scenario Development. In the Scenario Development phase, so-called
‘draft scenarios’ as a cluster of consistent bundles of future projections are derived. The
consistency of the projections is assessed by using a consistencymatrix, before a software
determines plausible projection bundles. An iterative cluster analysis then groups similar
projection bundles to a reasonable number of draft scenarios. The projection bundles
are visualized in a ‘future map’ by means of multidimensional scaling (see Fig. 7) [12].
An overview matrix displays all scenarios (columns), key factors (rows) and projections
(cells), and serves as a base to formulate the scenarios.

The interpretation includes the communication and the assessment of the developed
scenarios, as well as the analysis of their implications. For an effective communication,
scenarios need to be verbalized in condensed form considering the language and the
interests of the target group. The assessment usually involves a questionnaire (question-
naire 3), asking the scenario team members to assess the propinquity of the scenarios to

https://doi.org/10.1007/978-3-030-86790-4_2
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the present, the expected, and the desired future. In a final step, implications in terms of
chances and risks are assessed for each scenario [12].

3.3 Action Design Research Framework

After reviewing the seven Design Science Research (DSR) guidelines by Hevner et al.
[28] and the differentiation between differentDSRgenres by Peffers [29], we choseADR
as described by Sein et al. [29] as the appropriate research design. The applied research
process complies with the four characteristics as outlined by Peffers [29]. Hence, the
focus of the paper is to develop a problem-solving artifact in form of future scenarios of
cities in South Westphalia, triggered by the difficulties in planning of smart city projects
in view of an unknown future and in a setup of 25 participating municipalities. The
class of problems addressed is systematic smart city development in today’s complex
and dynamic world. The participation of stakeholders and end-users in the scenario team
ensured learning from intervention by collaboration through questionnaires in parallel to
the work of the internal core scenario team. The evolving artifact is ingrained in scenario
planning theory, stipulating a sequential development process. Moreover, a continuous
evaluation of the artifact was conducted through the inquiry of stakeholders in every
phase of the scenario process. The four stages of ADR have been mapped with the
described scenario process in Fig. 1, serving as the framework for our study.

Fig. 1. Research framework based on Fink/Siebe (2016), Sein et al. (2011)

The core outline of Fig. 1 stems from the original work by Fink and Siebe (2016),
however, the graphical elements aremarginally adapted, translated and integrated into the
surrounding ADR process (Sein et al. 2011) with references to the respective chapter of
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this paper in which the process step is performed. The four ADR stages also represent the
respective seven ADR principles and exhibit clear parallels to the scenario process. For
instance, principle 3 (reciprocal shaping) is inherent in the iterative scenario development
process including workshops and the consideration of feedback in the final scenarios,
i.e. the artifact. Furthermore, principle 4 (mutually influential roles) is reflected in the
heterogeneity of the team that ensures mutual learning of researcher and practitioners.

4 South Westphalia City Scenarios 2030

4.1 Process Preparation

The scenario process aims to develop scenarios that describe possible futures of city
centers in South Westphalia in 2030. With the help of the developed scenarios, the
project team behind the City Lab Südwestfalen, consisting of three academic partners
and two chambers of industry and commerce (IHKs), aims to support the participating
cities (resp. city stakeholders) inmakingmore robust decisions and to initiate sustainable
measures for increasing their city’s attractiveness.

The project context guaranteed organizational commitment of the participants. By
signing a Letter of Intent, the participating cities manifested their motivation while
Scenario Management International (ScMI) AG from Paderborn (Germany) was com-
missioned as a service provider to moderate the process. Two teams were established:
The core scenario team consisted of three members of one of the academic partners
and two members of the service provider. The core team was responsible for preparing,
moderating and following up on the workshops. The scenario team, consisting of the
core team members plus twelve representatives of the participating cities, was involved
in the scenario workshops and participated in three questionnaires. The heterogeneity
of the team was ensured by systematically requesting participants from different stake-
holder fields in all 25 cities as proposed in literature [31, 32]. As a result, representatives
from retail, services, politics, tourism, startups, architecture and city marketing from
nine different cities took part. The use and outline of the three questionnaires was part of
the general process of the service providers and has proven as a best practice method to
systematically include the participants’ feedback. Each questionnaire is designed specif-
ically for the respective process step. While questionnaire 1 was provided as an Excel
sheet prepared for the participants input, questionnaires 2 and 3 were dispatched as a
PowerPoint file with prepared input fields. The participants had about two weeks’ time
to send back their feedback which was discussed in the followed workshop.

In the initial project plan two scenario team workshops in person were scheduled,
one to cover the first two phases of the scenario process and one to cover the interpre-
tation which reflects stages two until four of ADR (see Fig. 1). Due to the COVID-19
restrictions, the format was switched to a complete online setting and a third workshop
was added to reduce the required workshop time in order to avoid fatigue. Since the
participants had to assess factors like health care or gastronomy offerings, questions
came up if and how the new situation should be considered in view of the upcoming
COVID-19 pandemic. Since, at this time, nobody could foresee the extend, duration
and effects of the crisis, the participants were asked to consider the current situation
including the pandemic as far as it was assessable at this time.
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4.2 Phase 1 – Scenario Field Analysis

In order to prepare for the next steps, the core team defined a system picture, as depicted
in Fig. 2. It consists of seven different system levels including 21 influence areas in
total. The groundwork for the system picture was developed during a kick-off meeting
of theCity Lab Südwestfalen together with 46 city representatives. In a world café setup,
typical roles of city centers and important factors that have turned cities into what they
are today were discussed, providing a starting point to identify the system levels and
influence areas.

Fig. 2. System picture and key influence factors

Based on the system picture, 63 influence factors have been identified by the core
team. This set of influence factors was suggested to the scenario team by sending out
a questionnaire, asking for feedback and missing factors. The scenario team members
were asked to evaluate every single influence factor on a 5-point Likert scale regarding
its:

– Importance:How important is this factor for the development of city centers in South
Westphalia?

– Uncertainty: How predictable is the future development of this factor?
– Designability: To what degree can the future development of this factor be influenced
by city stakeholders?

In total, questionnaire 1 was dispatched to 71 respondents in 24 different partner
cities. We received back 25 questionnaires from 16 cities, resulting in a response rate of
17.75%.

At the same time, the members of the core team created the influencematrix depicted
in Fig. 3. In this matrix, the impact that the 63 influence factors have on each other is
assessed by rating it using a scale from 0 (no impact) to 3 (strong and direct impact)
[12].



390 A. Schulte et al.

Fig. 3. Excerpt of the influence matrix

Three parameters can be derived from these ratings: 1) the active sum as the overall
strength of the impact that a given factor has on the other factors; 2) the passive sum
as the overall strength of the impact that the other factors have on a given factor; 3) a
dynamic index as the degree of inclusion of a given factor in the entire system [12].

In a system grid, these parameters can be visualized in order to recognize the dynam-
ics and dependencies between the different factors [12]. Figure 4 shows the system grid
as a result of the influencematrix. The activity of a factor is applied on the y-axis, whereas
the passivity is applied on the x-axis. Four different areas are distinguished: leverage
factors with a wide influence on the whole system (upper left corner), system knots
with a high connectivity with other factors (upper right corner), system indicators that
are strongly influenced by other factors (bottom right corner), and independent factors
with a low influence on the system (bottom left corner) [12].

These two steps, the influence matrix and the scenario team questionnaire 1, were
used to identify the key factors that could be considered in the further process while
keeping the scenario process manageable [12].

Once the suggested key factors were identified by the core team, they were exten-
sively discussed in a first (online) scenario workshop with all members from the scenario
team, leading to a final set of 22 key factors to proceed with (see Fig. 2). This step rep-
resented the alpha cycle of the ADR approach with an evaluation of the key factors to
refine them as a first outcome of the artifact [30].

4.3 Phase 2 – Scenario Prognostics

Within this process step, alternative projections for all key factors were generated, in
order to prepare for the scenarios as internally consistent projection bundles [12]. The
process step started with questionnaire 2, addressing the scenario team. The scenario
team members were asked to report all questions that came to their mind regarding each
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Fig. 4. System grid

key factor’s future development. Based on these questions, the core team developed
the different future projections. During a second workshop with the scenario team, the
projections for all key factors were presented and discussed, leading to 108 projections
for the 22 key factors. As an example, Fig. 5 shows the projections for the key factor
“Role of the City Center”. This factor draws on the function the city center fulfils and
regards it either as a place to go for shopping (marketplace) or as a place to visit as a
pastime, like a theme park (world of experience).

In the next step, not only the scenario team members, but also a set of further
city representatives that had been involved in the City Lab Südwestfalen before, were
approached with questionnaire 3 to evaluate the projections from their individual city’s
perspective. Later, after the scenarios had been compiled, these evaluations allowed
the core team to provide individual feedback to the cities regarding what scenario (as a
consistent set of projections) is most similar to the current situation of each city, andwhat
scenarios are themost expected and themost favored ones. For this, the respondents rated
each projection regarding its match with the presence, its likelihood, and its desirability
on a Likert scale from 1 (lowest) to 5 (highest). Questionnaire 3 was dispatched to 38
participants from 24 partner cities and resulted in a response rate of 71% (27 responses).
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Fig. 5. Scenario prognostics of the key factor ‘role of the city center’

The developed projections for the set of key factors reflect the beta evaluation cycle
described in the ADR research framework [30].

4.4 Phase 3 – Scenario Development

After agreeing on the projections and after collecting the evaluations from the extended
scenario team, the scenarios were compiled with the help of a software-driven consis-
tency analysis [12].UsingScMI’s scenario software, the projectionswere set into relation
with each other by assessing their plausibility [12]. Especially when dealing with a high
number of factors and projections, the software, being a proprietary development of
ScMI, is a useful tool to ensure reliable results and save time. This software-supported
approach led to a set of eight draft scenarios, which were visualized bymeans of multidi-
mensional scaling in a so-called ‘future space mapping’1 (Fig. 7). In this mapping, four
core dimensions could be identified, which fundamentally differentiate the scenarios:
(A) Economic development and digitization, (B) Quality of life and participation, (C)
Sustainability and regionality and (D) Retail and marketplace function. This tool-based
process was followed by a core team discussion, in which the scenarios were selected
and a first draft of the ‘map of the future’ was derived.

1 For details on future space mapping, see [12], p. 111ff.



Preparing for an Uncertain Future 393

Fig. 6. Draft scenarios and core dimensions in a multi-dimensional scaling

5 Interpretation of Results

5.1 Scenario Communication

The scenario development process resulted in the eight draft scenarios depicted in Fig. 6.
This rather technical visualization was then schematized and transformed into a simpler
form of a ‘map of the future’ (Fig. 7). Each of the scenarios was verbalized in a story,
covering its most characterizing projections. In the following, each scenario is outlined
in brief, before one scenario is described in more detail.

Scenario #1 (‘Regional Marketplace’) describes a promising future where the city
center has turned into amagnet for local shoppers and tourists.Scenario #2 (‘Experience
Instead of Shopping’) pictures a city center that has developed from a marketplace into
an entertainment area, mostly because of digitalization and a changed buying behaviors.
As a result of social distancing and service orientation, Scenario #3 (‘Service Shapes
Reinvention’) outlines a city center with displaced retailers, which is mainly visited for
services. Presenting the first outlook to a rather negative future, scenario #4 (‘Aban-
donment of the City’) sketches a web-focused smart city, which is attractive online, but
mostly neglected in physical life. While in scenario #5 (‘Desertification of the City’),
the city center loses any of its functions with today’s players having disappeared, in
scenario #6 (‘Chains Shape the Shopping City’), the importance of the marketplace
function remains. However, in this scenario chain stores prevail over local owner oper-
ated retail outlets. Scenario #7 (‘Back to the old City’) describes the city center in
its traditional form, in which the smart city concept did not have any profound impact.
Eventually, scenario #8 (‘City Center as an Anchor’) tells the story of a city center
that has developed into the focal point of social life, with a flourishing gastronomy and
distinct citizen participation.
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Regarding the future role of the city center, the outlined scenarios can be grouped into
four clusters: In scenarios #1 and #8, city centers extent their marketplace function by
providing experience opportunities. In scenario #2 instead, the experience-factor takes
the dominant role and high street shopping loses importance. Scenarios #3 to #5 pose
a threat to current city businesses, since the city center loses its current core functions
and either focuses on service provision (#3) or entirely loses its allure (#5). Finally, the
fourth cluster depicts city centers that predominantly serve as marketplaces (#6/#7).

Fig. 7. Map of the future for city centers in South Westphalia until 2030

As an example, the story of scenario #4 is provided in the following: The prospering
economy supports a digital Germany with innovation grants for cities. Digitalization has
made the society more independent and has led to less physical contacts. As opposed
to the far-reaching digital advancements, the physical infrastructures and existing busi-
nesses are neglected. Unsatisfactory local facilities for healthcare, education and work
make it hard for the city to provide a high quality of life in its city center. To reduce the
need for commuting, the city tries to attract new businesses by highlighting its digital
image with the support of city marketing promoting its online facilities. Unfortunately,
the city missed out on integrating the physical city center into its smart city concept.
Despite sufficient financial means, political activities regarding the city center are rather
passive. Citizens have lost their identification with the city center and turned into online
shoppers. Without incentives and reasons to visit, citizens rarely go downtown and gas-
tronomes lose ground. In this dark scenario, the city fails to clearly position itself either
as a marketplace, as a world of experience, or as both. It forfeits its attractiveness in a
self-reinforcing downward spiral.
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5.2 Scenario Assessment

After the scenarios have been finalized, the individual evaluations of the projections from
Phase 2 allowed the core team to analyze 1) which scenario matches the current situation
in each city best, 2) which scenario the city expects, and 3) which scenario it favors. It
turned out that most cities hope for scenarios #1, 2 or 8. At the same time, the majority of
the participating cities also expect one of these scenarios to become true. As compared
to the current situation, scenario #8 was rated the most fitting.While these overall results
might leave the impression of strong starting points and optimistic perspectives, it needs
to be pointed out that these evaluations are nothing more than subjective appraisals and
that several of the cities also show different results. It is important to mention, that
the scenarios need to be considered as strategic tools to work with and not as reliable
guidelines.

The scenarios and the evaluations have been communicated on the final online work-
shop not only to the scenario team but also to further representatives of the participat-
ing cities. After all scenarios had been presented in brief, the audience was split into
five online meeting rooms in order to discuss appropriate measures in accordance with
the characteristics and the implications of one specific scenario. Following these split-
sessions, the ideas were presented to the entire audience again, in order to point out how
the scenarios could be utilized in decision-making and in strategic planning.

As a final step and following up on the completed process, a report will now be
created with a detailed documentation of the scenario project, the developed scenarios
and the city-specific evaluations.

6 Conclusion

The EFRE-project City Lab Südwestfalen aims to strengthen the attractiveness of city
centers in rural areas like South Westphalia. For this, it is highly important to ascertain
the challenges and uncertainties that the cities are faced with today and in the future.
In such complex and uncertain situations, scenario management can facilitate more
robust decision-making, better strategic alignment, smarter investments, future-oriented
thinking, and also attentive monitoring [11].

This paper describes a complete scenario process that was accomplished between
02.2020 and 07.2020 to address the two research questions of how city centers in South
Westphalia can prepare themselves for an unknown future (RQ 1) and how they could
look like in 2030 (RQ 2). For this purpose, a combination of ADR and scenario man-
agement was used as a framework to develop scenarios in a multi-stakeholder process.
A better understanding of needs and problems that city stakeholders in rural areas are
faced with could be obtained through the collaboration with diverse city stakeholders in
a heterogeneous scenario team.

Through this structured and participatory process, eight scenarios were developed,
which, first of all, describe possible future developments of cities in SouthWestphalia. In
principle, the results can be transferred to other regions with similar conditions. These
scenarios point out the different developments and roles that cities might take in the
future, answering RQ 2. The overall scenario process that we ended up with and that
lead the way to the derived scenarios answers RQ 1.
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The scenarios that have been worked out gain a special value because they can be
evaluated separately for individual cities. In this way, individual needs and wishes for
change can be identified. In addition, a repeated evaluation makes it possible to monitor
current and future perspectives.

With regard to the COVID-19 pandemic which came up at the very beginning of
the process, initially it was unclear how well the process will work in a purely online
format, since situational factors of participation, engagement and group dynamics play
an essential role in theworkshops. Although incomparable to a physical workshop,many
intensive discussions came up and no technical issues hampered the process. Moreover,
the online workshops caused less organizational effort for both the participants and the
moderators. An examination of differences between the online and offline format in the
process flow and results leave room for future research. As intended, the COVID-19
pandemic had an influence on the results, e.g. to be noted in the inclusion of ‘social
distancing’ in scenario #3.

Future research should also assess if and in what way the scenario process and the
developed scenarios have been and could be embedded in future-robust decision-making
and strategic planning in the participating cities.
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Abstract. Information Systems research acknowledges the importance of identi-
fying requirements to ensure the artifact’s relevance. However, many research arti-
cles addressing blockchain technology for e-government capture the requirements
that need to be fulfilled only implicitly by defining system objectives or evalua-
tion criteria. Furthermore, focusing on specific use-cases encompasses the risk of
overlooking those requirements, which are not as obvious but equally important.
This procedure causes uncertainty regarding the requirements a blockchain-based
e-government service needs to fulfill. Therefore, we conducted a systematic lit-
erature review on blockchain-based government-to-citizen (G2C) e-government
services. On this basis, we categorized the requirements as we find that they
address either the data of the system, the user, or the system itself. Our categoriza-
tion provides a structured overview supporting researchers in conducting research
on blockchain technology in the public sector and giving practitioners input to
develop, test, and evaluate new blockchain-based G2C e-government services.

Keywords: e-government · Blockchain · Requirements · Literature review ·
Public service

1 Introduction

E-government describes the use of information technologies to improve access to gov-
ernmental information and services to citizens, businesses, or other governmental agen-
cies [1, 2]. By using (digital) technology to make interactions more convenient, e-
government aims to improve the relationship between governmental agencies and the
public [1, 3]. The relation may be between a government and its citizens (Government-
to-Citizen, G2C), other public institutions (Government-to-Government, G2G), or busi-
nesses (Government-to-Business, G2B) [4]. Despite recent advancements in the field of
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e-government, Norris [4] emphasizes the unsatisfying development of activities in this
domain as “e-government has not produced either e-democracy or e-governance, nor is
it likely to do so any time in the foreseeable future” (p. 339). However, the advent of new
emergent technology may help fulfill this aim, as governments and public sector bodies
are increasingly assessing their potential for delivering services [5]. As such, researchers
and practitioners consider blockchain technology to enhance the efficiency of govern-
ment operations by increasing trust in public sector bodies and improving the delivery
of public services [6]. They attribute this potential to the technology’s characteristics.
Blockchain enables peer-to-peer transactions without an advocate in a tamperproof,
transparent, and trustless manner.

Researchers and practitioners developed multiple use cases for blockchain tech-
nology in e-government, most of those focusing on G2C applications. For example,
blockchain technology may facilitate electronically held election processes, in short
called e-voting [7], or taxation services [8], and may serve as an underlying technology
for creating digital identities [9]. Most research articles propose applying blockchain
technology to specific contexts [10]. Thus, they capture requirements for the solution
in a very use case-specific context while some articles capture requirements even only
implicitly. Accordingly, blockchain-basedG2C e-government services are still immature
and mostly lack empirical evidence as well as requirements-driven solution approaches
[10]. This observation may also be caused by terminological ambiguities and conceptual
fuzziness when it comes to blockchain technology [11]. As a result, it remains unclear
which requirements blockchain-based G2C e-government services have to fulfill inde-
pendent from a specific use case. However, the process of defining requirements is
specifically important as it records the specifications of the system’s stakeholders. Also,
practitioners do not only need to understand the application domain, but also the con-
straints, functionalities, and essential system characteristics [12]. As a result, capturing
the requirements ensures that the proposed solution meets the goals and expectations of
potential users [12]. Batubara et al. [11] also stress “the need for a proper design solution
at the architecture level in accordance with the specific requirements from e-government
processes” (p. 7). For this reason, our research aims to answer the following research
question:

Which requirements do blockchain-based G2C e-government services need to fulfill?
To answer the research question, we conducted a literature review on blockchain-based
G2C e-government services. This approach allowed us to provide a structured overview
of the use case-independent requirements which a blockchain-based G2C service needs
to fulfill. Furthermore, we grouped these requirements around the three core categories
“data”, “user”, and “system”, which provides further structure for researchers and prac-
titioners during the development and evaluation of new blockchain-based solutions.
Answering this research question does not only imply supporting the design and evalu-
ation of artifacts. We also contribute to the academic discourse by supporting rigorous
design science research in the blockchain domain.

The remainder of this paper is structured as follows: Sect. 2 introduces e-government
services and blockchain technology. Section 3 describes the methodology applied. In
Sect. 4, we present the results of our literature review and provide an overview of the
resulting requirements. Finally, we reflect on our findings concerning the requirements
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of blockchain-based G2C e-government services in Sect. 5 as well as on limitations and
future research opportunities in Sect. 8.

2 E-government and Blockchain Technology

A central motivation for providing e-government services is to increase accountability,
enhance transparency, and increase stakeholder participation [13, 14]. The latter depends
on achieving higher efficiency, quality, and effectiveness in the management of public
state institutions [15, 16]. E-government initiatives not only provide faster services to
citizens while being more cost-effective [17], but also reduce the administrative burden
and other bureaucratic hurdles for government employees [18]. Furthermore, initiatives
have tried to provide public services in a more direct way, tailored to the needs of citi-
zens [19]. However, better cooperation with partners of all kinds will be required [20]
to exploit the potential of e-government services fully. In summary, Moon [2] charac-
terizes the provision of e-government services with four aspects: First, service delivery
is based on the web, and second, e-commerce is suitable for conducting transactions.
Third, digitalization may reinforce democratic structures, as it enhances the transparent
accountability of governments. Lastly, fourth, a secure government intranet and cen-
tral database increase the efficiency and cooperation between different governmental
agencies. However, observing the characteristics of blockchain technology, the latter
aspect may be challenged, as blockchain allows inter-organizational collaboration in a
decentralized manner [5].

In contrast to a centralized database, blockchain technology is a distributed data struc-
ture used to store transactions in a tamper-resistant, decentral, and transparent manner
in a peer-to-peer network [21]. The transactions are recorded in chronologically ordered
blocks, which are linked using cryptographic hashes, ensuring high tamper-proofness of
information and thereby creating a chain of blocks. Accordingly, by design, blockchain
encompasses specific characteristics.Among those are transparency [5, 22–24], integrity
[5, 22, 24], redundancy [23, 24], immutability [5, 22] and privacy [24, 25]. The consoli-
dated definitions for each of these characteristics can be observed in Table 1.However, no
consensus exists regarding the distinction between the characteristics encompassed by
design and further properties of the technology, which can be derived from the latter. For
example, while some authors mention auditability as a fundamental characteristic [24],
one may also argue that auditability is caused by the underlying characteristics trans-
parency and immutability. Similarly, Wüst and Gervais [24] state that “transparency
[..] is a requirement for verifiability” (p. 46), while some authors categorize verifiabil-
ity as a fundamental characteristic of the technology [23]. Due to those reasons, we
identified the characteristics of transparency, integrity, redundancy, immutability, and
privacy as the fundamental characteristics of blockchain technology. Since the inven-
tion of blockchain technology in 2008, researchers and practitioners have addressed a
considerably high amount of attention to the exploration of the technology. As a result,
use cases and application domains of the technology have expanded immensely. There-
fore, blockchain-based solutions have gained visibility in the context of supply chains,
healthcare, the Internet of Things, datamanagement, and governmental services [26, 27].
Also, public institutions increasingly acknowledge the enormous potential of blockchain
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technology for governmental services as they address current challenges by strategically
identifying promising use cases of the technology [27]. Thereby, use cases are not only
evaluated on a conceptual level but also in pilot projects [28]. For example, an advanced
use case for digital identities exists in Estonia using the e-Identity ID card on a blockchain
[9].

The potential attributed to the technology in the area of e-government is based primar-
ily on its ability to provide an incorruptible system, to make processes more transparent,
and to eliminate the need to entrust in specific institutions or individuals [30]. Fur-
thermore, blockchain technology enables inter-organizational cooperation on a neutral
platform [5]. For those reasons, various use cases have been proposed and discussed in
the academic literature. Among the most popular G2C use cases are blockchain-based
electronic voting processes and the creation of digital identities using blockchain tech-
nology as the underlying infrastructure. Furthermore, researchers propose blockchain-
based handling of taxes to prevent tax fraud and enhance tax payments transparency
[8, 31]. Researchers also attribute the potential to blockchain-based land and property
management. Accordingly, the transparent and accountable recording of land titles on
a blockchain is more reliable and trustworthy than a paper-based process, especially in
developing countries [32, 33]. Also, blockchain-based smart city solutions are addressed.
Other G2C use cases include the tracking of funds to prevent misusage due to corruption
[34]. Concerning the detection and combat of such misbehavior, blockchain technology
may create significant value [32, 35]. Besides, blockchain technology can be very benefi-
cial in sharing data for e-government applications, especially for the citizens’ privacy and
data reliability [36, 37]. Depending on those use cases, blockchain applications’ design
and governance may differ. Practitioners may choose between a public and private [38]
as well as permissionless and permissioned [5] infrastructure. For the public sector,
Shahaab [39] identified “private” and “permissioned” configurations as widely-spread
design patterns.

3 Method

We conducted a systematic literature review following Kitchenham and Charters [40]
to identify the requirements for blockchain-based G2C e-government services. As liter-
ature sources, we chose databases complementary to the ones that Batubara et al. [10]
selected to extend existing literature reviews. As a result, we included the databases
WebofScience, Business Source Premier, ACMDigital Library, and IEEE Explore Dig-
ital Library also to consider the academic discourse in the Computer Science domain.
We derived our search string from the main keywords of our research question and com-
plemented them with synonyms and similar terms: (“blockchain” OR “block chain” OR
“distributed ledger”) AND (“e-government” OR “government” OR “public service” OR
“public sector”). We set the search period to the beginning of 2008 since blockchain
was firstly proposed in that year [41]. We searched all databases until the 7th of August,
2020, which revealed 1,051 articles in total.

In the next step,we included all articles thatmet our inclusion criteria (IC). Regarding
the publication type, we only included peer-reviewed research articles and conference
proceeding papers. Furthermore, only articles published in the English language were
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considered. After we applied the said inclusion criteria, our article set included 853
articles in total.

For selecting relevant studies, we also defined exclusion criteria (EC) based on our
research question. First, we excluded duplicate articles (EC1). Second, we omitted arti-
cles from our study that were incomplete, e.g., that had no conclusion (EC2). Third,
also the research domain served as an exclusion criterion (EC3). Articles that neither
addressed e-government nor blockchain technology were excluded. Furthermore, this
criterion also addressed that the paper’s use case needs to address the relation of G2C.
Applying the exclusion criteria, we reduced the total amount of 853 to 160 articles for
full-text reading. In the next step, we reviewed these articles against defined quality cri-
teria to ensure that the study results were relevant for our research. We discarded articles
that mainly describe technical details of a construct, do not address the public sector, or
only provide a general overview of e-government applications instead of addressing a
specific use case. Besides, we excluded articles addressing only the regulatory aspects
of e-government. After this quality assessment, the article set ultimately contains 89
articles. Figure 1 depicts the data collection process.

Total records identification
(1,051)

Relevant articles
(89)

Articles for full-text reading
(160)

Articles after applying IC
(853)

IC2: Peer-reviewed research articles or conference
proceeding papers

IC1: Articles in English language

EC2: Excluded because of no conclusion (7)

EC1: Excluded because of duplicate (205)

EC3: Excluded because of research domain (481)

Web of
Science
(324)

ACM Digital 
Library

(81)

IEEE Xplore
Digital Library
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Business Source 
Premier
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ï Clearly specified research objectives
ï Stated limitations & contributions
ï Clear delimination of blockchain-based

e-government services
ï Clearly defined research process stage
ï Details for the potential implementation

Discarded after full-text reading (71)

Fig. 1. Data collection process

During the data extraction phase, we extracted the following information: use case,
research question or objectives, evidence, validity of the study, research challenges, and
limitations. In the subsequent data synthesis phase,we analyzed the results of the selected
studies considering the publication year and type, use case, research process stage, and
the requirements imposed on a blockchain-based e-government solution. For the classi-
fication of the research process stage, we used the categorization of system development
research proposed by Nunamaker [42]. Those stages are: (1) conceptualization, (2) sys-
tem architecture, (3) system design, (4) prototype, and (5) evaluation. Following the data
extraction phase, we consolidated the identified requirements by analyzing the defini-
tions of the requirements. Thereby, we found that they are addressing either the data,
the system itself, or the user. For this reason, we chose to classify the requirements in
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the three categories “user”, “data”, “system”. Furthermore, we consolidated overlapping
requirements, which addressed the same aspect but used synonyms.

4 Results

4.1 Descriptive Findings of Selected Articles

The number of publications and the variety of use cases show that the academic litera-
ture on blockchain-based G2C e-government services develops rapidly. Our article set
contained 89 scientific articles that have analyzed or taken up blockchain-based G2C
e-government services after we applied our defined inclusion and exclusion criteria. Of
these, 75 articles are published in conference proceedings, and 14 articles appeared in
scientific journals. A total of 80 articles have been published within the last 2,5 years,
which indicates a growing research interest. Furthermore, the research stage has pro-
gressed since Batubara et al.’s [10] literature review as the number of publications focus-
ing on evaluating solutions has increased. In particular, the research stages are distributed
according to Nunamaker et al. [42] as follows: (1) conceptualization (20 articles), (2)
system architecture (19 articles), (3) system design (12 articles), (4) prototype (9 arti-
cles), and (5) evaluation (29 articles). The range of discussed use cases is broad. While
Batubara et al. [10] found a predominant focus on healthcare, education, and smart cities,
we found immense attention on e-voting (51 out of 89).Also, articles propose blockchain
technology for supporting land& property management (12 out of 89) and smart city
(7 out of 89) solutions. Besides, researchers discuss using blockchain technology as the
underlying technology for creating digital identities (7 out of 89). However, this use
case may address varying aspects [9, 43]. It ranges from government-issued digital iden-
tities [9] to using blockchain as a foundation for self-sovereign identities [44]. The idea
of using blockchain technology in the domain of education (6 out of 89) also becomes
more popular. Moreover, researchers discussed blockchain-solutions for fund tracking
(2 out of 89) and taxation (4 out of 89). Most researchers observe the latter use case
from the government’s perspective [8, 30] rather than from the citizen’s perspective.

4.2 Requirements of Blockchain-Based G2C E-Government Services

As we identified that the extracted requirements address either the user interacting with
the blockchain-based solution, the data to be recorded, or the system itself, we used the
three categories “data”, “user”, and “system” to categorize the identified requirements.
Additionally, we consolidated requirements addressing the same aspect but using syn-
onymous terminology. For example, some authors used the term privacy [43] while
others used anonymity [45] or secrecy [46]. Similarly, authors used the term usability
[47] as a synonym for ease of use [8], accuracy [48], and correctness [49] for integrity
[50], credibility [51] and trustworthiness [52] for reliability [53]. Also, the definitions
of auditability [50] with traceability [54] coincide as well as of instant information [48]
with real-time information [55]. Another overlap exists for affordability [56] with low-
cost [57] and cost-efficiency [58]. Lastly, accessibility [47] represents the same aspect
as availability [57].
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We found interesting gaps in requirements for some use cases, e.g., all use cases
require system-related interoperability, except for e-voting applications. In our opinion,
this finding is not due to the fact that interoperability is not an essential requirement
for e-voting applications, as all created services need to be integrated into the existing
process and system landscapes. Also, only articles addressing the taxation use cases
mention reversibility. However, we claim that it is equally important for other use cases,
such as land & property management, to correct or delete false transactions. This finding
highlights the importance of an integrative observation beyond each use case. Observ-
ing a use case in isolation would entail that important but less obvious requirements
are potentially missed. Another notable finding impacts the requirement data-related
redundancy. From our perspective, this requirement should not only focus on “data”,
as redundancy is crucial to reduce the impact of system downtime. Nevertheless, the
authors addressed only data-related redundancy. However, to create secure and reliable
systems, researchers should also assess redundancy from a systems perspective. Table
1 provides an overview of these requirements with their different terminologies, their
definitions, and their frequency.

Table 1. List of requirements and their definitions

Requirement (synonyms) Definition Freq.

User Privacy (anonymity, secrecy,
confidentiality)

The data may not be associated with a
user

61

Verifiability Anyone may verify the correctness
regarding the system state, including
its transactions and results

56

Trust The user must trust in the system itself 59

Authenticity (identifiability) Users are who they claim to be 74

Integrity (eligibility) Users fulfill specific prerequisites to
use the system

43

Ease of use (user-friendly, usability) The system is convenient to use, and
users can easily add transactions

30

Data Transparency Process information and data are
generally visible for users, but in case
of necessity, this visibility can also be
limited

75

Integrity (accuracy, correctness) The data may not be altered, such that
the resulting evaluation of the data
(e.g., election result) is accurate

68

Reliability (credibility,
trustworthiness)

The credibility of the data and
transactions can be trusted

53

Immutability No data is lost or deleted 43

Auditability (traceability) The transaction history may be shared
in a traceable and reliable manner

43

(continued)
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Table 1. (continued)

Requirement (synonyms) Definition Freq.

Confidentiality The contents of transactions are
hidden or unreadable

27

Instant Information Data is exchanged instantly 21

No double spending Every transaction is executed only
once

25

Reversibility Conflicting edits or errors can be
managed by counter-transactions

1

Redundancy Data is kept redundantly 3

System Security The system is resistant to errors and
attacks

86

Scalability The system can handle a growing
number of transactions

30

Affordability (low cost, cost-efficient,
financial viability)

The implementation and maintenance
of the system should be affordable
and, in the best case, also be less
expensive than analog alternatives

37

Accessibility (availability) Users can remotely access the system
to participate regardless of their
physical location at any time

34

Robustness The system is not only resistant to
attacks but is also scalable and
resource-efficient

32

Interoperability The system is integrable with existing
systems and processes

12

Ease of maintenance Services are separated to guarantee
efficient maintenance

7

Based on the analysis of various definitions, we are able to form a categorization of
all requirements and their inter-relation with general blockchain characteristics, which
we described in Sect. 2. Accordingly, analyzing the definitions of the found requirements
allowed us to categorize the identified requirements either as a characteristic embedded in
blockchain technology or as further feature. However, this differentiation between “char-
acteristics” and “features” is not unambiguous in all cases. For example, researchers on
blockchain technology often refer to user-related trust as one of the underlying charac-
teristics of blockchain technology [25]. However, we follow the argumentation of Ostern
[59] and Marella [60] that users’ trust is not inherent to blockchain technology itself.
Instead, other underlying characteristics and requirements like integrity and immutabil-
ity of the data stimulate trust. For this reason, we categorize trust as a user-related feature
rather than as a blockchain characteristic.
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Similarly, some authors refer to the data-related auditability requirement as an under-
lying characteristic [5]. However, auditability is defined as the ability to examine records.
Accordingly, we argue that data-related transparency, redundancy, and immutability cre-
ate this ability for the said examination. Thus, we categorized auditability as a feature.
Resultingly, we positioned transparency, integrity, immutability, redundancy, and pri-
vacy as characteristics, which, however, also serve as requirements for blockchain-based
G2C e-government services. Figure 2 provides an overview of the relation between
characteristics and features as identified requirements.
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Fig. 2. Structured requirements for blockchain-based G2C e-government services
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5 Discussion

The current literature on blockchain-based e-government does not provide practitioners
and researchers with a precise specification of the requirements that blockchain-based
G2C e-government servicesmust fulfill. For this reason, we present a structuring and cat-
egorizingoverviewof requirements as a basis for the development, testing, and evaluation
of such services. Our analysis revealed that the requirements user-related privacy, data-
related transparency, and system-related security are mentioned particularly frequent.
This findingmay indicate an extraordinary importance of thosementioned requirements.
Considering that we observe the public sector, this finding is not surprising, as those three
requirements are particularly relevant for service delivery in the highly sensitive public
sector. Firstly, privacy plays an important role in the public sector as it is crucial to prevent
discrimination, which most states are committed to eradicating. Secondly, transparency
is essential for citizens to trace whether the state represents their interests and manages
their financial resources to a satisfactory degree. Finally, security must be guaranteed
within a system, as an attack, for example during an election, would have an immense
impact on the country’s stability due to the great number of people affected. Against
this backdrop, researchers and practitioners should consider the requirements privacy,
transparency, and security when developing, testing, and evaluating blockchain-based
G2C e-government services.

However, an alternative explanation for their frequency is that they are rather appar-
ent requirements. Thus, researchers and practitioners should also be aware of the less
frequently mentioned requirements, as they might be equally important. For example,
reversibility was mentioned in total only once as a requirement for the use case taxation.
However, we argue that reversibility of the data is not only essential for blockchain-
based taxation services, but also for other use cases like land and property management.
A mistaken assignment of a property to an individual, which lasts perpetually, would
have immense consequences and may even discredit the proposed solution. This finding
might even imply that blockchain, which was originally designed to immutably record
unchangeable transactions, may not be the ideal solution. However, workarounds for
this problem prevail [28]. In any case, the configuration and design of blockchain-based
solutions must be considered very carefully and in light of alternative solutions. Further-
more, we found this requirement only once while we consider it equally important for
other use cases. This gap highlights the importance of an integrative observation of all
use cases to prevent missing out on some less obvious but still vital requirements.

In fact, our analysis shows that compliance with specific requirements is crucial for
blockchain-based services in the public sector. Consequently, our results offer a guide-
line for practitioners and researchers for the development and testing as well as the
evaluation of such services. In the following, we demonstrate how this can be accom-
plished by defining user stories. Using the taxation services use case as an example, we
show how the three requirements privacy, transparency, security, and reversibility can
be specified further. A user story addressing privacy might be that firstly, “as a user,
my personal and financial information shall remain anonymous for the public”, but sec-
ondly, “be accessible for authorized individuals such as authorized public officials”. The
latter is also addressed under the requirement of transparency: “As an authorized person,
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such as a public official, I may see personal and financial data of a set of specific per-
sons”. Furthermore, “as a citizen, I am able to see the aggregated sum of collected taxes
transparently”. Regarding its security, a taxation system needs to be protected against
cyberattacks such as a denial-of-service attack. Moreover, practitioners could specify
the requirement reversibility as “transactions of tax payments, which are mistakenly
associated with the wrong individual, are reversible based on a substantial justification”.
While we exemplarily used the use case taxation services for the specification of poten-
tial user stories, we propose that our requirements can be used as a basis for all use cases
targeting the relation of G2C. Furthermore, our requirements can serve as an input for
evaluation. In specific, we suggest the definition of key performance indicators based
on the requirements and user stories for an evaluation of the developed services.

6 Conclusion

Regarding our theoretical contribution, our comprehensive literature review as well as
the organizational and technical requirements identified lay the foundation for a suc-
cessful application of blockchain-based G2C in the public sector. While we present a
snapshot of the current research on blockchain-based G2C e-government services, the
identified requirements may also function as a basis for an evaluation encompassing
acceptance criteria. Regarding our managerial contribution, we offer a guideline for
researchers and practitioners in developing, testing, and evaluating their solutions. By
categorizing the identified requirements, we contribute to a harmonized and integrated
view on requirements, which a blockchain-based G2C e-government service needs to
fulfill. We captured requirements independently from its use case, which has two impli-
cations. On the one hand, we showed that many use cases demand similar requirements.
As a result, our overarching requirements are valid for all investigated use cases. On the
other hand, this approach allowed us to identify those requirements, which are not as
obvious, but important, nevertheless. Hence, we support researchers and practitioners in
preventing to overlook the latter.

Although having pursued a rigorous research approach, we acknowledge three limi-
tations of our study, which may stimulate further research opportunities. Firstly, we only
included peer-reviewed research articles to ensure that our results are based on high-
quality research. However, grey literature may deliver even further, recent aspects. Sec-
ondly, we also observed conflicts with terminological determinism according to Ostern
[11], which represents a significant problem for meaningful empirical research. Thus,
the current literature on blockchain technology does not provide a clear overview of the
characteristics inherent to the underlying technology and further features. By proposing
a delimitation on those characteristics and features, we aim to stimulate the academic dis-
course on blockchain terminology. Lastly, we exclusively addressed blockchain-based
G2C e-government services. In our opinion, the assessment of the relations G2G or
G2B would be a promising future research opportunity, as currently no conclusion can
be made whether our structured requirements in the context of G2C can also be applied
to the relations of G2G and G2B.

In conclusion, our research, despite limitations, provides a structured overview of
requirements, which blockchain-based G2C e-government services need to fulfill. As
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we showed that many requirements are rather obvious, whilst some are at risk of being
overlooked, our created overview serves as a important input for the development, testing,
and evaluation of such services.
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Abstract. Artificial Intelligence (AI) can offer significant potential for public
administrations which – in Germany – are likely to face considerable skills short-
ages in the next few years. AI systems can especially support the automation of
processes and thus disburden administrative staff. As transparency and fairness
play a major role in administrative processes, explainable AI (XAI) approaches
are expected to enable a proper usage of AI in public administration. In this arti-
cle, we investigate the potential of XAI for the support of tax authority processes,
especially the selection of tax audit target organizations. We illustrate relevant tax
audit scenarios and present the potential of different XAI techniqueswhichwe cur-
rently develop in these scenarios. It shows that XAI can significantly support tax
audit preparations resulting in more efficient processes and a better performance
of tax authorities concerning their main responsibilities. A further contribution of
this article lies in the exemplary application of XAI usage guidelines in the public
administration context.

Keywords: Explainable Artificial Intelligence · XAI · Public administration ·
Tax audit

1 Introduction

Public administrations in Germany will likely face significant skills shortages in the
coming years according to a current PwC study [1]. In order to keep up the needed public
services and to provide them timely and in a good service quality, more and more public
administrations consider taking advantage of the potential of artificial intelligence (AI)
to support public administration processes [2]. However, while AI applications generally
need to be reliable, trustworthy and need to provide good results, e.g. correct predictions
of events, AI solutions for public administrations especially must be transparent, fair,
and non-discriminatory in their results. In this context, it is important that the outcomes
delivered by an AI system, e.g. using machine learning (ML), and the way how these
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results came into existence are explainable. It is, e.g. important that human users can
understand and follow the results which have been produced by an ML technique, even
if the approach is a “black box”. Explainable AI (XAI) approaches aim at providing
and supporting the needed transparency of delivered outcomes by AI systems. While
the potential of XAI methods has been broadly acknowledged for industrial scenarios,
their potential for the support of public administration processes has not been intensely
investigated, so far, and only little research exists in this field.

This article aims at contributing to the current state of research with an in-depth illus-
tration of XAI potential for supporting public administration processes with a special
focus on the tasks and duties of the German tax authorities. The methodical approach
of this work is based on literature analysis and an in-depth case examination. The main
contribution of this article is twofold. First, we define and describe various innovative
AI-based use-cases for tax audit processes especially by following the key proposi-
tions recommended in the conceptual framework proposed by [3] for developing XAI
solutions. By using this XAI design and deployment guideline in the context of public
administration we were able to define and introduce the motivation and objectives for
using generated explanations, the expected outcome and the context of explanation sit-
uation, the target audience and their expectations, preferences and requirements which
impact the choice and implementation of the relevant XAI methods in public adminis-
tration. Second, this study illustrates the applicability of XAI approaches by presenting
the prototypically developed explanation solutions by using the semi-synthetically gen-
erated data based on the relevant variables identified by [4] which investigated similar
processes in Austria by using conventional rule-based models. Our proposed solutions
are presumed to support the proper selection of target organizations for tax audit as well,
but by generating explanations on top of the applied black-box models. For the exam-
ined process prediction problem, it was of interest to examine two different use-cases
and consequently to investigate two families of post-hoc explanation methods which
support various user groups in their specific decision making objectives. On one hand,
we applied three widely accepted local post-hoc explanations such as Shapley Values
[5, 6], LIME [7] and Individual Conditional Expectation (ICE) plots [8] which facilitate
the auditors in justifying each individual decision provided by the black-box model. On
the other hand, the global post-hoc explanation approaches such as feature importance,
model tree-based regression surrogate model and Partial Dependence Plots (PDP) [9]
were adopted which enable the management level decision makers or process owners to
make more strategic decisions such as enhancing the business processes [10].

The article structure is as follows: after this introduction, Sect. 2 presents conceptual
foundations and related work. Section 3 introduces the tax audit context and motivates
the tax audit scenario on which we focus in our in-depth case analysis as well as the
description of the XAI potential and the discussion including our developed solution
approaches. Section 4 discusses the findings before Sect. 5 concludes the paper.



Explainable Artificial Intelligence (XAI) Supporting Public Administration Processes 415

2 Conceptual Foundations and Related Work

2.1 Artificial Intelligence and Public Administrations

AI pursues the goal of developing technical systems that can solve problems for which
a human being requires intelligence. Investigating the potential of AI in public admin-
istrations has been a trending topic in recent years. In their landscaping analysis for
examining and classifying the AI implementations in public services [11], Misuraca
et al. identify more than 85 AI application projects in the chosen European countries.
In his study [12], Etscheid develops a framework for evaluating the opportunities of
public administration processes which can be partially or fully automated through AI
techniques. In [2], Djeffal analyzes and describes interesting application opportunities
of AI in public administration while focusing on legal issues and the necessary free
space for experimenting to tap its full potential for the improvement of public services.
In this context, first normative guidelines for AI in public administrations have been
discussed from different perspectives [13]. In [14], Wirtz et al. propose an integrated
AI governance framework after examining the AI challenges and different AI regu-
lation approaches for public administration. In their proposed assessment framework
[15], van Noordt and Misuraca discuss the effects of AI in the government context by
examining drivers impacting the adoption of AI and by analyzing the need for organiza-
tional changes. Other related work illustrates further interesting potential of AI in public
administration processes or in the public sector. e.g. in the following concrete use-cases
[16–18]:

1. Tax audit scenarios, especially the selection of tax audit target organizations: this
case will be examined in detail in Sect. 3.

2. AI-based traffic engineering and traffic management systems (TMS): AI can be used
in complex Smart City environments to manage traffic based on current situational
data, such as available capacities, the utilization status of certain routes or current
sensor values, e.g. concerning air pollution etc.

3. Social welfare procedures: AI techniques from the field of natural language process-
ing (NLP) and image recognition can support administrative back office procedures
in the context of social welfare, e.g. the social integration assistance procedure or
the assessment of personal handicap situations. In this context application forms
and provided documents, e.g. medical reports, can be automatically analyzed, and
decisions can be automatically prepared and suggested to the administrative staff
based on this analysis.

4. AI-based application assessment for monetary support, e.g. for small and medium-
sized enterprises (SME) and businesses in times of the Covid-19 pandemic: in the
context of the current pandemic situation, German SMEs had the possibility to apply
formonetary support. In this context, a sheer flood of applicationswas filed and could
only behandledby randomassessmentswhilemost of the applicationswere approved
without a proper assessment because of staff shortage in the administrations.AI could
provide more intense examinations of all applications filed in such situations, which
would be politically necessary as many cases of fraud have been identified in the
meanwhile.
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In such scenarios when using ML-based AI approaches, the developed results, e.g.
predictive statements, provided decision support or automated decisionmaking typically
remain non-transparent, as the underlying ML approaches mostly function like “black
boxes” and often provide no explanationwhy a certain conclusion has been drawn orwhy
a certain decision has been proposed. However, this can be a severe showstopper for AI in
public administration in Germany, because of the rigorous requirements concerning the
transparency and fairness of decisions made by public administrations. In this context,
decisions made and communicated to applicants should be “bulletproof”, as a large
amount of decisions made by public administrations in Germany are challenged in
court. If public administrations want to use AI to gain reliable and “bulletproof” support,
the explainability of AI results and thus reliable XAI approaches gain more and more
importance, which will be discussed in more detail in the following section.

2.2 XAI and Its Necessity in Public Administration

To utilize the benefits of AI in the public administration while mitigating its risks, it
is crucial to ensure the trustworthiness of the underlying systems. According to ethical
guidelines drafted by a high level expert group onAI set up by theEuropeanCommission,
three aspects should be considered throughout the entire lifecycle of intelligent systems
in harmony to achieve the trustworthy AI [19]. These systems should comply with all
laws and regulations (lawful), follow ethical principles and values (ethical) and should
be technically and societally robust. A recent study proposes different recommendations
at three different level (team, organization and industry) for building reliable, safe and
trustworthy human-centered AI systems [20]. Another study suggests that various cate-
gories of trustworthiness approaches for AI such as fairness, explainability, auditability
and safety should be considered when designing and implementing AI-based solutions
[21]. In this context, apart from ensuring consideration of various requirements such as
diversity, non-discrimination and fairness, technical robustness, privacy and data gov-
ernance, societal and environmental well-being, etc. it is also essential to make the
underlying AI-based systems accountable, responsible and transparent.

XAI methods have recently reemerged as crucial technical approaches to address
these issues by making black-box AI systems more comprehensible, interpretable, and
accountable [22]. The history of the research on making intelligent systems reaches
back to more than three decades, where the initial studies concentrated mainly on mak-
ing expert systems explainable [23, 24]. The recent proliferation of advanced black-box
machine learning systems has triggered a new generation of explainable artificial intelli-
gence [25]. An overview of taxonomies ofmodern explanationmethods, required quality
desiderata, various evaluation mechanisms, types and tools and other relevant aspects
and dimensions can be found in [10, 22, 26, 27]. In the light of recent studies on appli-
cation of XAI methods in different research and application domains such as healthcare,
transportation, security, production, finance etc., we can observe the potential of expla-
nations on top of underlying advanced machine learning approaches for enhancing the
decision making processes [28–30]. Considering the practical implications of explana-
tory systems in operationalizing the data-driven artificial advice givers and the lack of
relevant research in the public administration domain, this study is a first attempt to
introduce an approach that defines what prerequisites to consider and how to develop
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XAI solutions by examining tax audit processes. Furthermore, this study introduces and
visualizes the outcomes of prominent XAI approaches for tax audit cases for illustration
purposes.

3 On the Potential of XAI in Tax Audit Processes

3.1 Motivation and Case Context

In general, the key task of tax authorities is to make sure that taxes are paid properly,
e.g. regarding the correctness of paid amounts, the equal and fair treatment of every
person and organization who must pay taxes. Hence, this relates to both companies and
private individuals. However, performing tax audits in companies are a much bigger
challenge for tax authorities, since the amount of relevant information needed to do a
proper tax audit is larger and more complex in companies. Furthermore, tax audits in
companies can generate considerable additional tax revenues for states, which makes
this task particularly important for tax authorities [16].

In Germany, tax audits are regulated by law, especially by §§ 193–207 of the German
Fiscal Code (Abgabenordnung, AO). Possible types of audits are, e.g. tax audits, wage
tax audits, special turnover tax audits, the abbreviated tax audit as defined in § 203 AO,
as well as other audits such as standard rate audits. According to § 194 AO tax audits
serve for the determination of the taxable person’s tax circumstances and can comprise
one or more tax types and taxation periods. The admissibility of a tax audit is regulated
in § 193 AO in which is determined who may be subject to a tax audit. Within the scope
of corporate tax audits, e.g. trade taxes, income taxes, corporate taxes, sales taxes, and
other tax charges are among the factors that may be considered.

The data used by tax authorities for tax audits usually stem fromfinancial accounting,
asset accounting and payroll accounting. While these data provide tax authorities with
a wide range of information for comprehensive analyses, the scope and depth of this
audit information also imply considerable efforts and expenses. Although these efforts
can be reduced by using IT systems, a complete analysis of all eligible companies or
organizations is still challenging. Therefore, and for capacity reasons, companies and
organizations that shall be audited are selected instead of deeply examining every single
case [16].

The German tax audit regulations (Betriebsprüfungsordnung, BPO) are the basis for
tax audits of the federal states’ fiscal authorities and the Federal Central Tax Office (§
1 BPO). The determination and evaluation of the tax-relevant facts must take place to
ensure the equality of taxation (§§ 85, 199 AO). In legislative terms, this addresses the
accurate determination and assessment of tax-relevant facts anddoes not aimat additional
taxes [31]. At first, companies are classified according to their size: large companies,
medium-sized companies, small companies, or micro-entities. The classification of size
is determined by the Federal Ministry of Finance (§ 3 BPO). According to § 4 BPO,
large companies are audited without any gaps, the audit period directly follows the
preceding audit period. Organizations in other size classes are often audited at irregular
intervals [32]. The empirical outcomes of a recent study which used the real world data
for analyzing tax audit processes in Austria have revealed that a segmentation of the
firms in terms of various criteria including their size has significant implications on the
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performance of the applied machine learning models for identifying suspicious firms
[4]. Such a classification increases the predictive strength of the underlying local models
which is an important prerequisite for generating plausible explanations for auditors to
justify the appropriateness of recommendations delivered by the data-driven intelligent
systems. The following additional criteria can e.g. also be included in the selection:
random audits, audit requests at the instigation of corporate tax offices, evaluation of
operating data, sector audits, indicative rate audits, risk groups or evaluation of control
material [31]. An important objective of tax authorities is to make the audit as efficient
as possible while considering insufficient staffing and the principle of equal burden.
Furthermore, organizations can apply for an audit because there is e.g., a special interest
in a timely tax audit due to the sale of a business. This must also be considered in the
context of discretionary selection [33].

For the tax audit selection, typical indications in a company’s data are analyzed in
more detail. The more suspicious aspects, inconsistencies, or potential violations against
existing rules are found in one case, themore likely an in-depth analysiswill be suggested
[16]. It should be noted that, in addition to rule-based approaches and purely statistical
procedures, the selection of audit cases can also be based on the auditors’ experience in
combination with indications in the data. In addition, other exogenous events such as
applications of external auditors can also influence the selection of target organizations
to be tested [33].

3.2 Issues

The tax audit which is referred to as a conclusive and retrospective review of the individ-
ual cases with regard to certain types of taxes and taxation periods is an essential tool for
the corresponding authorities to accomplish their task of assessing and collecting taxes
in accordance with the law. According to the reports of the Federal Ministry of Finance
in Germany, 13,525 auditors were employed nationwide in the tax audits of the federal
states in 2018 who were able to audit 188,973 enterprises out of the 7,816,301 firms reg-
istered in the business register of the tax offices [34]. These numbers suggest the audit
coverage was just 2.4% which resulted in additional tax claims of 13.9 Billion Euros.
A further analysis suggests that 10.9 Billion Euros additional taxes are claimed from
large enterprises for which the audit coverage was 21.6%. From more than 5.5 Million
of small enterprises only 1.1% were audited. These numbers especially related to the
personnel shortage reveal the necessity of intelligent decision support to overcome the
complications in enhancing the underlying processes. It is very important to emphasize
that the identification of firms for examination is not sample-based and the processes
behind a solid audit are very knowledge-intensive. The auditors are therefore obliged to
analyze potential cases over several years and provide a thorough justification for their
choices. This time-consuming and mentally exhausting process is also affected by the
heuristics and biases that prevent rational decision making.

Recent advancements in various branches of AI, particularly regarding ML, offer
possibilities to enable such data-driven decision making for the identification of rele-
vant cases for tax audit. Adoption of relevant machine learning approaches facilitates
to develop intelligent systems that are capable to automate the tax audit processes fully
or act as decision support systems to enhance the processes which cannot be automated
due to legal, economic and technical factors. Moreover, due to the variety, volume,
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and veracity of the underlying data in the tax audit use-case, more complicated ML
approaches with non-linear data processing mechanisms are expected to provide supe-
rior results compared to conventional statistical approaches. The recent AI democrati-
zation attempts that aim at the wider adoption in daily work practices and making the
participation of interdisciplinary communities possible have reduced the barriers to the
accessibility of such innovative and advanced machine learning frameworks, methods,
and applications. Therefore, the complexity in the current use-case does not solely lie
in the adoption of advanced AI methods for public administration scenarios, but rather
in their operationalization by incorporating them into business processes. Nevertheless,
due to their black-box character, such advanced ML techniques including deep learning
methods, suffer especially from the inability to provide appropriate explanations for their
actions. Consequently, the lack of mechanisms which are required to verify the validity
and robustness of models and to justify individual model assessments complicates the
process of establishing human trust in developed intelligent systems.

3.3 Solution: XAI-Driven Intelligent Decision Support Systems

3.3.1 Machine Learning for Tax Audits with Strong Predictive Capabilities
Like other public administration processes in the tax audit use-case there is a need
for intelligent decision support systems that can alleviate inefficiencies regarding the
personnel shortage and due to the exhaustive nature of the problem. This, in turn, requires
in the first step a systematic approach to structure the relevant machine learning projects
and productionize the AI-based intelligent systems by making them explainable. To
carry out a thorough, consistent, diligent and comprehensive predictive analytics and
development project, it is of utmost importance to follow well established scientific [35]
or industrial frameworks [36]. According to these guidelines it is crucial to understand
the AI project requirements and functionalities for the tax audit processes both from
business and technical perspectives, collect and prepare the required data, choose the
appropriate modelling approaches and deploy them robustly after an evaluation phase.

In [4], Setnicka has examined the applicability of predictive analytics for the identi-
fication of the tax audit cases in Austria which is equivalent to the purpose of this study.
His study has investigated a data-driven identification of cases for subsequent claims
and determination of fraudulent cases with the purpose to evaluate the quality of case
selection and the audit process in general. After performing segmentation in terms of
different criteria such as branches or the total amount of claims, various features such as
turnover before taxes, operating expenses, assets in the balance sheet, total liabilities, the
results of previous inspections, internal and external personnel costs, the amount of input
taxes, travel expenses, maintenance costs etc. are collected. Although this path-breaking
study has already addressed various important aspects and issues related to the tax audit,
it adopted a comprehensible but less performant machine learning model, decision trees.
Considering the imbalanced structure of the data and the non-linear relationships among
the input features in the tax audit use-case and our previous experience from other public
administration projects, it is conceivable to suggest that more advanced ML approaches
such as deep learning or ensemble methods would provide more precise results. How-
ever, to enable collaboration among these ML techniques and the users in the tax audit
scenario it is important to develop explanation solutions.
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3.3.2 A Guideline for Structuring XAI Scenarios and Activities in Tax Audit
It is important to grasp that XAI is not a monolithic concept and the adoption of universal
one-fits-all solutions for public administration is not necessarily reasonable [3]. Indeed,
the sufficiency and relevance of the explanations are determined by the properties of the
decision making environment, including but not limited to the user characteristics, the
objectives of the explanation mechanisms, the nature of the underlying processes, the
credibility and quality of predictions generated by adopted artificial intelligent systems
[37]. Therefore, for developing solutions to generate relevant explanations for public
administration processes, it is important to identify and describe the elements of these
various factors and examine their interdependencies. For this purpose, this study uses a
conceptual framework proposed in [3] by describing the key elements for designing an
XAI solution in the tax audit use-case. This approach can also be used as a guideline for
carrying out XAI projects in other public administration use-cases.

According to this concept it is crucial first to examine the characteristics of the stake-
holders. Auditors, managers, data subjects (the firms), supervisory/regulatory authori-
ties and AI developers are some of the stakeholders in the underlying tax audit use-case.
These users who have different interests in using the XAI systems can be further clas-
sified in terms of their AI background (knowledge engineers vs. domain experts) or
regarding their previous experiences (novice users vs. experienced users). The studies
on explanations for intelligent systems suggest that the novice users prefer terminologi-
cal explanations and may benefit from learning using the insights delivered by systems,
whereas more experienced users opt for verifying the model knowledge [38, 39]. These
users demand explanations for different objectives, e.g. verification of a reasoning trace
in the adopted AI methods, justification/ratification of the reliability in the generated
system outcomes, debugging the underlying AI models for improving accuracy and
computational efficiency, learning from the system especially in the absence of domain
knowledge, improving effectiveness or efficiency for making good decisions fast etc.
By using these explanations tailored to their preferences, not only trust in the AI system
is established but the users can also analyze the technical robustness of the model by
checking its consistency, stability and representativeness or examine the reasons if the
algorithmic fairness is violated. Various XAI approaches are proposed to address these
requirements. These approaches can be model-specific which imply that they explain
only particular models or model-agnostic which are independent of the adopted ML
models. Furthermore, the scope of the explanations can be global or local depend-
ing whether a single outcome or the whole model behavior for the total population is
explained. Finally, explanations can be generated before training models (pre-model),
during the model training (in-model) and after obtaining the results from trained models
(post-model).

After examining the characteristics of the process stakeholders and inter-
dependencies among various process specific and decision making environment-related
aspects, this study identifies various scenarios for the tax audit use-case for which dif-
ferent XAI solutions should be developed (see Fig. 1 on the next page). We would like
to note that the introduced four scenarios are chosen to demonstrate how diversified the
explanation solutions can be within a single use-case, tax audit. The list of potential sce-
narios can be easily extended by addressing the requirements of different stakeholders,
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their multifaceted explanation objectives, or the context of the predictions. In the first
scenario, the proposed XAI solution is assumed to facilitate the tax auditors to ratify
the data-driven recommendations. These users are responsible for making decisions for
identifying suspicious firms and have interest to justify individual model decisions. They
pursue mainly the purpose whether the provided AI decisions regarding the proposed
audit cases are reliable and reasonable. Thus, for this audience it is appropriate to develop
local post-hoc explanation approaches such as ICE Plots, Shapley values, LIME or other
alternative local surrogate models, case-based explanations, counterfactual explanations
etc.

On another side, the management is concerned with making strategic decisions to
enhance the underlying processes by identifying process bottlenecks in relation to the
identification of the cases for audit and developing measures to boost the effectiveness
and efficiency of case handling by understanding the implications of the underlying AI
models. Thus for this XAI scenario 2, the global post-hoc explanation approaches such
as PDP, global surrogate models, Shapley dependent plots, Shapley Summary Plots,
Accumulated Local Effects (ALE) Plots etc. are more suitable since they allow the
decision-makers to examine all decisions made by the model globally [40]. In the third
scenario, the supervisory/regulatory authorities may have an interest in carefully identi-
fying samples for testing or verifying the availability of discrimination elements. Since
they also lack in-depth technical AI knowledge like the first two stakeholders, post-hoc
explanations are also relevant here. The scope of interpretability depends on their objec-
tive of examination. Finally, the AI developers are more interested in validating the inner

Fig. 1. XAI scenarios for tax audit
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working mechanism and reasoning trace of black-box AI approaches. By using e.g., the
explanations generated by intrinsic model-specific approaches, they can debug models
by understanding the problematic areas.

3.3.3 Demonstration of Chosen XAI Methods for Tax Audit
For illustrative purposes, we have implemented various local and global post-hoc expla-
nation approaches on top of the applied gradient boosting machine (GBM) model for
the binary classification problem and visualized the obtained explanations by using syn-
thetic data based on the variables identified by [4]. The main idea of ICE is examining
the influence of individual variables by analyzing each feature separately (see Fig. 2).
After choosing the variable of interest, the new data instances are created by making
marginal changes to it through the identified grid of values and by keeping the values
of other variables constant for the examined instance. The created data instances are
scored by the black-box model and prediction scores on these value changes are then
visualized.

Fig. 2. Individual Conditional Expectation (ICE) plots

The steps of LIME, a perturbation-based local explanation approach, include per-
turbation of the dataset for the chosen instance, the scoring by the adopted black-box
approach, weighting the generated new instances by calculating the distances to the orig-
inal examined instance, fitting a comprehensible technique by using the original input
values and prediction scores and presenting the extracted feature weights as explanations
(see Fig. 3).

Fig. 3. LIME explanations
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Shapley values is another feature attribution-based explanation method which stems
from cooperative game theory. For the machine learning explanation situation, the input
variable values of the examined observations are considered as cooperative game players
and the model predictions are the respective payoffs. The sum of the obtained Shapley
values illustrates and explains the contribution of each variable to the deviation between
obtained prediction for the observation and average model prediction for the examined
dataset (see Fig. 4).

Fig. 4. Shapley values

Figure 5, 6 and 7 present the global post-hoc explanations from our dashboard
namely, the surrogate regression model tree, PDP and the model-specific feature impor-
tance graph respectively. The main objective of global surrogate models is making the
black-box model understandable by approximating its decisions. In our use-case we
score the validation dataset by using the adopted black-box model, gradient boosting
machine. Once the prediction scores are available, a white-box model of choice is fitted
by using the original feature values as input data and prediction scores as output data.
An overview of the comprehensible models that can be used as surrogate models can
be found in [41]. In our use-case we implemented M5 regression model trees that com-
bine the decision trees and linear models. The learned representations are then used as
explanations (see Fig. 5).

PDP is a widely recognized model-agnostic approach that examines the effects of
marginal changes of chosen variables to the response of the black-box predictors (see
Fig. 6). It can be seen as the average of ICE plots described earlier; however, it provides a
global interpretation. In [42], Zhao and Hastie suggest that under specific circumstances
the PDP can be used to generate causal explanations.

Finally, the feature importance graph reveals what features are seen as important by
the model when making the decisions. In our study, we use the model-specific approach
for neural networks (see Fig. 7). Alternatively, the model agnostic approaches can be
adopted. The practical applications and findings also suggest that using the explanation
generated by different XAI methods together can generate more value since it allows
the users to examine the model outcomes from different perspectives. For this purpose,
it is essential to ensure harmonic transitions among different explanations by avoiding
the confusions for users.
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Fig. 5. Global surrogate regression model tree

Fig. 6. Partial Dependence Plots (PDP)

Fig. 7. Feature importance
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4 Discussion

Public sector can benefit from AI projects that are expected to enhance the public good
[43]. At the same time, such projects should not restrict themselves to increasing the
efficiency or reducing costs only but generate added value for different stakeholders
with various, sometimes conflicting objectives [44]. Various requirements such as trans-
parency, safety, reliability, trustworthiness and fairness for designing, developing and
deploying intelligent systems for supporting the decision making processes pose chal-
lenges by increasing the complexity of AI projects in public administration [45]. Further-
more, in difference to private sector projects, public sector projects often face scrutiny
and oversight which increases the demand for explainability [45].

A well performed machine learning model and generated relevant explanations play
a crucial role for establishing a data-driven culture in the public administration which
is an essential aspect of a digital transformation. By bringing the people, processes, and
technology together, this culture has great implications for enhancing the processes and
improving “business models” in public administration that result in great advancements
in provided services. Therefore, it is crucial to reduce the barriers between human users
and data-driven intelligent systems and enable the human-in-the-loop concept. In this
regard, this study aims to explore the potential of XAI for decision making processes in
public administration particularly by examining the decision support structures for tax
audit processes. Considering the research gap regarding the development and application
of the explanation methods and corresponding interfaces in the public administration
context, this study is one of the first attempts to present an approach to structuring the
relevant XAI activities in this domain. Since the requirements of the users and the context
of the explanation situation significantly influence the appropriateness of the generated
explanations, such a holistic approach is required to mitigate the risks that can lead to
the prospective failures.

Generating explanations for black-box machine learning methods with high quality
and conveying them to the relevant stakeholders in a suitable and robust manner also
facilitates creating added value by productionizing the intelligent systems. Some of the
benefits offered by explanations for the tax audit use-case are (i) effectiveness: the expla-
nations enable the auditors to identify the potential audit cases more precisely bymaking
good decisions, (ii) efficiency: the explanations facilitate the auditors to make decision
more quickly, (iii) persuasiveness: considering the bureaucratic and legal complexities
it is hard to convince the users to use machine learning decisions and relevant explana-
tions can help to overcome this challenge, (iv) education: by using consistent and robust
explanations especially the novel users can learn from the intelligent system about the
relationships among various factors, (v) trust: explanations are sought to increase the
auditors trust in the artificial advice givers [46].

For illustration purposes the chosen prominent XAI approaches from global and
local post-hoc explanation families are presented in this study as well by discussing
their suitability for various use-cases in tax audit domain. However, it is important to
note that these solutions were developed based on the semi-synthetically generated data
and have mostly informative character for the corresponding research community. In
the future work, we aim to develop the XAI solutions by examining the processes with
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corresponding authorities, to integrate the relevant explanation approaches by consider-
ing various desiderata for explanations and finally to perform a thorough evaluation by
using the relevant measures and mechanisms.

5 Conclusion

In this paper we have examined the potential which XAI can offer for supporting public
administration processes with a focus on the tasks and duties of German tax authori-
ties. We concentrated on the process of preparing tax audits by supporting advantageous
selections of target organizations for tax audits.We have, furthermore, presented accord-
ing XAI solutions which we are currently developing, e.g. the XAI-based information
dashboard supporting the selection of target organizations by providing an in-depth
explanation of the major influencing factors which lead to the selection suggestions of
the AI system. Responsibility, fairness, transparency, and the avoidance of discrimina-
tion are some of the key values of public administration. XAI methods can significantly
contribute to the realization and implementation of these key values when using AI
to support public administration processes. We have demonstrated this in our in-depth
case description. However, the current efforts for further developing these approaches
are definitely needed to provide a better acceptance and trust into AI systems, which is
particularly necessary in the context of public administrations.
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1 Track Description

The WI2021 General Track bundles innovative and interdisciplinary contributions that
go beyond the regular track structure. We have welcomed a variety of topics related to
the conference theme: “Innovation through information systems – WI as a trend-setting
science” as well as a wide range of research methods. We have particularly encouraged
contributions that leave well-trodden paths and stimulate discussion through emerging
topics, technologies and theories as well as unconventional research designs. The
General Track therefore has offered an additional degree of freedom and broadens the
spectrum of the conference in terms of topics and methods.

Articles in this track investigate phenomena of the design, use and impact of
information technology. They shed light on socio-technical aspects and in particular
take the dynamic interplay between task, technology and people into account. In doing
so, they contribute to the advancement of Information Systems as a discipline and to
developing solutions for problems relevant to practice and society.

2 Research Articles

The general track comprises five full research as well as two short papers. The full
research papers cover the topics of developing a comprehensive taxonomy for data
strategy tools and methodologies, analyzing the role of 3D models in the product
development process for both physical and virtual consumer goods, developing design
principles for an adaptive empathy learning tool that helps students to develop their
ability to react to other people’s experiences, unpacking critical success factors for
designing initiatives to disseminate a realistic and attractive image of BI among upper
secondary school students for study programs in BI, as well as exploring what influ-
ence organizational culture exerts on the implementation of idea platforms.



The two short papers are research-in-progress. While one is concerned with
developing a decision support tool that provides the designers of plastic products with
important information and supports design decisions based on ecological, but also
economical and functional criteria, the other one proposes a research methodology for
building a tool that acts as middleware between sensors and systems, translating
standards while maintaining their respective advantages.
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Abstract. Recent years have seen an increasing emphasis on IT-enabled crowd-
sourcing for innovation in organizations. However, information systems literature
has so far paid little attention to the role of information systems in idea crowdsourc-
ing, including its relation to organizational culture. To address this research gap,
we conducted a quantitative study with IT and innovation managers from various
organizations (N = 81) to explore whether culture influences the implementation
of idea platforms. Our key findings show that idea platform implementation is
facilitated by a culture that emphasizes policies, procedures, as well as informa-
tion management (hierarchical culture). Although a culture of creativity should
be stimulated in the front-end of innovation, the results indicate that idea plat-
forms are predominantly used in conjunction with a strong internal focus and set
of values.

Keywords: Crowdsourcing · Organizational culture · Idea platform ·
Innovation · Quantitative study

1 Introduction

The emergence and diffusion of digital technologies confront organizations with sig-
nificant pressure to innovate and renew themselves. For this purpose, organizations are
exploring new ways to identify promising opportunities and examine how their orga-
nizational knowledge can lead to the introduction of innovation [1, 2], especially since
innovation processes are becoming more distributed and open [3]. In this regard, orga-
nizations can leverage a multitude of methods and measures of innovation management
that have been established in recent years. They use open innovation, co-creation, and
crowdsourcing to break out of their traditional innovation process [4].

Especially crowdsourcing has increased popularity as a method for gathering ideas
and innovation [5, 6]. Simultaneously, the rapid development of social information tech-
nologies and platforms provide new ways to enable crowdsourcing. These technologies
facilitate cooperation and collaboration between users, exchange of insights and expe-
riences, build social networks [7], connect intelligence, and thus access to the “wisdom
of the crowds” [8]. In this paper, we refer to idea platforms as specific crowdsourcing IT
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tools for collecting, discussing, enhancing, and evaluating ideas [5]. Thereby, informa-
tion systems (IS) play a huge role in enabling and shaping crowdsourcing for innovation
and will become more relevant in the future since, e.g., ideas are valuable data [6]. How-
ever, IS literature has so far paid little attention to the role of IS in idea crowdsourcing
[5, 9]. Instead, prior management research has largely dealt with the optimal design
of idea competitions, i.e., the motivation of employees [10, 11], characteristics of idea
authors [12, 13], and the role of community functions [14, 15]. Still, many IT-based idea
competitions fail to achieve active participation [16]. Simula and Vuori [6] state that
organizational culture (OC) can be seen as an issue when motivating participants to sub-
mit their ideas to IT platforms. At the same time, internal idea crowdsourcing can also
support OC [6]. Prior research indicates that IT tools, i.e., idea platforms, must be in line
with complementary non-IT resources, like culture, to leverage value for the business
[17]. For example, idea competitions need to emphasize a climate of cooperation and
competition at the same time [18]. Against this background, we examine the influence of
OC on the current status of idea platform implementation. For this purpose, we use the
competing values framework (CVF) to measure OC, which is common and frequently
used in this context [19–22]. Our research question is:How do the organizational culture
dimensions influence idea platform implementation? To answer the research question,
we conducted a quantitative study with IT and innovation managers from various orga-
nizations (N = 81). In this context, we also examined the planned versus the actual
implementation of idea platforms in an additional part to inspire theory building [23].
Our research goal is to indicate further criteria that influence the value contribution of
idea platforms in organizations.

The remainder of this paper is structured as follows. After describing on the theoreti-
cal background and research design, we analyze the relationship between organizational
culture and idea platform as well as differences in the planning and actual implementa-
tion of idea platforms. Finally, we discuss theoretical and practical implications as well
as limitations and further research based on the findings of the empirical analysis.

2 Theoretical Background

2.1 IT-Enabled Crowdsourcing for Innovation

The first phase of an organization’s innovation process comprises the activities of gener-
ating and selecting ideas. This phase is referred to as the front-end of innovation or as the
“fuzzy” front-end. It is described as informal, knowledge-intensive, and irregular [24].
These characteristics make it particularly difficult to manage this phase. This is also due
to the fact that innovation management faces the challenge of creating a balance between
a context of supporting and stimulating as well as orientation and focus [25]. Support and
stimulation refer to creating a culture of creativity that enables employees and external
users to increase the number and novelty of ideas. Simultaneously, the number of ideas
is supposed to be reduced through orientation and focus to enhance quality and strategic
direction [24]. Relevant ideas do not only emerge within the organization but can also be
developed with the concept open innovation. This approach enables knowledge across
organization boundaries and identifies and captures external knowledge to support the
internal innovation process [26]. The inclusion of external sources of innovation has
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several advantages, e.g., it gives organizations access to distant knowledge that is far
from an organization’s current knowledge base [27]. A popular mechanism of gaining
access to little explored and a richly heterogeneous pool of knowledge through online
infrastructure is called crowdsourcing [28]. Crowdsourcing refers to the outsourcing of
a variety of tasks [29]. In crowdsourcing, an open call is used to address a “crowd”
and, thus, a group of individuals. Afuah and Tucci [27] distinguish two forms of crowd-
sourcing. First, in the competition-based approach, each individual chooses to work on
their own solution to the problem. The best solution is selected as the winning solution.
Second, in the collaboration-based approach, members of the crowd decide whether
they want to collaborate on solving the problem. The result is a common solution of the
crowd.

Idea crowdsourcing can be implemented in different formats and is often named
differently: Idea competitions, challenges, contests, and tournaments. Members of the
crowd can be, e.g., customers, partners, or employees [30]. Beyond that a distinction
is made between design dimensions, such as task/topic specificity, target group, contest
period, reward/motivation, or evaluation [31]. In this context, the task of an IT-enabled
idea platform is to support the various formats and processes through its functionalities.
Due to the diversity and the different naming conventions, we broadly refer to idea
platforms as an online IT tool for collecting, discussing, enhancing, and evaluating
ideas.

2.2 Organizational Culture

According to Hofstede and Hofstede [32], organizational culture is “the collective pro-
gramming of the mind which distinguishes the members of one group or category of
people from another.” OC affects all areas of a company and has far-reaching conse-
quences [33]. In particular, it influences the attitude of employees, e.g., job satisfaction
[34], the operational performance of organizations, e.g., innovative strength [35], and the
financial performance of organizations, e.g., profitability [36]. At the same time, the OC
has an integration function for the employees of a company by conveying cohesion and
a common identity. Recognized behavior patterns influence the behavior of employees
and, thus, also their innovative behavior [37].

Although the OC is difficult to influence, management can still actively influence it
and create the conditions for an innovation-friendly culture. By consistently participat-
ing in innovation projects and supporting employees, organizations can ensure that all
employees have a positive experience with innovation. According to the basic assump-
tions of the OC, these experiences are condensed into a common, fundamental innova-
tion image among the employees [37]. To achieve the goal of an innovation-conscious
company, Hauschildt et al. [37] recommends to break down bureaucracy and to use
innovation-promoting elements. This includes, among other things, promoting cooper-
ation between different business functions and, in some cases, different business units
[38].

An understanding of OC is also essential for IS research, as it can influence the suc-
cessful implementation and use of IS. For example, culture plays a role in management
processes that directly or indirectly impacts information technology [39]. Furthermore,
introducing IT often encounters cultural resistance [40]. For these reasons, extensive
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literature on the relationship between IT and culture was produced, which Leidner and
Kayworth [39] examined and synthesized. They identified two relevant topics in IT
cultural research:

1. Culture and IS Development - The core of this topic is how culture influences the
design of IS. It has been shown that in a culture where uncertainty is avoided,
project risks are perceived differently and are more likely to be abandoned. It is also
advantageous if the values of the OC match the values of the information system to
be developed.

2. Culture, IT Adoption, and Diffusion - The core of this topic is whether culture
influences the adoption and diffusion of IT. The dominant idea is that uncertainty
avoidance plays a significant role in deciding how groups adopt and disseminate
information and communication technologies. Most studies conclude that those who
avoid uncertainty tend to adapt more slowly to new information technologies.

3 Research Model

To investigate the cultural factors affecting the implementation of an IT-enabled idea
platform, we have oriented to the procedure of Ruppel and Harrington [41], which con-
tributes to the topic ‘Culture, IT Adoption, and Diffusion’. In their study, they examined
the relationship between OC and intranet implementation in organizations. As a result,
the acceptance of intranets is much more likely if there is a development culture. Ruppel
and Harrington’s study is based on the Competing Values Framework (CVF) [20] and
was extended by them to include the ethical dimension. In research, the CVF is widely
used to conceptualize OC [19, 20] and to investigate the relationships and effects of OC
[21, 22]. The CVF distinguishes four types of OC based on two dimensions. The first
dimension represents the degree to which the company’s focus is internal or external.
The internal focus emphasizes the integration and maintenance of the socio-technical
system, while the external focus is on competition and interaction with the organiza-
tional environment. The second dimension refers to the differences between change and
stability, with change focused on flexibility and spontaneity, while stability focuses on
control, continuity and, order [20]. The resulting four types of OC are called group,
development, rational, and hierarchical culture [19].

3.1 Hypothesis Development

Organizations with a developmental culture value flexibility and have an external focus.
They are therefore not oriented towards their own company, but towards the market and
the company’s environment. The core of the development culture refers to growth, cre-
ativity, and continuous adaptation to external requirements, which are strongly market-
and environment-related. Management believes in survival and growth through innova-
tion [42, 43]. Hence, it can be assumed that organizations with this culture know the
advantages of idea platforms and are prepared to use them for themselves to remain
competitive: H1 - There is a positive correlation between development culture and the
implementation of idea platforms.
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A company with a rational culture has a strong external focus and a focus on control.
The main management activities are focused on maximizing profit through planning,
control, and goal setting. By emphasizing order and stability, control structures with
varying degrees of formalization and centralization are created to deal with contextual
factors such as company size and environmental uncertainty [41]. Organizations with
this culture focus primarily on competition and the optimization of their operations. We
can assume that organizations with a rational culture will quickly become aware of the
introduction of idea platforms through their external focus, but that the desire for order
can stifle innovation. Since these effects are likely to balance each other out, we do
not expect any significant influence of rational culture on the implementation of idea
platforms:H2 - There is no correlation between rational culture and the implementation
of idea platforms.

Organizational Culture

Company Figures

Idea Platform
Implementation

H1 + 

H2

H3

H4 +

H5 +

H6 +

Developmental

Rational

Hierarchical

Group

Ethical

Company Size

Fig. 1. The theoretical model

In a hierarchical culture, the corporate environment is not seen as an essential fac-
tor. Management’s interest focuses on measurement, documentation, and information
management. The focus of these organizations is on control. Idea platforms can support
an internal use in defined user groups as well as the implementation of clear processes
for the idea process [44]. Idea platforms can also support the collection of ideas for
continuous improvements and suggestions. However, the success of an idea platform in
the innovation Front-end is supported by a creative and encouraging culture [18, 37]. In
contrast, a hierarchical culture focuses on internal orientation and order. Therefore, we
assume that the effects are likely to balance each other out: H3 - There is no correlation
between hierarchical culture and the implementation of idea platforms.

In a group culture, maintaining the company and its human resources is critical, with
a focus on cohesive relationships, individual engagement and participation. While this
culture is internally focused, it also values flexibility. Managers encourage dialogue,
participation, and training of employees to achieve this goal. As they value employee
participation, we believe idea platforms are an appropriate tool for organizations with
a strong group culture. Idea platforms collect ideas by single employees as well as
by groups, respectively [45]. Besides, idea platforms can support various social and
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community functions, which make idea competitions even more successful [14, 46, 47].
H4 - There is a positive correlation between group culture and the implementation of
idea platforms.

Ethical culture reflects trust and an ethical working environment. Ruppel and Har-
rington expend the Competing Values Framework by this dimension since the CVF
does not include specific measures for trust and an ethical work environment. Following
them, there is no exchange of knowledge without a climate of trust [48, 49]. Therefore,
our assumption is H5 - There is a positive correlation between ethical culture and the
implementation of idea platforms.

Finally, we believe that idea platforms are used independently of corporate industries
because, the overall pressure to innovate in the economy has increased. However, we
also believe the challenge tomanage ideation initiatives increases with the company size.
This would confirm other studies that report that web-based ideation systems are used
especially within large organizations [15, 44, 50]. H6 - There is a positive correlation
between company size and the implementation of idea platforms.

3.2 Data Collection, Research Design and Measurements

We chose an online survey as the instrument for collecting the data for our study. Prior
studies on organizational culture indicate that questionnaires are a reliable and well-
established method for this kind of study [41]. In addition, the degree of anonymity in
online questionnaires is perceived as very high, which tends to lead to greater openness
and less often to social desirability bias [51]. When selecting participants for the study
via social business networks, we considered three criteria. First of all, we address par-
ticipants from various organizations in different industries and sizes. Our ambition is to
reach a broad cross-section of organizations to compare the impact of different cultural
types on the implementation of idea platforms between these organizations. Secondly,
we restricted the job profiles during our search for participants. Following Ruppel and
Harrington [41], IT managers are argued to be an appropriate source of evaluation of the
overall culture and the extent of IT implementation. Since our focus is on the implemen-
tation of idea platforms, we filtered for IT managers as well as managers working in the
area of innovation. We believe they are best placed to assess the company’s innovation
process and tools because they shape it or are at least directly involved in it. Before we
sent the survey by e-mail, we tested the survey in a pre-test with five other researchers as
well as two external managers in the field of innovation management. After our test and
revision, we sent e-mails to our recipient list, introducing the project. The participants
were informed which profile they should bring along so that they fit as a participant. We
distributed the online survey to participants during August and November 2019. Our
participant profiles in Table 1 shows that our participant selection was successful and
matches our participant profile.

At the very beginning of the online survey, we informed the participants on the
welcome page that there are no wrong answers, that they should answer honestly, and
we ensured that all answers are processed anonymously. In addition, we have included
information on processing time, target group specifications, and the topic without men-
tioning the term idea platforms. This was done to avoid the participants to be subject of
a common method bias as well as a social desirability bias [52, 53].
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Table 1. Profiles of responding organizations and individuals (N = 81)

Organization profiles Individual profiles

Business area
(multiple selection
possible)

% Organization
size (in
persons)

% Professional
field of activity

% Management
responsibility

%

Chemistry/Pharma 24,7 Less than 10 2,5 Communication 1,2 Management
level (no staff
responsibility)

19,8

Communication 3,7 10 to 49 6,2 Finance &
Controlling

1,2

Consumer goods
(e.g., food)

4,9 50 to 249 8,6 Human
resources

1,2

Electrics/Electronics 9,9 250 to 499 25,9 IT 43,2 Lower
management
level (e.g.,
team leader,
group leader)

14,8

Finance/Insurance 13,6 500 to 999 34,6 Manufacturing
& Production

0

Human health 11,1 1,000 to
4,999

8,6 Marketing 3,7

IT 19,8 5,000 to
19,999

7,4 Purchase &
Sales

1,2 Middle
management
(e.g.,
department-,
division
heads)

42,0

Mechanical
engineering

8,6 20,000 to
99,999

1,2 Research &
Development

25,9

Service 7,4 100,000 or
more

4,9 Other activity 22,2

Transport 1,2 Upper
management
level (e.g.,
executive
board)

23,5

Vehicle construction 2,5

Others 25,9

We adapted the items (including reverse items) and overall questionnaire structure
from Ruppel and Harrington [41] to measure the OC. The construct name/culture type
was notmentioned to avoid influencing the respondents. Since the questions have already
proven to be reliable, we did not expect a ceiling or floor effect for the items. We
furthermore included an attention check [54]. All OC items were measured using a five-
point Likert scale. After the questionnaire part on OC, we provided our definition of idea
platforms to create a common understanding of the following questions. When asked
about the progress of the introduction of an idea platform, the participant could select
between the following options: “An idea platform: (a) has not yet been relevant and is,
therefore, not in use (b) was evaluated, but we consciously decided against a deployment
at this point (c) is being planned and evaluated (d) is currently being introduced (e) is in
use (f) was used and abolished again”.

Later, we grouped the options a), b) & f) as (1) “no use”, options c) & d) as (2)
“planning” and option e) as (3) “in use”. This categorical measure is preferable to a
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dichotomous use/non-use variable. It allows the variables to be analyzed in terms of the
progress of the idea platform implementation [41].

Since there are notmany comparable studies on the implementation of idea platforms
focusing on the software component, we surveyed additional variables on the actual or
planned design of idea platforms. For group (1) “no use”, we asked for reasons for the
decision against the implementation of an idea platform as an open question, as well as
whether the participant was involved in the decision. For group (2) “planning” and (3)
“in use”, we surveyed the type of use, the associated objectives, and the frequency of
use. The questions of group (3) correspond in content to the questions of group (2) and
differ only in the tense of the question. These additional measurement instruments were
developed by us for this study. We validated these questions with two experts in the field
of consulting and software solutions for idea and innovation management solutions.

3.3 Data Analysis

We used SmartPLS software (v.3.2.8) for structural equation modeling and analysis
of the organizational culture constructs as well as idea platform implementation. This
software was also used together with the bootstrap resampling method to determine
the significance of the paths within the structural model. This method is especially
appropriate to handle small sample sizes [55].

Table 2. Cronbach’s α, composite reliability, AVE, HTMT (*single item constructs)

Construct Reliability and
validity

Heterotrait-Monotrait ratio (HTMT) of
correlations

Cr. α CR AVE DC EC GC HC IIP RC

Develop. Culture (DC) 0.810 0.884 0.795

Ethical Culture (EC) 0.701 0.818 0.603 0.446

Group Culture (GC) 0.660 0.823 0.705 0.662 0.651

Hierarch Culture (HC) 0.731 0.875 0.779 0.191 0.212 0.249

Implementation (IIP)* 1.00* 1.00* 1.000 0.124 0.135 0.214 0.320

Rational Culture (RC) 0.667 0.821 0.607 0.362 0.480 0.537 0.136 0.062

Company Size (CS)* 1.00* 1.00* 1.000 0.018 0.082 0.113 0.168 0.267 0.089

Before running the analysis in SmartPLS,we inverted the reversed items and removed
7 participants who did not pass our attention check. Furthermore, we searched for
straight-liner and racer in our data, which did not appear. The remaining sample size
was 81. Then, we performed a Partial Least Squares Regression (PLS Regression). Fac-
tor analysis following the procedure of Hair Jr et al. (2016) led to the removal of two
items: one from rational culture and one from ethical culture. Afterward, we successfully
checked the loading of each item on the respective construct, which needs to be greater
than the cross-loadings to all other constructs [56], which could be confirmed. The reli-
abilities of measures were tested using Cronbach’s α, Composite Reliability (CR), AVE



Many Hands Make Light Work 441

and, HTMT, as shown in Table 2. All Cr. α values are above 0.6 as a threshold for inter-
nal consistency reliability. Furthermore, AVE values are above 0.5 and CR values above
0,8 [55]. Since the Fornell-Larcker criterion is considered less reliable for discriminant
validity in variance-based structural equation models [57], such as the present one, the
HTMT was used and showed good results with all values below the more conservative
threshold of 0.85. Therefore,we can assume that the resultingmeasures had good internal
reliability and validity. Lastly, we tested for multicollinearity between the constructs by
calculating the related variance inflation factors (VIF). With a maximum VIF of 1.754,
all values are well below the cutoff criterion of 5 [55].

Next, we analyzed our additional variables for the actual or planned design of idea
platforms. Thereby, we mainly carried out group comparisons between the two groups
(2) “planning” and (3) “in use”. First, we isolated the data of the two groups from the
first group. When capturing the type of implementation and objectives of the platform
through our items, we allowed clicking the option “I can’t judge”. The removal of
incomplete data records brought us to a sample size of 45 for our group comparison.
This was to ensure that only participants who were able to assess the design criteria of
the idea platform were evaluated.

To test if the proportions in group 2 and group 3 are not equal (H0: P1 = P2), we used
the chi-square test of homogeneity [58]. Therefore, we reviewed four assumptions that
are necessary to perform this test. First, our independent variable group was measured
at the dichotomous level. All other dependent variables, which were tested individually,
were also dichotomous variables. Second, by having different participants in each group,
we could confirm that our observations have independence, which means there is no
relationship between the observations in each group or between the groups themselves.
Third, in our study design, we did purposive sampling through the characteristic of
implementation of an idea platform. Lastly, our minimum sample size was greater than
five for each expected frequency [59]. We were able to confirm all the requirements for
this test.

4 Results

Our analysis was performed by a bootstrapping algorithm with 5,000 subsamples within
SmartPLS software. In total, 21,3% of the variance in idea platform implementation is
explained by the organizational culture and company size (R2 = 0.213).

Only hypothesis H2 of the OC dimensions was supported since there is no significant
relationship between a rational culture and idea platform implementation. Surprisingly,
we found a positive correlation between the hierarchical culture orientation and idea
platform implementation: the more hierarchical a culture is perceived, the more likely
an idea platform is implemented (p = 0.004, f2 = 0,107). The f2 effect size can be
interpreted as a small to medium effect size [55].

The group culture (p = 0.089, f2 = 0.055) had a weak f2 effect size and was not
significant at a significance level of 5%. It was, however, marginally significant (p <

0.1), which is worth mentioning due to an explorative character of the study, where a
significant level of 10% is often assumed in research [55]. The other cultures did not
exhibit any significant association with idea platform.
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Lastly, H6 could be confirmed (p= 0.013, f2 = 0,069), having a weak f2 effect size.
Thereby, it could be confirmed that the company size has a significant positive influence
on the introduction of an idea platform.

In the second part of the study, we analyzed whether the two groups (2) ‘in plan-
ning’ and (3) ‘in use’ pursue different objectives when implementing idea platforms. For
this purpose, we defined seven objectives in advance, referred to as O1–O7, which are
described in this section, along with their results. The difference between the two imple-
mentation groups was not statistically significant (p> .05) for the following objectives:
‘Finding ideas for new innovations in the core business (O2)’, ‘Finding ideas for new
innovations in new business areas (O3)’, ‘Creating knowledge exchange, communica-
tion and awareness for strategic topics (O4)’ and ‘Building an innovation culture (O7)’.
Therefore, we fail to reject the null hypothesis (H0: P1 = P2) and can assume that there
are non-statistically significant differences in proportions.

The two goals ‘Continuous improvement of business processes (O1)’ and ‘Search
for solutions to known and concrete problems (problem-oriented) (O6)’ were statisti-
cally significantly different (p < .05). Fourteen participants (73,7%) plan to implement
problem-oriented initiatives on the idea platform compared to 10 participants (38,5%)
who actually implement problem-oriented initiatives, a statistically significant differ-
ence in proportions of .352, p = .019. Even greater is the difference with ‘Continuous
improvement of business processes’. Here, 7 participants (36,8%) plan to implement
idea platforms for continuous improvement compared to 21 participants (80,8%), a
statistically significant difference in proportions of .44, p = .003.

Less strong is the differencewith ‘Breakingdown silos andbringing together employ-
ees from different expertise and functions (O5)’. Here, 12 participants (63,2%) planned
to explicitly pursue this goal with the implementation of the idea platform compared to
9 participants (34,6%) who actually pursue this goal with the deployment, a difference
in proportions of .286, p = .058.

Furthermore, we also used the test of two proportions to analyze the differences
between three different usage types: ‘submit ideas on any topic at any time’, ‘partici-
pate in targeted and time-limited campaigns of a specific user group’, and ‘take part in
company-wide idea challenges’. None of the differences were significant. Besides, none
of the other control variables were significant.

5 Discussion

Commencing with the theoretical implications, the results of our study confirm that the
OC as a whole influence the current status of idea platform implementation. Our analysis
shows that 15.9% of the implementation status can be attributed to the organizational
culture (21.3%, including company size). Hence we can conclude that idea platforms
are not only used to transform OC [30] but that a corresponding OC makes the imple-
mentation of idea platforms more likely. Thereby, we contribute to the research stream
‘Culture, IT Adoption, and Diffusion’ [39]. Against our assumption, we show that idea
platform implementation is facilitated by a hierarchical culture that emphasizes policies,
procedures, and information management. A possible explanation for this could be that
internal idea competitions harmonize better with the internal focus of the hierarchical
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culture than, e.g., an open innovation platform would have done. Idea platforms, as
software tools, can support to structure their ideation process [44] and, thus, the man-
agement in its efforts for internal order. This effect is reinforced by the fact that a large
proportion of idea platforms are used to collect continuous improvements in operational
improvement, which is characterized by a very formal and regulated process. The results
also show that a stronger group culture has a (marginally significant) positive effect on
the level of idea platform implementation, as hypothesized. Organizations fostering a
group culture emphasize employee involvement, which may be realized through idea
platforms [45]. Alongside employee participation the group culture also embraces per-
sonal dialogue [41]. When managers promote ideation techniques through dialogue, this
may weaken the additional benefit from idea competitions for them and, thus, limiting
the significant influence in our model. Next, as hypothesized, a stronger rational culture
was not related to idea platform implementation. Organizations with a rational culture
may be familiar with idea platforms and their potential for open innovation through their
external focus but have no preference for or against their use. The benefit of using idea
platforms is not only derived from the ideas themselves. Other advantages can arise,
such as the identification of key individuals, which is also interesting from the point of
view of the promoter theory in innovation management [60]. However, these kinds of
advantages are usually difficult to measure, which is not in line with a strong rational
culture since it values objective-based measures. If crowdsourced and open innovation
can provide more objective measures in the future, we imagine that a rational culture
will have a positive impact on the implementation of idea platforms. Then, there was
no positive correlation between development culture and the implementation of an idea
platform. Organizations with a development culture are focused on growth and innova-
tion. However, it does not appear that idea platforms are currently used in practice to
promote innovation nor open innovation. Lastly, our hypothesis about a positive corre-
lation between ethical culture and the implementation of idea platforms could not be
confirmed either. Our survey measures on objectives indicate that using an idea platform
to facilitate knowledge exchange is the least pursued objective between our participants.
Against this background, ethical culture may have less influence on the design of the
platform in terms of knowledge exchange.

Overall, we believe that the significant relationship between organizations with a
strong group and hierarchical cultures and idea platforms can be explained by the way
the idea platform is designed. In the past, idea platforms were initially intended for
internal use. This internal focus was also shaped by the culture in which idea platforms
were used since both significant cultures share this orientation in theCVF. In recent years,
organizations have begun to open up their innovation processes and diffuse them more
widely [4]. However, especially in B2B [6], idea platforms that open up to involve larger
crowdsmay not encounter a culture that promotes innovation and creativity and therefore
may not achieve active participation or expected results [16]. This fact reinforces the
current discussion about the uncertain overall value of crowdsourced ideation initiatives
[31].

Moving beyond theoretical implications, our study also has practical implications
for idea platform provider, innovation managers, and organizations implementing idea
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platforms. Our study highlights the importance of taking OC into account when intro-
ducing a new technology or process that may be incompatible with the existing culture.
Our analysis of planned versus the actual implementation objectives further indicates
that idea platform usage will shift towards crowdsourced idea generation with a higher
degree of innovation (e.g., less continuous improvement and more problem-oriented
usage). Furthermore, culture also influences the design of idea platforms as well as the
adoption and influence of IT Tools [39], as with idea platforms. As a result, organizations
must be aware of their existing organizational culture when implementing and designing
idea platforms to meet their expectations. Adoption is more likely when the values of
a group match the values of information technology [39] as well as the design of idea
platform needs to be in line with complementary factors of strategy and structure [17].

6 Limitations and Future Research

Certainly, this study also has its limitations. First, we only used a 5-step Likert scale in
order not to overwhelm the respondents. In combinationwith the lownumber of items per
construct, the lower gradation leads to a worse differentiation of persons, organizations,
and cultures. The significance of the results is, therefore, weakened. Furthermore, we
sent the survey to unknown contacts and busy managers. This resulted in a low response
rate (around 8%). Because of this, the generalizability of these findings is somewhat in
question. Since we defined idea platforms very broadly in our study, we have not been
able to measure the impact of culture on specific deployment forms. However, this was
not intended and opens up the field for further research.

Further research could focus on specific applications of idea platforms as open inno-
vation, specific idea competition formats, or similar. It is particularly interesting to see
whether an OC that promotes the implementation of idea platforms also increases their
chances of success and user satisfaction. Moreover, it would be particularly relevant in
practice to know whether OC can also provide negative effects. This would enable orga-
nizations to decide more quickly whether i.e. idea competitions are a suitable method
for them.

Further research is necessary to see the influence of the idea platform on the culture.
In particular,we could imagine that certain designs of idea platforms could even reinforce
some cultures. Next, further research is needed to identify the advantages and role of an
idea platform as a digital platform. The influence of the properties of digital goods, in
particular network effects, on idea platforms can be investigated. Finally, more research
is required to explore the advantages of idea platforms, taking into account the promoter
theory, in connection with areas of social network analysis, the identification of key
persons for the success of idea platforms, and innovation in general.
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Abstract. Data are a key driver of the digital era. They shift the strategic landscape
of organizations and change howcompanies approach their business.Nevertheless,
existing approaches on data strategies vary vastly and little common ground is
visible. Therefore, we develop a comprehensive taxonomy for data strategy tools
and methodologies in order to identify characteristics and relevant properties of
data strategy. We derived the taxonomy inductively by analyzing existing data
strategy tools and methodologies offered in the current economy and deductively
by conducting a structured literature review on the existing body of knowledge
in the scientific literature. It serves as a scientific instrument to profoundly assess
and create data strategies and work towards a consensus in the respective research
field.

Keywords: Data strategy · Digital strategy · IT-strategy · Taxonomy

1 Introduction

In the digital era, in which organizations need to improve their response to ever changing
and faster markets [1], companies need a strategy to react to the forces and influences of
the surrounding environment. To respond to internal and external dynamics as well as
to reduce uncertainty, companies form strategies and create a shared understanding of
goals within the entire organization [2, 3] claimed that the field of strategic management
needed more than one definition for the concept of strategy, since the term is being used
in various ways. In that regard, he gave five definitions: strategy as plan – a consciously
intended course of action and guideline to deal with a situation -, strategy as ploy – a
specific maneuver intended to outwit an opponent or competitor -, strategy as a pattern –
a stream of actions -, strategy as position – means of locating an organization in an
environment – and strategy as perspective – an ingrained way of perceiving the world by
the pursuer [3]. In any manner, strategy, while being complex, has to provide guidance
[4] on how to achieve competitive advantage [5]. It is the essence of what a business does
different or better than competitors in order to gain sustainable advantage and achieve
its declared objectives [6].
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For crucial competitive innovations and advantages, nowadays data lay the founda-
tion and are the driver of the digital economy [7]. With the advances of data generation
and collection technologies, vast amounts of data are available and accessible [8, 9]. Data
enable organizations to make rational and resourceful use of information and therefore
empower them to better decision-making processes and better realization of their strate-
gic objectives [10]. Hence, using data strategically and creating a unique organization-
wide data strategy is indispensable. Nevertheless, surveys e.g. the on from [11], which
was conducted within 189 companies and published in the Harvard Business Review in
2018, indicate, that still today many companies struggle in proper implementation and
execution of profound and well-defined data strategies, even though data itself or the
amount of data sources do not pose a problem [12]. The benefits of strategic data usage
are widely known [13].

In that regard, more and more organizations publish their own understanding of data
strategy and offer data strategy methodologies or tools e.g. [14–16]. These method-
ologies and tools serve as an endeavor to define a data strategy approach and develop
a distinctive data strategy perspective. Similar methodologies on data strategy can be
found in academic literature as elaborated by [17]. Nevertheless, to the best of our knowl-
edge, there is little scientific work towards a consensus for data strategy in the current
economy. Practitioners would benefit from better elaboration, since they would profit
from a comprehensively acknowledged understanding of data strategy and its properties
to develop an appropriate data strategy on their own. Researchers would benefit from a
structured analysis of data strategies both in the economy and in academic environments.
The goal of this study is to create a unifying perception on data strategy by consolidating
scientific and economic knowledge on data strategy. Therefore, our research question
reads as follows:

Research Question:What are the characteristics and relevant properties of data strategy
tools and methodologies offered in the current economy and academic literature?

To answer this research question, we follow the approach for taxonomy development
byNickerson [18].We chose the artifact of a taxonomy, since taxonomies reveal valuable
insights and analyze, structure and conceptualize complex entities [19]. We decided on
this development procedure, since Nickerson’s approach allows a deductive iteration on
relevant objects from the targeted area as well as an inductive iteration on the existing
body of knowledge in academic literature for data strategy.

On that regard, our work is structured as follows: After the introduction we set
the theoretical foundation by defining data strategy research in the field of Information
Systems (IS) and circumventing the concepts from other terms. In the following, we
elaborate the given research design by outlining, presenting and discussing our course of
action and procedural method concerning the taxonomy process and structured literature
review. In chapter four we present our final taxonomy and elaborate the results. Finally,
in the last sections we discuss our implications, limitations of the research and future
research.
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2 Theoretical Foundation

Derived frombusiness strategy there are variations,which differ in the level of abstraction
while addressing strategical considerations in specific business areas or organizational
functions.

In order to comply with scientific rigor it is important to get an overview of the
strategical perspective that is related to the data strategy, which we discuss in the paper.
During our Structured Literature Review (SLR), which is described in the following
section, we identified digital strategy as well as IT-strategy as related derivations. By
comparing the three, one can better understand the addressed dimensions they have in
common and the ones that characterize the specific approaches.

2.1 Data Strategy

Data are creating a new generation of decision support data management [20] and dis-
ruptively changes the way business can be strategically approached [21]. That applies
not only on a functional level but also on a corporate level to a point that it shifts the
strategic landscape and how companies approach and evaluate their business models
[9]. Generating value from data has reached a broad notion, that a well-organized data
management can only be achieved with a coherent strategy for organizing, governing,
analyzing and deploying the organization’s data assets [22]. In that regard, developing
a data strategy on how to extract value from data is crucial for today’s organizations
[12]. A data strategy can be defined as a “blueprint that requires the establishment of
goals, identification of data sources and the use of analysis” [23] in order to “find the
right questions […] from strategic thinking in collaboration with technological savvi-
ness” [24] to create “additional value for internal and external stakeholders” [2]. The
data strategy sets a clear direction for data value generation, ensures that all stakeholders
work towards the same objective and is linked to the business unit level strategy on a
functional level [2]. Several authors pick up on Davenports conception of data strategy
as the most important step of data initiatives [25] as it describes the objectives, scope
and advantages on a fundamental basis for data value generation [6 p.3].

2.2 Digital Strategy

Digital Strategy can be seen as the most extensive focus, since it represents the first level
of the fusion of IT and business strategy by tactfully incorporating digital technologies
in the business strategy [21, 26]. The definition of digital business strategy is given as an
“…organizational strategy formulated and executed by leveraging digital resources to
create differential value” [27] and assesses the changes of how business is conducted due
to digital technologies [28, 29]. Out of new capabilities enabled by these technologies,
companies can create new value propositions by combining them with already existing
capabilities. This encompass strategic, technological, human capital, and organizational
culture considerations within the company and defining a strategy for its digital trans-
formation [30]. This does not necessarily replace any former strategies, but most likely
will need to be aligned with them [26]. This could be either done by common targets
in customer-centricity or based on companies’ digitized solutions. While the first aims
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at higher engagement and building trust and creating loyalty, the second focuses on
the transformation of the business model towards digitized products and value-added
services to create recurring revenue [31, 32]. Both approaches have in common, that
the most important aspect are the business capabilities enabled by these strategies to
build efficiency and technical reliability, agility and innovation [29]. A digital strategy
is inherently multi-functional [27]. Alignment requires the simultaneous development
and reinvention of business resources, especially IT and data resources, across multiple
organization processes [33].

2.3 IT-Strategy

The crucial roles of IT and IT strategy are to support and enable the business [27, 34,
35]. An IT strategy is described as the “…planning and transformation of strategic IT
goals into IT governance structures, IT processes, applications and infrastructure by
adjusting them to the business” [35]. The implementation leads to improved control of
investments, deployments and usage of IT, which leads to higher efficiency, productivity
and revenues in the business [36, 37]. Due to the importance of IT for the business,
alignment of IT and business is an essential component of IT strategies. Consequently,
the boundaries between the IT strategy as a functional strategy and the business strategy
are becoming increasingly fuzzy, resulting in new strategy development streams (digital
business strategy). Therefore, the development of the IT strategy can be an integrated
part of the digital business strategy or can be derived from the business strategy [27,
35, 38]. Considering IT as a functional strategy, three sub-strategies are relevant in
addition to the IT mission and vision: Information Systems (IS-Strategy), Information
Management (IM-Strategy) and the Information and Communication Technology (ICT-
Strategy). All three sub-strategies are related and influence each other. They define
which requirements are mandatory (IS-Strategy), how the IT organization is aligned
(IM-Strategy) and which infrastructure complies with the requirements (ICT-Strategy)
[39, 40]. However, often times the successful instantiation of an IT strategy lacks detailed
concepts for implementation and continuous alignment [35, 41].

3 Research Design

3.1 Methodology by Nickerson

For this research, we decided to follow the taxonomy development method by Nickerson
et al. [18] as it is a frequently used method in IS research publications e.g. [42–45]. This
method is consistent with the design science research guidelines of Hevner et al. [46]
and consists of seven steps (see Fig. 1). The first step is the identification of the meta-
characteristicwhich derives from the purpose of the taxonomyand its expected use. Since
this method is an iterative process, the second step is to define ending conditions which
“determine when to terminate” [18]. This research follows the eight objective and five
subjective ending conditions given out by Nickerson et al. [18]. The next step requires
the selection of one of two approaches to identify the characteristics and dimensions
of the taxonomy. The user of the method can either chose a conceptual-to-empirical
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approach, which follows a deductive procedure to derive characteristics and dimensions
from the theory, or an empirical-to-conceptual approach can be chosen, in which results
are derived inductively from a particular set of objects. The method is executed for
as long as ending conditions are not met, which would terminate the iterative design
process.

Fig. 1. Taxonomy development method according to Nickerson et al. [18]

3.2 Taxonomy Development Process

Meta-characteristics: The meta-characteristic is “based on the purpose of the taxono-
my” [18]. The purpose of the taxonomy is defined by the target group and intended future
use. In regard to this, we set the meta-characteristic following the research question as
“characteristics and areas of data strategy tools”.

1stIteration (Empirical-to-Conceptual): For the first iteration we chose an empirical-
to-conceptual inductive approach. In this context, we conducted an analysis of data
strategy tools and methodologies in the economy following the descriptive review pro-
cess in IS research elaborated by King [47] and Pare [48]. The descriptive review intents
to reveal the body of empirical studies in a specific research area and therefore involves
a systematic search of as many relevant objects in the investigated area as possible,
while collecting, coding and analyzing the results concerning a certain interest from
each study [47, 48]. To ensure the rigor in the conducted systematic search, we followed
the guidelines for literature reviews proposed by vom Brocke et al. [49].

The first step of the procedure was the search process involving the keywords,
database, backward and forward search and the evaluation of sources [49]. To systemat-
ically identify relevant objects, we used the Google search engine to secure a heuristic
search without domain or industry boundaries. We set the keywords to (“Data Strategy”
AND (Tool OR Framework)) and stretched the search up to first 150 results. We scanned
for data strategymethodologies publishedbyorganizations throughwhitepapers, insights
and reports, because these publications offer further information and application indica-
tions on the respective tools.We only included publicly available results, which provided
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thorough information andwerewritten inEnglish.Weconducted a backward and forward
search to see if the organizations offered more recent objects or referred to other data
strategy methodologies. Our search yielded 16 objects, from which 10 met the criteria.
They cover a variety of different domains and are extracted from organizations ranging
from 11 employees up to +10000, including start-ups and established companies.

The next step of this iteration was the analysis of the research objects. We decided to
conduct the investigation by three researchers individually and independently to prevent
bias. The three researchers analyzed the methodologies and tools concerning relevant
characteristics, targeted areas and functions. The results were discussed in a one day
workshop, including the fourth researcher as a “devil’s advocate” to ensure critical
distance and a broad discussion to identify relevant dimensions and characteristics for
the taxonomy.

2ndIteration (Conceptual-to-Empirical): In order to meet the proposed ending condi-
tions, we additionally performed a conceptual-to-empirical deductive iteration. There-
fore, we conducted a SLR as a “systematic, explicit and reproducible method for
identifying, evaluating and synthesizing the body of completed and recorded work by
researchers, scientists and practitioners” [50]. In order to meet the quality requirements
of appropriate research breadth, rigor, consistency, clarity and brevity [51], we followed
the approach of Webster and Watson [52] and vom Brocke et al. [49, 53].

The scope of this research can be allocated in the scientific domain of Information
Systems (IS). We selected the four literature databases, “Scopus”, “Emerald Insight”,
“Aisel” and “IEEE Xplore”, since these databases include relevant IS research journals
and scientific conferences. We determined three search terms, namely “Data Strategy”,
“Digital Strategy” and “ITStrategy” to cover the researchfield and ensure the traceability,
repeatability and transparency of the search. The search yielded 3613 results in total.
After the first filter process, based on the title, 103 publications remained. A second
filter process based on the abstract and content reduced the findings to 49. Thereafter,
duplicates have been filtered and a forward and backward search has been conducted,
after which the literature basis for the analysis resulted in 48 scientific publications (see
Table 1). These 48 publications were analyzed concerning key characteristics and crucial
elements of data strategy development in organizations.

Table 1. Structured literature review results

Scopus Emeral Aisel IEEE Relevant

“Data Strategy” 483 175 25 51 16

“Digital Strategy” 481 394 64 37 9

“IT Strategy” 789 387 571 156 24

Duplicates filtered −5

F. and B. Search 4

Literature Basis 48
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Ending Conditions: We used the eight objective and five subjective ending conditions
elaborated by Nickerson to determine the ending of the iteration process. After the first
iteration, seven of the 13 ending conditions were met. Since the results from the first iter-
ation were not sufficient to fulfill every ending condition acceptably, we conducted the
second conceptual-to-empirical approach in the form of a structured literature review.
After the elaborated meeting to discuss the results, the identified dimensions and char-
acteristics for the taxonomy indeed met the required conditions. These results and the
final taxonomy will be presented and discussed in the next section.

4 Results

4.1 Dimensions and Characteristics

The resulting taxonomy consists of 9 dimensions (Dx) with 30 corresponding charac-
teristics (cxy). To showcase the application of the taxonomy, we implemented the 10
objects that formed the basis for the empirical-to-conceptual iteration (see Table 2). In
the following, we explain our findings along the dimensions and characterizations.

The first two dimensions were derived by Etsiwah and Hilbig [17]. The dimen-
sion Purpose (D1) “describes the objective of a data strategy within an organization”
[17]. This dimension consists of three corresponding characteristics. The characteristic
Product Development (c11) is on hand when the data strategy is designed to create new
products or innovate existing products. In this case the data strategy helps to identify
use cases for data analytics and plans the implementation in product development [2].
Such a data strategy is especially crucial for the development and improvement of con-
nected, digital or smart products [12]. The characteristic Business Dev. (c12) describes
the cases in which the data strategy generates changes on a business model level. Data
enables disruptive innovations that change the way a business can be approached and
business decisions can be made more strategically [21]. A data strategy shifts the strate-
gic landscape and further promotes the evolution of existing business models [9]. The
characteristic Strategy Development (c13) is on hand when the strategy is set to design
a strategy based and solemnly on data [17] separated from other business functions.

The second dimension Level (D2) “provides a link to traditional classifications of
strategy in strategic management literature as it describes the scope of a given data
strategy” [17 p.5]. It provides a co-evolutionary strategy alignment with other strategies
within an organization [54]. The data strategy can be on a functional (c21) level, aligned
with e.g. product development or marketing. Furthermore, the data strategy can be on a
business (c22) level, linked to business units and deciding which on markets the business
competes or the data strategy can be on a corporate (c23) level, setting the objectives
and direction of a company [2].

The third dimension Practice (D3) describes in which form the organizations offer
their data strategy tool or methodologies. The analysis of the different objects showed,
that the data strategy tools are generally set out as a method (c31), defining certain steps
to derive a data strategy, or as amodel (c32), giving logical and objective representations
of empirical objects. Objects that could not be assigned to one of the two characteristics
fall under the third characteristic general framework (c33).
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The fourth dimension Data Asset (D4) describes on what data the data strategy
methodology focusses. The iterative analysis yielded four predominant data types. The
characteristic master data (c41) is on hand when the data strategy focusses on the core
data entities of an enterprise [55]. Customer data (c42) involves data from and around
stakeholders on a customer level, including retailers and end customers [56] and trans-
actional data from business documents [57]. Process Data (c43) describes all data from
the value generation process like the operation of machines or processing units that
provide valuable information about value generation processes [19]. Big data (c44) is
characterized by the key attributes of great variety, high velocity and high volume [10]
measuring tens of terabytes demanding big data analytic methods [58].

The fifth dimension is Data Source (D5). It describes where the focused data of the
data strategy originates and is acquired. This dimension can be divided into internal (c51)
data sources and the combination of internal and external (c52) data sources [45]. Internal
data sources can be self-generated data from the organization’s assets likemachine sensor
data [43]. External data can be obtained from outside the organization in various ways
e.g. like free data or acquired data from providers like data marketplaces [44].

The sixth dimension shows to what extend the data strategy requires a Strategic
Statement (D6). Strategy, thoroughly discussed in literature and commonly used in
business, generally defines the purpose and objectives of an organization to reduce
uncertainty provide direction for decisions [2]. This dimension is divided into the three
characteristics, namely vision (c61), mission (c62) and objectives (c63). The vision is the
definition of the “end-state towards which the organization strives” [56], whereas the
mission defines the primary activities to reach the vision [56]. Fundamental for strategy
development is a clear set of objectives [6, 59].

The seventh dimension describes the Business IT Alignment (D7). This dimension
defines the continuous fit between IT applications and infrastructure on one hand and
business strategy and processes on the other [33, 39]. The alignment is a key process to
maintain business value as itmodels business and IT together in a commonorganizational
framework to define the future state [56]. It is a dynamic and continuous process that
adjusts and synchronizes business and IT [40] and enables data initiatives [33]. The
analysis yielded four characterizations that are most relevant within a data strategy
initiative, namely the alignment of objectives (c71), architecture (c72), people (c73) and
communication (c74) in terms of canals and processes.

Strategy Implementation (D8) is the eighth dimension as it is a primary success
factor in strategy development [60], offering clear benefits when conducted success-
fully [24]. It is defined by three dominant characteristics, namely road map (c81), roles
(c82) and resource allocation (c83). The creation of a road map is a crucial task in the
implementation of data strategy, as it describes the timeline for the implementation
process including different use cases and required tasks of the involved stakeholders
[2]. Furthermore, the implementation sets out specific roles like chief data officers or
data-management functions [22] to effectively execute the data strategy. The resource
allocation defines the resources required to implement and achieve the data strategy and
considers whether the resources are allocated internally or externally [61].
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The ninth dimension concretizes the Service and Support (D9) the applicant of
the data strategy tool receives. As stated in the beginning of this paper, there are sev-
eral sustainable advantages of conducting a data strategy [10]. The analyzed objects
focus on four specific benefits and offer service and support in that regard: use case
derivation (c91), data management optimization (c92), analytics improvement (c93) and
strategic management improvement (c94). The first characterization focusses on data
strategy development, which supports the identification of use cases for e.g. data analyt-
ics or data strategy implementation [2]. The second characterization is on hand, when the
respective data strategy tool aims to develop a data strategy primary to enable superior
data management capabilities [22]. The third characterization focusses on obstacles and
barriers in organization [13], which constrain the data analytics capabilities, since these
challenges are often of organizational and strategic nature [60]. The fourth character-
ization is on hand for data strategy tools focusing on improving the general strategic
management of the organization by implementing a data strategy to e.g. timing of and
general decision-making [21].

4.2 Application of the Data Strategy Tool Taxonomy

Table 2 shows the final taxonomy including the application on the ten data strategy tools
andmethodologies yielded from the first iteration. The classification of empirical objects
verifies the usefulness of our taxonomy using the ten examples [18]. As explained in our
empirical-to-conceptional iteration, the tools originate fromorganizations out of a variety
of different branches, industries and sizes, showcasing the generality and applicability
of our taxonomy.

Table 2. Taxonomy of data strategy tools and methodologies

Dimensions Characteristics Data strategy tools and methodologies

Booz
Allen
H. [62]

CDQ
[63]

Measurelab
[64]

BCG
[65]

Keller
[66]

Global
data
strat.
[67]

IBM
[68]

Breakthrough
[69]

Equifax
[70]

Big Data
Framework
[71]

Purpose Strategy dev • • •

Business dev • • • • • •

Product dev •

Level Functional • • •

Business • • • • • •

Corporate •

Practice Method • • •

Model • •

General
framework

• • • • •

(continued)
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Table 2. (continued)

Dimensions Characteristics Data strategy tools and methodologies

Booz
Allen
H. [62]

CDQ
[63]

Measurelab
[64]

BCG
[65]

Keller
[66]

Global
data
strat.
[67]

IBM
[68]

Breakthrough
[69]

Equifax
[70]

Big Data
Framework
[71]

Data assets Master data • •

Customer data • • •

Process data • • • • •

Big data • • • • • • •

Data source Internal • • • • •

Internal and
external

• • • • •

Strategic
statement

Mission • • •

Vision • • •

Objectives • • • • • • • • •

Business IT
alignment

Objectives • • • • • • • • • •

Architecture • • • • •

People • • •

Communication • • •

Strategy
implementation

Road map • • • • • • • •

Roles • • • •

Resource
allocation

• • • • • •

Service and
support

Use case
derivation

• • • •

Data
management
optimization

• • • • • • • •

Analytics
improve

• • • • • •

Strat.
management
improve

• • • • • • • •

5 Discussion, Implications and Further Research

Our research created a taxonomy for data strategy tools and methodologies using a
structured literature review and the method by [18]. The design and application of the
taxonomy answers the main research question of this research paper.

From our research, we can deviate several managerial and scientific implications.
In terms of managerial implications, this taxonomy serves as a tool for organizations
to create new or assess existing data strategy tools and methodologies in order to draw
conclusions for their individual data strategy approach and derivation. Our findings
emphasize the holistic rangeof the strategic approachondata as a data strategy can impact
an organization from a functional to a corporate level. In that regard, a comprehensive
understanding of data strategy, its tools and methodologies is a prerequisite to draw
implications for a unique, organization-wide data strategy and our taxonomy supports
such a comprehensive understanding. The implementation or concretization of a data



458 I. Gür et al.

strategy requires significant insights in order to incorporate a sustainable organization-
wide conception of data-driven value generation, which is supported by our taxonomy,
as it systematically disaggregates data strategy interpretations.

As for the scientific implications, our research created a resolute and profound
analysis of data strategy tools and methodologies. Our analysis had both a deductive
as well as an inductive approach to derive our results theoretically and verify them
empirically in order to generate a common understanding of data strategy. Our aim
was to improve the body of knowledge on data strategy tools and methodologies and
to support future researches by systematizing and classifying different data strategy
comprehensions. Our taxonomy serves as a tool to profoundly describe and distinguish
data strategy tools from one another to emphasize the differences and commonalities.
We hope to diminish the gap between the scientific field and economics as well between
different researchers.

Naturally, our research has limitations. Since the derivation of a data strategy
involves a variety of stakeholders [2] and creates specific use cases [24], it is an ever-
evolving and unique endeavor. Therefore, our taxonomy requires critical updating and
questioning in the shadow of technological, economical and societal changes in order
to stay relevant and up to date. Furthermore, limitations arise from subjectivity, as other
researchers might value or derive other dimensions and characterizations differently.
With our research method, we tried to secure objectivity and impede bias as much as
possible. Lastly, limitations arise from the fact that the scientific field of data strategy
and its respective tools are relatively new and therefore subject to change and updates.

Future research in this field could incorporate the derivation of archetypical patterns,
as it is a common instance in IS taxonomy research [72]. Besides, further research could
include a structural analysis for data strategy and its tools for a specific area and perform
a scientific comparison to derive sectoral differences of data strategy.
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Abstract. Empathy is a fundamental competency for daily communication, inter-
action, and teamwork, and thus most relevant for future jobs. Nevertheless, educa-
tional organizations are limited in providing the necessary conditions for students
to develop empathy skills, due to traditional large-scale and distance-learning sce-
narios. In this paper, we present insights on how to design an adaptive learning tool
that helps students to develop their ability to react to other people’s observed expe-
riences through individual feedback independent of an instructor, time and loca-
tion.Based on theoretical insights of 110papers and28user interviews,wepropose
preliminary design principles for an adaptive empathy learning tool.Moreover, we
evaluate the design principles as an instantiated prototype in a proof-of-concept
evaluation with 25 students. The results indicate that an empathy learning tool
based on the presented design knowledge seems to be a promising approach to
help students to improve their empathy skills in different learning scenarios.

Keywords: Empathy learning · Adaptive skill learning · Cognitive dissonance
theory · Design science research

1 Introduction

“The biggest deficit we have in our society, and in the world right now, is an
empathy deficit. We are in great need of people being able to stand in somebody
else ‘s shoes and see the world through their eyes”

Barack Obama in 2009, talking to Students in Istanbul.

As Barack Obama, former president of the United States, stated, empathy is not
only an elementary skill for our society and daily interaction but also for professional
communication as well as successful teamwork and thus elementary for educational
curricula (i.e., Learning Framework 2030 [1]. It is the “ability to simply understand the
other person’s perspective […] and to react to the observed experiences of another”
(Davis [2], p.1), which is defined as empathy1. Empathy skills not only pave the foun-
dation for successful interaction in digital companies, e.g., in agile work environments

1 Being aware that empathy is a multidimensional construct, in this study we focus on the
emotional and cognitive empathy [2, 25].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
F. Ahlemann et al. (Eds.): WI 2021, LNISO 46, pp. 462–476, 2021.
https://doi.org/10.1007/978-3-030-86790-4_31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-86790-4_31&domain=pdf
https://doi.org/10.1007/978-3-030-86790-4_31


Designing an Adaptive Empathy Learning Tool 463

[3], but they are also one of the key abilities in the future that distinguish human work
force and artificial intelligence agents [4]. However, besides the growing importance of
empathy, research has shown that empathy skills of US college students have decreased
from 1979 to 2009 by more than thirty percent and even more rapidly from 2000 to
2009 [5]. On these grounds, the Organization for Economic Cooperation and Develop-
ment (OECD) claims that training empathy skills should receive a more prominent role
in today’s higher education [1]. To train empathy to students, educational institutions
traditionally rely on experiential learning scenarios, such as shadowing, communica-
tion skills training or role-playing, e.g., in medical education [6]. Individual empathy
training is therefore only available for a limited number of students, since individual
tutoring through a student’s learning journey is often hindered due to traditional large-
scale lectures or the growing field of distance learning scenarios such as Massive Open
Online Classes (MOOCs, [7]). However, to develop skills such as empathy, it is of great
importance for the individual student to receive continuous feedback throughout their
learning journey [8, 9]. In fact, educational institutions are limited in providing these
individual learning conditions especially for empathy skill training.

A promising way to support students to train the ability to react to other people’s
observed experiences [2] and enable teachers to convey it to classes of large sizes and
independent from location might be the usage of adaptive technology-based applica-
tions in a pedagogical scenario for a student’s learning journey (e.g., as done for other
metacognition skills [10, 11]). Researchers especially from the field of Educational
Technology have designed pedagogical scenarios to train the empathy skills of students
through virtual reality role-playing for social work education [12], virtual agents to
simulate patient treatments for nurses (e.g., [6]) or adaptive empathy text feedback on
computer-mediated communication platforms to foster empathy for company–client and
employee–customer relationships [13].

However, novel technological-enhanced pedagogical scenarios based on recent
advances of Natural Language Processing (NLP) orMachine Learning (ML) to design
new forms of human–computer interaction for learners to train empathetic interaction
through adaptive tutoring fall rather short in literature [14, 15]. A possibility to provide
adaptive empathy feedback on natural language bears the field of empathy detection
form Computational Linguistics [16]. Empathy detection has been a growing research
approach to identify and model empathetic structures and phrases of a given text in real-
time, which could be leveraged to provide students with individual feedback, e.g., on
peer reviews on business models or team conversation logs [13, 16]. However, despite
the vast amount of studies, current literature falls short of providing an approach with
principles and proof on how to design an adaptive and intelligent learning tool to help
students learn how to react to other students’ perspectives with intelligent feedback
on natural language. Thus, we aim to contribute to the field of technology-enhanced
empathy learning by answering the following research question (RQ):

RQ: What are design principles for an adaptive learning tool that helps students to
improve their empathy skill in large-scale or distance learning scenarios?
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To answer our research question, we follow the design science research approach
(DSR) by Hevner [17]. As stated above, there is a lack of design knowledge for
technology-enhanced tools to convey empathy skills. We intend to iteratively design
and evaluate an IT learning artifact on the baseline of existing theory (cognitive disso-
nance based on Festinger [18]) informing the artifact design [19]. We believe cognitive
dissonance theory could explain why formative text feedback on a student’s empathy
skills will motivate the student to bemore aware and sensitive towards empathetic behav-
ior. The theory has been widely applied in HCI and Information Systems (IS) research
before, e.g., for adaptive argumentation skill learning (e.g., [11, 20]). To the best of
our knowledge, there is no study that rigorously derives requirements from both scien-
tific literature and potential users to develop an adaptive IT learning tool for helping IS
students learn how to react to other students’ perspectives based on this theory. With
adaptive learning tool, we mean a tool which provides individual and real-time feedback
on the emotional and cognitive empathy level to students on a given text, e.g., a chat
conversation, and provides suggestions on how to write more empathetically, e.g., when
writing peer reviews on business ideas. In this paper, we present our preliminary design
principles we derive from literature and user interviews. Moreover, we provide a proof-
of-concept evaluation of the instantiated design principles with 25 students. Our results
indicate, that an adaptive empathy learning tool based on our design principles might be
a promising approach to assist lecturer and educational organizations in helping students
to receive empathy feedback on natural language input

In the following, we will first introduce the reader to the necessary theoretical back-
ground. Afterwards, we present our methodological approach for developing the artifact
following the three cycle view of Hevner [17]. We present our preliminary results, fol-
lowed by a proof-of-concept evaluation. Finally, we discuss the results and close with a
conclusion.

2 Theoretical Background

2.1 Empathy Learning

The ability to perceive the feelings of another person and to react to their emotions in
the right way requires empathy – the ability “of one individual to react to the observed
experiences of another” (Davis [2], p.1). Empathy plays an essential role in daily life in
many practical situations, such as client communication, leadership or agile teamwork.
Therefore, especially business schools today are increasingly trying to focus on fostering
empathy skills [21] to provide students with the right skill set to meet future job profiles
[22]. The importance of empathy and other metacognition skills has been manifested
by the OECD, which included them as a major element of their Learning Framework
2030 [1]. Despite the interdisciplinary research interest, the term empathy is defined
from multiple perspectives in terms of its dimensions or components [23].

Being aware that there are multiple perspectives on empathy, in this paper we focus
on the cognitive and emotional components of empathy as defined by Davis (1983) and
Spreng et al. [2, 24]. Therefore, we follow the “Toronto Empathy Scale” [25] as a synthe-
sis of instruments for measuring and validating empathy. Empathy refers to the “ability
to simply understand the other person’s perspective […] and to react to the observed
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experiences of another” (Davis [2], p.1), where empathy consists of both emotional
and cognitive components [25]. While emotional empathy lets us perceive what other
people feel, cognitive empathy is the human ability to recognize and understand other
individuals [24].

Besides the importance of empathy in daily life, studies have shown that empathy
skills of US college students have decreased from 1979 to 2009 by more than thirty
percent and even more rapidly in the last period from 2000 to 2009 [5]. Possible expla-
nations are given by the growing amount of digital communication in our society [5].
Scientists therefore urge that training empathy skills should receive a more prominent
role in today’s higher education (e.g., [1, 12]). In fact, individual support of empathy
learning is missing in most learning scenarios. In some domains training programs are
designed to increase empathy skills through role plays, films, literature or video games
(e.g., [21]). Since social professions, in particular, are characterized by interactions,
similar training programs that promote empathy or empathetic forms of expression have
so far also been successfully implemented for social workers [27], doctors and nurses
[28]. In business education, empathy is usually trained through communication scenar-
ios, classroom exercises, role plays or experiential learning (e.g., [21]). In fact, empathy
is often regarded as a subcomponent of social competence [29], corresponding support
measures often take place in extensive programs to promote social development.

However, in order to train skills such as empathy, it is essential for the individual
student to receive continuous feedback, also called formative feedback, throughout the
learning process [8]. According to Sadler [30], the result of feedback is specific infor-
mation about the learning task or process that fills a gap between what is understood
and what should be understood. Even in areas where empathy is part of the curriculum,
such as health or social work, the ability of a teacher to provide tutoring is naturally
limited by time and availability constraints. Especially in more frequent large lectures
and distance learning scenarios, the ability to individually support a student’s empathy
ability is hampered because it is becoming increasingly difficult for educators to provide
continuous and individual feedback to a single student.

2.2 Technology-Based Learning Systems for Empathy Skills

Many researchers, especially from the fields of Educational Technology, have analyzed
how technology-based systems in sociotechnical scenarios can address this gap and
enhance students’ learning of empathy. The application of information technology in
education bears several advantages, such as consistency, scalability, perceived fairness,
widespread use and better availability compared to human teachers, and thus technology-
enhanced empathy learning systems can help to relieve some of the burden on teachers
to convey empathy by supporting learners with adaptive empathy feedback.

Scientist have successfully embedded computer-assisted instruction (CAI) in the
form of virtual reality (VR) learning tools in pedagogical scenarios to enable students to
directly dive into the perspective of a peer, e.g., a client or patient (e.g., [28]). Moreover,
intelligent tutoring systems (ITS) are used in the form of virtual agents built into online
tools, e.g., to enable interaction with emotional avatars (e.g., [31]). Lastly, computer-
supported collaborative learning (CSCL) tools are implemented to enhance empathy
in the text communication of learners [13]. In their approach, Santos et al. [13] use a
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simple library of messengers based on neurolinguistics, psychometrics and text mining
techniques to promote empathy among students’ interaction, based on identification and
text matching suggestions [13]. The combination of ITS and CSCL to design adaptive
empathy learning tools is scarcely investigated in literature [13]. The aim is to provide
pedagogical feedback on a learner’s actions and solutions, hints and recommendations
to encourage and guide future activities in the writing processes or automated evaluation
to indicate whether a student’s reaction to another person’s perspective is emotionally
appropriate. The design and implementation of ITS and CSCL to build adaptive learning
tools is a rather complex endeavor that must rely on expertise from the fields of computer
science (i.e., development of feedback algorithms), human–computer interaction (i.e.,
design of the interface) and educational technology (i.e., integration into the learning
process).

Therefore, we aim to address this research gap and aim to contribute with rigorous
design knowledge for an empathy learning tool based on educational theory through the
application of recent developments in NLP and ML, in which empathy detection has
been a growing research approach to identify and model empathetic structures of a given
text in real-time [13, 16]. The potential of empathy detection has been investigated in
different domains but not leveraged for individual tutoring or feedback in a student’s
learning progress [16].

2.3 Cognitive Dissonance as a Kernel Theory for Individual Learning

We believe that Cognitive Dissonance Theory supports our underlying hypothesis that
individual and personal feedback on a student’s ability to react to other people’s per-
spectives in an emotionally appropriate manner motivates the student to improve their
skill level. Cognitive dissonance refers to the uncomfortable feeling that occurs when
there is a conflict between one’s existing knowledge or beliefs and contradicting pre-
sented information [18]. This unsatisfying internal state results in a high motivation to
solve this inconsistency. According to Festinger’s theory, an individual experiencing this
dissonance has three possible ways to resolve it: change the behavior, change the belief
or rationalize the behavior. Especially for students in a learning process, dissonance is a
highlymotivating factor to gain and acquire knowledge to actively resolve the dissonance
[32]. It can be an initial trigger for a student’s learning process and thus the construing
of new knowledge structures [33]. However, the right portion of cognitive dissonance is
very important for the motivation to solve it. According to Festinger, individuals might
not be motivated enough to resolve it if the dissonance is too obvious, whereas a high
level of dissonance might lead to frustration. Therefore, we believe that the right level of
feedback on a student skill, such as empathy skills, could lead to cognitive dissonance
and thus to motivation to change the behavior, belief or knowledge to learn how to react
to other people’s perspectives in an appropriate manner.
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3 Research Methodology

Our research project is guided by the DSR approach [17]. Figure 1 shows the steps that
are being carried out. We followed a theory-driven design approach by grounding our
research on the cognitive dissonance theory [18].
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• People
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Fig. 1. Three cycle design science process according to [17]

The first step of the DSR cycle includes the problem formulation. We therefore
described the relevance of the practical problem in the introduction of this work. As
the second step, we derived a set of meta-requirements (MRs) from the current state of
scientific literature for the design of an empathy learning tool. Based on those insights,we
conducted 28 semi-structured interviewswithmaster students, using the expert interview
method byGläser and Laudel [34] and gathered user stories (USs) and user requirements
(URs) for the design of an adaptive empathy learning tool based on those interviews. In
the fourth step,we derived five preliminary design principles (DPs) addressing theMRs
andURsusing the structure suggested byGregor et al. [35] anddesigned an initial version
as a first instantiation of these DPs. In the fifth step, we conducted a proof-of-concept
evaluation based on evaluation criteria proposed by Venable et al. [36]. Based on the
design principles, we created a mock-up prototype, where students were able to receive
an empathy feedback based on chosen pre-defined answers. The goal of this evaluation
was to see how the students perceive the value of our instantiated design principles,
to note change requests and to gather additional design principles. We conducted an
experiment with 25 students to achieve our goal. The students had a short interaction
with the prototype and received an adaptive empathy feedback based on chosen answers.
Afterwards we captured their perception with a post-survey. In step six, we close with a
short discussion thereby documenting the design knowledge.

4 Designing the Artifact

In this section, we will describe and discuss how we gathered the preliminary require-
ments, derived the preliminary DPs and evaluated them in an instantiated initial ver-
sion. The problem formulation (step one), described in the introduction, serves as the
foundation for the derivation of the requirements. The main insights are illustrated in
Fig. 2.
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Literature Issues and User Stories

Learner-centered design 
(Soloway 1994)LI2

Learner control principle 
(Scheiter and Gerjets 2007)LI5

Feedback on skills 
(Hattie and Timperley 2007)LI1

Multimedia Principle 
(Mayer 2009)LI3

As a student, I would like to improve my empathy 
skills through practical experience, e.g., in the form of 

multimedia role plays or task-based learning 
scenarios.

US6

As a student, I would like to receive feedback on my 
empathy skill based on my personality and the 
application context in order to ensure the given 

feedback really helps me to improve. 

US5

As a student, I would like to practice my empathy 
skills regularly with immediate and individual 

feedback to improve my empathy self-awareness.
US7

US3

As a student, I want an empathy learning tool to be 
simple, convenient to use, with a clear and functional 

design, accessible on any device.
US2

As a student, I would like to use an empathy lear-ning
tool that provides input based on scientific theory in 

order to reliably use the tool.
US1

As a student, I would like to receive further 
recommendations on how to be more empathetic such 

as readings or videos in order to be able improve 
myself gradually.

US4

Design Principles

For educational designers to design effective learning tools 
for students to improve their empathy skills independently 

of the instructor, time and place, they should employ a web-
based application with a responsive lean and intuitive UX, 

which includes motivational learning elements (e.g., 
learning progress indicator) and an incentive system to 

allow students t0 use the tool intuitively and stay motivated 
to learn.

DP1

For educational designers to design effective learning tools 
for students to improve their empathy skills independently 

of the instructor, time and place, they should employ an 
option to compare the empathy skills during and after the 

exercise with peers to allow students to compare themselves 
if desired.

DP5

For educational designers to design effective learning tools 
for students to improve their empathy skills inde-pendently
of the instructor, time and place, they should employ rich 
media content (e.g., audio or visuals) on how students can 

further improve their empathy skills based on the individual 
skill level to provide students with further multimedia 

learning guidance.

DP3

For educational designers to design effective learning tools 
for students to improve their empathy skills independently 

of the instructor, time and place, they should employ a 
theory-based learning scenario in which students can apply 
and train their empathy skills to allow students to receive 
formative or summative feedback on their scientific skill 

level.

DP2

Meta- / User Requirements

Scaffolds through orientation, goal and purpose of 
learning context and learning task.MR2

Possibilities to control the learning input.MR5

Feedback by defining goals, monitoring progress and 
naming activities to reach the goals.MR1

Auditory and visual channels for processing 
information. MR3

Learning tool with regular, instant and individual 
empathy feedback.UR6

Provide overview of further learning material on 
empathy skills, such as videos or readings.UR3

Comparisons illustrating other people’s behavior or 
skill level should be an option for users.UR7

Provide overview of students’ learning development.UR2

Learning tool must be simple, intuitive and easy to use 
with low setup costs and effort.UR1 

As a student, I would like to see the progress of my 
current and past achievements in order to follow the 

development of my empathy skills and stay motivated.

US8

For educational designers to design effective learning tools 
for students to improve their empathy skills independently 

of the instructor, time and place, they should employ an 
individual empathy feedback mechanism that provides 
instant and individual feedback on different granularity 
levels based on the learning content to allow students to 

receive and choose the right amount of needed input. 

DP4

As a student, I would like to have the option to 
compare myself with others, only when I would like 

to, in order to assess how I perform in a pool of 
similar people.

Emotional and cognitive empathy 
(Davis 1983)LI4

Emotional and cognitive theory-based empathy 
learning.MR4

Embed the learning tool in a practical task-based or 
role-playing pedagogical scenario.UR4

Feedback and recommendations based on personality 
and application context.UR5

Fig. 2. Overview of the derived design principles according to [35]

Step 2: Deriving Meta-requirements from Scientific Literature
To derive requirements from scientific literature, a systematic literature search was con-
ducted using the methodological approaches of Cooper [37] and vom Brocke et al. [38].
We initially focused our research on studies that demonstrate the successful implemen-
tation of learning tools for empathy skills. Two broad areas for deriving requirements
were identified: educational technology and learning theories. Since the creation of a
learning tool for empathy skills is a complex project that is studied by psychologists,
pedagogues and computer scientists with different methods, we first concentrated on
these literature streams. We only included literature that deals with or contributes to a
kind of learning tool in the field of empathy learning, such as an established learning
theory.

On this basis, we selected 110 papers for more intensive analysis. We have sum-
marized similar topics of these contributions as literature issues (LIs) and formed five
clusters from them. Individual formative feedback is essential for the learning of skills
such as empathy (LI1, i.e., [8]). Hence, it is crucial to define goals, monitor the progress
towards the goals and name activities to reach the goals for the learner (MR1). Following
their theory of learner-centered design (LI2), [39] named the concept of scaffolds with a
specific goal, purpose and learning guidance as a central component of learning software
when the purpose is to complete constructive activities such as writing empathetic texts
(MR2). In his cognitive theory of multimedia learning, Mayer (2007) [40] named the
“multimedia principles” (LI3), which states that “people learn more deeply from words
and pictures than from words alone” (p.47, Mayer 2009). Therefore, to guide learners,
the tool needs to incorporate both words and images to reduce the load for a single pro-
cessing channel (MR3). Moreover, we follow the empathy construct of Davis [2] (LI4),
which guides our empathy learning tool with the structure of emotional and cognitive
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empathy tutoring (MR4). Lastly, the learners’ control principle (LI5) is of special sig-
nificance for learning skills, since it aims to enable learners to adjust the information
needed for their personal learning process (MR5) [41].

Step 3: Deriving Requirements from User Interviews
Based on the derived LIs andMRs, we conducted 28 semi-structured interviews accord-
ing to Gläser and Laudel [34]. The interview guideline consists of 30 questions and each
interview lasted mean= 40.91 min (SD= 15.9 min). The interviewees were a subset of
students at our university who are all potential users of an empathy learning tool.

The participants were asked about the following topics: experience with technology-
based learning systems, importance of skills in university education, requirements for
a system that supports learning metacognition skills (e.g., functionalities, design) and
requirements for a system that supports learning empathy (e.g., functionalities, design).
In order to gain impressions resulting frommany years of learning experience, onlymas-
ter studentswere recruited for the interviews. The interviewed students had amean age of
24.82 years (SD = 1.98) and all students were studying economics, law or psychology;
15 were male, 13 were female. After a more precise transcription, the interviews were
evaluated using a qualitative content analysis. The interviews were coded, and abstract
categories were formed. The coding was performed using open coding to form a uniform
coding system. Based on these results, we gathered 269 user stories (USs) and identified
seven user requirements (URs) following Cohn (2004) [42].

For all interviewees, it was very important that an empathy learning tool relies
on a scientific theory to reliably use the tool (US1), which is reflected in MR4. All
students mentioned that the learning tool must be simple, convenient to use, with a clear
and functional design and accessible on any device (US2), which we incorporated in
UR1. Moreover, all students stated that they would like to continuously use an empathy
learning tool for practical experience, e.g., in the form of multimedia role plays or
task-based learning scenarios (US5, UR4), and therefore would like to see the progress
of their learning development for current and past activities to stay motivated (US3,
UR2). On top of that, a majority clearly mentioned that they would like to receive
immediate and individual empathy feedback (US7, UR6) based on their personality and
the context of the application scenario to ensure that the feedback is valuable for them
(US6, UR5). The interviewed students also mentioned that they would like to receive
direct recommendations on how to be more empathetic in a certain scenario and further
learningmaterial (e.g., readings or videos) to gradually improve themselves (US4,UR3).
Regarding social comparison, we received differentiated feedback resulting that students
would like to have an option to compare their individual empathy feedback with peers.
The comparison function should not be directly shownwithout the user selecting it (US8,
UR7).

Step 4: Deriving Design Principles and Instantiating an Initial Version
We have identified five LIs, eight USs and formulated five preliminaryMRs and seven
preliminary URs. Based on these findings, we derived five preliminary DPs following
the structure of Gregor et al. [35] for an adaptive learning tool for empathy skills as a
special class of learning tools formetacognition skills. The design principles are depicted
in Fig. 2.
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Design principle 1 (DP1) states that the artifact should be developed as a web-
based application with a responsive, lean, and adaptable user interface. The learning tool
should also contain learning elements that motivate the students during the application.
Therefore, we instantiated a lean and adaptive learning process with an intuitive learning
experience and a dialogue-oriented interface. Furthermore, the student can learn with an
individual empathy learning dashboard. The dashboard provides users with an intuitive
overview of the learning content and empathy theory. Furthermore, feedback on the
empathy task is displayed in different granularity levels, and further learning options
are offered (e.g., comparison with other students). The dashboard also leads the user
to a progress bar, which gives the student an overview of his learning progress, which
underlines the motivating character of DP1. Besides, the learning tool is equipped with
audio or visual material to provide the students with further multimedia learning support
(DP2).

InDP4, we propose to use a learning-based scenario to train empathy. Therefore, the
empathy learning tool should be embedded in a proven teaching-learning scenario that
is easy to set up and domain-agnostically applicable. We used student peer reviews, as
students can apply and train their empathy skills by giving feedback on a peer’s business
model [39]. The potential of student peer reviews and training of metacognition skills
has already been successfully demonstrated for other NLP-based skill training, such as
argumentation skills [40]. DP5 includes the possibility for students to compare their
empathy levels with other students. One way to do this could be a progress bar, which
allows students to compare themselves optionally.

Next,DP3 emphasizes the need for individual feedback to learn skills such as empa-
thy. Students should receive feedback on the pre-defined response options that have
been selected beforehand. Therefore, we have introduced a direct and individual feed-
back mechanism to help students train their empathy skills. We also set up a mechanism
to provide students with further learning material. The advanced learning material con-
sists of videos and literature. These materials will help students to learn more about the
different dimensions of empathy.

To instantiate and evaluate the design principles above, we created a mock-up-based
prototype by using the tool marvel2. Our prototype (Fig. 3) guides students through
providing a peer review on another student’s business model through a conversational
interface and an empathy learning dashboard. Our DPs were formulated based on the
analysis of current issues related to the theory of learning and teaching metacognition
skills and needs and requirements of users based on cognitive dissonance theory [18].We
argue that a learning tool for empathy skills (and possibly other metacognition skills)
that instantiates our DPs should increase the motivation of students to learn how to
apply the certain skills, for example, learn how to appropriately react to another person’s
perspective and thus improve the learning outcome. For example, an empathy learning
tool that provides instant and individual feedback and gives students the flexibility to
control their learning input and provides further learning material should increase the
students’ motivation to resolve dissonance and therefore construct new knowledge.

2 marvelapp.com

http://www.marvelapp.com
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Fig. 3. Empathy learning tool based on the preliminary design principles (DP 1–5)

5 Proof-of-Concept Evaluation of Initial Version

In this section, we describe the proof-of-concept evaluation of the initial version of
our empathy learning tool. Based on the gathered requirements and design principles,
we designed a clickable mock-up displaying a conversational learning interface which
provides empathy feedback based on pre-defined answers (without implementing trained
chat intents in the back end). For the evaluation, we followed an ex ante evaluation using
an artificial evaluation setup as proposed by Venable et al. (2016) [36]. The purpose of
the evaluation is to check whether the design principles are useful for learners, in order
to incorporate any change requests. The design principles were specifically examined
based on the criteria of usefulness and usability and evaluated by means of various
questions. Therefore, a questionnaire with 14 items was created with specific questions
about the DP, e.g., we asked questions about the perception of the empathy learning
input, the usability and usefulness of the adaptive empathy functions and the concept of
the adaptive learning tool as a whole.

To do so, we designed an experiment in which participants were asked to provide
a peer review based on a provided business model essay. The participants were using
our initial version for providing a business model review to an imaginary peer (see
Fig. 3). After the review task, they received adaptive feedback on their cognitive and
their emotional empathy level based on Davis [2]. Afterwards, we asked specific ques-
tion to evaluate the design principles. Thus, we gave participants items addressing the
instantiated principles: For evaluating DP1, „The learning journey would give me an
overview of my learning process and thus motivate me.“; for DP2, “I would find the
information about learning empathy helpful.”; for DP3, “The rating of my messages
reflects my actual empathy.”, “The tool has accurately rated my empathy” and “The
feedback I received from the tool was an accurate rating of my empathy”.; for DP4, “I
assume that the learning tool would help me improve my ability to give empathically
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appropriate feedback.” and “I assume that the learning tool would help me improve my
ability to give emotionally empathically appropriate feedback.”; and for DP5, “I would
find the possibility to compare my empathy level with others useful.” All answers were
captured on a 1-to 5-point Likert scale (1: totally disagree to 5: totally agree, with 3
being a neutral statement). Additionally, we asked three qualitative questions: “What
did you particularly like about the use of the empathy tool?”, “What else could be
improved?” and “Do you have any other ideas?” to both groups. Finally, we captured
the demographics.

Table 1. Overview of the results of the proof-of-concept evaluation of our design principles

n = 25 DP1 DP2 DP3 DP4 DP 5

Mean 3.64 3.5 2.9 3.5 3.8

SD 0.86 0.87 0.73 0.88 0.76

Normalized 0.72 0.7 0.58 0.7 0.76

In total, we received 25 completed answers. 17 were from males, 8 from females.
The mean age was 25.12 years (SD = 2.78). Our evaluation confirmed that DP1, DP2,
DP4 and DP5 are mostly positively perceived by the participants (see Table 1). The
mean values for the DPs are promising when comparing the results to the midpoints of
the scale. The results for DP1, DP2, DP4 and DP5 are better than the neutral value of 3
and all normalized values are equal or greater than 0.7. Only the rating of DP3 is less
positive with a neutral value of 2.9 (see Table 1).

We also included open questions in the survey to get students’ impressions of how
they perceived their interaction with our initial version and further evaluate DP. The
respondents were asked to indicate what they liked, what weaknesses they see, and
whether they had any ideas for improving the tool. The general attitude towards interac-
tion with our tool was very positive. Data analysis confirms that students are interested in
using a learning tool for empathy skills and would be motivated to work with it. A learn-
ing tool that evaluates empathy is perceived as “very useful”. Participants emphasized,
however, that “the tool was easy to use. The fun factor was also present, and it was fun
to write with the bot” (DP1). They also expressed their confidence in the instrument and
praised the theoretically well-founded background, which “explains the different types
of empathy in more detail” (DP2). The direct and individual feedback and the resulting
potential for improvement for users were mentioned by many participants (DP3), e.g.:
“The tool obviously and objectively evaluates a skill that previously seemed subjective to
me. This helps to improve oneself better and to identify possible improvement potentials”.
The qualitative evaluation also revealed some interesting and relevant suggestions for
improvement. The participants asked for more pre-defined response options for the busi-
ness model feedback in order to be able to give specific answers. Also, the pre-defined
response options should be more differentiated. Many also mentioned that they would
like to write the feedback themselves in natural text, e.g. the Toll should be equipped
with an “extended answer function” to get “more individual feedback” on the answers
(DP3).
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6 Discussion and Conclusion

In this paper, we derived a set of five preliminary design principles on how to design
an adaptive empathy learning tool. Therefore, we discussed five literature issues based
on 110 scientific papers and presented five preliminary MRs and seven URs from 28
interviews. We built an initial version as an instantiation of these design principles,
evaluated the principles through our initial version in a proof-of-concept evaluation [36]
and captured the perception of students.

Therefore, our work makes several contributions to research. To the best of our
knowledge, we provide the first study with evaluated design principles for the design
of an empathy learning tool. Our DPs were formulated based on the analysis of current
issues related to theories of learning and teaching metacognition skills and needs and
requirements of users based on cognitive dissonance theory [18].We argue that a learning
tool for empathy skills (and possibly other metacognition skills) that instantiates our
DPs should increase the motivation of students to learn how to apply certain skills,
for example, learn how to appropriately react to another person’s perspective and thus
improve the learning outcome. For example, an empathy learning tool that provides
instant and individual feedback and gives students the flexibility to control their learning
input and provides further learning material should increase the students’ motivation
to resolve dissonance and therefore construct new knowledge. We argue that lecturers
and educational institutions can use these design principles to create their own empathy
learning tools to improve their individual pedagogical scenarios. Our evaluation showed
that the initial design principles are promising for students to use such a learning tool.
Only DP3 falls short on expectations in our data analysis. However, we believe, that the
relatively low ratting of the items is related to the mock-up version of our prototype with
only predefined response options. Since the answer options do not reflect the students’
individual empathy level, the feedback from the students is not seen as corresponding
to their personal empathy level. By extending the tool with a function that allows users
to write personal answers, we think we might be able to resolve the discrepancy in the
evaluation of DP3.

A number of limitations have to be considered with respect to our study. First,
we gathered requirements from a certain theoretical perspective and a specific user
group. It might be possible that other areas of literature and user groups might have
led to different results. Moreover, we were not yet able to fully implement our empathy
learning tool with a fully functional automatic feedback algorithm based on NLP and
ML in the back end (reflected in responses towards DP3). In fact, we are creating a
new annotation scheme (such as [43] for argumentation skills) to capture emotional and
cognitive empathy structures in student peer feedbacks with the aim to train a predictive
model to provide students with individual skill feedback based on deep and transfer
learning [15, 44]. Therefore, we aim to analyze the impact of the instantiated learning
tool on students’ learning performance in a large-scale lecture experiment in the future.
The trained model could be also embedded in a conversational tutoring system, e.g., to
enhance user satisfaction in education such as [14, 45, 46].We expect our overall research
project to contribute a nascent design theory [47] to the artifact class of IT learning tools
for metacognition skills and thus contribute to the OECD Learning framework 2030
towards a metacognition-skill-based education.
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Abstract. Graduates ofBusiness Informatics (BI) have excellent jobperspectives.
The ongoing digital transformation entails the fascinating opportunity for our stu-
dents to participate in designing future organizations. At the same time, enrollment
statistics forGermanuniversities indicate relatively lowfirst-year-student numbers
in BI bachelor’s degree programs. Personal experience additionally suggests that
many first-year-students have no clear idea about BI and their future role in prac-
tice. Hence, we assume that the perception of BI by secondary schools students is
already biased by substantial misconceptions. This paper intends to contribute to
the debate on how to raise the awareness of upper secondary school students for
study programs in BI. Based on an exploratory survey and practical experience
through a case study teaching program employed by “school ambassadors”, we
propose critical success factors for designing initiatives to disseminate a realistic
and attractive image of BI and the professional perspectives it enables.

Keywords: Business informatics · Student perceptions · Secondary schools

1 Motivation and Objectives

In virtually all industries, business enterprises are exploring ways to deal with the chal-
lenges and opportunities that arise from a continued increase in digitalization. Design-
ing information systems for businesses and organizations using digital technologies
has for decades been the subject of research of the field of Business Informatics (BI)1

(“Wirtschaftsinformatik”) in the German speaking countries (e.g. [1, 2]).

1 In this paper we use “Business Informatics” as a literal translation of “Wirtschaftsinformatik”,
because we find this to be better suited to translate our research activities, which have been
conducted in German with students at schools in Germany. Information Systems is commonly
known as the international equivalent of the discipline “Wirtschaftsinformatik” in German
speaking countries.
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University study programs in BI prepare students for acting as mediators between
the different stakeholders participating in and affected by IT innovation projects. For
years there has been a continually high demand for BI graduates in German speaking
countries [3]. Respective study programs seek first-year students, who show sufficient
interest and capacity for successfully completing their studies. As members of a BI
Institute at a large University in North-Rhine-Westphalia (NRW), Germany, we have
the impression, that many of our first-year students choose our study program with
inadequate assumptions about the field in mind. Additionally, we feel that there is a great
potential among the secondary school students that is currently not realized. Thus, being
aware of a constantly high demand for BI graduates on the job market and a successful
and application oriented academic field of BI, we ask ourselves why first-year-student
numbers and students’ conceptions about their field of study are unsatisfactory.

Secondary schools are in their current state likely not capable of fulfilling the require-
ments necessary to solve this problem (see Sect. 2). The shortage of students creates a
threat to research in BI, because it is likely to lead to an insufficient number of graduates,
who are interested in pursuing a PhD. Research addressing the specific challenges of
the field of BI to attract adequate first-year-students is rare (see Sect. 3). Thus, it seems
advisable, in the discipline’s own interest, that the academic field directs more attention
to this situation and starts to explore approaches to foster the field’s perception among
secondary school students.

The intention of this paper is to serve as a starting point to improve the perception
of BI among prospective university students by (1) exploring how secondary II level
students perceive the university study program BI and (2) formulating requirements for
initiatives on how to better address the field’s characteristics and relevance at schools.

While this article is based on experience with students in Germany and the specific
situation of BI, it addresses a gap also perceived in international Information Systems
study programs (e.g. [4–6]). Albeit, the rapid decline in enrollments that struckManage-
ment Information Systems programs after 2000 [7], has not as much affected the more
application oriented BI programs in German speaking countries (cf. [2]).

This paper is structured as follows: In order to derive an initial hypothesis and
research questions Sect. 2 looks at the status of school curricula and evaluates first-year-
student numbers in Germany. Section 3 provides an overview of related work on existing
initiatives for informing students about BI or Information Systems study programs. In
Sect. 4 we report on results of an exploratory survey of secondary II level students to
inquire their perceptions about the field of BI. Section 5 presents a case based teaching
program for secondary II level classes and reports on practical experience at schools. In
thefinal section,we formulate conclusions andpropose requirements for future initiatives
based on our exploratory study results and practical experience (Sect. 6).

2 Current Status: Secondary School Subjects
and First-Year-Student Numbers

Various factors can influence the choice of a study program, including parents or friends
and informative events at schools or universities. In the best case, insights about a
prospective future study program can be gained in a structured manner, when a school
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subject is taught that relates to the corresponding academic field. For the field of BI,
possibly corresponding school subjects are Business Administration (“Wirtschaft”),
Computer Science (“Informatik”), and Business Informatics (“Wirtschaftsinformatik”).

In Germany, federal states are responsible for educational policy. We focus on NRW
and its secondary school system. InNRWBusinessAdministration andBI aremandatory
subjects at “Wirtschaftsgymnasien” and vocational schools [8]. Both subjects are not
part of the current curriculum at general secondary schools. For many years, Computer
Science has been an elective subject at secondary schools. Thus, only a relatively small
fraction of each age group actually attendsComputer Science classes [9]. In several states
in Germany, including NRW, compulsory Computer Science courses have recently been
or will in short time be introduced to lower secondary school grades.

There have been recent curriculum changes beyond Computer Science classes: In
NRW curricula of various school subjects have been adjusted to include topics on dig-
italization [10]. Remarkably, all respective changes to the curriculum relate to lower
secondary classes only. Furthermore, the curricula changes to these non-computing sub-
jects primarily address issues pertaining to the use of information technology devices
and applications, but not to their design. Hence, despite all recent curriculum initiatives
in NRW to better prepare students for the digital world, there is still a considerable
lack of dedicated support for, in particular, upper secondary students to learn about the
challenges and opportunities of the increasing digitalization.

Against this background and based on anecdotal evidence we assume that the disci-
pline of BI is either not known or is connected with misleading ideas by secondary
II level students in Germany (hypothesis I). We derive two research questions that will
be addressed in the following sections:

RQ 1: What are the perceptions of secondary II level students towards BI?
RQ 2: To what extent do the perceptions vary between students who have attended
Computer Science classes at school and those who have not?

Assuming that first-year student numbers are an indicator for secondary school grad-
uates’ interest in the field, we analyzed statistical data provided by the German census
bureau for the most recent study year (2018). Analysis results indicate – compared to
Business Administration and Computer Science – relatively low numbers of first-year
students, particularly in university study programs for BI.

Figure 1 differentiates the available data on first-year-students according to different
education institution types: universities with traditional on campus classes, distance
universities, Fachhochschulen (Universities of Applied Sciences) with full-time study
programs as well as other Fachhochschulen who offer study programs that do not require
full-time studying (e.g. distance, dual or on the job, part-time).

Compared to universities there have been twice as many first-year students starting a
BI bachelor’s degree at Fachhochschulen in 2018. These results affirm the conclusions of
Hachmeister, who analyzed data from 2017 on Informatics study programs in Germany
[11]: Compared to all other Informatics related study programs, BI has the highest rate
of “dual”, part-time, and distance study programs offered by Fachhochschulen which
are frequently pursued while doing a full-time job ([11], p. 21).
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* With respect to BI (“Wirtschaftsinformatik”), the census data are incomplete: there are six universities with BI programs 
that are not included. Therefore, 510 University first-year-students in bachelor’s programs and 135 first-year-students in 
university master’s programs have been added to the census data (based on CHE data for study year 2019 [13]). 

Fig. 1. Comparison of first-year-student numbers per field enrolled at Fachhochschulen and
universities in Germany (source: Statistisches Bundesamt)

Even when only considering full-time BI degree programs, Fachhochschulen are
apparently outnumbering universities in terms of first-year-student numbers at under-
graduate level. Conversely, on master’s level there are about twice as many first-year-
students enrolled at university BI programs compared to Fachhochschulen. The statistics
on student numbers indicate that universities are experiencing a tough competition with
Fachhochschulen in particular on the bachelor’s level (cf. [12]).

Hence, the question remains, what can be done to attract more students to BI uni-
versity programs? Assuming that students’ perceptions are currently biased by severe
misconceptions about BI, we intend to develop a dedicated teaching program. To this
end we formulate the third research question:

(RQ 3): What are the requirements for a successful teaching program to inform
secondary II level students about academic BI study programs at universities?

3 Related Work

An intensive Internet and literature search revealed one documented initiative specifically
aimed at informing secondary school students about the characteristics of BI study
programs: A coalition of Fachhochschulen developed the “WI case”, a collection of
teaching materials and games related to BI for secondary school students. A paper
describing the development and the objectives was published in 2016 [14]. Further
initiatives driven by individual BI institutions might exist, but have – according to our
knowledge – not yet been publicly reported.
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Several initiatives aimed at attracting new students are documented for the Ger-
man Computer Science discipline (see proceedings of the biannual conference HDI
“Hochschuldidaktik der Informatik”, e.g. [15]). In 2013 an article was published describ-
ing the concept of “Informatics ambassadors”, i.e. graduates who visit schools to inform
about the study program “Informatics”, implemented at the HTW Berlin College [15].
So far, no more recent publication could be found discussing experience of applying the
approach.

In 2008 Thonabauer and Mayr published an article reflecting gender issues in the
German BI field. They see a need for initiatives, e.g. certain topics and female role
models in order to make BI a more attractive study choice for female students [16].

At secondary schools in Germany, there have been many projects and initiatives to
acquaint female students with theMINT2 areas. Several studies revealed that rolemodels
can be an effectivemeans to attract female students [17]. Reports about successful female
role model initiatives include projects targeted at Informatics or BI [18].

Anderson et al. provide an overview of various initiatives at universities in the US to
encourage more female undergraduates to major in Information Systems. Experimental
teaching settings as part of an introductory Information Systems (IS) class aimed at
convincingmore female students to choose IS as amajor. However, the initiatives’ results
are rather disillusioning: “none were effective in encouraging more female students to
consider majoring in IS” [19].

Vainionpää et al. recently published a literature review analyzing existing studies on
the low number of women in IT related study programs and jobs [6]. They summarize,
that “despite all good work of different actors to entice young women to consider the
IT field as a welcoming career choice, the situation seems to be going to even worse
direction as the decreasing number of womenworking in the IT field shows.” ([6], p. 13).
They conclude that in order to arouse children’s interest for the field of IT/IS we need
to better “link our efforts to children’s life worlds” ([6], p. 13).

4 Exploratory Study: Perceptions and Misperceptions About BI

We developed a survey for secondary II level students intended as a means to get a
clearer idea of their perception concerning the academic field of BI by exploring research
question RQ 1 and RQ 2.

The survey instrument was tested in March 2018 by two secondary II level students
using a preliminary paper based questionnaire. Necessary adjustments were made for
higher clarity and understandability of the terms used in the questions. The survey was
subsequently implemented and pilot tested by twobachelor’s students usingLimeSurvey.
The questions considered in this article are part of the online questionnaire that takes
about 10 to 15 min to complete.

We deliberately chose open questions in order to allow the participants to use their
own words when describing their perceptions [20]. The questions asked were: “What is

2 The acronym MINT (Mathematik, Informatik, Naturwissenschaften, Technik) is the German
counterpart to STEM (Science, Technology, Engineering, Mathematics) in English speaking
countries.
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your current perception of the study subject of BI?” and “According to your impression:
how good are the job perspectives of BI university graduates?”

The results interpreted in this article are based on 331 questionnaires completed
between November 2018 and March 2020. All survey participants were secondary II
level students at 18 different schools in NRW, who were later visited by our school
ambassadors (see Sect. 5).

Of the 331 participants 40% (134) are female and 56% (187) male (10 chose to
provide no answer to gender). The majority of the participating students (79%) stated
to have attended a Computer Science class. 70 participants (21%) stated to have never
been in a Computer Science class before.

4.1 Classification of Answer Statements

In the spirit of an exploratory study, we deliberately did not pursue the answer analysis
with a pre-structured classification scheme in mind. In order to evaluate the answers,
we performed a hermeneutic text analysis and successively identified groups of similar
answers. After reading all statements on the participants’ current perception about BI,
sixteen first level categories were identified as appropriate to classify all given statements
(see Table 1). In a second step, the first level categories were grouped to six higher-level
categories. Figure 2 depicts the shares of each higher-level category.

The largest group of the participants (42%) stated not to have any idea about the field
BI (red). The red colored area also includes the answers that only vaguely describe that
the field is somehow about “Business” (“Wirtschaft”) and “Informatics” (“Informatik”)
(13%).

We assessed 13% of the answers as positive (light green), because they include
statements that express either interest in the field, assess it as challenging and/or effortful,
or describe a relevant topic (incl. digitalization in businesses, intermediator role of the
field, business software systems). Additionally, 6% of the statements are classified as
acceptable (green), because they entail appropriate statements about a selected area in
the field, but are rather one-sided. For example, this category includes 17 statements
expressing that BI focuses on the analysis of economic data.

We see varying statements concerning the role of programming or Computer Science
in the field (orange): while a few state that Informatics plays only a minor role (7),
a greater number of participants expresses that programming and Computer Science
plays a major role in the field (23). 14% of the statements entail only a brief, rather
negative statement (dark grey), such as “a lot mathematics/computers/theory”. 6% of
the participants expressed, that they are not interested in the field.

When we focus on the statements made by students who have never attended a
Computer Science class at school, we see even more clearly the lack of knowledge
about the field. Almost 60% of those students state to have “no idea” about the field.
Only 3% of the statements in this group include an acceptable assessment of the field’s
characteristics. There is, however, a number of students (10%) who name a specific
selected topic in our field (such as analysis of economic or business data).

The majority of the participating students formulate positive statements when asked
for the job perspectives of future university graduates in theBIfield: 62%wrote “good” or
“very good”. However, even among those who have attended Computer Science classes
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Table 1. Derived groups of categories for answer statements

Summarized categories # of stmts. Summarized categories # of stmts.

Informatics is less important,
more business/economics

7 Specific: data analysis using IT
(economic data)

17

Primarily
Programming/Computers, less
business

23 Specific: software
sales/marketing/consulting

4

A lot mathematics 9 Interesting 9

A lot computers 11 Challenging, effortful 10

A lot theory 6 Specific: digitization in
businesses, process orientation

11

Not interesting for me 21 Intermediator between
business and IT

3

No idea 137 Business software systems 10

“Business” and “Informatics” 44

Other (incl. comparison to school
subject “Business Informatics”)

9

Fig. 2. Results on perception about the study subject of BI

at school, 24% expressed to have “no idea” about the job perspective of BI graduates.
This rate is even higher (33%) in the group of those students who have not attended a
Computer Science class at school.



484 C. Schauer and H. Schauer

4.2 Discussion of Survey Results and Requirements for a Teaching Program

The results of the interpretative text analysis support hypothesis I. While this is not
surprising at first, we could also identify various aspects with regard to RQ 1 and RQ 2:

• A large proportion (40%) of the surveyed students states to not have any idea about
the field; in the group of those who have not attended a Computer Science class, the
proportion is even higher (60%). Hence, we can constitute a severe perception or
knowledge gap concerning the field BI even among those who attended Computer
Science classes at schools.

• Many answers stay vague, just repeating the words “Business” and “Informatics”.
Few answers indicate an understanding of the role of IT in organizations. Only about
one fifth of all survey participants formulate a perception of the field’s characteristics
using appropriate terms.

• Notwithstanding the omnipresent digitalization topic, about one third of the surveyed
students describe BI job perspectives with “not so good” or “no idea”.

In consequence, we argue for the need of efforts in the BI field aimed at addressing
the misconceptions and knowledge gaps among secondary students. We acknowledge
that this includes not only a teaching program but also pertinent changes in educational
policy.

Our survey results and the analysis of prior studies (see Sect. 3) lead us to the
following requirements for a dedicated teaching program for upper secondary classes
(RQ 3):

Subject: Teaching concepts should convey a realistic picture (1) of the important role
of digitalization in organizations now and in the future, (2) of the field of BI in business
practice, and (3) of the specific qualities and requirements of university study programs
in BI.

Target Group: Initiatives should be directed not only at Computer Science classes but
also at students, who have not attended Informatics related classes.

Means: Teaching concepts should connect properly to the students’ life world [6]. We
suggest that using role models, i.e. former students, who share life and school expe-
rience with the target group, can be helpful to better connect to students. Secondary
school students apparently have difficulties imagining the role of IT and digital inno-
vations for society and industry. Using case studies in combination with narratives
seems a promising approach to help students overcome their current limited perception
concerning our field and allow for imagining the possible worlds that can be created
with IT innovations [21, 22].

5 A Case Study Based Teaching Approach

We developed a case study based teaching program for upper secondary school classes.
The program was designed and tested in school practice by the authors. Reflecting the
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challenge of getting access to the target group in a way that is perceived as authentic and
interesting, we decided to set up and test a school ambassador program: undergraduate
and graduate university students ofBI volunteered andwere specifically trained as school
ambassadors to employ the case study with learners at their former schools.

Using the case study method, the ambassadors address not only those who are inter-
ested in a particular studyprogrambut all learners: The case study is directed at enhancing
their competencies of critically reflecting and analyzing the challenges and opportunities
in the digital world. Hence, this case study based teaching concept is also an explorative
approach to address the lack of teaching digitalization issues in upper secondary classes
in NRW (see Sect. 2).

The teaching concept pursues three major learning objectives, adhering to a design-
oriented constructive view on digitalization typical for the German BI discipline (cf.
[33–35]). The learners are to be enabled to understand the following three aspects:

1. Multiplicity of perspectives: the perspectives of various stakeholders should be
taken into account when analyzing the potential benefits and costs of IT innovations
in organizations.

2. Central role of structuring: in order to analyze opportunities and challenges of IT
in organizations, it is basal to identify appropriate technical concepts or terms of the
domain to structure the analysis.

3. IT affects action systems: introducing new IT in an organization does not only
change the technology available for the different stakeholders but also allows new
creative ways to design actions, workflows and processes, hence the organization
itself.

The case study is embedded in a sequence of presentations tailored to a 90-min
class. During the opening phase, the ambassadors briefly describe their own educational
background.After the completion of the case study, the ambassadors present the specifics
of the bachelor’s study program and explain differences to neighboring fields (Business
Administration, Computer Science) and to Fachhochschulen.

5.1 Role of the Case Method in Teaching and Requirements for Success

On university level, case based teaching has early been applied in medicine and law
courses, and, later, in business graduate schools. Its practical application in business
classes at Harvard School is documented by Jackson [23]. Many cases have been devel-
oped, published and applied in classes since the early twentieth century ([24], p. 15).
Case study based teaching methods are nowadays commonly applied in business school
graduate courses (see e.g. [24, 25]). More recent publications document their use in
undergraduate business classes [26]. Meanwhile, computing disciplines have adopted
case based teaching approaches as well (e.g. [27–29]). At secondary school level, the
case study (“Fallstudie” in German) is known as a didactical method allowing learners
to develop self-contained problem solving abilities (e.g. [30] p. 36 ff; [31] p. 257 ff).

In his early accounts on the practice of the casemethod atHarvardUniversity Jackson
explains that a case gives insights into the procedure or method applied to tackle a
problem by a certain role in the organization ([23], p. 110). Burgoyne and Mumford
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extend this early account by emphasizing the role of group work and learner discussions
on an initially presented situation that should be further developed ([24], p. 14).

Specifically, the case-study based teaching approach allows the learners.

• to analyze complex real-life problems frommultiple viewpoints (see e.g. [26], p. 343),
thus explicitly supporting learning objective 1,

• to identify and apply useful structures and terms in group discussions and presenta-
tions, thus supporting learning objective 2, and

• to reflect upon certain roles, their activities andmethods (see e.g. [31]), thus addressing
learning objective 3 as well.

Understanding the opportunities and possible effects of digitalization in organiza-
tions is a challenging task in particular for learners who have little knowledge in busi-
ness and/or computing. A case based approach with an introductory narrative, therefore,
seems a promising instrument to help learners to reflect on existing and imagine future
digital innovations in organizations.

5.2 Case Study Teaching Program: “Digitalization in classes
at Konrad-Adenauer-Gymnasium”

So far, at general-education schools in NRW there is no subject on business economics.
Hence, knowledge related to roles and processes in private businesses cannot be assumed
as given. Secondary school students are, however, usually familiarwith the different roles
and processes at their own school. Moreover, investment decisions in the schools’ infor-
mation technology infrastructure have been a current topic at every school in Germany,
starting in 2019 because of the federal “DigitalPakt” funding program for schools [32].
Hence, a case study on digitalization at an exemplary school is an up-to-date and highly
relevant topic in the students’ lifeworld, thatwe expect learners aswell as school teachers
to connect to easily. Therefore, we chose a general public school, the fictitious Konrad
Adenauer Gymnasium (KAG), as object of our case study.

The case study teaching concept comprises several steps (see Table 2): an introduc-
tion of the case situation, a structured analysis phase, and a final discussion in a simulated
teachers’ meeting. Depending on the prior knowledge of the participating learners as
well as class size, the teaching concept is planned to take between 45 and 60 min.

5.3 Preliminary Evaluation through Practical Experience

Between November 2018 andMarch 2020 twelve of our students volunteered as ambas-
sadors and employed the case study in 22 lessons with upper secondary learners. The
ambassadors reached 491 students at 18 different schools in NRW. About 30% of the
participating learners were female.

Up to two classes participated in each lesson during the regular school hours with
two visiting ambassadors acting as lecturers. In most cases the teacher, who scheduled
the ambassadors’ visit at his or her school, was a former teacher of one of the visiting
ambassadors. 50% of the participating courses were Computer Science classes. Several
other subject teachers had shown interest in the program as well. Hence, the classes
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Table 2. Main steps of the case study including roles and didactical means.

# Who (role) What (learning content) How (didact. means)

1 Ambassador as school
principal

Introduction of the case at
KAG, consulting task:
“Analyze potential benefits
and costs of enhancing IT in
classes.”

Presentation (2 min)

2 Ambassador as leading
consultant, students as
consultants

Analysis I: identify interest
groups
Analysis II: substantiate the
term information technology

Discussion (5–8 min)

3 Ambassador as leading
consultant

Analysis III:
• Basic structure of
application areas for
digitization in classes

presentation and class
discussion (5 min)

4 Students as consultants • Analyze digitization areas
from the viewpoint of your
assigned interest group

Discussion in groups, group
presentations (25–35 min)

5 Ambassador as critical
school principal,students as
consultants

Teachers’ meeting: a critical
statement is given, students
are asked to provide a
well-grounded and justified
answer

Discussion (5–10 min)

visited include Mathematics, Natural Science, Social Science and Business Informatics
classes (at a “Wirtschaftsgymnasium”).

For evaluation purposes the ambassadors were asked to provide a personal account
of each visit (as a voice message or a brief text) assessing the students participation and
the success of the case study in class. The following brief evaluation is based on the
ambassadors’ reports as well as on the authors’ own experience in classes.

For all lessons performed at the different schools, the ambassadors expressed that
the case study could be completed successfully: the analysis steps, the group work, and
presentations were carried out by the learners and learning objectives were addressed
by the learners themselves or the ambassadors. Several teachers actively participated in
the case study apparently out of personal interest in the case. Several teachers positively
acknowledged the high student activity in the teaching concept.

Our school ambassadors are not professionally educated teachers, but specifically
trained and highly motivated (under-)graduate BI students. However, the special role of
the ambassadors as school alumni and role models for the learners apparently facilitated
a fruitful learning atmosphere in most classes – an important requirement for achieving
good learning results with case studies [25, 26].

In our experience, the participation of learners in class discussions does not dependon
the course subject. The ambassadors reported fruitful class discussions and differentiated
analysis results in Computer Science Classes and in other classes as well. However, we
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perceived that attentive teachers in class positively affected the learning atmosphere as
well as the learners’ participation in several classes.

While the participating teachers from non-Computing subjects have shown general
interest in the case study, the learners in three of these six courses showed rather disparate
levels of contribution to class discussion. Therefore, we are planning to extend the case
study to include special analysis questions and teaching material for different subjects
aimed at increasing the learners’ perceived relevance of the case study.

6 Conclusions and Future Work

Digitalization in businesses and organizations are the core of the BI discipline in German
speaking countries. Our explorative study suggests a considerable lack of understanding
andmisperceptions about the field of BI among secondary II level students (hypothesis I,
RQ 1, RQ 2). We developed a case study based teaching approach in order to address
the identified need to open and change the mind of prospective students. Founded on
educational principals and requirements we chose an explorative way through practical
experience in secondary school classes to assess the adequacy of the chosen approach
(RQ 3).

Although the effectiveness of our case study based teaching program has not yet been
formally evaluated, based on practical lessons learned we suggest several requirements
and potential success factors. These should be understood as preliminary propositions
intended to serve as a basis for designing future initiatives for informing secondary
school students about the field of BI:

Case study teaching concepts are promising, but should be flexible to adapt to
different levels of discourse and take into account student knowledge conveyed by
different school subjects. For example, a class discussion should be on a relatively
high level of abstraction for Social Science classes with routine in critical discourse
while more structuring is advisable in a Computer Science class with little experience
in presentations and discussions.

Narratives can serve as a vivid means to connect to secondary school students
and attract attention. A colorful narrative to introduce the case study and simulate a
teachers’ conference motivates students to participate more actively, because it helps to
better understand the problem situation and tasks at hand. Ambassadors acting as role
models can embed stories about their own experience. These narratives are helpful for
the learners to get a feeling for the yet unknown situation of being a BI university student.

Schools are generally willing to cooperate and invite ambassadors. Out of 20
schools that were offered a visit, 17 accepted the offer, leading to an acceptance rate of
85%. Themajority of schools visited is looking forward to organizing annual or biannual
ambassador visits.

Motivated BI students, who already understand their future role as mediators,
are promising role models. In our experience, many students are motivated to act
voluntarily as ambassadors at their own school and at other schools as well.

Authenticity in class, however, requires a prior critical reflectionof personal decisions
and assessments. A differentiated understanding of the specifics of BI is a prerequisite
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for ambassadors to authentically lead the discussion and adequately react to the learners’
arguments.

Testing the teaching concept with the target group and implementing an ambas-
sadors’ training concept is crucial in order to enable the ambassadors to apply it
successfully in practice. Perceived effective visits are an important factor to retain
ambassadors and motivate them for further visits.

The proposed teaching program requires considerable efforts for developing teaching
material, training ambassadors and scheduling regular visits to schools. Its reach in terms
of visited schools and students is rather limited for a single institution. Hence, it seems
advisable to strive for a coordinated project in the BI community to take advantage of
synergy effects. A respective draft should take into account the competitive situation of
individual institutions.

Since digitalization is increasingly affecting the planning and practice of businesses
and organizations across all industries, preparing all secondary II level students as critical
(future) designers and planners of digitalization seems an important objective of future
research inBI (cf. [6]). Thus, we view our contribution in this paper not only as a practical
report about an initiative to attract new BI-students, but also as a first step towards BI
teaching concepts for upper secondary school classes.
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Abstract. The role of 3D models has substantially changed for companies that
focus on the creation of consumer goods. For manufacturing and retail firms,
virtual objects are today the predominant medium for product development and
customization while virtual world and game developers not only build their entire
products based on 3D models but found that selling virtual goods in games and
virtual worlds can be more lucrative than selling the actual virtual environment.
The objective of this study is to emphasize the role of 3D models in the product
development processes and to identify similarities and differences between both
domains based on a literature review. The results imply that 3D models are today
prevalent in the entire value chain of both domains, while non-functional attributes
of 3D models are of increasing value. A commonality is the growing importance
of the user as source of knowledge for and creator of 3D models.

Keywords: Virtual product · Virtual good · Product development · User creation

1 Introduction

3D models are to date indispensable across a variety of industries and already being
used in numerous fields of application, such as digital entertainment, cultural heritage,
medical modelling, and architecture [1–5]. While companies in these industries utilize
3Dmodels mainly as a mean to an end during the product development process or create
products and goods for business customers, two domains rely on 3D models throughout
the entire value chain for the creation of end consumer goods: manufacturing and retail
firms and virtual world and game developers. Modern manufacturing and retail firms
today draw on virtual products throughout their entire value chain, from sketching and
manufacturing to resale and visualization [6]. For virtual world and game developers,
however, 3D models are the essence to create their environments and gain revenue
through virtual goods. Even though both domains thus heavily depend on 3D models,
companies in these domains have longbeen considered to have only fewpoints of contact,
given that collaborations were mostly limited to branding and marketing efforts, e.g., in
[7].
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But both domains are facing trends which might bring them closer together: For
virtual world and game developers, the steadily increasing dominance of the free-to-
play model [8] forces the providers of virtual environments to offer incentives and put
mechanisms in place which induce the players to purchase virtual goods. Since the sale
of the environment does not generate revenue, the free-to-play business model relies on
the monetization through the items within the environment [9]. These in-game sales,
although in most cases based on micropayment to make the player believe that s/he is
not paying that much for a single transaction [10], to date established a multi-billion-
dollar revenue market [11]. Market consumer goods to customers, however, is the core
discipline of manufacturing and retail firms. Manufacturing and retail firms on the other
hand identified virtual (VR) and augmented reality (AR) technologies as an opportunity
to provide customers in online retail with the possibility to experience and customize
their product in an enhanced and enjoyable manner [12] and leverage the technology
for inhouse product development (e.g., [13, 14]). Vice versa, creating enjoyable inter-
active environments for users and virtual environments with complex dependencies and
collaboration are core disciplines of virtual world and game developers.

Hence, the aim of this study is to investigate how the role of 3D models in the
product development process changed in both domains due to these emerging trends
and whether the processes show similarities and differences which in turn offer the
opportunity for collaboration and exchange of knowledge andmethods. To achieve these
objectives, this study synthesizes literature from both domains in relation to the usage of
3D models in the creation process for goods and products based on the literature review
methodology (Sect. 2). The findings from the literature review are illustrated in Sect. 3
and discussed in Sect. 4, leading to a preliminary model of the product development
stages and intermediate 3D models. Lastly, limitations and future research are described
in Sect. 5.

2 Methodology

A systematic literature review is conducted to identify, synthesize, and discuss publi-
cations in the manufacturing and retail firm and the virtual world and game developer
domain regarding the application of 3D models in the product development process.
To ensure the integrity of the results, the literature review process includes all required
steps recommended by Webster and Watson [15]. The search and inclusion process is
illustrated in Fig. 1.

2.1 Search

First, a pre-screening of literature in relation to the creation of digital 3D models were
conducted to identify eligible keywords for the search process. Since the objective of the
study is to identify literature on end consumer goods, the selected terms should represent
3D models that either are consumer goods or used for the creation of consumer goods.
For the manufacturing and retail domain, the commonly used term for the development
of consumer goods is “virtual product”, while virtual world and game developers refer to
the goods created for and sold in virtual environments as “virtual good”, “virtual item”
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or “virtual asset”. Furthermore, the study focusses on the creation and development of
end consumer goods. Hence, the terms were searched in combination with the words
“creat*” and “develop*” in the title, abstract and keywords of publications, resulting
in the search string: (“virtual product*” OR “virtual good*” OR “virtual item*) AND
(“creat*” OR “develop*”). Second, the databases Web of Science, ScienceDirect and
IEEExplore were identified as eligible for the search due to their high reputation in the
research field. The preliminary search process in the three databases resulted in 545
articles (Web of Science: 323 | Science Direct: 93|IEEExplore: 129). Third, duplicates
were removed from the sample (98), as well as false entries, retractions and publications
that were not available (32). Finally, to ensure a high quality of literature, both keynotes
and book chapters (8) as well as conference proceedings (198) were excluded.

Preliminary 
Search

Duplicates
False Entries

Retraction
Not Available

Keynotes
Book Chapters

Proceedings

130 206

Criterion 1

97

Criterion 2

28

Criterion 3

16

Coding / 
Analysis

415

112 84

40

545

Search

Inclusion

38Criterion 4

209

68

Sample

Back / Forward 
Search

30

+2

Fig. 1. Search and inclusion process

2.2 Inclusion Criteria

The titles and abstracts of the remaining 209 publications were read and evaluated
regarding their suitability for the research objective. Since the study focusses on dig-
ital 3D models, publications that use the term “virtual” in relation to digital goods
(e.g., eBooks) and the virtualization of hardware components (e.g., virtual server) were
excluded (criterion 1). In addition, other domains, and industries, such as architecture
or digital entertainment, rely on 3D models for their processes but are not in the scope
of the study. Thus, 28 publications were removed from the sample because they did
not focus on either of the two domains in scope (criteria 2). In a last step, the full-text
of the remaining publications was read. In this process, publications regarding the dis-
tribution of goods and products were removed from the sample if the papers did not
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contain contributions or implications for the creation of the good (criteria 3). Finally,
30 publications addressed the creation of tools that facilitate creation processes (e.g.,
Computer-Aided-Design software) rather than the actual development process of a good
or product and were thus excluded from the sample (criteria 4). Subsequently, a back
and forward search was conducted [15] which lead to the inclusion of 2 publications.
Hence, the final sample consists of 40 studies (Table 1).

Table 1. Coding of literature

Manufacturer and retail
firms

Prototyping Virtual prototyping [13, 14, 16–23]

Virtual collaboration [24–28]

Production

Virtual fabrication [29–31]

Distribution Virtual product experience [12, 32–35]

Virtual customer integration [36–43]

Virtual world and game
developers

Prototyping Virtual prototyping [45, 46]

Production Virtual production [9, 10, 47, 48]

Distribution Virtual entrepreneurship [49, 50]

Virtual customer integration [49, 51]

2.3 Coding

The studies in the final sample were analyzed and coded in relation to generic product
development processes and the approaches in the publications to use or integrate 3D
models in the development process (Table 1). The identified generic processes are pro-
totyping, production and distribution. The two domains manufacturing and retail firms
and virtual worlds and game developers were preliminary set. In the manufacturing and
retail firm domain, most publications focus on concepts of how to use 3D models to
allow for spatial sketching, haptic interaction with a prototype, an enhanced immersion
with the product and an evaluation of the design. Since these processes are needed for the
creation and evaluation of prototypes, these publications refer to the concept of virtual
prototyping. A small proportion of literature focus on the constraints between compo-
nents of product which often requires the collaboration of multiple designers. The tool
and platforms developed for this purpose are therefore summarized in the concept of
virtual collaboration. Furthermore, two publications describe the actual use of 3D mod-
els for the virtual simulation of the production process (virtual fabrication). In addition,
publications examine how the user can experience the product before and after the pur-
chase or how customers can be integrated both in the creation and customization process
of the products. Hence, the approaches for the former are referred to as virtual product
experience and for the latter as virtual customer integration. In the virtual world and
game developer domain, only two publications mention how virtual goods can designed
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prior to the distribution of the good (virtual prototyping). Furthermore, four publications
focus on attributes that virtual goods may possess to be purchased by the user. Although
the papers concern virtual consumptions, the implications in the studies affect how vir-
tual goods should be designed and integrated in the virtual environment and are therefore
assigned to the concept of virtual production in this study. Lastly, studies examine how
users can be integrated in the product development process or create and sell their own
virtual goods in virtual environments. Consequently, these studies belong to the concepts
of virtual customer integration and virtual entrepreneurship.

3 Results

The results of the study are aligned to the outcome of the coding process in Sect. 3. First,
literature regarding the usage of 3D models in the manufacturing and retail firm domain
is reviewed, followed by the analysis of publications in the virtual world and game
developer domain. Reviewing literature from both domains reveals that publications
in the manufacturing and retail firm domain mostly focus on the in-house prototyping
(10 publications) and virtual collaboration (5 publications) while studies on the actual
creation of virtual goods are sparse in the virtual world and game developer domain
(2 publications). Publications rather focus on the virtual markets, i.e., the consumption
and distribution of virtual goods which have implications on the virtual production of the
virtual goods (4 publications). Both consider the user as integrational part of the devel-
opment process, either as entrepreneur (2 publications), contributor (10 publications) or
consumer (5 publications).

3.1 Manufacturing and Retail Firms

Virtual Prototyping. Today, virtual prototyping is a common practice for manufac-
turers to create first product drafts because the use of virtual instead of physical objects
is associated with less costs and allow an easy configurability, variant support, the pos-
sibility to run several simulations on the same object [16]. Thereby, 3D models can
already be used in the sketching phase. In [17], 2D and 3D sketching is compared in a
virtual reality (VR) environment. The results show that users perceive 3D sketching to
be superior to 2D sketching due to a better spatial thinking and inspiration. VR based
approaches are also examined in the subsequent steps of virtual prototyping. To enhance
the immersion with the 3D models, i.e. the desired product, VR allows the designer
not only to develop but to interact with the product and other participants in the virtual
environment, leading to higher success rates in the development process [13, 14]. In
[18], the VR environment is further enhanced by semantic schemes which enable even
unexperienced users to quickly adjust to the VR development interface. The resulting
prototypes can also be assessed and evaluated in these VR environments which is found
to be superior compared to 2D screen or even real prototypes [19]. While these studies
provide impressive results for using exclusively virtual environments to enhance the
virtual prototyping process, other approaches integrate 3D models into the reality. Since
human interactions with products are difficult to simulate, haptic sensors can facilitate
the virtual integration of human behavior. The sensors can capture the humanmovements
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during the physical interaction which provides valuable feedback on the usage behavior
that can be integrated in the 3D model simulation [16]. In addition, haptics lead to more
realism and interactivity with the 3D object in the prototyping process [20]. Given that
the presence of the 3D model in the real environment is expedient, developers can shift
to AR instead of VR applications. In [21], the authors utilize AR technology to place
3D models of the virtual product directly in the hand of the user. With the help of a
marker attached to the user’s hand, the product developer can manipulate the 3D model
in the real environment which leads to an enhanced user experience and performance in
the product evaluation process. Apart from the ability to interact with the 3D models,
the dependencies of product components constitute a challenge in virtual prototyping.
Due to the complexity of virtual products, systems have been developed which allow to
handle these assembly dependencies and facilitate a collaborative product development
process. Considering these assembly constraints in the prototyping phase is essential
and has determined effects on the overall product performance and component align-
ment. Setting and testing the assembly features virtually bears the potential to identify
difficulties in the interplay of components beforehand and thereby enhancing production
efficiency [22]. In case that the assembly modelling is not well conducted, uncertainties
occur that can lead to the failure of the overall product, for example in its function or
size [23].

Virtual Collaboration. Often, several designers are included in the development of
the same product, especially in the assembly of a product. Thus, concepts and tools
are required to facilitate collaborative development. In [24], the authors describe basic
characteristics for virtual collaboration environments: First, all assemblies should be
designed as independent components, so that every developer can manipulate the object.
Second, to avoid conflicts in the collaborative process, session manager systems are
required that clarify which developer can access the model in which session. To extent
this process not only to one developer team but to teams at different stages throughout
the entire lifecycle of the product, the file format of the 3D model is essential [25] as
well as creating an IT infrastructure that is able to communicate information about the
3D model [26, 27]. The file format must be accessible and modifiable by all involved
parties and allow the transfer of the data. In turn, the comparability of file formats and the
ability of data exchange between systems is tremendously important for the concept of
virtual twins. The concept of the virtual twin goes beyond the initial product development
process and aims on including the subsequent stages of the product lifecycle. Thereby,
the product can be customized and modified after purchase. Often, the term virtual
twin is used in combination with the term smart product which refers to the ability
of the product to communicate its condition and other relevant information [28]. This
allows for modifications of the product in use. However, these reconfiguration options
are currently mainly limited to IT services since they can be added to existing hardware
components by wireless connections and do not require a transportation of the product
to a facility [28].

Virtual Fabrication. The 3D models designed in the collaborative virtual prototyping
process are the basis to retrieve important information, such as the bill of materials
or component functions, and to create repositories that provide these information for
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the fabrication of the product [29]. The production process can also be pretested in
a virtual manner, i.e., by virtual fabrication. In [30], the virtual fabrication process is
enhanced based on VR and AR technology. The technologies allow the users to work
collaboratively on the 3D models meant for the production process and conduct a 3D
model validation and verification directly at the shop floor. But 3D models are not only
a medium to enhance the fabrication process of major firms. Today, the development
in additive manufacturing systems enables even individual businesses and start-ups to
manufacture their products based on a 3D design [31].

Virtual Product Experience. Apart from the ability to prototype and fabricate prod-
ucts based on 3D models, virtual objects can be the basis for product visualization and
customization [32]. Based on software tools, users can change the design of a prod-
uct, for example the color of a car, hence adjusting the product to their specific needs.
However, the requirements for a 3D model used as a representation of the product, for
example in an online shop, differ from the requirements of a 3Dmodel used for in-house
purposes. 3D models with the purpose of visualization and customization must be user
friendly, provide design attributes and a high level of enjoyment [12]. A consideration
of these characteristics leads to a positive attitude towards the website and presented
product [12] and in turn towards the manufacturer or retailer offering the product. The
virtual product experience is often divided in visual and functional control, while both
have a positive effect on the perceived diagnostic and flow of consumers using online
shopping environments [33]. In turn, the visual and functional control can be increased
by AR. Seeing the virtual product in the real environment supports the user to make the
right purchase decisions [34]. Recent VR based approaches even allow the developers
to directly interact with the customer supported by sensory data to find perfectly fitting
garments [35].

Virtual Customer Integration. But users can not only be considered as consumers
but as an essential asset for the product creation process itself. Working with users
to co-invent and innovate new products have become an established mechanism for
manufacturing companies. The user can be included in all phases of the development
process [36]. In early phases, the user mostly functions as a feedback mechanism for the
design of the product. To facilitate the integrations of the user in the product development
process, virtual interaction tools help users to articulate their product needs and transfer
these information to the product development team [37, 38]. 3D Models are used in this
stage as a less cost and time consuming alternative to show potential users a prototype
of the product, to evaluate the functionality and usability of the product and to gather
knowledge about the customers’ purchase intention [39]. For the product assessment,
user control andmedia richness are drivers for the immersionwith the product [40]. Since
VR can increase both factors, the technology is applied in user integration processes.
In [41], VR is used in combination with physiological measurements, allowing the
developers to capture the users emotional assessment of the virtual product design. In
the same vein, [42] use VR to measure the user impressions of different design variants.
However, relying on 3D models in this early stage is considered risky because even
slight changes in the final product may affect the initial impression [39]. Apart from
integrating the user for product testing, companies rely on online communities to gather
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new ideas for product design [43], or let the user customize and evaluate variants of the
product [36].

3.2 Virtual World and Game Developers

Virtual Prototyping. Literature on the virtual good development processes of virtual
world and game developers is sparse. Virtual goods are intangible, mostly 3D models,
and only exist and have value in the virtual environment they have been created for or
in [8, 44]. Thus, they cannot be transferred and used in other virtual worlds or games.
Most research on virtual goods do not focus on the creation of the virtual good but rather
on the purchase and consumption of even such or the occurrence and role of different
types of virtual goods. However, two publications describe the creation process of virtual
assets that can be used as virtual goods. In [45], the authors adapted the quality function
deployment (QFD) method, mainly used in manufacturing for the development of new
products, to derive a QFD suitable for the development of virtual items which can match
the user needs with the characteristics of the virtual good. In [46], the creation process
of virtual goods is described from a user perspective, i.e. the user as the creator of the
good: The virtual world Second Life allows users to create and assembly products and
object parameters. Apart from shape, color, and texture, the user can write scripts that
define the functionality of the virtual good.

Virtual Production. Despite these two publications, most studies do not focus on the
creation of the virtual good but rather on determinants that influence the purchase of the
good, i.e., how the good must be produced to be consumed by the users. However, one’s
conclusion could be drawn from the implications of these studies. Amongst others, user
engagement, both behavioral and psychological (such as game satisfaction, game cus-
tomization, and social interaction), is identified as a key criterion that leads to increasing
virtual good purchase [47]. In turn, game developers are advised tomaintain engagement
at a high level when they intend to gain significant revenue. This is in direct contradiction
to how game developers often design their games based on the freemium businessmodel:
creating weak user experience to force the user to access additional content [10]. Besides
user engagement, social aspects are one of the main drivers for in-game consumption.
Virtual world and games are self-contained environments that bear social hierarchies
which are to some extend comparable to reality from a consumption perspective. As for
physical possession, having premium accounts and specific valuable virtual goods can
lead both to social distinction and discrimination against users which have neither [48].
This can be intensively observed for cosmetic, or non-functional virtual goods which
do not provide the player with a competitive advantage. Even though non-functional
items have no competitive advantages, user express themselves through these goods,
for example by decorating their virtual rooms or dressing their avatars [48]. These non-
functional attributes gained relevance in the past years because cosmetic goods can today
be considered as the main revenue stream for most free-to-play games [9].

Virtual Entrepreneurship and Customer Integration. The role of the user as creator
or contributor to virtual good creation differs in virtual worlds and games. In virtual
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worlds, the user has the possibility to not only create both functional and non-functional
virtual goods, but act as a virtual entrepreneur and sell the created goods directly to other
participants in the virtual world. In most game environment, this is not the case. The
approaches are defined in [49] as bazaar versus cathedral standard. The former facilitates
the ability of the user not only to be involved in the creation but distribution process of
the virtual goods, for example in Second Life, while the latter exclude the user from these
processes, leading to markets governed by the provider, for example World of Warcraft.
Based upon these results, the authors explicitly examine “virtual entrepreneurship” in
the virtual worlds [50]: In virtual worlds, self-accomplishment or reputation and social
features are the main drivers for a user to become a virtual entrepreneur. In addition,
virtual entrepreneurship spurs the virtual economy in virtual worlds. In turn, the growing
virtual economy is recognized by other users and lead to further endeavors to create own
businesses in the environment. While the user thus can be the actual creator of a virtual
good, the integration of the user in the creation process, is examined in [51]. In this
study, user co-creation is the user’s willingness to contribute to product development by
sharing game experience in forums or cooperate with others, not by explicitly designing
virtual objects themselves for the game environment. From the authors’ perspective, the
role of users shift from “passive consumers to active collaborators” ([51], p. 247).

4 Discussion and Implications

In this section, the findings from the literature review are synthesized and discussed,
resulting in a preliminary model of product development processes and intermediate 3D
models illustrated in Fig. 2. Three major findings can be derived from the discussion of
the results: the holistic integration of 3D models in the product development process in
the form of virtual assets, the gaining importance of the non-functional attributes of 3D
models, and the increasing user involvement in the creation process.

4.1 Virtual Assets

First, literature suggests that 3D models are prevalent in the entire value chain of man-
ufacturer and retail firms and virtual world and game developers. In the manufacturer
and retail firm domain, concepts have been developed that allow for an entirely virtual
product development process, from sketching to testing, evaluation and fabrication [6,
17, 21, 30]. Especially VR and AR based applications are utilized in the prototyping
and fabrication phase to enhance the interaction with and the spatial perception of the
product in development. The sketches and models from the prototyping and fabrication
phase are thereby stored and exchanged based on digital platforms [26]. Hence, while
the virtual sketches are the basis for the creation of virtual products (Fig. 2, M2), both
virtual sketches and products can be considered as virtual assets [52] that can be used
and adapted in different phases of the product development process (Fig. 2, M1, M3).
Although no publication in the virtual world and game domain explicitly focusses on
the prototyping process for virtual goods, the study on user created designs in virtual
worlds provides insight in the creation process from a prosumer perspective [46]: As
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for manufacturers, virtual sketches and models are designed that can be considered as a
virtual asset and adopted in subsequent steps of the prototyping and virtual production
process (Fig. 2, V1, V3). But essentially, the virtual sketches are the basis for the creation
of virtual objects that in turn can become virtual goods when they are integrated in the
dedicated virtual environment (Fig. 2, V2, V4). By using VR and AR environments,
manufacturers implicitly shift their product development to virtual environments, where
the core competences of virtual worlds and game developers are essential: interactiv-
ity, usability, and user engagement [12]. Hence, a collaboration with virtual world and
game developers or an adoption of product development methods from virtual world and
game developers may foster the advantages that result from the application of the VR
and AR in the manufacturers’ product development processes. Vice versa, virtual worlds
and game developers may adopt product development methods from manufacturers, as
already examined in [45].

4.2 Non-functional Attributes

Second, both virtual products and virtual goods consist of non-functional (design) and
functional (function) attributes that determine the production of the good, either in form
of a physical process (Fig. 2, M4) or an integration of the good in a specific virtual
environment (Fig. 2, V4). In both domains, the appearance, thus the non-functional
attributes of the 3D model, is of increasing relevance. While virtual world and game
developers concentrated on functional attribute for virtual goods to provide the player
with a competitive advantage, gaining advantages by paying money is not welcomed
by the majorities of players [8]. Hence, most virtual world and game developers today
generate revenues by selling non-functional goods to address consumption mechanisms
inherent to physical goods, for example social distinction and hedonic motivation [48].
While manufacturing and retail firms draw on established methods to foster the con-
sumption of their products, their need for non-functional attributes occurs due to the
complexity of their virtual products. Since virtual products include complex compo-
nents and material attributes to allow the simulation, testing or virtual fabrication of
the physical product, virtual products are mostly not of use for virtual environments
or virtual product experiences. The 3D models must be down-sampled by neglecting
specific components of the model or displaying them in a simplified way with adjusted
functionalities (e.g., as in [53]). Hence, the non-functional attributes of the product need
to be completely redesigned. Given that most manufacturers and retails offer a multitude
of products, this process is considered as time and resource consuming. Since these 3D
models are replicas of virtual products with considerably different characteristics, they
are described in this study as virtual product replica [52] (Fig. 2, M5). These virtual
product replicas can be adopted as virtual assets for manufacturing and retail firms since
they can be used throughout the entire product development process if needed (Fig. 2,
M6). Due to the expertise of manufacturers and retail firms regarding the consump-
tion of consumer products, methods may be transferred from manufacturing and retailer
domain to the virtual world and game developer domain to foster virtual good purchase.
Vice versa, virtual world and game developers draw on methods to specifically prepare
3D models for the usage in virtual environment that might be transferred to the man-
ufacturer and retail firm domain. In both domains, technical artists or design studios
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may be required to create non-functional attributes and goods which offers a business
opportunity for companies focusing on the creation of even such.

4.3 User Integration

Third, the role of the user changed from a passive customer to an active participator, also
driven by the previously described need for non-functional attributes and goods. Both
manufacturing and retail firms and virtual world and game developers use virtual tools
to integrate the user in their product development processes (e.g., [38, 46]). As manufac-
turing and retail firms, virtual world and game developers provide replicas of the virtual
goods used in the environments to allow the user a customization of the good. Since
these replicas do not include all attributes of the virtual goods in the environment, i.e.,
functionality or textures and materials, these goods are defined as virtual good replica in
this study which can be adopted by virtual world and game developers as virtual assets
and used throughout the product development process (Fig. 2, V5, V6). The virtual good
replicas empower the user to customize non-functional characteristics of the object for
both virtual worlds and games. In game environments, the game provider is thereby tak-
ing mostly the part of the “producer”. The production process is conducted by adapting
user created, non-functional content and transferring the attributes to the in-game item
(Fig. 2, V7, V8). An example for this process is the steam workshop environment which
allows users to take part in challenges with the purpose to create non-functional designs
(skins) for weapons [54]. The challenge winning skins are afterwards adapted by the
game developer for the virtual good. In some virtual worlds, however, the user can act
as the creator of the entire virtual good, thus define both functional and non-functional
characteristics [46] (Fig. 2, V9). Hence, the user can either create both functional and
non-functional attributes of a good inside the dedicated virtual environment or create
non-functional attributes of the good outside the virtual environment by using a vir-
tual tool. Manufacturers and retail firms on the other hand use 3D models to provide
users with a virtual product experience and allow them to customize the product they
intend to buy (Fig. 2, M7, M8). For the virtual product experience, the virtual product
replica should correspond with the characteristics known from the virtual world and
game developer domain, i.e., user friendliness, user friendly and an enjoyment [12].
Differences between both domains occur due to the specific environments the goods are
produced and used in: While virtual goods are produced and used in the virtual environ-
ment, manufacturers are required to produce the good physically. Hence, the 3D models
are information carrier and recorder that contain necessary manufacturing information.
Due to the current developments in additive manufacturing [31], users might be enabled
to create entire products and relying on manufacturing firms solely as contractors for the
production process. But to date, users can not create and produce entire physical products
in cooperation with manufacturers as it is possible in virtual world environments.

5 Limitations and Future Research

The limitations of the study stem from the methodological approach and the analysis of
the results. First, conference proceedings were not included in the literature search and
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selection process. The inclusion of high-quality conference proceeding may not only
strengthen the results of the study but provide a better understanding of current research.
While the methodological approach does not require the inclusion of conference pro-
ceedings, an extension of the study with conference proceedings might be considered in
future research. Second, the analysis and interpretation of the results were conducted by
a single author. Although the findings were discussed with other researchers, the results
remain subjective. Third, since no researchwas identified that considers the in-house pro-
cesses of virtual world and game developers, the findings regarding the creation process
rely on publications that describe the creation from a user perspective. However, since
the results stem from virtual worlds that allow the users to use the scripting environment
of the virtual world for the creation of the goods, the processes provide an understanding
of how the in-house development process of the corresponding development teammight
be established.

Due to the sparse research on the creation process of virtual goods, future research
may focus on the analysis of these processes based on case studies or expert interviews.
Especially the mechanisms and approaches to integrate the user as a customizer or
creator of virtual goods constitute an interesting research avenue because the degree
of integration may influence the business model of virtual world and game developers.
The user as an independent creator and producer of virtual goods in the environment,
also in games, may bear a user-based business model that focus revenue share rather
than a one-sided producer-dominated market. For research on manufacturers and retail
firms, product development processes may be reconsidered. Virtual product replicas
meant for virtual product experience and virtual customer integration seem to have
more similarities with the 3D models used in the prototyping stage than the rather
complex virtual product. Thus, research may focus on the characteristics 3D models
considered for prototyping and if they can serve as objects for user integration and
virtual product experience. In addition, less research analyzes the interdependencies and
knowledge exchange between the manufacturer and retail firm and the virtual world and
game developer domain which may lead to the transfer of theory and methods. In the
same vein, virtual assets at the intersection of manufacturer and retail firms and virtual
world and game developers are not considered in the identified literature. Although
public markets exist which offer virtual assets (e.g., [55, 56]), these platforms are largely
unexplored. Lastly, the derived product development process model in Fig. 2 is the first
model that considers both domains, the dependencies of the corresponding virtual objects
and intermediate 3D models. However, the preliminary model needs to be validated and
extended by practical empiricism and case studies with companies from both domains.
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Abstract. The scarcity of resources means that recycling is becoming increas-
ingly important to minimize environmental damage and to compete in the global
marketplace. However, recycling rates are still relatively low, especially for plastic
products. This is mainly because there is an information gap between the product
design and end-of-life phases.Wewant to develop a decision support tool that pro-
vides the designers of plastic products with important information and supports
design decisions based on ecological, but also economical and functional criteria.
To achieve this, we apply a design science research approach and rely mainly on
expert interviews results.

Keywords: Decision support · Recycling · Plastics · Circular economy · Product
design · Design science research

1 Motivation

Due to the scarcity of resources, both demand and competition for critical raw materials
will continue to increase [1]. A possible strategy to solve this problem is a more efficient
use of resources. The EU proposes a circular economy, which, in contrast to traditional
linear models, does not assume that resources are abundant. Recycling in particular is
an important pillar for closing the cycle [1, 2]. Although plastics are omnipresent in
our lives, plastic products’ recycling potential, unlike metals, paper, or glass, has hardly
been exploited [3]. The rates for landfill and thermal incineration of plastic waste are
still high. This leads to a variety of negative effects for us and our environment, such as
increased CO2 emissions or marine pollution [3, 4].

The product design phase is especially crucial in the context of the circular economy
since the production processes and materials are defined in this stage [5]. These two fac-
tors significantly influence how easy it is to disassemble products into their components
[2]. However, product developers often lack the specific knowledge that recyclers have
[6–8]. To close this gap, we want to develop a digital decision support tool that provides
designers of plastic products with important information about their recyclability.
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2 Related Work

In recent years, several technologies have become established that can enable CE-related
decision support. Pagoropoulos et al. [9] identified three architectural layers inwhich dig-
ital technologies can be classified: Data collection, Data integration, and Data analysis.
There are various scenarios in which technologies such as Radio Frequency Identifica-
tion (RFID) and Internet of Things (IoT) are used to collect data to support CE. For
example, RFID chips could be used to obtain complete information about the entire life
cycle of products and thus enable a closed-loop supply chain [10, 11]. Furthermore,
IoT sensors could be used to collect a variety of data on interconnected objects and
machines for subsequent analysis [12, 13]. Breakthroughs in areas such as hardware
and algorithms also open up promising new possibilities for data analysis [14]. In the
past, for example, methods and tools from the field of artificial intelligence were used
to promote CE through decision support [12, 15]. Besides the collection and analysis
of data, the integration of information plays an important role [13]. Data usually comes
from heterogeneous sources, such as sensors, Enterprise Resource Planning (ERP), or
Manufacturing Execution Systems.

Several authors developed tools to support decision making in the context of CE,
with processes within the supply chain that can be tracked and evaluated. Mboli et al.
[16] devolped a decision support system that uses a semantic ontological model to track,
monitor and analyze products in real time with the focus on residual value and applied
the model in a real-word use case to demonstrate its viability. Lechner and Reimannn
[17] built on a case study and presented a non-linear optimization model to support
decision-making in reverse logistics. Kinoshita et al. [18] proposed a decision support
model of environmentally friendly and economical material strategy for life cycle cost
and recyclable weight. The authors used a goal programming approach to solve the
underlying multi-criteria decision problems and a case study to analyze environmental
and economic aspects among procurement, assembly, and recycling.

In the past, several decision support tools were also introduced that directly address
the recycling process. Irie and Yamada [19] introduced a decision support model to
support product disassembly to recovermaterial carbon. They extract the bill ofmaterials
and then use 0–1 integer programming to determine if the material should be recycled or
disposed of. Li et al. [20] performed a multi-criteria assessment of robotic disassembly.
The developed decision support tool can compare the results from different recycling
scenarios based on environmental, technological, and economical assessment criteria.
Yu et al. [21] employed a fuzzy comprehensive evaluation and an analytic hierarchy
process (AHP) approach to enable decision support for selecting an optimal method
of recycling waste tire rubber. Paraskevas et al. [22] developed a Monte Carlo-based
decision support tool to evaluate resource efficiency of secondary aluminium production.
The tool identifies all feasible compositions of metal streams prior to remelting and
quantifies the environmental effects.

Although some progress has been made in the past regarding decision support in the
CE context, the low recycling rate of plastic products is still a problem that has not yet
been adequately addressed.
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3 Research Objective and Proposed Methodology

Our research objective is to increase the recyclability of plastic products. We want to
achieve this by providing product developers with a decision support tool to bridge the
gap between design and end-of-life phase. In this context, we aim to investigate the
following research question:

RQ: How should a decision support tool for the development of plastic products
be designed?

To answer this research question, we intend to design the decision support tool as an
IT artifact. We employ a design research approach, as proposed by Henver et al. [23].
The authors proposed a conceptual framework for executing and evaluating Informa-
tion Systems (IS) research. Following Hevner et al. the research relevance is assured by
addressing the needs from the environment and the rigor by drawing from the knowledge
base. The environment consists of three main components: people, organizations, and
technology [23, 24]. Our research involves multiple stakeholders within companies. In
addition to the main stakeholders, the product developers or designers, other functions
such as procurement, production, sales and related information systems are also affected.
The stakeholder’s demands are influenced by personal factors and organizational fac-
tors as well as by technological factors. The knowledge base contains foundations like
theories methods as well as methodologies like data analysis techniques.

4 Initial Results

To define an initial list of requirements, we held several preliminary interviewswith recy-
cling and plastic industry experts. From this, we could already derive first requirements
(see Table 1).

Table 1. Initial design features

No. Feature

1 Data export from enterprise systems

2 Offer intuitive UI with high usability

3 Calculation of relevant ecological, economic and functional measures

4 Prioritization of the measures by the product developer

5 Comparison of the alternatives based on the multiple criterias

6 Feedback on product designs and suggestions for improvement

7 Data import to enterprise systems

To ensure the tools’s usability, it must be integrated into an existing IT infrastructure
and into existing business processes. For example, it must be possible to export existing
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bills of material from ERP systems to use them in the tool. A user interface (UI) char-
acterized by a high degree of usability serves to integrate the tool into routine operation.
It must then be possible to use the results of the tool in other systems. Furthermore, the
tool must be able to calculate various measures. In addition to ecological factors such as
the CO2 index and recyclability, importance must also be attached to the product’s func-
tionality and cost-effectiveness. The developer must be able to prioritize these indicators
so that the tool can show him the best alternatives according to his needs. In addition, the
tool should be able to provide feedback to the designer on how to optimize the design
with regard to its criteria.

The consideration of several factors results in a multi-criteria decision problem. To
solve this complex problem, algorithms from the field of Multicriteria Decision Making
(MCDM) are implemented. There is a variety of MCDM methods that differ in terms
of required data, their mathematical properties, and other characteristics [25]. To make
a pre-selection for the actual implementation in the decision support tool, a preliminary
literature analysis of MCDM methods was first carried out. Three criteria were consid-
ered: user-friendliness, data input and output, and potential application areas. Thus, we
have identified three procedures that are considered for the actual implementation during
further research: Technique for Order Preference by similarity to Ideal Solutions (TOP-
SIS) [26], Preference Ranking Organization METHod for Enrichment of Evaluations
(PROMETHEE) [27] and Analytical Hierarchy Process (AHP) [28].

5 Outlook and Contribution

A literature analysis serves as a starting point for our further research. In this way,
we want to conceptualize previous academic work in the context of decision support
to enable ecological product design. To gain further practical insights into stakeholder
demands, we conduct qualitative expert interviews. The experts are either directly prod-
uct designers, decision-makers in companies that manufacture plastic products, act as
consultants or multipliers in the plastic industry, or are know-how carriers in the recy-
cling industry. Through these interviews, we want to gain insights into typical processes
in plastics companies and get an overview of the typical IT system landscape within
those companies. Since the design process is inherently iterative, the evaluation of the
decision support tool will also be iterative [24]. For this purpose, the requirements are
continuously compared with the implemented features and evaluated by the experts.

With the decision support tool we propose, it is possible to provide crucial ecological
information already during the product development process. This makes it possible to
design plastic products so that they can be more easily recycled. Furthermore, it is
possible to transfer defined design principles to other use cases, making it possible to
address a wide range of companies and industries. In this way, we can make an essential
contribution to the implementation of a circular economy.
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Abstract. Internet of Things (IoT) applications and ecosystems rely on the inte-
gration of numerous sensors and devices. One of the challenges of integration is
the broadness of standards and protocols used by the sensors. At the same time,
systems generally only support a limited amount of protocols, essentially limiting
the choice of sensors and devices for a given scenario. In this paper, we propose a
research methodology for building a tool that acts as middleware between sensors
and systems, translating standards while maintaining their respective advantages.

Keywords: Internet of Things ·Messaging protocols · Standardization

1 Introduction

The IoT is understood as the concept of turning physical objects into smart objects by
equipping themwith computational intelligence and transmitters and connecting them to
the internet [1]. Thus, IoT is not understood to be one specific technology, but rather as a
conceptwhich utilizesmultiple technologies.One element of this concept is connectivity,
which typically follows the TCP/IP reference model. As such, IoT connectivity typically
consists of four layers: the link (e.g., ethernet), internet (e.g., IPv6), transport (e.g. TCP),
and application (e.g. HTTP) layers [2, 3]. For IoT data exchange purposes, multiple
messaging protocols, which are part of the application layer, are designed for several
scenarios [4, 5]. Each standard serves a different set of requirements, making them
advantageous in bandwidth, latency, and security for different sets of applications [4]. In
many cases, practitioners cannot choose sensors or systems according to their advantages
but rather if they can communicate by supporting the same messaging protocols. On the
other hand, usersmay have to resort to using the “lowest commondenominator” protocol,
thus eliminating the advantages of specific messaging protocols.

In this paper, we explore the possibility of removing this problem using Peffers et al.
Design Science Research (DSR) methodology [6] to build a tool conversing various
messaging protocols while maintaining their respective advantages. In this context, we
especially pay attention to future technologies such as 5G mobile radio standards and
seek to preserve its benefits such as speed and latency reduction. Therefore, this work
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is primarily beneficial for practitioners seeking to use the full advantages of messaging
protocols without limiting sensor selection.

2 Related Work

To validate the problem and take note of the current state of research in the subject
on hand, an exploratory, unstructured literature review was conducted, which is part of
phase one of our proposed methodology (see next section).

Several publications analyzed IoTmessaging standards in a structuredmanner. Jaikar
and Iyer, as well as Naik, compared messaging standards by several factors, such as
speed, latency, security, and transport protocols [4, 5]. Several authors identified the
need to unify IoT applications, platforms, and ecosystems, some even referring to them
as “silos of proprietary systems” [7]. The approach taken varies by use case and typically
tries to enable interoperability between IoT platforms, architectures, ecosystems, mes-
saging standards, or applications on a theoretical or practical level. Iglesias-Urkia and
Casado-Mansilla integrated the CoAP messaging protocol and the theoretical standard
IEC 61850 in the context of smart grids, thus mapping existing standards to a specific set
of requirements laid out by a use case and the theoretical standard itself [8]. Kovacs et al.
proposed an architecture for semantic interoperability using a limited set of international
standards [9]. Desai et al. developed a semantic translation gateway for CoAP, MQTT,
and HTTP protocols using a proxy architecture [7]. For sensing and actuation purposes,
Yun et al. developed a platform that incorporates middleware programs for interoper-
ability between the oneM2M standard and a set of other standards [10]. Zarko et al.
developed a framework for the cooperation between IoT platforms on an organizational
level by proposing so-called IoT platform federations and roaming IoT devices, where
devices may switch between IoT platforms and interact with their respective resources
[11]. Roth et al. proposed a framework for the interoperability between middleware plat-
forms, thus enabling communication between smart environments [12]. Bandyopadhyay
et al. identified and analyzed IoT reference architectures to build an understanding of the
extend of interoperability of IoT standards [13]. Overall, these approaches are limited
to a specific scenario or, in the case of Desai et al., to a limited set of messaging proto-
cols. Our approach is not confined to a set of standards but instead tries to incorporate
most of the currently used standards and thus enabling practitioners to be free in their
choice of sensors or systems. In addition, none of the previous approaches paid attention
to conserving specific advantages of certain standards, which is especially critical in
cases where those advantages must be maintained, such as time-critical applications, for
example, industrial wireless sensor networks [14].

3 Methodology

Our proposed methodology follows the DSR methodology introduced by Peffers et al.
[6]. The goal of DSR in the field of business informatics is the creation and evaluation of
artifacts of information technology to solve identified problems [15]. Thus, this article
aims to propose an approach to address the issue at hand. In addition, we contribute
to DSR in general by solving a practical problem. The DSR methodology proposed by
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Peffers et al. consists of six steps, which are shown in Fig. 1. Each step is supplemented
by the specific approach and the generated output. The steps will be described briefly
with our proposed approaches for each phase.

Fig. 1. Proposed methodology following Peffers et al.

Problem Definition: At first, we define the problem by conducting a literature review
and expert interviews, targeting experts (such as managing directors, CTOs, or CEOs)
of companies in the field of sensor, system or infrastructure design in IoT environments.
Both the expert interviews and the literature review serve as a concretization of the prob-
lem by identifying cases from both theory and practice, in which messaging protocols
hindered the effective development of IoT infrastructures.

Objective Definition: Using the survey conducted in the first stage as a pre-test, we will
be able to develop a standardized questionnaire for semi-structured expert interviews
concerning usage ofmessaging protocol standards in practice following themethodology
of Bell et al. [16]. By doing so, we intend to identify requirements (for examples,
refer to Chapter 4) from practice to define this research’s objectives. The study targets
approx. fifteen experts of companies in the field of sensor, system, or infrastructure
design in IoT environments, thus reaching saturation of homogenous samples [17, 18].
Furthermore, by conducting a subsequent, structured literature review, we identify and
analyze currently used messaging standards. This step will yield a list of standards,
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their respective strengths, characteristics, and use cases. Consequently, we intend to
determine which standards are to be supported by the artifact, thus defining further
design objectives. By combining both approaches, we intend to define the objectives
and limitations of the artifact to be developed.

Design: As a consequence of steps one and two, we develop a tool to convert the most
commonly used messaging protocol standards by fulfilling the design objectives.

Demonstration:Due to the design artifact, we will perform experiments within the orga-
nizations which participated in the expert interviews of step one and two, demonstrating
the feasibility of our solution. By conducting field tests with the designed tool, we will
measure data such as speed and latency for a variety of pre-defined scenarios.

Evaluation: To evaluate our artifact, we test it against our defined objectives. Partici-
pating interview partners will be asked to take part in an evaluation interview. In addi-
tion, the measured data itself will be evaluated by comparing the results to the direct
implementation of the respective standards.

Communication: The results will be published as a research article, and the code of the
tool will be made available to the public as open-source code.

4 Current Stage and Outlook

First and foremost, we conducted an exploratory literature review, which is part of step
one of our proposedmethodology. In addition, we conducted two exploratory interviews.
During our literature review, we identified the most common messaging protocols, such
as AMQP, MQTT, Websocket, and HTTP, their respective advantages and analyzed
previous work concerning interoperability between IoT protocols and standards, which
were briefly explained in Sect. 2. In addition, we conducted exploratory, unstructured
interviews with two CEOs of IoT companies. Both interview partners confirmed the
need for such a tool. One partner suggested the importance of upcoming 5G technology
(especially its advantages in speed and latency [19]), and as such, 5G support while
preserving its benefits will be one of the defined objectives, provided the structured
interviews will confirm this need in phase two.

Furthermore, we targeted the Design step by choosing the programming language
Python for the development of our artifact. Python was chosen due to its capability
of running on SoC-hardware as well as its general hardware independence. Addition-
ally, Python supports multiple encryption standards, offers an extensive library of pack-
ages, and enables rapid prototyping due to its characteristic of being an interpreted
programming language [20, 21].

The next steps include the identification of common problems associated with IoT
messaging standards selection as well as gathering additional information about the
needs of practitioners through additional interviews as a baseline for our standardized
questionnaire, thus completing the first step of our methodology.
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1 Track Description

Information System (IS) Research deals with unique questions and problems. In their
specific context, the constant social and technological change requires scientists to
critically reflect on the prerequisites and consequences of research paradigms and
methods in our discipline. Furthermore, an increasing need arises to discuss ethical
questions concerning research objectives and methods. This involves a continuous
consideration of methodologies, concepts and theories of research to adapt to changing
realities and ethical challenges. Against this background, it is essential for the IS
discipline to regularly review all topics of its professional spectrum from a superor-
dinate perspective. The WI2021 Track on Methods, Theories and Ethics in IS Research
seeks to address this issue by providing a platform to discuss overarching objectives of
research. Three research articles are part of this track and each one of them contributes
a distinct perspective to studying this highly relevant phenomenon.

2 Research Articles

2.1 Design of Goal-Oriented Artifacts from Morphological Taxonomies:
Progression from Descriptive to Prescriptive Design Knowledge
(Frederik Moeller, Hendrik Hasse, Can Azkan, Hendrik van der Valk
and Boris Otto)

In their paper, Moeller et al. introduce a framework to guide the transformation of
descriptive knowledge about artifacts into design principles reflecting the artifact’s
objective and its mechanisms to fulfill its objective (i.a), i.e. prescriptive knowledge.
Through their work, the authors propose a sound method to transfer meta-
characteristics from empirical insights that are agglomerated in morphological tax-
onomies to practical requirements for design. Therefore, the theoretically derived
framework of Moeller et al. contributes to the accumulation of prescriptive knowledge
about an artifact by answering the question about how to design an artifact with a



specific goal. In its essential contribution for design science research, the authors’
framework promise exciting approaches for future research, including its practical
application.

2.2 Ethical Design of Conversational Agents: Towards Principles
for a Value-Sensitive Design (Thiemo Wambsganss, Anne Hoech,
Naim Zierau and Matthias Soellner)

Taking into account the relevance of ethical considerations for the design of Conver-
sational Agents (CA), Wambsganss et al. propose meta-requirements and design
principles derived from an extensive analysis of literature and findings from qualitative
interviews. By reshaping the interaction between human and technology through their
AI-enabled design, CA gain high interest, but are likely to gain even more in the near
future. However, through embodying human-like characteristics, these technologies are
prone to design biases, e.g. by reproducing racism or stereotypes. Considering these
ethical challenges, the authors provide design knowledge as a basis to apply a value-
sensitive approach for CA. Therefore, the authors contribute to a highly relevant field
of research.

2.3 On Your Mark, Ready, Search: A Framework for Structuring
Literature Search Strategies in Information Systems (Thorsten
Schoormann, Dennis Behrens, Michael Fellmann and Ralf
Knackstedt)

Schoormann et al. provide a framework to counteract challenges regarding an essential
step to contribute to the scientific discourse: creating a comprehensible fundament of
knowledge to build one’s own and future research on. Considering the increasing
number of scientific publications, the specific, contextual nature of phenomena, and the
intertwining of IS research with adjacent disciplines, the need for structured and
transparent processes of systematic literature reviews grows. The authors contribute to
this issue by developing a Search Canvas that reflects the understanding of essential
components of a literature review. By providing a clear and understandable framework,
this paper distinctly supports researchers to integrate their findings in the existent body
of scientific knowledge and to overcome theoretical deficiencies of valuable insights.
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Design of Goal-Oriented Artifacts
from Morphological Taxonomies: Progression

from Descriptive to Prescriptive Design
Knowledge

Frederik Möller1,2(B), Hendrik Haße2, Can Azkan2, Hendrik van der Valk1,
and Boris Otto1,2

1 Chair for Industrial Information Management, TU Dortmund University, Dortmund, Germany
{Frederik.Moeller,Hendrik.van-der-valk}@tu-dortmund.de

2 Fraunhofer ISST, Dortmund, Germany
{Frederik.Moeller,Hendrik.Hasse,Can.Azkan,

Boris.Otto}@isst.fraunhofer.de

Abstract. Morphological Taxonomies are a widely popular tool in Information
Systems to systematically deconstruct an artifact into designable dimensions and
characteristics. Subsequently, these taxonomies have engraved in them knowl-
edge about the design of artifacts, i.e., descriptive design knowledge. Most stud-
ies producing morphological taxonomies refrain from giving prescriptive advice
about the design, i.e., the specific morphological configuration of an artifact, but
rather stay descriptive. The paper proposes a framework for knowledge and arti-
fact transformation originating in morphological taxonomies and ending in design
principles. We develop a framework that assists researchers and practitioners by
showing clear paths on transforming descriptive design knowledge engraved in
taxonomies to prescriptive knowledge as design principles.

Keywords: Taxonomy · Design principle ·Morphology · Design knowledge

1 Introduction

Accumulating prescriptive design knowledge is the chief purpose of design science
research and a vehicle to ensure transferability of instance knowledge to additional appli-
cation scenarios [1–4]. Design knowledge, per se, is “(…) knowledge that can be used
in designing solutions to problems (…)” [5 p. 225] and diverges dichotomously between
descriptive and prescriptive design knowledge [6, 7]. Descriptive design knowledge
explains the “what,” and prescriptive design knowledge the “how” in artifact design [7,
8].While both kinds of design knowledge havemerit, there is little research on transform-
ing one into another. For example, [6, 9, 10] explain that the dominant transformation
mechanism is the introduction of a goal, which presents a desirable goal that an artifact
is supposed to fulfill. The study picks up from this point and illustrates knowledge trans-
formation of two types of artifacts that are representations of either kind of knowledge,
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namelymorphological taxonomies (descriptive design knowledge) and design principles
(prescriptive design knowledge) [6, 8].

Taxonomies are useful and widely used artifacts to structure a domain of knowledge
[11]. In contrast to the conceptual, deductively derived typology, taxonomies are usually
generated empirically [12, 13]. They are used to represent descriptive knowledge about a
domain of interest or classify objects into categories [14] and can be the basis for analytic
theory [15]. Frequently, researchers visualize taxonomies as morphological boxes [16,
17] that comprehensively, illustratively, and intuitively explain and visualize the form
or shape (i.e., the design configuration of an artifact [18] or the Gestalt1 [17, 20]) as
combinations of design dimensions and design characteristics (e.g., see [21]). In the
paper, if we address taxonomies, we mean morphological taxonomies that have a sound
empirical basis and illustrate dimensions and characteristics morphologically (e.g., see
[21] or [22]). Yet, most taxonomies refrain from advising on which configuration of
dimensions and characteristics is better suited to achieve a particular goal [23] (e.g.,
see [24–27]). The lack of prescriptiveness is even more relevant, as one of the primary
goals of design science is the accumulation of prescriptive design knowledge regarding
the design of artifacts that achieve specific goals [4, 28, 29]. In terms of usefulness for
practice, prescriptive guidelines provide instruction rather than mere description and are
easier to instantiate [23]. For example, [30] find that only a few taxonomies recommend
configurations of artifact design. A suitable tool to formulate, communicate, and codify
prescriptive design knowledge for reuse in other instances other than that of their origin
are design principles [31–33]. Thus, we ask ourselveswhether these two types of artifacts
(for that matter, design principles are a meta-artifact [34]) could be conceptually linked
to cover a more comprehensive spectrum of design knowledge in artifact design.

Because of the above, we see the need for a framework that bridges that gap and
supports researchers and practitioners to extend descriptive knowledge engraved in
taxonomies into prescriptive knowledge formulated as design principles. Our paper
addresses precisely that issue and aims to uncover how morphological taxonomies can
be used to generate prescriptive knowledge about the design of an artifact. Because of
the above, our paper pursues the following research objective:

Research Question (RQ): How can descriptive knowledge about an artifact (mor-
phological taxonomies) be transformed into prescriptive knowledge about its design
(design principles)?

To close the gap, we draw from the concept of descriptive and prescriptive design
knowledge [7], which we will use to illustrate links between the constructs of both
morphological taxonomies and design principles. Additionally, next to the transforma-
tion of the underlying knowledge, we will explain pathways to change from a generic
description of an artifact to a goal-oriented target artifact.

Our paper is structured as follows. After the introduction, we explain the background
to our work, i.e., foundations ofmorphological taxonomies and design principles. Subse-
quently, we will present our rationale for linking both artifact types by utilizing descrip-
tive and prescriptive design knowledge. Afterward, we introduce specific steps that

1 Gestalt refers to “(…) the arrangement and connectivity of parts of an objects, and how these
conform to represent a whole (…)” [19 p. 7].
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practitioners and researchers can follow to generate design principles from morpholog-
ical taxonomies epistemologically sound. Lastly, we address contributions, limitations,
and avenues for further research.

2 Background

2.1 Morphological Taxonomies

There are multiple ways to visualize taxonomies. Studies investigating taxonomic
research in IS literature find various visualization options, for instance, mathematical
sets, hierarchies, matrices, visually, or textually [30]. Each visualization option can be
better suited for a specific task [16]. For example, hierarchies are well-suited to generate
tree structure, which enables classification (e.g., see [35]), while mathematical sets have
a high degree of formalization (e.g., see [36]). Lastly, researchers visualize taxonomies
as morphologies, which are “(…) concerned with the structure and arrangement of parts
of an object, and how these conform to create a whole Gestalt.” [20 p. 793]. Figure 1
illustrates hierarchies and mathematical sets as visualization options for taxonomies.
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Fig. 1. Options for visualization of taxonomies based on [16].

As the study focuses on artifact design and morphological characteristics, we focus
on those taxonomies derived empirically and visualized morphologically that give intu-
itive, visual aid in discerning central designable elements of an artifact, i.e., theirGestalt
[17, 37]. In the paper, we consider designable dimensions, as they, rather thanmandatory
dimensions (e.g., see [38]), are potentials for choosing design options.Our understanding
of design task-specificmorphological taxonomies is best expressed through the notion of
design phenomenology, which describes “(…) the study of the form and configuration of
artifacts” [18 p. 8] and includes taxonomies [39]. That notion is especially useful as find-
ing (supposedly useful or even optimal) design configurations (i.e., patterns) of artifacts
is not a straightforward task but requires the exploration of design options, especially
if the underlying problem is ill-structured rather than well-defined [40]. Finding design
configurations is the quintessential task of a designer, i.e., to choose design options from
a variety of possible alternatives [41]. Thus, morphologies are often used to represent
sub-components of artifacts and reflect design configurations of design variables [23, 42]
(see Fig. 2). Finding problem-solving combinations of these design dimensions lies at
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the heart of designing artifacts and is a “(…) game of combinatorics (…)” [41 p. 247]. In
the case of taxonomies, for each dimension, there need to be at least two characteristics
[43].

Dimension 1

Dimension 2

C1.1 C1.2

C2.1 C2.2 C2.3

Dimensions Characteristics

Dimension … … … …

Dimension n-1

Dimension n Cn.1 Cn.2 Cn.3

Cn-1.1 Cn-1.2

Artifact A Artifact B

C1.1
C2.2

…

Cn-1.1

Cn.1

C1.2
C2.3

…

Cn-1.2

Cn.3

Morphological Taxonomy Design Option A Design Option B

Fig. 2. Extracting design options from morphological descriptions of artifacts.

2.2 Design Principles

Quintessentially, design principles are formalized and codified prescriptive statements
that support designers in realizing design more efficiently [31]. Rather than being a
guarantee for success, they require, if instantiated, contextualization with the user’s
experience and the environment that they are supposed to work in [28]. In terms of
theory, design principles belong to the category of design and action, which, rather than
being explanatory, predictive, analytical, or a combination thereof, strives to produce
meaning through accumulating and communicating prescriptive design knowledge [15].
The literature provides various templates to formulate design principles linguistically
[44], e.g., see [31, 45]. An integral part of design principles is the formulation of pre-
scriptive statements that guide the designer in instantiating the artifact [9, 31, 46]. Table
1 gives two examples of design principles.

Table 1. Examples of design principle formulation.

Design principle Source

“Provide features for an (initial) assessment of a business model (element) to
represent the current state and identify improvement potential.”

[47 p. 6]

“Provide the system with the ability to query data from multiple sources, so
users can retrieve a comprehensive sample, given that, in the specific search
context, relevant contributions are scattered over different data source”

[48 p. 98]
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3 Bridging the Gap Between Taxonomies and Design Principles

3.1 Domain Constructs

To start our investigation, we first clarify relevant constructs that constitute both artifact
types. Table 2 gives descriptions of the constructs that are relevant to link both artifacts
types conceptually. In design science research, constructs are the conceptualization and
shared language of a specific domain [49]. As there is no standard set of constructs in
both fields, we draw from established literature.

Table 2. Domain constructs of taxonomies and design principles tailored to artifacts.

Artifact Construct Description

Design principles Solution objective The goal an artifact is supposed to achieve [46]

Meta-requirements Requirements addressing a class of artifacts rather
than a single instance alone [50]

Boundary conditions An environment that design principles should be
applicable in [31]. Boundary conditions are part of
the design principles’ context [8]

Material property Describes what the artifact consists of [31]

Activity Describes what the artifact should be able to do
[31]. Activities are part of the mechanisms to
achieve goals [8]

Taxonomy Meta-characteristic The purpose of the taxonomy, from which
dimensions and characteristics must be derived [43]

Dimension Designable dimensions that consist of at least two
characteristics [43]

Characteristic The specific manifestation of a dimension [43]

The focal question of the paper that needs to be answered to develop design prin-
ciples out of taxonomies is what type of link exists between the two artifacts. For that
purpose, we draw from the theory of knowledge; more specifically, we draw from the
notion of design knowledge. Design knowledge is knowledge about artifacts, i.e., how
they are designed and what they should be able to do [51]. For our purposes, we explic-
itly draw from the dichotomous division of design knowledge into descriptive design
knowledge and prescriptive design knowledge [6]. Descriptive design knowledge refers
to descriptions of the status quo, i.e., usually at a fixed point in time, the fundamen-
tal morphological characteristics of an artifact. On the other hand, prescriptive design
knowledge represents design knowledge that is supposed to guide designers on what
should be [7].

In terms of knowledge contributions, taxonomies (and classifications in general) are
descriptive, while design principles (and design theory in general) are prescriptive [6,
7]. As both types of artifacts are highly useful in their respective field and frequently
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published in IS publications, and both do concern the design of artifacts at different levels
of design knowledge contributions, we ask ourselves how they can be linked and used
to yield more useful results. Additionally, intertwining both artifact types enables better
coverage of the design knowledge spectrum ranging from descriptive to prescriptive
knowledge. Using design knowledge as the primary linking mechanisms, we investigate
how the constructs of both artifacts interlink with each other.

3.2 Knowledge Transformation

The primary transformation mechanism between descriptive and prescriptive knowl-
edge is introducing a goal that the artifact should fulfill [6, 9, 10]. Fundamentally, mere
description, per se, does not require a goal. For example, business model taxonomies
(e.g., see [25]) frequently shy away from prescribing specific configurations and only
describe that generic arrangements exist. While descriptive research is valuable, pre-
scribing configurations to achieve specific goals is highly demandable. The first step for
us is to investigate what a goal means in the respective domains.

A suitable starting point for that investigation seems the concept of the meta-
characteristic in taxonomies, which describes the conceptual origin of all dimensions
and characteristics [43]. Insofar, it describes the goal of a taxonomy, an example for a
meta-characteristic can read as “(…) relevant for the description of an analytics-based
service (…)” [52 p. 5]. Yet, there is no indication that the meta-characteristic must
have any reference to a specific purpose or quantification of success. Also, focusing a
meta-characteristic too narrowly on a particular purpose for an artifact might pre-empt
configurations from the outset and hinder the freedom and completeness of the range
of possibly useful configurations. Thus, the meta-characteristic is better suited to guide
generic structuring of possible design configurations in artifact design and delimit, gen-
erally, what type of artifact the object of investigation is. For the meta-characteristic
above, we can stipulate that the generic artifact is an analytics-based service.

Solution Obejctives

Meta-Requirement 1

Meta-Requirement 2

Meta-Requirement n

Design Principle 1

Design Principle n

Fig. 3. The intersection of solution objectives with design principles through meta-requirements.

Next, what comesmost closely to a traditional goal in design principles is the solution
objective. The solution objective describes what the artifact-to-be-designed should be
able to achieve [46].Analogueley to themeta-characteristic, the solution objective should
be the origin for design principles, from which meta-requirements are derived, and
ultimately design principles formulated [46] (see Fig. 3).

Thus, we can view the meta-characteristic of taxonomies as the generic delineation
of the type of artifact that is under investigation. At the same time, the solution objective
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explicitly details what the artifact should be able to achieve. Extending the example
given above, the solution objective could assign the generic artifact of the service to a
target. For instance, the service is assigned to a specific industry or use case. The solution
objective needs to be formulated in the borders of the meta-characteristic and derived
from the goal. For example, if the meta-characteristic is expressed as follows:

Meta-Characteristic: Key dimensions and characteristics of [type of artifact].
The solution objective, correspondingly, should integrate the meta-characteristic

using the type of artifact specified in it. For example, the solution objective could read
as follows:

Solution Objective: How to design [type of artifact] to fulfill the [goal]?
If we take a more in-depth look at the individual constructs of both domains, we can

argue for similarity and transferability. Table 3 juxtaposes contextualizable constructs of
both domains and gives short argumentations on how andwhy they are linkable. Drawing
from [8], we use the notion of mechanisms as the dominant vehicle to interweave both
concepts (see Table 2).

Table 3. The interweaving of domain constructs of taxonomies and design principles.

Taxonomy Design principles Linking rationale

Dimension Mechanism Mechanisms delineate design dimensions of design
mechanisms, i.e., those activities that need to be executed
to achieve a goal

Characteristic Sub-mechanism Sub-dimensions correspond to design characteristics as
lower-threshold sub-mechanisms. Mechanisms
contextualize a set of activities

- Activity A specific course of action, i.e., an activity, is central to
prescriptive knowledge. Once a goal is introduced, the
activity should fulfill meta-requirements

Looking at the various conceptual elements of both taxonomies anddesign principles,
one can see similarities. For example, the design principle should give prescriptive
knowledge, i.e., guidelines on designing a specific design dimension of an artifact,which,
in turn, would represent its mechanisms. Subsequently, as design characteristics are a
specification of design dimensions, they, on the other hand, can be translated to lower-
threshold sub-mechanisms that the artifact should be designed to be able to let the user
fulfill an activity. To illustrate and visualize that way of design principle formulation, we
adapt the framework of [31] and integrate the elements mechanisms, sub-mechanisms,
and activity (see Table 3). We define three fix points to rationalize our framework,
i.e., the prerequisites, the transition threshold, and the prescriptive guidelines. First,
the prerequisite for our framework is the existence of a morphological taxonomy that
describes, comprehensively, designable dimensions, and characteristics of an artifact.
Next, the transition threshold defines the border between descriptive and prescriptive
knowledge through the introduction of goals. Lastly, we show how our framework assists
in formulating prescriptive knowledge, for which we will use design principles.
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Fig. 4. Entanglement of constructs of morphological taxonomies and design principles on design
knowledge level.

3.3 Artifact Transformation

As explained above, the morphological taxonomy hosts a variety of unrealized, potential
artifact configurations. A particular configuration, i.e., the final arrangement of all of its
parts, is the Gestalt of the artifact [17]. In the previous section, we have argued for the
transferability of constructs of both domains on a design knowledge level. Yet, as that
transformation process also affects the Gestalt of the artifact, i.e., its transformation
from a generic description to a goal-oriented one, the present section argues how that
transformation happens on an artifact level. Thus, as to transform artifacts, we term that
state as the generic Gestalt of an artifact that resides in the descriptive design knowledge
space. That generic Gestalt consists of design dimensions, which, in turn, consist of
design characteristics. On the other side, in the prescriptive design knowledge space
resides the target Gestalt, i.e., a yet unrealized artifact configuration that the designer
tailors to achieve a pre-determined goal. The goal must serve as a conceptual starting
point to derive solution objectives.

Figure 5visualizes the interdependencies in the transformationprocess, conceptually.
The individual fragments are no proceduralmodel, but a conceptualization of interlinking
mechanisms and are as follows:

(1) The descriptive design knowledge space hosts the unrealized finite number of pos-
sible artifact configurations, i.e., the generic Gestalt of the artifact. It consists of
morphological design dimensions, which, in turn, includes more detailed design
characteristics. The morphological description requires to be comprehensive so
that it is a sound basis to derive goal-oriented configurations.

(2) The prescriptive design knowledge space consists of the overarching goal that deter-
mines the ultimate purpose the artifact should be able to fulfill. Solution objectives
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for the artifact must be derived from the goal. In terms of the Gestalt, the prescrip-
tive design knowledge space entails knowledge about how to configure the artifact
to achieve the goal (Solution Patterns) and prescriptions for how to instantiate
each design element (Design Principles).

(3) The meta-requirements are derived from the solution objectives. Yet, they must be
delimited by one design dimensions (and each design dimensionmust be addressed)
to ensure a comprehensive design that describes the artifact fully. Each meta-
requirement must be derived from a suitable knowledge base (e.g., theory, liter-
ature, interviews, or case studies [53]). That ensures argumentative strength and
reasoning that the meta-requirements originate in a sound foundation.

(4) Finding the solution pattern or a range of potential solution patterns, i.e., a goal-
achievingmorphological combination is selecting the correct combination of design
characteristics. Drawing from organizational configurations, the decision whether
an optimal or several equifinal2 solution patterns exist requires evaluation through
the designer [55, 56]. In that context, a correct combination is a combination of
design characteristics that ensure that the artifact fulfills each design dimension’s
meta-requirements.

(5) Lastly, once the solution pattern is identified, to give more detail, that just which
design characteristics to select, but, more so, to also prescribe how they should
be instantiated, design principles must be formulated. There should be at least
one design principle for each design characteristic that, per the concept of value
grounding, addresses at least one meta-requirement [9, 46].

(6) Finally, if both the solution pattern and design principles are available, the designer
should have adequate prescriptive assistance both in selecting design characteristics
and corresponding prescriptions on how to instantiate them. As the designer is the
user of the design principle, addressing each design dimension is paramount so that
comprehensive design is possible [31].

3.4 Synthesis

Given the interweaving of domain constructs, we can now synthesize what one would
need to do to formulate design principles from morphological taxonomies and to reach
a goal-oriented target Gestalt of an artifact.

Step (1): Generate a generic morphological taxonomy that comprehensively illus-
trates the compositional structure of artifacts in design dimensions and corresponding
characteristics. It is recommended to follow the method of [43], as it is the de facto stan-
dard in taxonomy development in Information Systems [14]. That morphology hosts the
untapped repository of a finite number of design options, i.e., different configurations
and resulting patterns.

Step (2): If a morphology is present, it should represent, generically, i.e., free from
a too narrow purpose, the generic Gestalt of an artifact. If that is the case, one must

2 Equifinality refers to a concept of organizational design and means the existance of multiple
potential solution patterns for a design problem [54] In the following, we will refer to the
singular of a solution pattern, though we acknolwedge that there can be more than one that
fulfills the same purpose.
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Fig. 5. Framework for artifact transformation from a generic description to a target artifact.

formulate a solution objective that specifies what an artifact of a type covered by the
meta-characteristic of a possible configuration should be able to achieve. That solution
objective needs to be derived from a goal. For example, if the morphology illustrates
design options for digital twins (e.g., see [22]), a specific, hypothetical goal could be to
design digital twins for collaborative use (e.g., see [57]).

Step (3): Once the solution objective or multiple of them are formulated, one must
identify a suitable knowledge base that scientifically supports the formulation of meta-
requirements that need to be fulfilled. As themorphology is present and presets delimited
design dimensions, it is purposeful to take these design dimensions as conceptual borders
to elicit meta-requirements. Meta-requirements can stem from various knowledge bases,
typically including, but not limited to, literature reviews, theories, interviews, or case
studies [53]. These findings should substantiate the formulation of meta-requirements
that address the targeted artifact on each design dimension.

Step (4): Once meta-requirements are formulated for each design dimension, it is
about the designer to argumentatively select and justify the characteristics most suitable
to fulfill them. Naturally, one could arrive at the conclusion that no characteristic is
fitting, which would force the designer to formulate new ones and extend the taxonomy.
The designer must choose at least one characteristic per design dimension, and their
combination results in the solution pattern. Identifying and evaluating the right design
configuration could be supported by expert feedback or experience from designers.

Step (5): The solution pattern would only prescribe the specific configuration of the
target artifact. Yet, it does not give instructions on designing the artifact successfully,
i.e., what must be done to realize the target artifact. For that purpose, one can formulate
design principles that implicate, linguistically,what the designer should do in each design
dimension. As per the entanglement and mirroring of constructs in both domains (see
Table 3), we recommend an adjusted template that is consistent with the terminology of
taxonomies. The design principle should precisely address how the artifact should be
designed (i.e., which characteristics should be chosen) to achieve the goal defined in the
outset. Next, the design principle should specify the activity, which should be derived
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from at least one meta-requirement, that is made possible by selecting the characteristic.
Lastly, analog to [31] ‘s notion of boundary conditions, which delimit scenarios for
application, the design principles, in the present case, are only ever applicable in the
context in that they were built.

Table 4. Adapted template for design principles. Based on [31].

Template of [31] Adapted template

Provide the system with [material property
– in terms of form and function] in order for
users [activity of user/group of users – in
terms of action], given that [boundary
conditions – user group’s characteristics or
implementation settings]

Provide the [artifact with a specific goal]
with [at least one characteristic] to enable
[activity derived from meta-requirement],
given the design of [dimension] in
[boundary condition]

Step (6): Summarizing, in the enclosed design space generated and tailored to
achieve a particular goal, one can follow the notion of technological rule formulation
by [58]. Subsequently, one can see the instantiation of the final set of design principles
in a chain of them as the last step to achieve the goal. Thus, one can easily imagine the
final artifact as the sum of instantiated design principles:

∑n

k=0
IDPn = DA

Where the desired artifact (DA) is the final product of a chain of instantiated design
principles (IDPn) that ranges, as a finite set, from one design principle to, however, many
are needed, i.e., n-many design principles.

4 Scenario-Based Illustration

As per the relatively large-scale endeavor of our proposed framework, we construct a
simple scenario that supports our reasoning [59]. For example, the case of [24] offers
a taxonomy of data-driven services in manufacturing. The taxonomy is an excellent
example of the deconstruction of a design artifact in generic design dimensions that can
be configured freely.

Step (1): The taxonomy of [24] describes data-driven services in manufacturing. We
will assume that the taxonomy is comprehensive and thus does not require manipula-
tion of dimensions or characteristics. Their meta-characteristic reads as follows: “key
characteristics of data-driven services within the manufacturing industry” [24 p. 5]. The
meta-characteristic delimits the formulation of the solution onto the domain of data-
driven services in manufacturing industries. Thus, the solution objective must reside in
these conceptual borders.

Step (2): Suppose our goal was to formulate design principles for data-driven ser-
vices that are determined to enhance quality in manufacturing. Subsequently, a possible
solution objective could be:
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Solution Objective: How to design data-driven services to enhance quality in
manufacturing environments successfully?

In the present case, as per the previously defined meta-characteristic, steering the
objective of the data-driven services explicitly onto a specific value proposition domain
seems reasonable and well within the previously pre-determined restrictions.

Step (3): Once the solution objective is formulated, the designer must endeavor to
elicit meta-requirements that are tailored for each design dimension. As our illustra-
tion is a scenario, we will assume that a suitable knowledge base, e.g., the literature
on quality management or qualitative interviews, will produce ample grounds for rea-
soning the selection of specific characteristics from the taxonomy. For example, if the
findings would prescribe that ensuring quality through data-driven services requires the
integration of data generated from the machine (i.e., data about the process), which
can be supplemented through acquired data from other machines, these characteristics
should be selected. Possible, hypothetical meta-requirements derived from the solution
objective for the dimension Data Sources and Pricing Model could be formulated, as
shown in Table 5.

Table 5. Hypothetical meta-requirements for the present scenario.

Dimension Meta-requirement (MR)

Data source MR1: Data-driven services should provide quality through monitoring
machine data

MR 2: Data-driven services should leverage data from comparable
machines

Pricing model MR 3: Data-driven services should foster long-standing monetary
relationships with customers instead of single payments

MR 4: Data-driven services should produce recurring income

Step (4): Once all meta-requirements are formulated, one can match them with the
characteristics that are most useful to achieve them. In the present case, the (abbrevi-
ated) solution pattern is supposedly the most fitting to achieve the overarching goal of
generating data-driven services that enhance the quality of manufacturing processes.

Step (5): Lastly, based on the solution pattern, the designer must formulate design
principles. Staying with the example of the design dimension data sources, a design
principle that addresses MR1 and MR2 could be formulated as follows:

Provide the Data-Driven Service for Quality Enhancement with mechanisms to
integrate acquired data to enable benefiting from analysis of historical data from
similar machines, given the design of Data Sources in Data-Driven Service Design
in Manufacturing Industries.

Provide the Data-Driven Service for Quality Enhancement with mechanisms
to integrate a Subscription-based Revenue Model to build long-term relationships
with customers generating recurring income and opportunities for selling additional
services, given the design of the Pricing Model in Data-Driven Service Design in
Manufacturing Industries.
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The first design principle would addressMR1 andMR2, as leveraging data produced
by machines that are owned by the manufacturer should not pose any issues of data
ownership and draws from the most prominent data source. The second design principle
would address MR 3 and MR4.

Step (6):Naturally, the last stepwould be instantiating the chain of design principles,
which would, hypothetically, then lead to the desired Gestalt of the artifact.

5 Contributions, Limitations, Outlook

Our work theorizes a way to bridge the gap between two popular IS artifacts that,
respectively, have a high amount of value regarding either descriptive or prescriptive
design knowledge contributions. We propose the interweaving of both artifacts, with
the ultimate goal of mapping the entire spectrum of design knowledge regarding an
artifact’s design. For that purpose, a generic morphological description of an artifact’s
design structure is the essential requirement to spur the design and development of more
specific artifacts of that same type that are tailored to fulfill particular goals. We argue
that our work is a significant contribution to extend and further substantiate taxonomies
in IS research and to use them as the basis for further study and comprehensive design
knowledge contributions, rather than a finished result. As this implies that descriptive
knowledge is transformed into prescriptive knowledge, we contribute to the highest goal
of design science, which is the accumulation of prescriptive knowledge.

Our work is subject to limitations. First and foremost, we theorize on argumentation
to transform descriptive knowledge to prescriptive knowledge, that we showcase using a
hypothetical, illustrative scenario. Thus, both a limitation and a natural opportunity and
obligation for further research is testing our framework in practice and studying how
design principles for goal-oriented artifacts can be designed fromgeneric,morphological
descriptions.

Lastly, our work provides fertile soil for further research, as it, hopefully, spurs
discussion on design knowledge transformation. As our framework is yet a product
of theorizing, the next steps could include gathering empirical data, e.g., conducting
interviews with researchers with experience and knowledge in taxonomy design and
design principle development. Additionally, our conceptualization of descriptive and
prescriptive design knowledge offers potential for subdividing that process into more
distinct design stages.
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Abstract. ConversationalAgents (CAs) have become a newparadigm for human-
computer interaction. Despite the potential benefits, there are ethical challenges
to the widespread use of these agents that may inhibit their use for individual and
social goals. However, besides a multitude of behavioral and design-oriented stud-
ies on CAs, a distinct ethical perspective falls rather short in the current literature.
In this paper, we present the first steps of our design science research project on
principles for a value-sensitive design of CAs. Based on theoretical insights from
87 papers and eleven user interviews, we propose preliminary requirements and
design principles for a value-sensitive design of CAs. Moreover, we evaluate the
preliminary principles with an expert-based evaluation. The evaluation confirms
that an ethical approach for design CAs might be promising for certain scenarios.

Keywords: Ethics in IS · Value-sensitive design · Conversational agents ·
Design science research

1 Introduction

Driven by technological advances in Artificial Intelligence (AI) especially in the area of
Natural Language Processing (NLP), many organizations strive to leverage the poten-
tial of Conversational Agents (CAs) for improving human-computer interaction (HCI)
[1]. CAs such as Amazon’s Alexa, Google’s Assistant, and Apple’s Siri are software
programs that engage with users through natural language [2]. CAs promise to dramati-
cally enhance user experience by enabling personalization, around the clock availability,
and immediate response times [3]. The popularity of these interfaces has been steadily
growing over the past few years [3]. Thus, a plethora of positive user outcomes have
been recorded, such as engagement [4], trust [5, 6], rapport, and ease of use, in several
domains, such as education [7–9], healthcare [10] and customer service [11, 12]. Despite
the potential benefits of these agents, there are ethical problems that arise from the use
of many contemporary CAs. First, the appearance and behavior of CAs are suscepti-
ble to design biases such that certain stereotypes are reinforced and strengthened. For
instance, [13] found thatmost agents are embodiedwith feminine characteristics, as these
are supposed to improve the attitude towards the agents, but also solidify specific gender
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roles. Second, the knowledge base and respective Machine Learning (ML) models are
susceptible to bias, resulting in systematic errors that may create unfair outcomes. For
example, they can lead to inaccurate predictions for specific subgroups or may carry the
implicit values of programmers and organizations [14]. Moreover, these agents operate
with some level of autonomy, resulting in increased opaqueness that highlights ques-
tions of accountability and transparency [15]. For instance, [16] has shown that users are
more likely to choose financial portfolios that exceed their risk profiles when using a CA
compared to non-conversation robo advisors, which may serve as an example of how
these agents can be used to manipulate customers. Finally, as CAs operate on user data
and may, in fact, be used to collect enormous amounts of (sensitive) data, user privacy
becomes an even more important issue [17]. In sum, while CAs have the potential to
fundamentally improve user outcomes, developers and providers may need to increas-
ingly follow ethical considerations in the design of these agents to ensure the well-being
of their users [18].

However, as the proliferation of CAs has been driven mostly by monetary goals
(e.g., [20]), it remains doubtful whether the design of these agents takes ethical con-
cerns sufficiently into account and could rightfully give rise to the skepticism of many
users. This sentiment is also reflected in CA research to date, as most authors did not
follow a distinct normative approach in deriving design guidelines but rather descrip-
tively analyze user interactions with these agents, which does not allow to draw direct
conclusions about the ethical design of these agents (e.g., [21]). In fact, the importance
of ethical perspectives on design research on novel IS artifacts has been discussed by
IS scholars long before. For example, [22] stated that ethical considerations in the field
of IS design should receive a more prominent role. Following this, [23] suggested to
include ethical guidelines in the design research of IS artifacts and proposed six ethical
principles informing design science research. [24] followed by discussing the philosoph-
ical responsibility of IS research. Recently, IS researchers have identified the novelty of
AI-based CAs as IS artifacts and called for further work to investigate ethical designs
with principles and guidelines for CAs [1, 25]. Also, in practice, value-sensitive design
plays a prominent role, i.e., large technology providers of CAs such as Google1 and
Microsoft2 have recently released ethical guidelines on the design of these AI systems.
Moreover, intergovernmental organizations such as the Organization for Economic Co-
operation and Development (OECD) or the Group of Twenty (G20) drive the societal
debate by releasing principles for the ethical design of AI systems such as CAs (OECD3

in May 2019, G204 in June 2019). The intergovernmental guidelines and current liter-
ature strongly motivate the need for a value-sensitive design of AI-driven IS such as
CAs. However, they provide a more conceptual framing with rather general categories
for AI-based IS artifacts [23]. Current literature falls short to provide meaningful and
evaluated design principles (e.g., according to [26]) to help IS designers and practitioners
to 1) instantiate value-sensitive CAs and 2) evaluate currently instantiated CAs from a
value-sensitive design perspective based on these principles. Following the AI principles

1 https://ai.google/principles/.
2 https://www.microsoft.com/en-us/ai/responsible-ai.
3 https://www.oecd.org/going-digital/ai/principles/.
4 https://dig.watch/updates/g20-digital-economy-ministers-endorse-ai-principles.

https://ai.google/principles/
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of the OECD, we therefore aim to contribute to the field of value-sensitive design of CA
by answering the following research question (RQ):

RQ: What are relevant design principles that foster a value-sensitive design of
Conversational Agents?

To answer the stated research question, we overall follow a design science-research
approach (DSR). As stated above, there is a lack of concrete design knowledge for
the ethical design of CAs. Thus, we intend to iteratively derive and evaluate design
knowledge on the baseline of existing normative design recommendations (i.e., OECD
AI principles), while focusing on social response theory [27, 28] as a guiding theo-
retical lens to inform concrete artifact design [29]. Users experience those agents as
increasingly human-like, which is why social response theory may represent a new
“foundation for understanding and designing humane anthropomorphic agents” ([25],
p. 1). In sum, we follow a value-sensitive design approach that allows us to translate
ethical requirements or imperatives (i.e., OECDAI principles) identified into actionable
design guidelines [31]. To the best of our knowledge, there is no study that rigorously
derives requirements from both scientific literature and potential users to derive design
principles for value-sensitive CAs following intergovernmental guidelines, such as the
OECD AI principles. With a value-sensitive CA, we implicate a dialogue-based sys-
tem that incorporates human and ethical values into its core design and implementation
process, e.g., when designing the interaction or when training ML models.

In this paper, we present the preliminary design principles and an expert-based eval-
uation of those principles according to [32]. Our results suggest that a value-sensitive
design of CAs might be a promising approach for different user interaction scenarios,
e.g., where privacy and transparency play an important role. With a further evaluation
of these design principles, they might serve as a foundation informing CA designers
towards an ethical design. In the following, we will first introduce the reader to the
necessary theoretical background. Afterwards, we present our methodological approach
for creating design knowledge following the three cycle view of [33]. Finally, our pre-
liminary requirements and design principles are presented and evaluated by experts,
followed by an outline of the subsequent steps and the expected implications once our
research is completed.

2 Theoretical Background

2.1 Value-Sensitive Design of Conversational Agents

Recent advances in NLP and ML bear the opportunity to design new forms of HCI
for IS with conversational interfaces, also called Conversational Agents (CAs). CAs
are software programs that are designed to communicate with users through natural
language interaction interfaces [2]. In today’s world, conversational interfaces, such as
Amazon’s Alexa,Google’s Assistant, orApple’s Siri, are ubiquitous, with their popularity
steadily growing over the past few years [34]. They are implemented in various areas,
such as customer service [12, 35], counseling [36], collaboration [37] or education [7,
38]. Recently, an overwhelming amount of research emerged in different disciplines
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that investigated the effect of different design elements and configurations unique to
these agents on various forms of user perceptions, such as trust or social presence (e.g.,
[12, 21]). However, the application of AI usually comes with disadvantages, such as
lower transparency, loss of control, and lack of trust by human users [39]. As [25]
claim, current ethical design perspectives fall mostly short of a practical application of
design principles for the interaction design of CAs. Value-based design is a theoretically
grounded approach for a technological design that integrates human values in a princi-
pled and understandable way during the whole design process [31]. Ethics can be seen
as a foundation of value-sensitive or value-based design [22]. Nevertheless, literature
strongly motivates the need for a value-sensitive design of AI-driven IS such as CAs
but provides a rather conceptual framing with general categories for IS artifacts (such
as [23]). Literature only poorly provides meaningful and evaluated design principles to
help IS designers and practitioners to instantiate value-sensitive CAs. Thus, we aim to
contribute to research by investigating design principles based on theOECDAI guideline
and therefore follow the recent call for future work by several IS scholars to “[build]
a cumulative body of prescriptive [design] knowledge on methods for the engineering
of humane anthropomorphic agents [CAs] as well as generic design principles guiding
the design of humane anthropomorphic agents” ([25], p. 14).

The widespread application of AI-based IS has been driving a recent discussion
of their values and ethics (i.e., [25]). Earlier studies already focused on different but
singular aspects of ethical values, for example, privacy [40], prevention of bias [41]
or trust [42]. However, there is a lack of holistic and actionable design knowledge that
supports value-sensitive development of novel AI-based IS such as CAs. Besides, several
intergovernmental organizations such as the OECD or the G20 have stated principles for
AI. The guidelines are complemented by a discourse in the academic literature (e.g., [1,
15, 29]). The OECD collected five ethical principles for AI-based systems by 50 experts
from 20 governments as well as leaders from the business, labor, civil society, academic
and science communities:

“1)AI should benefit people and the planet by driving inclusive growth, sustainable
development and well-being. 2) AI systems should be designed in a way that
respects the rule of law, human rights, democratic values and diversity, and they
should include appropriate safeguards – for example, enabling human intervention
where necessary – to ensure a fair and just society. 3) There should be transparency
and responsible disclosure around AI systems to ensure that people understand AI-
based outcomes and can challenge them. 4) AI systems must function in a robust,
secure and safe way throughout their life cycles and potential risks should be
continually assessed and managed. 5) Organizations and individuals developing,
deploying or operating AI systems should be held accountable for their proper
functioning in line with the above principles.”

Nevertheless, the OECD AI principles are not operationalized in such a way that
allow designers to easily translate them into concrete design features (e.g., according to
[26]). The principles of theOECDwere composed to provide a general perspective on the
value-sensitive design ofAI-based systems and therefore fall short to providemeaningful
and evaluated design principles to help IS designers and practitioners to 1) instantiate
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value-sensitive CAs (e.g., according to [26]) and 2) evaluate existing interaction designs.
Therefore,we aim to address this literature gap and investigate, derive and evaluate design
principles for value-sensitive CA design.

2.2 Social Response Theory as a Lens for Value-Sensitive IS Design

Our design approach is anchored in social response theory. According to this theory,
humans tend to respond socially to IS that displays characteristics similar to humans
(e.g., to animals or technologies) [44]. Behavioral clues and social signals from com-
puters, such as interacting with others, using natural language, or playing social roles,
subconsciously trigger responses from humans, no matter how rudimentary those clues
or signals are [27, 28]. Following the “Computers are Social Actors” (CASA) paradigm,
existing research has examined different social clues and their influence on HCI (e.g.,
[21]). However, a value-sensitive and ethical perspective on designing CAs has been
poorly considered in the literature, thus inhibiting the development of truly social actors
(i.e., agents that act on moral principles [30]). Accountability, transparency, or trust
have been proven to play a major role in trustworthy social relationships but are only
minorly engrained in the interaction design of CAs (e.g., [45]). Thus, we follow the
value-sensitive model of the humanness of CAs [25] by investigating principles for an
ethical CA.We aim to contribute to better user acceptance, experience, and user-centered
design according to social response theory [27, 28].

3 Research Methodology
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Fig. 1. Overview of our design science research approach

To answer our research question, we follow a DSR approach [33]. We decided to follow
this methodology, as it allows us to solve a set of practical problems and to contribute
to the existing body of knowledge by designing and evaluating new design knowledge
based on a sound understanding of the current knowledge base and user perceptions of
a new technological phenomenon [46]. Moreover, this allows us to give a “voice” to the
users – a key aspect of value-sensitive design. Figure 1 shows the steps that are carried
out.

We focus on translating the OECD AI principles two to five into actionable design
principles according to [26]. The first principle depicts rather a meta-principle that
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encompasses all of the following, which is why we do not include it in this research
project that focuses on actionable design knowledge. Overall, our research project aims
to contribute to research with a nascent design theory that gives explicit prescriptions
for a value-sensitive and thus a more ethical design of CAs [47]. We followed a theory-
driven design approach by grounding our research on social response theory [27, 28].
The first step of the DSR cycle includes the problem formulation. The relevance of the
practical problem was therefore described in the introduction of this work. In the second
step, we derived a set of requirements in the form of literature issues (LIs) from the cur-
rent state of scientific literature for the design of value-sensitive CAs according to the
OECD AI principles. Therefore, we conduct a systematic literature review in the fields
of Human-Computer Interaction (HCI) and Information Systems (IS) design. Next, we
conducted eleven semi-structured interviews with students and professionals using the
expert interview method by [48] to capture requirements from users for ethical CAs.
Based on the interviews, we gathered user stories (USs) as user requirements for the
design of a value-sensitive CA. In the fourth step, we derived preliminary design princi-
ples (DPs) addressing the LIs and USs from the prior steps using the structure suggested
by [26]. We argue that a CA (and possibly also other AI-based IS) that instantiates our
DPs should increase the perceived humanness and thus improve overall user experience
and interaction. Our principles should provide designers of CAs with ethical consider-
ations based on implicit values derived from literature and expert interviews. Thus, we
aim to enable designers to design more ethical CAs, ultimately increasing the well-being
of its users. Accordingly, in step five, we perform an expert-based evaluation of our pre-
liminary design principles based on the evaluation framework proposed by [32]. We
interview experts from academia and industry to quantitatively and qualitatively evalu-
ate the relevance, robustness, and usefulness of our principles according to the OECD
guidelines for designers from the fields of social science, psychology and IS design. At
the end of the study, we contribute to research with evaluated design knowledge on how
to design value-sensitive CAs based on the OECD AI principles. Overall, we hope to
contribute with our findings to a nascent design theory [47] for value-sensitive design
of CAs.

4 Deriving Design Knowledge

In this section, we will describe and discuss how we derived the preliminary DPs. The
problem formulation (step one) described in the introduction serves as the foundation
for the derivation of the requirements from literature and users.

4.1 Step 2: Deriving Requirements from Scientific Literature

To derive requirements from scientific literature, a systematic literature search was con-
ducted using the methodological approaches of [49] and [50]. We initially focused our
research on studies that demonstrate the successful implementation of a value-sensitive
design for IS artifacts. In order to do this, publications on design, ethics and design
science of IS and CAs were identified by a systematic search in different search engines
and databases, such as Google Scholar, EBSCO, JSTOR, ACM, AIS Library. We used
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the following keywords to find potential hits for our literature review: “Value-sensitive
Design”, “User experience”, “Chatbot”, “Conversational Agent”, “Design”, “Design
Science Research”, “Design Artifact”, “Ethical AI”, “AI Principles”, “AI Guidelines”
AND “Transparency”, “Fairness”, “Explainability”, “Understandability”, “Account-
ability”, “Robustness”, “Security”, “Safety, “Privacy”. Initially, we received several
thousand hits based on these search terms. Therefore, we screened the titles and abstracts
of the publications. Our goal was to identify papers that deal with ethical aspects of
CAs. Thus, we only included literature that contributes to a kind of ethical perspec-
tive on the design of CAs according to the OECD AI principles. We excluded papers
that explicitly did not deal with an ethical perspective when deriving design knowledge
of CAs (i.e., papers focusing on sales-driven dependent variables). On this basis, we
selected 87 papers for more intensive analysis. We have summarized similar topics of
these contributions as literature issues (LIs) and formed 15 clusters from them to derive
a concept matrix according to [51]. Those topics represent integral design issues that
were addressed to increase individual and or social good when using those agents. We
allocated those issues to the individual OECD principles, which served as scaffolding
divisions for the organization of those issues. The LIs are aggregated and illustrated in
Table 1 with exemplary papers.

Table 1. Aggregated LIs for a value-sensitive design of CAs with exemplary papers

Dimension* # Literature issues (LIs)

Human-centered values and fairness LI1 Prevention of bias or discrimination (e.g., [41])

LI2 Accessibility & Design (e.g., [11])

LI3 Compliance with human rights & democratic
values (e.g., [52])

LI4 Beneficence (e.g., [52])

Transparency and explainability LI5 Transparency (e.g., [53]) & Explainability
(e.g., [54])

LI6 Trust (e.g., [42])

LI7 Traceability (e.g., [55])

LI8 Communication (e.g., [56])

Robustness, security and safety LI9 Non-maleficence (e.g., [52])

LI10 Privacy (e.g., [40])

LI11 Resilience (e.g., [57])

LI12 Reliability (e.g., [42])

Accountability LI13 Auditability (e.g., [58])

LI14 Reporting (e.g., [59])

LI15 Responsibility (e.g., [60])
*according to the OECD AI principles two to five
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4.2 Step 3: Deriving Requirements from User Interviews

Based on the derived LIs, we conducted eleven semi-structured interviews according to
[48]. The interview guideline consists of 29 questions and each interview lasted around
28 to 59 min (mean = 40.99 min). The interviewees were all potential users of a value-
sensitive CA and all had used a CA before in different scenarios. Therefore, we followed
a literal replications logic. Therefore, we chose participants with different insights based
on their background (i.e., different demographics). In order to gain impressions resulting
from different user groups, a heterogeneous group of users was interviewed, such as
students and professionals. The participants were asked about the following topics:
experience with CAs, perception of values and ethics in CAs, requirements for a value-
sensitive CA (e.g., functionalities, design), requirements for a CA that aims to follow
the OECD principles, such as fairness, transparency, robustness, accountability.

The interviewees were in mean = 32.91 years old (SD = 12.06). Five participants
were students of business administration, one of economics, one of teaching profession,
and one a student of nutrition science. Three interviewees were practitioners in differ-
ent sectors (medical, police, and business), four were male, seven were female. After
a more precise transcription, the interviews were evaluated using qualitative content
analysis. The interviews were coded, and abstract categories were formed. The coding
was performed using open coding to form a uniform coding system during evaluation
[48]. Based on these results, we gathered 120 user stories (USs) as user requirements
following [61]. We aggregated the most common user stories, which resulted in 19 USs
for value-sensitive CAs (illustrated in Table 2).

Table 2. Aggregated user stories for a value-sensitive design of CAs based on [61]

# User stories (USs)

US1 As a CA user, I would like to always be treated equally regarding the outcome resulting
from collected but not necessarily context-relevant data (e.g., gender, race)

US2 As a CA user, I think it would be helpful if the CA was accessible and available in
different language or age groups so that everyone has the same access to benefits/risks

US3 As a CA user, I think that communication and design should suit different requirements
and needs, e.g., older people need more assistance than younger ones, so the system has
to be reactive

US4 As a CA user, impartiality and equality of opportunities and respectful interaction are
key for perceiving a CA as fair

US5 As a CA user, I would like the interaction and communication with the CA to be easy
and intuitive

US6 As a CA user, I wish that the process follows certain structures and is always be
understandable

US7 As a CA user, it would be convenient if the interaction was like human-human
interaction in terms of empathy and flexibility

US8 As a CA user, I expect that the focus is on solving my issues/problems and ensuring
this through inquiries and confirmations or exit strategies if necessary

(continued)
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Table 2. (continued)

# User stories (USs)

US9 As a CA user, it would be helpful to know that only context-relevant data is collected to
help me and therewith prevent any sort of bias

US10 As a CA user, it’s important that the system is aware of the potential risk of hacking or
theft

US11 As a CA user, enlightenment and commitment to privacy and data protection rules is
inevitable, e.g., regular reports would give me a good feeling/trust in the system

US12 As a CA user, I would like to have a feedback function and human contact option
always available (e.g., as an exit strategy)

US13 As a CA user, in case of an attack, I expect to be directly informed about the attack and
what is advised to do, e.g., deleting or changing passwords or that the system is in
self-destruction mode and deletes all personal data

US14 As a CA user, I expect that my data is protected against any kind of abuse

US15 As a CA user, I would like to use a CA that embeds control mechanisms through
independent third parties to make the system credible

US16 As a CA user, I would like to use a CA that is regularly controlled through independent
control organs/institutions for continuous monitoring and improvements

US17 As a CA user, I would like to use a CA that regularly controls both technical control
and human control mechanisms, e.g., to control if intended actions are happening

US18 As a CA user, I would like to use a CA that reports every action step and provides
access to information

US19 As a CA user, I would like to receive detailed feedback in case something relevant is
affecting my data

4.3 Step 4: Deriving Preliminary Design Principles

As illustrated, we have identified 15 LIs and 19USs as requirements for a value-sensitive
design of CAs. Based on these findings, we derived 14 preliminary DPs for a value-
sensitive CA that aim to address OECD AI principles two to five. The design principles
(and the LIs as well as the USs the particular DP is derived from) are depicted in Table 3.
OurDPswere formulated based on the analysis of current issues related to value-sensitive
design, design of CAs and requirements of users based on social response theory [27, 28].
We argue that a CA (and possibly other AI-based ISs) that instantiates our DPs increase
the perceived humanness of the CA, for example, through more trustworthy design
elements and thus improve the overall user experience and interaction. For example, a
value-sensitive CA that employs amechanism to avoid data bias in the training’s data and
is instantiated in different languages for different cultural and age backgrounds should
be perceived as fairer and human-centered, and thus the interaction with the CA should
result in a better user experience.
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Table 3. Preliminary design principles according to [62]

Dimension # Design principles (DPs) LI US

Human-centered
values and
fairness

DP1 For designers to establish a human-centered
CA, which is perceived as fair by users,
employ a working step that ensures data
collection fulfills the minimalism and
general data collection regulation to ensure
that the user does not feel treated unfairly
because of not context-relevant information

LI4 US1

DP2 For designers to implement fairness in CA,
employ a mechanism that checks the
training data for representativeness and bias
to make the user feel confident while using
the CA and sharing information

LI 1,3 US1

DP3 For designers to build a human-centered
CA, employ a chat indicator in the design
that signals compliance with democratic as
well as moral and ethical values to enhance
the users’ perceived fairness

LI4 US4

DP4 For designers to implement a fair and
human-centered CA, ensure widespread
accessibility and usability to allow users
from different language and age
backgrounds to easily interact with the CA

LI2 US2,3

Transparency and
explainability

DP5 For designers to enhance the perceived
transparency and trustworthiness of a CA,
employ an indicator (e.g., some sort of
certificate) showing that the CA is
compliant with national and international
laws and standards to allow the user to
perceive the rightful design

LI6, 8 US5,6

DP6 For designers to establish a transparent CA,
consider feedback cycles and traceable
structures to allow the user to understand
internal processes and outcome generation
and thus enhance understanding

LI5,
7,8

US8

DP7 For designers to employ transparent CAs,
integrate an indicator/avatar that educates
the user about data collection procedures to
allow the user to feel involved and well
advised

LI8 US9

(continued)
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Table 3. (continued)

Dimension # Design principles (DPs) LI US

DP8 For designers to establish transparent and
understandable CAs for users, develop a
professional wording, flexible (exit
strategies, keyword independent solving)
and empathetically communicating avatar
that creates a convenient and pleasurable
user experience

LI8 US5, 6,7

Robustness,
security and
safety

DP9 For designers to design robust and secure
CAs for users, employ an indicator that
signals the user protection of sensitive data
and implements safety and security
standards/laws to allow the user to feel
protected against any type of harm or abuse

LI9,
10

US11

DP
10

For designers to establish robust CAs for
users, employ regular security checks and
well-elaborated risk management strategies
that ensure data and privacy security and
therewith enhance overall resilience

LI 11 US10,12–14

DP
11

For designers to develop robust CAs,
employ some sort of official certificates in
the design that allow the user to strengthen
perceived reliability and safety through
serious commitment

LI 12 US11

Accountability DP
12

For designers to establish accountable CAs
employ a mechanism that demonstrates
independent audit or control organs are
regularly revising the CA to ensure
compliance with given laws and standards
and signals the user trustworthiness for the
CA

LI
13,15

US16

DP
13

For designers to design accountable CAs,
employ an indicator that makes internal
reporting strategies and guidelines available
for the user and allow for further
information and therewith enhance
perceived responsibility

LI 14 US15, 18

DP
14

For designers to design accountable CAs,
employ logging and tracking mechanisms to
establish clear structures that can easily be
retraced and understood by users in order to
allow for the correct functioning and clear
communication towards the user

LI 14 US17, 19
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4.4 Step 5: Expert-Based Evaluation of Design Principles

In the next step, we aimed to evaluate our preliminary DPs with experts from different
domains, such as IS,HCI, and psychology.Our primary goalwas to both qualitatively and
quantitatively evaluate if the design principleswould be of use from the perspective of the
experts and if they are robust and important for the design of ethical CAs. Therefore, we
performed expert interviews following the criteria of [32]. The interview questionnaire
consisted of 46 items and was composed of three parts. We started with an introduction
about research onCAs and ethical design to provide a basis for a common understanding.
In the second part, we sequentially showed the interviewees our preliminary DPs for a
value-sensitive design of CAs and asked questions about their relevance, usability, and
robustness. (e.g., “How important/useful/robust is this DP for an ethical design of CAs
and why?”). We quantitatively captured their impression on a 5-point Likert scale from
“fully disagree” to “fully agree”.Moreover, we documented their qualitative justification
of the answer for each DP. The questionnaire closed with a creative task, where we asked
the experts to derive concrete design features on how the DP could be instantiated. We
aimed to further evaluate our DPs by analyzing if the experts could deduct a specific
design feature from the principle. Moreover, by doing so, we received further design
knowledge about potential design instantiations. We provided an empty CA box, where
the participants were asked to draw/sketch a design feature or write down their ideas in
design statements. In total we interviewed ten experts - eight were researchers, while two
were practitioners. The mean age was mean = 28.20 (SD = 8.53), seven were female,
three were male. In average the interviews lasted mean = 66.8 min (SD = 15.33).
The documented results were a) qualitatively evaluated by calculating the mean and
standard derivation (SD) for each DP and evaluation dimension (relevance, usefulness,
and robustness) and b) qualitatively analyzed by performing a cluster analysis of the
provided answers. The quantitative results of our interviews are displayed in Table 4 and
the qualitative cluster results along with exemplary quotes are displayed in Table 5.

Table 4. Quantitative results from the expert-based evaluation based on the three evaluation
dimensions (relevance, usefulness, and robustness) for each value-sensitive design principle

Relevance of DP Usefulness of DP Robustness of DP

DP Mean SD Mean SD Mean SD

1 4.70 0.46 4.7 0.46 4.0 0.77

2 4.60 0.49 4.4 0.49 4.1 0.94

3 4.4 0.92 4.3 0.90 4.0 0.77

4 4.9 0.30 4.8 0.40 4.7 0.46

5 4.5 0.81 4.6 0.66 4.4 0.80

(continued)
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Table 4. (continued)

Relevance of DP Usefulness of DP Robustness of DP

DP Mean SD Mean SD Mean SD

6 3.8 0.98 4.1 0.70 3.9 0.83

7 4.5 0.67 4.5 0.50 4.1 0.94

8 4.7 0.46 4.8 0.40 4.2 0.87

9 4.5 0.67 4.6 0.66 4.3 1.00

10 4.7 0.64 4.6 0.66 4.7 0.64

11 3.8 1.54 3.9 1.58 3.6 1.50

12 4.6 0.49 4.6 0.49 4.3 1.00

13 4.0 0.77 4.2 0.60 4.3 0.46

14 4.0 1.18 3.3 1.15 3.5 1.29

Our evaluation confirmed that all DPs are mostly positively perceived by the experts
in terms of relevance, robustness, and usefulness. The mean values for the DPs are
promising when comparing the results to the midpoints of the scale. The relevance of
all design principles is better than the neutral value of 3, and all fourteen DPs have
normalized values greater than 0.7 (greater absolute values than 3.5), which indicates a
high relevance.Regarding theusefulness, onlyDP14 is evaluatedwith ameanvalue lower
than 4, which can be explained by the fact that tracing and logging user activities seem to
generally be seen sceptical by potential users, which highlights a particularly sensitive
area to users that could be meaningfully addressed by value-sensitive design activities.
This is reflected in an exemplary expert comment “Users don’t want their actions and
habits to be traced in such detail; they would feel supervised in an uncomfortable way”.
Twelve DPs are regarded as highly useful with higher normalized values greater than
4.0 (except for DP 6 and DP 11). Regarding the robustness of the DPs, eleven out
of fourteen DPs received higher mean values than 4.0. Only DP11 is regarded as less
robust by the experts with a mean = 3.6. The SD for DP11 with regards to robustness
is quite high (SD = 1.50) indicating that there is a disappearance between the experts
judging the DP as not very robust or as very robust. In their qualitative comments, some
interviewees elaborated that they perceive certificates and signaling as important and
a way to demonstrate compliance with certain values or procedures. Others formed a
completely different image, stating that certificates can also be deceptive and should be
seen critically and cautiously, as they are not only advantageous. Eleven DPs are judged
as highly robust with greater mean values than 4.0 except for DP 6, DP 11, and DP 14.
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Table 5. Clustered qualitative results from the expert-based evaluations by representative
examples

Group Quotes

On fairness
(DP1–4)

“Mitigation bias and ensuring representativeness is of great
importance because it enhances perceived fairness.”
“It is harmful if the user has to be concerned about being
judged because of criteria (gender, age, religion) that need not
be relevant for the outcome”

On transparency and trust
(DP5–8)

“Certificates support perceived transparency and trust in CAs
as a signaling effect, (but be also aware of weaknesses).”
“Engage in understandable structures and consistent
regulations to help users follow the outcome process and
reassure with feedback questions that intended goals are
reached.”
“I think providing information concerning different topics (e.g.,
data collection/use, internal risk strategies) is crucial for
transparency and trust.”
“I think clear and honest communication about data collection
and usage is of great importance. If this is not part of the
communication process, the user could feel unsure and is not
be likely to trust the system.”
“From my experience users value adequate language and
questions as key to perceive a CA as capable and trustworthy”

On robustness, safety, and
security
(DP9–11)

“Sensitive data of users have to stay private to make users feel
more confident”
“To enhance trust and robustness, implement regular safety
checks and reduce error tolerance”
“Especially data security and compliance with the DSGVO
should be basic elements of CAs”

On accountability (DP12–14) “An accountable CA should be controlled by independent
institutions to ensure regular improvement and compliance
with legal norms and standards.”
“Users like to be ensured that internal and external
structures/organs prevent misuse or harmful action”

As described above, we also included qualitative questions in our questionnaire to
receive the participants’ opinions about the DPs and reasons for their quantitative judge-
ments. The general attitude about most DPs was very positive. Especially the principles
for trust and transparency were highlighted often by the interviewees. However, the
DPs on accountability sometimes seem to be not clear enough. The clustered results are
displayed in Table 5 along with the OECD principles.

Moreover, the experts revealed some interesting ideas and concepts for implementing
the DPs as instantiated CAs, e.g., for usability and trust, “Insert an EXIT-Button to stop
interaction or to switch to human.”, or for visualization, “Insert control units for the
size of writing or the sound, in general, be adaptive to different user needs.”, and for
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different user groups “Use of symbols instead of texts to makes interaction easier and
more intuitive for elderly users”.

5 Discussion and Conclusion

Besides a multitude of behavioral and design-oriented studies on CAs, a distinct ethical
perspective on CA design falls rather short in current literature. Therefore, in our paper,
we presented first insights into how to deduct actionable design knowledge for the design
of value-sensitive CAs based on contemporary ethical frameworks for AI design. We
document 15 literature issues based on 87 papers and 19 user stories based on eleven user
interviews on how to design a value-sensitive CA following the OECD AI principles.
Moreover, we derived and evaluated 14 design principles that address them. Our results
show interesting findings for the design of conversational interfaces and possibly other
AI-based IS.

We, therefore, contribute to the design of CAs based on a value-sensitive approach
to ensure an ethical perspective on this emerging technology. We provide researchers
and practitioners with requirements and design principles for the design of their own CA
to help them to ensure their user manipulations are built based on an ethical grounding.
Especially with further advances of NLP and ML (e.g., [63]) and newly available data
sets for specific domain-related tasks (e.g., argumentation annotated corpora for argu-
mentation skill learning [64, 65]), design knowledge for a value-sensitive perspective
on CAs might encourage designers and research towards a more ethical design of these
novel ISs. This might help providers of CAs to communicate to the user how a value-
sensitive design approach has been followed based on our principles. Overall, we aim to
contribute to a nascent design theory [47] for the class of value-sensitive IS artifacts. We
systematically deduced design knowledge as documented in Table 1, 2, and 3. Due to
the systematic procedure, we aimed at generating a satisfying design contribution [66].
We believe with further empirical evaluation and instantiation of our generated design
knowledge; we contribute to a nascent design theory in IS (e.g., such as [9]). We, there-
fore, hope to encourage designers to focus more on an ethical design of conversational
IS.

However, our research also comes with limitations. Since our objective was to derive
practical design principles to help designers, we derived the requirements from a cer-
tain IS and HCI perspective. Different literature streams or different interviewees (e.g.,
interviews only from ethics) might lead to different results on different granularity lev-
els. Moreover, we abstracted and derived certain design principles to provide a holistic
design perspective of the OECD principles. Therefore, a certain abstraction level was
chosen. The question that remains for the individual domain and class of CAs is how to
instantiate the design principles as design features for their specific use case. Therefore,
we call for future work to provide empirical insights into the effects of specific principles
and instantiated design features on human perception.
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Abstract. Researchers often face challenges already in the early stages of a liter-
ature review, and thus, struggle in getting started with the search and in organizing
the process. This starting point is however of great relevance because design deci-
sions such as in terms of corpus creation have impacts on the entire results of the
review.By following the design science paradigm,we present the ‘SearchCanvas’,
a generic framework that aims at supporting the (creative) process of exploring,
specifying, and visually representing a literature search strategy. In doing this, we
contribute to the understanding of what components need to be considered when
deriving a search strategy and provide an instrument that enables researchers to
iteratively plan and communicate such strategies.

Keywords: Literature search strategy · Keyword-based search · Canvas-based
framework · Literature review · Design science

1 Introduction and Problem Awareness

The relevance of conducting rigorous literature reviews in any kind of project is uncontro-
versial (e.g., [1–6]). Reviewing the literature is a crucial starting point of every research,
and thus, used by researchers at different professional stages from students to graduates
to become familiar with or deepen their view on a phenomenon [7, 8]. In contrast to
narrative reviews, systematic reviews seek to ensure rigorousness through well-defined
processes as well as quality criteria such as traceability, systematicity, or reproducibility
[2, 9, 10]. Ensuring rigorousness enables other researchers to fully decode the review’s
path as well as to build on and complement the review’s findings.

Even though available methodological guidance (e.g., in the form of quality criteria
or procedure models) helps to perform literature reviews, it is however still challenging
to get startedwith the review and to formulate an appropriate search strategy—especially
for students and novice researchers. We argue that this can be attributed to three main
indications: First, although the review’s starting point is of great importance because
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“[failures] have a considerable impact on the resulting review’s quality” [11], (IS)
researchers often face the ‘dilemma at the start’ [11] because they have no clear orienta-
tion where to begin searching like in other disciplines that have, for instance, established
overviews of reference databases [12]. Second, although IS research is often intertwined
or linkedwith adjacent disciplines, conventional corpus creation often focuses on parts of
a phenomenon without the benefit of a larger context, which leads to deficits in terms of
identifying the majority of research [13]. Third, several authors stated dangers in terms
of a review’s linearity, particularly with regards to forcing reviewers to strictly apply
‘methodological checklists’ and not allowing them to adapt search strategies based on
an emerging understanding [14, 17]. Methodological flexibility is however demanded,
for instance, to make the review’s research questions more precise in successive stages
[15], develop a search phrase across iterations [16], and to perform an (initial) planning
phase not only at a review’s beginning [14].

In addition, from our personal experience as researchers, lecturers, and authors, we
also observed this discrepancy between the (particularly novice) researcher’s expecta-
tions and the systematic literature review’s degree of difficulty. On the one hand, novices
tend to prefer performing systematic reviews because they seem to have an easy to follow
set of specified start activities from selecting keywords to summarizing the results in the
form of a concept matrix for example. On the other hand, however, asking the researcher
about details concerning the decisions they have made, it often becomes evident that
there are serious deficits in the review’s rigorousness (e.g., search query was changed
at a late stage). To bridge these gaps, we aim at deriving a framework that facilitates
the (creative) process of specifying a literature search strategy, and thus, helps to divide
and conquer the complex task of getting started with a review. Therefore, we raise the
following research question (RQ): How to design a tool that supports specifying and
communicating literature search strategies?

In attempting to answer this, we carried out a design science research (DSR) study
in which we iteratively build and evaluate a framework, the ‘Search Canvas’, which syn-
thesizes the basic components that need to be considered during a literature search. As
canvas-based tools facilitate exploration and ideation [18], brainstorming, and collabo-
ration across disciplinary boundaries [19], we believe that this might be a helpful tool
to overcome challenges with regard to starting a search as well. Since we adapt known
solutions in the form of the canvas (e.g., known from the business model canvas [20]) to
new problems, we position our work as exaptation research (i.e., “adopt solutions from
other fields” [21]). Our contribution seeks to complement available knowledge on how
to conduct literature reviews and especially help novices organizing the starting point
of a review, for instance, by enabling them to jointly ideate within a team of reviewers,
communicate ideas to collect feedback from experts, and document (interim) results. In
doing this, we also hope to respond to calls for better documentation of design decisions
in IS research, which is a basis for transparency [5].

2 Research Background: Searching for Literature

A well-documented specification of the search strategy contributes to the rigorousness
of a literature review because it ensures transparency, systematicity, traceability, clarity,
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and reproducibility [5, 10, 14, 22, 23]. Generally, searching for literature can be carried
out through (1) a keyword-based procedure or (2) a systematic personal reading [8]. Both
have pros and cons: Personal reading needs a lot of time and keyword-based searches
depend on the selection of proper items. The identification of keywords in particular is
challenging [2] as certain concepts might have “dozens of completely different words or
expressions for designating the same phenomenon” [8]. Hence, the process of planning
and conducting a search is highly iterative and requires continuously finding/validating
terms [24].

In order to handle the complexity of the search phase, authors have providedmethod-
ological recommendations for literature reviews. For example, [25] suggested phases
including conceptualization of topic and literature search, and argued that a review
should start with a broad conception of what is known about a certain topic to provide
definitions of key terms (e.g., by using seminal books). The search itself should contain
information related to databases selected and keywords used. [26] proposed guidelines
consisting of steps including searching for the literature in which the authors claimed
for explicit descriptions of the search process and the justification of how the compre-
hensiveness can be assured (e.g., journal selection and clear keyword definition). In [27],
a procedure model is presented comprising generating a search strategy that consists of
using various combinations of keywords, drawing up a list of synonyms and alternative
spellings, as well as deriving search strings by means of Boolean operators. The author
called for explicitly documenting and justifying the entire search. By laying a focus on
transparency and systematicity, [14] proposed beginning with developing a review plan
(e.g., formulate a research question, describe review goals, publish review protocol),
searching the literature (e.g., define criteria for inclusion, select databases, describe
search strategy), and selecting studies (e.g., describe screening process, list included
studies). [13] explored the creation of a corpus and differentiated between steps for
identifying boundaries and construct a corpus.

In attempting to operationalize such recommendations, so-called review protocols
are provided that help to structure and document literature searches. Although review
protocols are usually employed for systematic reviews, they are according to [11] valu-
able for all types of reviews. Those protocols aim at minimizing the bias in the study and
are a critical element within a review [28]. Especially in the context of software engi-
neering, progress towards a unified protocol has been made: Several authors [27, 29]
deduced a search process template differentiating between electronic databases (name,
search for each database, date of search, years), journal hand search (name, years), con-
ference proceedings, efforts to identify unpublished studies (e.g., researchers contacted),
and other sources (date, URL); [30] specified elements for the search process includ-
ing search strings, inclusion criteria, exclusion criteria, initial primary study selection,
and final primary study selection; [28] complemented these ideas through a procedure-
perspective and defined the first phase for a review with steps for specifying a research
question, develop a review protocol, and validate it. As another example, [31] presented
search planning worksheets containing elements for databases, grey literature, journals,
and experts to contact. In the IS discipline, [11] emphasized the great relevance of such
protocols and [26] argued that protocols are particularly worthwhile to have in case of
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multiple reviewers within a single project to ensure clearness and consistency in terms
of the search procedure.

Nevertheless, although recommendations related to the search strategy are available,
still various challenges occur—for novice researchers in particular—such as identifying
adequate items or combining items into a search phrase [2, 8, 11]. Additionally, as there
is a heterogeneous set of protocols, there is a need for a holistic overview of relevant
components in IS. In contrast to subsequent phases in the review such as categorizing
literature and managing bibliographic data that is well-supported by tools [22], the
creation of a search strategy is still more an ‘art than sciences’ that requires awell-defined
structure and a significant amount of knowledge and experience.

3 Research Design: A Design Science Study

3.1 Justification and Overview of Design

In order to achieve our overall goal, we developed the Search Canvas. We decided to
derive a canvas for literature searches because of four main reasons: First, visualization
in general helps to structure information and allows us to overcome cognitive over-
loads [32]. Second, so-called visual inquiry tools such as the business model canvas
[20] support the joint process of exploration and ideation, are expected to be effective
in individual and group settings, and are easy to use [18]. Third, some of the canvasses
have experienced worldwide success and great acceptance (e.g., business model can-
vas has been downloaded more than 5.000.000 times) [19]. Based on a survey, users
stated that by means of canvas they achieved, for instance, better conversation, a shared
understanding, better brainstorming, better collaboration across disciplines because it
is intuitive, visual, and simple [19]. Moreover, [33] identified positive effects on the
actual learning and the perceived ease of learning. Fourth, canvasses have been adapted
to methodological purposes such as design science [34] as well as in domains as diverse
as data-driven businesses [35], service design [36], or sustainability [37]. We believe
that these reasons and benefits are also helpful for literature searches, especially to (1)
address the iterative and creative character of specifying a search strategy, (2) commu-
nicate interim strategies and enable other stakeholders and experts to provide feedback,
and (3) enable interdisciplinary teams of researchers to collaborate with the canvas as a
so-called boundary object (i.e., provide interfaces for different worlds [38]).

Our overall study is structured by utilizing Hevner et al.’s [39] framework (see
Fig. 1). This framework bridges the environment and the knowledge base with the actual
DSR project. For building our artifact, the Search Canvas, we adapted principles for
visual inquiry tools [26] and relied on different sources: Conceptualization of available
methodological guidance for literature reviews to draw on existing knowledge; a system-
atic review of articles published in high-ranked IS journals to examine how the search
strategy is reported/created in ‘practice’; think aloud-sessions—as part of an established
research paradigm investigating people’s cognitive process and behavior [40]—to reveal
how researches actually derive a search strategy and which problems occur. For eval-
uation, we aimed at gathering both qualitative insights utilizing a survey of potential
users and quantitative insights through performing an A/B-test that helps to disclose the
effects of applying our artifact.
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Fig. 1. Research design including different steps (1–7), according to [39]

In total, we ran through two major iterations (i.e., design cycles) of building and
evaluating our Search Canvas. Next, both iterations are described in detail.

3.2 Iteration 1 – Initial Search Canvas

Conceptualizing Related Work (1). First, we aimed to build on available knowledge, and
thus synthesized methodological guidelines and components that need to be considered
during the literature search phase by means of a rather narrative review approach [4]. In
doing so, we deduced relevant concepts frommethodological work on literature reviews
(see also Sect. 2).

Examining Literature Review-Articles (2). Afterward,we analyzedhowexisting studies
in IS research describe their search.1 Therefore, we conducted a broad search with the
following search phrase: “literature review” OR “literature analysis”. Since the first
popular articles in IS research regarding systematic literature reviews start in early 2000,
we limited the results to ‘from2000’.As sources,we selected leading IS journals from the
AIS Senior Scholars ‘Basket. As a result of the rather broad search phrase, we found 999
articles. Following [3], a complete keyword search as well as an evaluation of titles and
abstracts was applied. The articles that did not comprise related terms such as ‘literature
review’ or ‘literature analysis’ were eliminated. The remaining articles (n = 135) were
verified by the full text, and non-relevant articles (i.e., the methodology is not described
explicitly) were eliminated (n = 51).

We examined the obtained sample according to the following characteristics: ‘Search
items specified’ (are the items defined in a fix or a fuzzy manner); ‘no. of items’ (the
number of specified keywords); ‘derivation of search items’ (description and justification
of why the items are selected); ‘search sources’ (sources selected in a fix or fuzzy
manner); ‘search phrase’ (logically combination of the items). As an excerpt from the
results2, we found a total of 51 studieswith 209 search items and 7 search phrases. Hence,
there is an average of approximately 4.09 search itemsper paper.Nonetheless, the amount
of search items and sources that were selected within a review varies considerably.

1 The entire list of IS articles from the review is available upon request.
2 For more details on the results of our literature review, see also [16].
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As an example, whereas [41] used 21 search items, [42] only one item. Moreover, we
found that 27.45% defined their keywords in a fuzzy manner (e.g., with “such as”)
and only 13.72% described their phrases, which makes it hard to trace the process in
detail. Although important to ensure rigorousness, only 54.90% followed a research
methodology of which 18 articles refer to Webster and Watson [3].

Examining Think Aloud-Sessions (3). To disclose people’s cognitive processes [44], we
carried out several think alouds [43]. Following the ‘10 ± 2 rule’ for evaluations [45],
we selected eight participants: Six Ph.D.-students (IS, Information Management, and
Operation Research) from one to four years of work experiences; two master students
(IS). Thus, our selection comprises especially novice and early-stage researchers. The
participants came from different universities, and all of them conducted at least one
literature review by themselves. All sessions were carried out individually in a sepa-
rate office with three actors (participant, moderator, and observer). For collecting data,
an audio recording was made and observations were protocolled. The workshop was
divided into three major parts: First, in the introduction, we welcomed the participants,
described the rules of the workshop, outlined the task that has to be executed. Second,
the participants received a sheet that summarizes important information related to think
aloud and the task to be carried out. The task aims at creating a search phrase for a
literature review (here, on ‘sustainability and business models’). If a participant stopped
talking, the moderator reminds her/him to continue talking. In case that a certain part of
a search strategy or at least the entire strategy was comprehensible, the moderator for-
warded it to the next step. Third, in the final part, the participants were asked to answer
some questions regarding literature reviews in general. In line with our study’s purpose,
two researchers coded the obtained data independently to determine (a) problems and
challenges while setting up a search strategy as well as (b) typical activities that were
performed during the specification of a search strategy.

Surveying Master Students (4). To get qualitative (in-depth) feedback on the artifact’s
applicability and usefulness from potential users, we provided the initial Search Canvas
and a short questionnaire to eight IS master-leveled students enrolled in a course in
which they had to conduct a literature review (i.e., incentive in the form of a grade).
Therefore, the students employed the Search Canvas and answered questions as well as
gave general feedback in terms of the canvas’s usefulness (see Sect. 4).

Analyzing A/B-Tests (5). Additionally, to obtain quantitative insights and to explore
which differences occur when applying the Search Canvas against not-applying it, we
performed an A/B-test with 49 bachelor students enrolled in IS (incentive: bonus points
for the exam at the end of the course). In doing this, the artifact is investigated in a con-
trolled environment with potential ‘real users’ and ‘real tasks’ (here: to create a search
strategy). 24 students completed the task with the help of the Search Canvas and 25
students completed the task without using the Search Canvas (see Sect. 4).

3.3 Iteration 2 – Refined Search Canvas

Refining the Framework (6). Based on the lessons learned from the evaluation episode
in Iteration 1, we refined (i.e., built) the Search Canvas (see Sect. 4 for refinements).
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Demonstrating the Applicability (7). Following Peffers et al. [46], illustrative scenarios
that apply “an artifact to a synthetic or real-world situation aimed at illustrating suitability
or utility of the artifact” are among the most frequently used approaches for evaluating
frameworks. This is further emphasized by [39] who stated that “detailed scenarios
around the artifact [should be constructed] to demonstrate its utility”. In line with this,
we selected two different published IS literature review-articles and apply the refined
Search Canvas to (re-)document the literature search performed by the authors (see
Sect. 5).

4 Iteration 1 – Initial Search Canvas

4.1 Building the Initial Search Canvas

Drawing on the findings derived in steps 1–3, we built our Search Canvas. Ini-
tially, the canvas differentiates between the following components3: Purpose of search,
related domains, seminal work, search item candidates, search items, search sources,
combination candidates, final search phrase, and project management (see Fig. 2).

Search Item 
Candidates

Search Items Combina�on 
Candidates

Final 
Search Phrase

Related Domains

Purpose of Search

Seminal Work

Search Sources

Project Management

Fig. 2. Our initial framework for search strategies (Search Canvas, Iteration 1)

4.2 Surveying Master Students (Qual. Evaluation of Initial Search Canvas)

In step 4, to get feedback on the artifact’s usefulness from potential users (e.g., novice
researchers), we provided the canvas as well as a short questionnaire to eight IS master-
leveled students with (a) closed questions that should be answered through a Likert-scale
and (b) open questions that should be answered through text fields. By analyzing the
closed questions, two observations emerged (see Table 2): First, documentation is the
highest-ranked purpose of the Search Canvas (5.0). Second, the overall helpfulness of
the Search Canvas is quite high (4.62). In terms of open questions, we obtained positive
feedback referring to the framework’s ability to structure the search process (P2, P6, P7,
P8), the framework’s simplicity (P5), and the support of brainstorming keywords (P5).
In contrast, one improvement could be deduced: Ambiguous difference between ‘search
item candidates’ and ‘search items’ (P5). In Iteration 2, we have merged and renamed
these components (see Sect. 5) (Table 1).

3 For space reasons, we described the components of the refined Search Canvas—see Sect. 5.
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Table 1. Questionnaire results (Likert-scale from 1 low to 7 high)

P1 P2 P3 P4 P5 P6 P7 P8 AVG

I am familiar with lit. reviews 6 4 1 2 4 4 5 6 4

I am familiar with procedure models for literature
reviews

6 3 1 2 4 4 4 5 3.62

I am familiar with tools for lit. reviews 5 3 1 2 5 4 5 6 3.87

I think the framework is helpful 6 5 5 3 4 4 5 5 4.62

Documentation of the search is easier via the
framework

6 6 – 4 4 4 4 6 5

Specification of the search strategy is easier via the
framework

7 3 – 4 6 4 5 6 4.83

4.3 Analyzing A/B-tests (Quant. Evaluation of Initial Search Canvas)

Step 5 sought to gather insights about potential effects occurring from the usage of the
framework. Therefore, we conducted a preliminary A/B-test that distinguishes between
two groups (i.e., experiment and control group) each with a set of randomly assigned
students. The test was held within an obligatory course for (IS) research methods. The
participation was anonymous and voluntary, and thus, there was no direct incentive in
the form of a grade/credits but participating helped the students to successfully pass the
overall course. The task (~30 min) that had to be solved was formulated as follows:
‘Systematically create a search strategy (i.e., the first phases of a literature review in
particular) that seeks to identify articles providing extensions for the process modeling
notation BPMN 2.0’. All of the participants were familiar with at least one procedure
model for literature reviews (e.g., [25] was discussed within the course) and with process
modeling (part of the curriculum). A total of 49 IS bachelor students participated in the
test, 24 students inGroupA (i.e., with the Search Canvas and a short description) and 25
students in Group B (i.e., without the Search Canvas). The results of the demographic
and experience data are summarized in Table 2.

Table 2. Demographics/experiences (scale: from 1 low to 5 high; group averages reported)

Group A Group B Difference Median

I am familiar with BPMN (domain of review) 2.78 3.18 0.40 2.98

I am familiar with lit. reviews 2.83 2.82 0.01 2.83

I am familiar with the procedure model [25] 1.67 1.27 0.39 1.47

I am familiar with additional procedure models for
lit. reviews

2.61 2.59 0.02 2.6

Table 3 reports (a) the frequency in percent (%) of how often a typical search strategy
component is addressed by the groups (e.g., how often did participants refer to ‘related
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disciplines’) as well as (b) the number of items within a component (e.g., how many
‘seminal works’ are specified, accumulated across the answers). As this evaluation task
was executed individually, the component ‘project management’ has not been used.

Table 3. Results from the A/B-test (Group A = with canvas; Group B = without canvas)

Components Group A (n = 24) Group B (n = 25)

% addressed
component

No. of elements % addressed
component

No. of elements

Purpose of
search

55% – 88% –

Related
disciplines

50% 6 0% 0

Seminal works 33% 8 11% 1

Search item
collection

61% 46 22% 7

Search sources 50% 22 44% 4

Preliminary
combination

5% 1 0% 0

Final search
phrase

0% – 33% –

Project
management

n.a. n.a. n.a. n.a.

Based on the results, fivemain observations emerged: First, the groupwith the canvas
has addressed more components of a literature search (e.g., 33% specified ‘seminal
work’ in contrast to 11% from the non-canvas group; 61% specified ‘search items’ in
contrast to 22% from the non-canvas group). Second, the component ‘related disciples’
is only addressed by the canvas-group. Third, in addition to these advantages, the results
indicate that the ‘purpose of search’ is described more frequently in the non-canvas
group (88% against 55%). Fourth, two components were addressed rather low, namely
‘preliminary combinations’ (5% with canvas against 0%) and ‘search phrases’ (0% with
canvas against 33%)—this might be due to the given task during the think aloud-sessions
that focuses primarily on the first steps of creating a search strategy. Fifth, even though
the component ‘search source’ is addressed equally (50% with canvas against 44%),
the number of potential search items is considerably higher within the canvas-group (46
items against 7 items).

Furthermore, we could observe that the component ‘related domains’ often contains
websites, so the term ‘domain’ was misunderstood. To overcome this shortcoming, we
revised the wording in Iteration 2 (see Sect. 5).
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5 Iteration 2 – Refined Search Canvas

5.1 Refining the ‘Search Canvas’

Based on the lessons learned from Iteration 1, three major refinements have been made
(step 6): First,we havemerged ‘search itemcandidates’ and ‘search items’ to ‘search item
collection’ because participants mostly did not use both components. Second, we have
renamed ‘related domains’ into ‘related disciplines’ because some participants tended to
provide websites. Third, we have renamed ‘combination candidates’ into ‘preliminary
combinations’ and have added more guiding questions for the usage. Moreover, we
decided to rename the component ‘project management’ into ‘collaboration’ as this is
quite broad and users might think of controlling, etc., which is not meant. Overall, in
line with the 7 ± 2 heuristic [47]—the magical number that describes the number of
chunks handled through the short-term memory—, the refined canvas comprises nine
distinct but interrelated components (see Fig. 3).

Search Item 
Collec�on

Search 
Sources

Preliminary 
Combina�ons

Final 
Search Phrase

Related Disciplines and Research Streams

Purpose of Search

Inclusion and Exclusion Criteria

Collabora�on

Seminal Work

Fig. 3. Framework for literature search strategies (Search Canvas, Iteration 2)

In the following section, the components of the Search Canvas are described in more
detail. To do so, we refer to the three sources examined during the artifact building
(steps 1–3) as well as to selected evaluation episodes (steps 4–5).

Purpose of Search. The structure of the review to be conducted highly depends on the
overall goal and the research questions that are formulated within a project [11]. Thus,
the review’s key questions [14, 27, 28] and purposes should be clearly stated [22, 26] as
well as the actual problem that is addressed by means of the review [9].
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Related Disciplines and Research Streams*4. Describing the specific researcher’s per-
spective on the phenomenon of interest is helpful because the readers might more easily
follow why specific decisions are made during the review. [13] pointed out that reviews
often see only a part of the phenomenon for which reason it would benefit from the larger
context. Particularly in emerging fields in IS such as digital transformation or artificial
intelligence, phenomena become increasingly interdisciplinary. Furthermore, by deter-
mining interfaces to other disciplines and research streams, potential search terms and
sources can be deduced.

Seminal Work. The participants of the think aloud-sessions emphasized that they usually
start with a review by exploring seminal authors and co-authors, seminal publications,
and seminal books from a certain phenomenon of interest. This is further evident by
methodological literature, for instance, “a preliminary search for seminal publications
canhelp researchers to identify and select search terms” [11] and identification of relevant
literature can be grounded on ‘main authors’ [24].

Search Item Collection*. The identification of potential keywords is a crucial and itera-
tive part of the search process. During the think alouds, we observed different strategies
for identifying possible search items: Looking up translations, synonyms, related words
in dictionaries, aswell asmodifications of a term like the base formof a certainword (e.g.,
lemmatization). After identifying potential keywords (mostly in the form of a ‘candidate
list’), suitable ones were selected. To foster this process, creativity techniques such as
brainstorming might be worthwhile to apply. This is also supported by methodological
guidance that, for instance, recommend engaging with a topic through encyclopedias,
textbooks, edited books, andworking definitions [11, 26] as well as exploring synonyms,
abbreviations, and alternative spellings [27, 31].

Search Sources. The selection of appropriate sources is highlighted through plenty of
statements. For example, [22] argued for selecting suitable databases, publication outlets,
and citation indexing services. [9, 15, 26, 29] named potential electronic sources includ-
ing Google Scholar, ProQuest, Scopus, EBSCO, IEEE Xplore, ACM Digital Library,
Elsevier, and the AIS Electronic Library. [27] clustered potential sources into journals,
grey literature such as reports, and conference proceedings. [13] listed possible sources
including books, book chapters, journal articles, conference articles, monographs, and
unpublished manuscripts.

Preliminary Combinations*. To combine selected search items researchers should (a)
consider Boolean operators and additional logical operators that are implemented by a
search engine or dataset used for the review [1, 28, 31] as well as (b) verify various alter-
natives of combining the search items [27]. During the think aloud-sessions, participants
also combined their search items by applying logical connectors such as AND, OR, and
NOT as well as by using specific search expressions such as “-” for the exclusion of
items, or “*” as a placeholder for unknown words/endings (truncation).
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Final Search Phrase. Since some participants argued that “[..] the hardest step in a
search is actually putting together the keywords”, we decided to split this step into two
components for potential candidates and the final search phrase. Doing this, we hope to
foster creativity by suggesting a separate first step that should allow an easy collection of
combinations of terms (i.e., divergent thinking). Afterward, in a second step, the user can
select appropriate combinations (i.e., convergent thinking). Available recommendations
on literature reviews support this, for instance: [11] stated that most literature reviews in
IS research are conducted through a search phrase, which helps to determine the review’s
scope and objectives, [22] argued for specifying a search strategy with a precise set of
search terms used, and [14] emphasized to report the ‘full electronic search strategy’ to
contribute to the review’s transparency.

Inclusion and Exclusion Criteria*. During the qualitative evaluation (step 4), we could
obtain feedback in termsof the importance of appropriate approaches that help tofilter the
sample to be collected. Therefore, we added a component for inclusion and exclusion
criteria, which is also supported by methodological guidance, especially for scoping
reviews [4]. In more detail, [27] specified inclusion criteria based on a specific time span
(e.g., 01/2004–06/2007), [27] excluded articles that did not define a research question,
and [1] suggest aligning such criteria along with the research question.

Collaboration. Often research is not an isolated endeavor, so that different researchers
collaboratively work on a certain project—in particular in highly interdisciplinary fields.
Since there is an increasing amount of available publications that need to be reviewed, a
team of researchers is required to handle this amount [26], which needs to be coordinated
[28], for instance, during the screening steps [4]. It might also be helpful to consult
(domain) experts that, for example, verify or suggest a set of relevant keywords or
relevant search sources [31].

5.2 Exemplary Guiding Questions

In addition, to guide the application of the framework, we propose exemplary key
questions for each of the components (see Table 4).

5.3 Demonstrating the Applicability

According to [46], illustrative scenarios are among the most frequently used approaches
for evaluating frameworks. Following this, in step 7, we selected two IS studies from
our sample of literature review-articles and described them through our Search Canvas
(Fig. 4): First, [48] who sought to identify structuring themes within 20 years of IS-
enabled organizational transformation (purpose), which was inspired by Scott Morton
in 1991 (seminal work). At the intersection of strategic management and IT-enabled
business transformation (related disciplines), the authors lay an IS-view on that phe-
nomenon. Thus, they searched in IS outlets such as EJIS and JIT (sources) by employed
several keywords including ‘strategic transformation’ (search items), which were com-
bined utilizing an OR-operator (phrase). During the search, [48] particularly included
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Table 4. Exemplary key questions for guiding the framework’s usage

Component Exemplary key questions

Purpose of search What is the overall goal of the study?
What is the actual problem or need to be addressed?

Related disciplines Which are related disciplines of the phenomenon of
interest?
Which streams of research/genres exist on the
phenomenon?

Seminal work Which seminal articles, books, etc. exist?
Which seminal authors and co-authors exist?

Search item collection Which synonyms, translations, hyponyms, hypernyms
exist?
Which abbreviations and alternative spellings exist?

Search sources Which are the key outlets of the review‘s field?
Which databases and citation indexing services can be
used?

Preliminary combinations Which Boolean operators are supported by a search
source?
Which (syntax) expressions are supported by a search
source?

Final search phrase Which combinations would have the most promising
results?
Which combinations are suitable for which search source?

Inclusion and exclusion criteria When to include or exclude a paper to be reviewed?
Does a paper to be reviewed seem to be relevant for the
review?

Collaboration Who is your research collaborator and what is his/her role?
Which experts can be contacted/consulted?

empirical studies and excluded studies linking transformation to enterprise systems, etc.
(inclusion/exclusion). Second, [49] examined IS studies employing Grounded Theory
to disclose the specific role of axial coding (purpose). The topic, placed within the field
of qualitative research methods (related streams), is well-grounded on previous work
such as from Strauss & Corbin and Glaser (seminal work). Hence, [49] searched for
the keywords ‘strauss’, ‘corbin’, and ‘axial’ (search items) in the AIS Senior Scholar’s
Basket (source), which were combined through a Boolean OR (search phrase). The
authors excluded articles that do not refer to the specified seminal authors or do not
employ axial coding (inclusion/exclusion). Both studies are conducted by several authors
(collaboration).
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Search Item 
Collec�on.
Organiza�onal trans-
forma�on; transforma�on of 
the firm; business trans-
forma�on; radical change; 
revolu�onary trans-
forma�on; revolu�onary 
change; radical trans-
forma�on; disrup�ve 
transforma�on; strategic 
transforma�on; informa�on
Systems; informa�on 
technology’

Search Sources.

ABI Inform/Global, 
JSTOR, Science Direct;
Systemes d’Informa�on 
et Management; 
Website of Palgrave 
MacMillan; EJIS; JIT

Preliminary 
Combina�ons.

---

Final  Search 
Phrase.
‘organiza�onal 
transforma�on’’ OR 
‘‘transforma�on of the firm’’ 
OR ‘‘business transforma�on’’ 
OR ‘‘radical change’’ OR 
‘‘revolu�onary trans-
forma�on’’ OR ‘‘revolu�onary 
change’’ OR ‘‘radical 
transforma�on’’ OR 
‘‘disrup�ve transforma�on’’ 
OR ‘‘strategic transforma�on’’ 
AND ‘‘informa�on systems’’ 
OR ‘‘informa�on technology’’

Related Disciplines and Research Streams. Strategy/Strategic Management, 
Organiza�onal Theory , IT-enabled Business Transforma�on. 

Purpose of Search. Reviewing 20 years of literature on IS-enabled Organiza�onal Transforma�on 
to be�er understand the phenomenon and iden�fy structuring themes.

Inclusion and Exclusion Criteria. Included empirically based papers, IS or IT-enabled OT 
men�oned in the abstract; Excluded ar�cles where authors linked OT to a par�cular IT 
fashion or a typical enterprise system; Excluded those studying trajectory changes in an industry.

Collabora�on.
Author team (“we”).

Seminal Work. “In 1991, the wave of [Organiza�onal Transforma�on ] OT was fuelled
by the book edited by Sco� Morton […]”

Based on Besson & Rowe [48]

Search Item 
Collec�on.

‘Strauss’, ‘Corbin’, 
‘axial’

Search 
Sources.

Senior Scholars’ Basket 
of Journals (because 
such studies would have 
gone through a rigorous 
reviewing process).

Preliminary 
Combina�ons.

---

Final  Search 
Phrase.

<‘Strauss’ or
‘Corbin’ or ‘axial’>.

Related Disciplines and Research Streams. 
Qualita�ve research methods.

Purpose of Search. Detailed analysis of IS studies that employ Grounded Theory, par�cularly 
the axial coding. Research ques�on: “What is the role of axial coding […]?” 

Inclusion and Exclusion Criteria. Excluded ar�cles where it was obvious that they do not relate 
to the use of S&C coding procedures, only refer to work of Strauss & Glaser, or do not refer to 
axial coding.

Collabora�on.
Author team (“we”).

Seminal Work. ‘Handbook of Grounded Theory’ (Bryant & Charmaz); ‘The Basics of Qualita�ve 
Research’ (Strauss & Corbin 1990); ‘Basics of Grounded Theory Analysis’ (Glaser 1992); 

Based on Seidel & Urquhart [49]

Fig. 4. Illustrative scenarios demonstrating the framework’s applicability

6 Discussion and Conclusion

The sources examined in this study revealed challenges for searching literature and
demands in terms of standardized templates that help to document the search strategy
in a flexible manner. As an example, although methodological guidance stressed that
the entire process has to be documented [5], our analysis of state-of-the-art reviews in
IS indicates that this is fulfilled by limited studies: Only 7/51 articles specified a search
phrase, there is great heterogeneity in the number of keywords used (between 1–21
terms), and only 28/51 articles followed a systematic procedure. Furthermore, as dis-
closed through the think alouds, even though the participants were familiar with review
procedures, they struggled with the search process, thus asking for “guidance on the
derivation of a search phrase”. Against this backdrop, we examined the main compo-
nents of keyword-based searches in IS to design a supporting framework. Therefore,
we conceptualized available methodological guidance on literature reviews, literature
review-articles, and think aloud-sessions to deduce a set of main review components.
Drawing on this conceptualization, we iteratively developed and evaluated the Search
Canvas across two major iterations.

Our contribution is threefold: First, we contribute to an understanding of what are
essential components that should be considered and reported during the early stages of
a review, and thus help particularly novice researchers to get started with the search. We
present a framework for structuring and visualizing search strategies, which importance
is emphasized by various authors in IS such as [11] who emphasized that “a search proto-
col is a useful way to guide and organize the literature search”. Although documentation
is a major aspect of ensuring transparency (e.g., “quality of a review is rather reflected
by the thoroughness of the documentation of the search” [4]), steps for searching and
screening are often (still) underrepresented in IS-reviews [5]. Second, since the canvas
facilitates exploration and ideation [18, 19], our artifact allows for methodological flex-
ibility [14, 15] through refining a search strategy across several iterations, for example,
by communicating ideas and collecting feedback from experts. Third, the canvas might
help facing challenges in terms of the corpus creation [13] because (a) researchers might
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pay more attention to critical aspects such as adjacent disciplines and the broader phe-
nomenon’s context utilizing the canvas (e.g., as shown during the evaluation) as well as
(b) brainstorm on and validate strategy aspects such as search terms and sources through
the help of collaboration across disciplines.

Although this study contributes to how to get started with a literature review and
how to document the search strategy, it is not free of limitations that open avenues
for future research. First, we primarily report descriptive findings from the evaluation
and focused on quantitative insights, neglecting the investigation of whether a high
amount of keywords leads to ultimately better search phrases. In line with Parè et al.
[4], “we must also bring the ‘quality’ element to the discussion of conducting literature
reviews” for which reason further steps might be concerned with analyzing ‘precision’
(i.e., correctness, quality) in addition to ‘recall’ (i.e., completeness, quantity). Second,
even though all reviews require a minimum level in terms of being systematic [14],
we did not evaluate the applicability across different review types such as theoretical,
narrative, or descriptive reviews [4], especially quantitative-based reviewsmight demand
additional canvas components [5]. Third, whereas a canvas is intended to be the boundary
object that is continuously revised within a team of collaborators over a period of time,
our evaluation is restricted to a specific timespan and individual use. Further research
is required that explores the usage over time, for instance, through a case study or
longitudinal study. In doing this, researchersmight examinewhen review teams stopwith
the actual specification of a search strategy (e.g., adapting concepts such as ‘theoretical
saturation’) to provide guidelines on how to apply the iterative nature of the canvas.
Fourth, our study is limited to the group of users, namely IS students. As indicated by
the questionnaire (step 5), there seems to be a tendency thatmore experienced researchers
gave higher rankings for the framework’s usefulness—maybe because they did already
face several challenges during reviewing the literature.Hence, future endeavors can focus
on the target user groups and investigate for which groups the framework is suitable (e.g.,
IS education). Fifth, referring to the framework’s design, the artifact is based on own
decisions and interpretations (e.g., in terms of the components and their arrangement) as
well as on the underpinning research methods that have been applied, which both have
limitations.

In conclusion, we hope to complement the valuable stream of research on literature
review guidance that is already available for the IS discipline as well as shed light on the
first steps of deriving and documenting a search strategy. The initial evaluations indicate
promising results, especially in supporting novice researchers to perform, specify, and
document search strategies with a higher level of transparency.
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