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Preface

Challenges in Mechanics of Time-Dependent Materials, Mechanics of Biological Systems and Materials, and Micro-and
Nanomechanics represents one of four volumes of technical papers presented at the 2021 SEM Annual Conference &
Exposition on Experimental and Applied Mechanics organized by the Society for Experimental Mechanics held on June
14–17, 2021. The complete Proceedings also includes volumes on Dynamic Behavior of Materials; Mechanics of Composite,
Hybrid & Multifunctional Materials, and Fracture, Fatigue, Failure and Damage Evolution; Thermomechanics & Infrared
Imaging, Inverse Problem Methodologies, Mechanics of Additive & Advanced Manufactured Materials; and Advancement of
Optical Methods & Digital Image Correlation.

Each collection presents early findings from experimental and computational investigations on an important area within
Experimental Mechanics, the Mechanics of Time-Dependent Materials, Fracture, Fatigue, Failure, and Damage Evolution
being some of these areas.

The Time-Dependent Materials track was organized to address constitutive, time (or rate)-dependent constitutive, and
fracture/failure behavior of a broad range of materials systems, including prominent research in progress in both experimental
and applied mechanics. Papers concentrating on both modeling and experimental aspects of Time-Dependent Materials are
included.

The Biological Systems and Materials segment of this volume summarizes the exchange of ideas and information among
scientists and engineers involved in the research and analysis of how mechanical loads interact with the structure, properties,
and function of living organisms and their tissues. The scope includes experimental, imaging, numerical, and mathematical
techniques and tools spanning various length and time scales. Establishing this symposium at the Annual Meeting of the
Society for Experimental Mechanics provides a venue where state-of-the-art experimental methods can be leveraged in the
study of biological and bio-inspired materials, traumatic brain injury, cell mechanics, and biomechanics in general. A major
goal of the symposium was for participants to collaborate in the asking of fundamental questions and the development of new
techniques to address bio-inspired problems in society, human health, and the natural world. The 2021 Symposium is the 11th
International Symposium on the Mechanics of Biological Systems and Materials. The organizers would like to thank all the
speakers and staff at SEM for enabling a successful program.

The Micro- and Nanomechanics segment of this volume focuses on specialized scientific areas that involve miniaturizing
conventional scale components and systems to take advantage of reduced size and weight and/or enhanced performance or
novel functionality. These fields also encompass the application of principles ranging from the micron scale down to
individual atoms. Sometimes these principles borrow from conventional scale laws but often involve new physical and/or
chemical phenomena that require new behavioral laws and impart new properties to exploit. Studying how mechanical loads
interact with components of these scales is important in developing new applications, as well as assessing their reliability and
functionality. Establishing this symposium at the Annual Meeting of the Society for Experimental Mechanics provides a
venue where state-of-the-art experimental methods can be leveraged in these endeavors.

The 2021 Symposium is the 22nd in the series and addresses pertinent issues relating to design, analysis, fabrication,
testing, optimization, and applications of micro- and nanomechanics, especially as these issues relate to experimental
mechanics of microscale and nanoscale structures.

The track organizers thank the presenters, authors, and session chairs for their participation and contribution to these tracks.
The support and assistance from the SEM staff is also greatly appreciated.

Lowell, MA, USA Alireza Amirkhizi
Madison, WI, USA Jacob Notbohm
Worcester, MA, USA Nikhil Karanjgaokar
Boulder, CO, USA Frank DelRio
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Chapter 1
Advance of Collaborative Twinning Fields in Magnesium AZ31 via
the Strain and Residual Intensity Channels in Microscopic Image
Correlation

Necdet A. Özdür and C. Can Aydıner

Abstract Profuse mechanical twinning is a central element in the mechanical behavior of Magnesium alloys. In the attempt
to further employ this lightest class of structural metals in engineering applications, this micro-mechanism underlies
significant challenges due to its abrupt and unipolar activity. A significant trait in mechanical twinning is autocatalytic
activity, crudely, twinning in one grain triggering the twin in the next. In a sharply textured Magnesium polycrystal, this
entails a collaborative twinning front that abruptly advances across a vast number of grains, producing a Lüders-like banded
deformation. An area-scanning version of DIC with optical microscopy has been instrumental in studying this deformation
regime in situ, by producing quantitative strain data that bridges grain and sample length scales. These measurements
elucidate the multi-scale nature of the bands, clearly showing that a sample-scale collaborative twin band is composed of a
fine mesh of microscopic strain localization bands at the grain scale. To construct the physical connection of this strain
localization mesh to the underlying collaborative twinning field, however, one typically requires a separate microscopy study
where the twins are observed with electron microscopy. Recently, we have shown that a detailed microscopic image of the
twin band field can be derived from the same images that are recorded for DIC analysis. This is achieved via an imaging mode
called residual intensity that refers to a material-point-aligned subtraction of reference and deformed images—only the latter
containing the local intensity offsets imposed by the twin bands. The result is a pixel-resolution imagery of the twins that can
be superimposed over the calculated DIC strain fields. To maximize the benefits of this approach, DIC is conducted with high
resolution optics and a maximal magnification for optical DIC with ~250 data points per grain (average grain size 13 μm).

In the current effort, we will make a more detailed analysis of the band boundary and its advance, similarly utilizing strain
and residual intensity fields to obtain combined deformation and morphology data. As observed over residual intensity maps,
the macroscopic band boundary comprises a comb-like array of twins that protrude into the dormant material. We detail the
deformation/twin fields as the band advances normal to this boundary, namely, when the next section of the dormant material
undergoes collaborative twinning.

Key words Magnesium · Twinning · Microscopy · Image correlation · Residual intensity

1.1 Introduction

The mechanical behavior of wrought Magnesium is highly inhomogeneous and anisotropic due to its sharp crystallographic
textures combined with the variety and activation ease of Magnesium deformation micro-mechanisms. This leads to strong
load path dependence for these materials, namely, the set of micro-mechanisms that accommodate strain vary with the shape
and sense of the strain imposed [1–3]. The most fundamental changes in these deformation regimes are due to deformation
twin mechanisms, which are further unipolar. This means if a twin is profusely activated along one load path (e.g.,
compression), it is not activated over the reverse path (e.g., tension) [2, 4, 5]. The governing set of micro-mechanisms that
accommodate strain also change the spatial signature of how the strain is accommodated and the strain heterogeneity levels.
Coordinated (autocatalytic) twin activity [6–8] where twins propagate by triggered events lead to pronounced strain
heterogeneity in the form of multi-scale shear bands [1, 9].

Quantifying strain heterogeneity requires spatially-resolved strain measurement and the standard tool for this purpose has
digital image correlation (DIC) [10]. DIC can be applied at multiple length scales and it has been instrumental for investigating
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wrought Magnesium strain fields. In situ microscopic implementations of DIC are used to resolve the fine details of
deformation heterogeneity inside macroscopic twin bands with statistically significant data sets. These help illuminate the
collaborative nature of individual twinning events [1, 2, 9].

Strain information provided by DIC, however, does not directly offer any conclusive evidence of the underlying micro-
mechanisms. That means, parallel microscopy efforts are typically necessary to ascertain that the twins underlie the strain
localizations. On the other hand, at magnifications that are high enough to resolve strain localizations due to individual twins,
the DIC images are affected by the deformation steps caused by the twin activity on the surface. This means a local contrast
will be introduced to the recorded images over the twin band [1]. Recently, we have proposed a novel method to single out and
monitor these effects on the surface just by using the DIC images [11]. Here, a DIC-derived parameter “residual intensity” is
posed as an in situ mapper of new twin activity. Residual intensity is a material-point aligned subtraction of images recorded at
reference and deformed configurations. This is a separate, pixel-resolution data channel that naturally complements the
deformation measurements obtained from DIC analysis that are lower resolution by about an order. With its higher resolution,
and as a parameter that solely focuses on deformation-mediated image contrast changes, residual intensity can identify
morphological shapes of deformation micro-mechanisms, which would otherwise require meticulous SEM analyses to detect.
Of course, parallel microscopy by SEM is further limiting in the context of in situ area-scanning implementation of DIC, since
SEM can only be conducted ex situ at a single data point (typically chosen as the final point). Conversely, residual intensity is
available at any data point. The effectiveness of residual intensity maps for twinning Magnesium was demonstrated over a
rolled sample of Magnesium AZ31 under compression, where the interwoven twin fabric that constitutes the overall
macroscopic twin band, and its jagged extensions protruding toward the dormant material is imaged with extreme detail [11].

Residual intensity ideally removes all baseline surface features that are shared between reference and the deformed images
(including the initial DIC pattern). Therefore, the residual intensity map obtained from a set of images is expected to contain
only the “relative, deformation-induced, changes in surface features” between the two states of DIC analysis. Unlike classical
microscopy modes that allow imaging just at a single moment in time, residual intensity provides a unique view into the
relative changes between two arbitrary points in time. One of the advantages of this methodology is that it can allow a time-
resolved monitoring of the deformation structures when DIC is conducted among consecutive loads. In this application,
residual intensity should solely focus on the deformation agents that formed in this particular load increment. The goal of this
study is then to showcase this capability. To this end, we will introduce an extra load step over the already-twinned
Magnesium sample in Özdür et al. [11] and observe the further propagation of the twin band onto the neighboring regions
with DIC analyses that compare the extra load step with the previous one. We anticipate such a relative analysis to produce
strain and residual intensity maps that highlight formations only in the expansion zone of the shear band.

1.2 Materials and Methods

This study considers an additional load step over the Magnesium AZ31 sample that is considered in Özdür et al. [11]. Only
basic details about the sample are recovered in this section, and the reader is referred to this effort for more detailed
information on the sample preparation, crystallographic texture, and experimental procedures.

The dog-bone sample of Magnesium was electric-discharge machined from a rolled plate such that the DIC observation
surface is aligned with the RD-ND plane and the loading axis is aligned with the RD as indicated in Fig. 1.1a (rolling, normal,
transverse directions are aptly abbreviated as RD, ND, TD here). The resulting rolling texture favors activation of 1012

� �
and

1011
� �

tensile twin pair when the sample is under compression along RD, which is indicated on the sketch of a unit cell with
statistically the most common orientation in Fig. 1.1b.

The observation surface is first metallographically prepared to reveal grain boundaries and then added a sparse layer of
paint. The sample is then loaded in compression to a near perfectly plastic region called the twin plateau over the stress strain
curve [2, 9]. There is a very detailed multi-scale presentation of the state of the sample at the previous load point of this sample
in Özdür et al. [11]. Here, we inherit the sample in this state and impose an additional 0.45% (sample-averaged) strain to
expand the twin-mediated shear bands. Unfortunately, there is more than 2 months of time delay between the previous load
point and the additional procedure of the current effort. This time delay created superfluous contrast on the surface already
with environmental effects such as oxide formations and dust accumulation. These naturally contaminate the residual intensity
channel (but not to an extent to completely suppress its twinning-signal) as will be discussed later.

The experimental setup shown in Fig. 1.1c is mainly comprised of stationary macroscopic and microscopic optical lines for
macro-DIC (FLIR Grasshopper 3 camera, 2.3 MP Sony IMX174 monochrome sensor, Edmund Optics 0.5� telecentric lens)
at 11.6 μm/pixel resolution, and micro-DIC (FLIR Grasshopper 3 camera, 5 MP Sony IMX250 monochrome sensor, Navitar
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Ultrazoom 6000 tube lens, Mitutoyo M Plan APO 20� objective) at 0.0799 μm/pixel resolution; and a small form factor
tension-compression load frame (10 kN, Kammrath & Weiss) that is mounted horizontally on top of an X-Y-Z positioning
stage (Newport M-ILS series of X-Y, GTS30V for Z positioner). The entire setup is positioned on a vibration isolation table
(Newport RS4000). An in-house instrument software is used to facilitate the automated coordination of cameras and the
motion of the stages.

Standard experimental procedure employs continuous monitoring with the macro camera (and live macro-DIC analysis) as
the sample is loaded. When significant deformation changes are observed, the sample is sent under the micro-DIC line by the
automated script and micro-DIC area-scans are conducted. These record images of the surface over a predefined grid of
overlapping frames. In this experiment, we inspect a 3 frame by 3 frame (3� 3) sub-region of the larger 7� 5 area-scan of the
previous work [11]. The 3 � 3 frame grid produces a combination image of 30 Megapixels, covering a region of
0.40 � 0.48 mm2.

Each frame in the automated micro-DIC scan is auto-focused and auto-located (material field correction) in real time as
corrective measures. Auto-focusing counteracts the defocusing effect of expansion in Z-direction as the sample is deformed in
compression. This is achieved by automatic selection of the image with best focus measure value [1] from an image stack that
is recorded with fine increments in Z-direction. On the other hand, material field correction counters the overall shift in X-Y
plane of each frame in deformed configuration with respect to its counterpart in reference configuration. To do this, it
measures the shift via an FFT-based cross-correlation algorithm. Since each frame in the deformed grid is analyzed with
respect to its counterpart in the reference configuration, material field correction is crucial to ensure that the bulk of material
points recorded in the reference frame are recorded in the corresponding deformed frame. This measure thus guarantees a
continuous data field is presented when deformation data from all frames are stitched together.

Here, residual intensity is briefly defined in conjunction to the DIC basics (once more leaving details to the primary effort
[11]). DIC is used to obtain a linear mapping function, χ, that matches each pixel coordinate in reference configuration, x, to a
unique pixel coordinate in deformed configuration, y, such that:

y ¼ xþ u xð Þ ¼ χ xð Þ ð1:1Þ
Here u(x) denotes the material point displacement vector at every pixel coordinate. An ideal mapping χ with known
displacements should match the same material point at the reference image f(x), to its displaced counterpart in the deformed
image g(y) such that f(x) ¼ g(χ(x)). However, even with a perfect mapping, the observed light intensity of material points
changes between reference and deformed images due to multiple error sources. This intensity differential is here called
“residual intensity” defined as:

ΔI ¼ f xð Þ � g χ xð Þð Þ ¼ f xð Þ � eg xð Þ ð1:2Þ

Fig. 1.1 Sketches of (a) the dog-bone sample and its alignment with respect to the rolled plate, (b) the most probable orientation of the HCP unit cell
within the sample, (c) experimental hardware
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Here, eg xð Þ is the light intensity field recorded at the deformed surface mapped back to the reference (material) coordinates. As
will be noted shortly, the additional step (compared to a conventional DIC application) in making a per-pixel calculation of ΔI
is spatial interpolation of the displacement fields. Incidentally, the main principle of DIC algorithm is to minimize a suitable
norm of the residual intensity ΔI:

min
u

X
f xð Þ � g xþ u xð Þð Þ½ �2 ð1:3Þ

Here, intensities are zero-normalized; it is not shown in the above equations for brevity. Note that calculation of displacements
in Eq. 1.3 takes place over a sparse data grid xi0, instead of the full grid of image coordinates to save computational resources.
Calculated displacements are upscaled from DIC grid resolution u(xi0) to the entire image domain u(x) by interpolation.
Similarly, intensity values of eg xð Þ that do not lie on integer pixel coordinates can be interpolated from the surrounding known
intensity fields. Özdür et al. shows that the order of interpolation used here has no obvious effect in obtaining accurate residual
intensity maps, provided that the DIC displacements are calculated within reasonable accuracy; because unlike strain maps,
residual intensity requires accuracy in the displacements themselves, not in their derivatives [11].

The DIC analysis in this work employs a subset-based, inverse-compositional algorithm in the minimization process as
introduced in [12]. (Note our previous effort [11] used an Augmented Lagrangian DIC algorithm [13]. As we show here,
residual intensity concept remains viable with a subset-based algorithm as well.) 41� 41 pixel subsets are utilized all through
(3.28 � 3.28 μm2 and 0.47 � 0.47 mm2 for micro- and macro-DIC, respectively) over a data grid xi0 with 10-pixel spacing.
This corresponds to ~44,000 data points per frame and ~390,000 data points in the entire area-scan. Stitching of the data fields
in the micro-DIC area-scan is implemented with the “grid-collection stitching” plugin in ImageJ [14–16]. Displacement
derivatives are estimated by filtering the DIC displacement results with a 3 � 3 Savitzky-Golay differentiator kernel
[17]. Displacements are upscaled to image resolution using bicubic interpolation when producing ΔI maps. All scripts used
in this analysis are written purely in Python [18], with the use of additional functionality from SciPy [19], NumPy [20, 21],
Matplotlib [22], and scikit-image [23].

1.3 Results and Discussion

Figure 1.2a–c shows macro-DIC images of the sample for all load states under inspection: Fig. 1.2a shows the undeformed
macro-DIC image, Fig. 1.2b is the macro-DIC image of the previous load point, and Fig. 1.2c is the macro-DIC image of the
current load point. Here, the previous load point refers to the load state attained and deeply investigated in the previous study
[11], while the current load point denotes the load step we introduced in this work. There are two sets of DIC analyses in this
effort that incorporates these three states. The first is conducted between the undeformed configuration (the state in Fig. 1.2a)
and the previous load point (the state in Fig. 1.2b). The second is a relative DIC analysis of previous load point (the state in
Fig. 1.2b) and the current load point (the state in Fig. 1.2c) that we introduce in this study. We will use the superscript “rel” to
differentiate the parameters of this second-type analysis all through the text, where it stands for “relative.” All strain and
residual intensity maps in the following figures are specifically plotted at the previous load configuration (the state in
Fig. 1.2b) for both types of analysis. This means the strains/features that formed up to previous load configuration and the
additional strains/features that form afterwards can be overlaid in a common coordinate system.

Note the formation and advancement of two macro-scale twin bands become faintly visible in the macro-images of Fig. 1.2.
The undeformed image in Fig. 1.2a has no obvious feature, while two separate bands create a visible contrast on the image of
the previous load point in Fig. 1.2b, and these bands thicken further at the current load point in Fig. 1.2c. The advancement of
the macro-scale band is clearer in the strain maps obtained from the region enclosed with yellow dotted lines.

The macro-DIC strain maps are given in Fig. 1.2d, e. Figure 1.2d shows the transverse strain (εxx) and the axial strain (εyy)
maps obtained from a macro-DIC analysis between undeformed configuration and the previous load point. The macroscopic
band region, the boundary of which is crudely emphasized with dashed black lines, exhibits a nominal �2% strain in y-
direction and 2% strain in x-direction. The remaining part of the material appears to be dormant. Conversely, Fig. 1.2e shows
the strain maps εrelxx and εrelyy obtained from a relative macro-DIC analysis between previous and the current load point. This
time, the already-banded regions stay undisturbed, but the region right next to the dashed lines exhibit a similar level of
strains, which indicates an advancement of the macroscopic bands in the direction of the black arrows. We wish to emphasize
that the strain maps in Fig. 1.2e show relative strains of the current load point over the previous load point. There is no relative
deformation over the already-banded region and that simply means that those regions accommodate the same strain in their
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previous state. This behavior was previously displayed through another relative DIC analysis by Shafaghi et al. [9], i.e., the
already-banded regions do not incur further strain in this deformation regime of rolled Magnesium sample.

It is also worth to mention that the two macroscopic twin bands in Fig. 1.2 seem to prefer to expand “away” from each
other, while the region between the two shows a relatively limited advance. Our micro-DIC analysis region, shown with small
yellow rectangles in Fig. 1.2a–c, happens to be in this sector. This region was selected to be at the shear band boundary, to
better portray the advancement of the twin front.

Strain and rotation maps of micro-DIC and relative micro-DIC analyses are presented in Fig. 1.3a, b, respectively. Both
rotation maps are normalized with respect to the band-average to emphasize relative the sense of rotation within the band.
Strain maps in Fig. 1.3a show a highly heterogeneous deformation activity within the initial band, while the rest of the material
stays mostly dormant. A comb-like pattern perpendicular to the band boundary (appears blue in rotation maps) protrudes from
the initial band to the not-yet-disturbed region. εrelxx , ε

rel
yy , and ωrel

xy maps in Fig. 1.3b indicate that the band indeed advances in
the direction shown by black arrows. The relative deformation inside the band extension shows an intertwined mesh of
heterogeneous shear bands, but the initial band region is not disturbed between the previous and the current load points. In

Fig. 1.2 Macro-DIC images at (a) undeformed configuration, (b) previous load point, (c) current load point. εxx and εyy maps obtained from (d)
macro-DIC analysis of (a) and (b); (e) relative macro-DIC analysis of (b) and (c)
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fact, without Fig. 1.3a, the initial band region would be totally indistinguishable from the dormant material. This again simply
says that the added strain is virtually accommodated by band extension and not by further strain addition into the already-
deformed material. From the micro-mechanism point-of-view, this should entail that new collaborative twin activity prefers to
take place over the neighboring (dormant) material and avoids the already-twinned fields. Thanks to residual intensity, we can
now evaluate this supposition directly (attempted next).

Figure 1.4a, b shows the stitched relative micro-DIC fields of previous-load and current-load images mapped at previous-
load coordinates, respectively. The corresponding relative residual intensity image, ΔIrel(x) in Fig. 1.4c is obtained by simple
subtraction of eg xð Þ from f(x) as explained in Eq. 1.2. The range of ΔIrel is clipped from [�255, 255] to [�60, 60] gray-level to
increase the contrast of its features. However, this map is not as clear as the one presented in [11], because of the complications
due to the long wait-period of the sample. Specifically, opaque dust particles (that appear black in eg) contaminate ΔIrel field
with white dots, and occasional dark patches (probably resulting from oxidation) can be seen throughout the image through
their varying effect over different crystallites. Even still, the twin fabric within the band advancement region, similarly
enclosed by dashed lines, can easily be discerned with much finer detail compared to the strain and rotation maps presented in
Fig. 1.4. Furthermore, in comparison with the Fig. 1.5a that shows the ΔI combination figure obtained from the micro-DIC
analysis of the previous experiment, ΔIrel manages to suppress existing lamellar structures inside the initial macroscopic twin
band and displays only the newly occurring twin instances. For example, note the pronounced twins that became visible in the
already-banded region marked with green arrows in Fig. 1.4a, b. There is no sign of these structures in Fig. 1.4c, attesting to
the proper elimination of the twin structures that belong to the previous state. The large lack of new instances of such lamellar
structures in the already-banded region (exceptions are few and close to the band border) is the targeted morphological
evidence, namely, there is by and large no further twinning activity inside the initial twin band. Rather, the incremental twin
activity occurs heavily in the expansion zone.

In Fig. 1.5b, we overlay some of the localized shear bands of the (current load-previous load) relative fields on top of the
previous-load ΔI field. This intends to help us identify spatially coordinated-twinning activity, basically, how the new twins
come in correlation with the location of the previous twins at the shear band boundary. This overlay is produced by careful
thresholding of the ωrel

xy map in Fig. 1.3b to separate �45� shear localizations that are parallel to the band boundary (shown in

Fig. 1.3 Strain εxx, εyy, and rotation ωxy maps obtained from (a) micro-DIC, (b) relative micro-DIC analysis
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Fig. 1.5 (a)ΔI field produced from the micro-DIC analysis of undeformed configuration and the previous load point, (b) same figure as (a), but with
an overlay of shear bands. (c–e) Zoomed-in ΔI and ΔIrel fields of black square regions as labeled in (a)

Fig. 1.4 (a) Previous load and (b) current load combined micro-DIC images. (c) Relative residual intensity field, ΔIrel
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red) and that are perpendicular to the band boundary (shown in blue) from each other. Yellow arrows indicate new formations
of shear localizations (blue lines) from the tip of the existing twins (visible signatures in ΔI, identified as twins in [11]) at their
touching points. For a close inspection, we zoom in three different regions on ΔI and ΔIrel field as shown in Fig. 1.5c–e.
Where these zoom-ins correspond to in the combined field can be seen in aptly labeled black rectangles in Fig. 1.5a. On these
zoomed-in residual intensity fields, junctions of existing twins extending toward the dormant region on ΔI map and new
formations of lamellar plasticity agents, (which spread predominantly in �45� orientations) on ΔIrel map are marked with an
asterisk. Following our color map convention of rotation fields in Fig. 1.3, we used blue asterisks to indicate new initiations of
twins that are perpendicular to the macroscopic twin band boundary, and red asterisks for instances where the propagation of
the new twin is parallel to the band boundary. These cases of new twins emanating from the tips of existing twin formations in
the previous load shows an essential micro-scale coordination in of expansion of the macroscopic twin band. One might
postulate that this triggered-activity is why twin bands prefer to expand rather than form over an independent segment
elsewhere over the gage section.

1.4 Conclusion

Residual intensity is a novel imaging method tied to the DIC method that accentuates changes in surface signatures of a
material in two discrete points in time that correspond to reference and deformed configurations. If these changes are due to
material deformation, one can get a map of plasticity agents that are introduced in this time increment. This, however, does not
have to be the gross period between a deformed point and the undeformed reference. The concept can be applied among
consecutive load points for better time resolution, where the ensuing residual intensity maps single out formations that occur
solely over the time increment between the two load points. Note the attained time resolution is quite different from
conventional microscopy tools that can investigate material states at a single point in time. Even if images are recorded
with time resolution in regular microscopy, these would not be difference images that single out events over time intervals.

To this end, we utilize the novel residual intensity method in conjunction with two DIC analyses conducted over three
consecutive load states to inspect the development of the macroscopic twin band in rolled Magnesium. In both macroscopic
and microscopic DIC analyses of subsequent load points, we observe no new twin activity inside the already-banded region of
the previous load point, but new instances of twins follow the macroscopic twin front. We further demonstrate the
autocatalytic nature of the twins at the granular scales in high resolution images offered by the residual intensity fields.,
The relative residual intensity maps show that the propagation of the macroscopic band over the neighboring fields ensues
from a coordinated twin activity of the earlier twin formations that reach out of band boundary in a comb-like pattern, which
triggers formation of new twins from their tips.
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Chapter 2
Time-Dependent Materials Response of Transverse Impact
on Model Beams

Dulal Goldar

Abstract Author studied model beams (with equal overhang) simply supported beam like a bridge girder. The objective of
this study is to understand TDM (Time Dependent Materials) response due to transverse impact experimentally.

Two types of experiments were carried out.
First dynamic photoelasticity was used to study transverse impact on urethane rubber beam (PSM-4) by free fall of a striker

from a height of 176.4 mm employing Fastax framing camera (12,000 frames per second). Isochromatic fringe photographs
were recorded in a light-field polariscope for central and non-central impact on simply supported beam with equal overhang
for three different types of spans, namely, 90 mm, 120 mm and 150 mm with three different mass of strikers 10.52 g, 14.02 g
and 17.53 g, respectively. Beam-striker weight ratio (2.675), height of fall, and dimensions of beam were kept constant.

From these experiments author finds beam span of 120 mm is critical from designer’s point of view.
Author carried out second set of experiments with 120 mm beam span made of different materials to understand time

dependent material response due to central impact.
A contact force transducer was fabricated (Goldar et al., Proc. 40th Anniversary Meeting, Spring Meeting, Society for

Experimental Mechanics, Cleveland, Ohio, USA, pp 187–190, 1985) (with quartz crystals) to measure impact force using
charge amplifier and storage oscilloscope. Second set of experiments were conducted on beams made of three different
materials, namely, PMMA, Aluminium and layer composite PMMA-AL-PMMA with 120 mm beam span. The mass of
striker was 41 g for central impact only.

Using electrical resistance strain gauges, contact force transducer peak-tensile strain vs. time and contact force vs. time
were recorded to study time dependent material response.

To understand TDM response a nomogram indicating normalized Hertz’s constant, striker-beam weight and peak-tensile
strain for the beams made of different materials were plotted.

In addition peak-tensile strains vs. time in PMMA beam impacted centrally by different strikers were also recorded.
Another nomogram indicating normalized Hertz’s constant, striker-beam weight ratio and peak-tensile strain for the

PMMA beam under central impact were plotted.
Presence of small-amplitude ‘precursors’ and small-amplitude higher frequency oscillations in the strain-histories recorded

and identified.

Key words Dynamic photoelasticity · Fastax framing camera · Urethane rubber beam · Contact force transducer · Electrical
resistance strain gauge · beam · Transverse impact

2.1 Introduction

In modern times dynamic stress analysis is becoming increasingly important for various engineering applications. These
applications may range from analysis of onshore and offshore structures subjected to earthquake, high velocity wind, wave –
action and explosive blast loading to analysis of surface- and airborne-transport vehicles and other high-speed machinery; and
last not the least to estimate stresses in biological system subjected to impulsive loading conditions. Collisions and impact by
projectiles can set up dynamic stresses in all these situations. The different time histories of loading can produce different
responses to the same system, due both to the variation in the magnitude of inertia forces so generated and also to that in
material properties at different rates. Due to its importance from point of engineering design and also from point of a better
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understanding of material1 properties, the subject of dynamic stress analysis and material engineering have attracted the
attention of many research workers in the past. Although significant amount of insight in these respects have been developed,
the subject being rather intricate would continue to attract attention of more research workers in future.

2.1.1 Experimental Setup

Transverse Impact load was induced with the help of a freely falling striker on a urethane rubber (PSM-4) beam model (size:
253 mm long � 24.3 mm deep � 12.3 mm thick) for photoelastic studies [1]. Different overhang ratios, defined as length of
overhang/total length of the beam were considered for three different spans, namely 90 mm, 120 mm and 150 mm. For the
present study, ratio of weight beam between supports and weight of striker was kept constant (2.675).

System for Generating Impact

The system for generating impact was essentially consists of an electromagnet (60 V DC, 40 mA), an aluminium guide pipe
(200 mm long, 16 mm dia.) and three different strikers for three cases. The assembly of electromagnet (Fig. 2.1) was fixed
centrally over ab aluminium plate (540 mm � 302 mm � 3.4 mm thick). Below this electromagnet the aluminium guide pipe
was fitted vertically with the help a sleeve of the same material. This sleeve was connected with the bottom of the horizontal
plate with three brass screws. At the end of guide pipe, vertical cuts of 30 mm height on diametrically opposite sides were
made for recording movements of striker on photographic film negative. The horizontal plate was supported on four vertical
mild steel rods of 12.5 mm dia. and 800 mm height. Horizontal position of the aluminium plate was adjusted with the help of
two sets of mild steel rings and clamping screws on each vertical rod. The horizontality of the supporting aluminium plate was
checked with help of spirit level. The transverse impact load was induced with the help of a freely falling striker on a urethane
rubber (PSM-4) beam model (size: 253 mm long � 24.3 mm deep � 12.3 mm thick) for photoelastic studies [1]. Different
overhang ratios, defined as length of overhang/total length of the beam were considered for three different spans, namely
90 mm, 120 mm and 150 mm. For the present study, ratio of weight beam between supports and weight of striker was kept
constant (2.675).

Fig. 2.1 Photograph of experimental setup for dynamic photoelastic studies. (1) Electromagnet (60 V DC, 40 mV), 1a. Guide pipe, (2) Vertical mild
steel rod for supporting electromagnet, (3) Aluminium plate, (4) Fastax, 16 mm framing camera, (5) Monochromator, (6) Optical bench, (7) Light
source (Sun Gun-II, 800 W), (8) Fresnel lens and diffuser plate, (9) Plane polaroid, (10) Quarter-wave plate, (11) Signal from time-marker,
(12) Goose control unit
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System for Generating Impact

The system for generating impact was essentially consists of an electromagnet (60 V DC, 40 mA), an aluminium guide pipe
(200 mm long, 16 mm dia.) and three different strikers for three cases. The assembly of electromagnet (Fig. 2.1) was fixed
centrally over an aluminium plate (540 mm � 302 mm � 3.4 mm thick). Below this electromagnet the aluminium guide pipe
was fitted vertically with the help a sleeve of the same material. This sleeve was connected with the bottom of the horizontal
plate with three brass screws. At the end of guide pipe, vertical cuts of 30 mm height on diametrically opposite sides were
made for recording movements of striker on photographic film negative. The horizontal plate was supported on four vertical
mild steel rods of 12.5 mm dia. and 800 mm height. Horizontal position of the aluminium plate was adjusted with the help of
two sets of mild steel rings and clamping screws on each vertical rod. The horizontality of the supporting aluminium plate was
checked with help of spirit level.

Details of Strikers

Three different strikers (Fig. 2.2) weighing 10.53 g, 14.02 g and 17.53 g were made of mild steel with a hemispherical tip of
araldite. It was intended to produce transverse impact between two nearly similar materials and not widely dissimilar materials
such as urethane rubber and mild steel. Therefore, a hemispherical piece of araldite (Ciba CY230 with hardener HY951) was
cemented to the mild steel portion on the impacting side of all the three strikers. It may be seen in Fig. 2.2a, b that the above
strikers had machined cavities which were provided to accurately adjust self-weights for maintaining beam/striker weight ratio
constant (2.675).

Arrangement of Support for Beam

The beam with equal overhang on either side was simply supported over two mild steel wedges (Fig. 2.3). With the aid of slots
and clamping screws, the distance between the wedges could be continuously adjusted between 80 mm and 290 mm. this
supporting system was clamped on another fixture (in which coarse and fine adjustments were provided for both horizontal
and vertical movements) available with optical bench (Fig. 2.1). For each simply supported beam span with equal overhang
(i.e. 90 mm, 120 mm and 150 mm) marking with pen-ink were made for central point on top surface of urethane beam and two
support points on bottom of beam. Similar markings were also made for the study of quarter-span (non-central) impact points.
The horizontality of beam-wedge support and verticality of pipe were checked thoroughly.

After these adjustments the model beam was placed as per markings over the wedge support for central as well as
non-central cases. For all the three cases for central as well as non-central impact cases and for different strikers the height of
fall was kept same, namely 176.4 mm. Accordingly clear gap between top surface of urethane model beam and bottom of
aluminium guide pipe marginally adjusted for different strikers employed.

The strikers were kept at the above height by energizing the electromagnet through a DC power supply. A low supply
current was maintained to minimize the time delay for de-energizing the electromagnet.

Fig. 2.2 Different strikers. (a) (1) Araldite hemispherical tip, (2) Cavity for adjusting weight of strikers, (3) Mild steel disc for holding properly with
electromagnet, (4) Mild steel strikers. (b) (1, 2, 3) Strikers with araldite hemispherical tip of weight 10.52 g, 14.02 g and 17.53 g, respectively. (4, 5)
Mild steel strikers of weight 29.52 g, 41.50 g, respectively
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Arrangement for Fringe Photography

For photoelastic study a diffused light polariscope was designed. Two sets of plane polaroid and quarter-wave plate
(300 mm � 300 mm size) were mounted on square frame made of 3 mm thick plexi glass (PMMA) sheet. The elements
were placed in such a way that polariscope may be set in either dark- or light-field arrangements. For illumination of the
urethane rubber beam, two Sun Gun-II, 900 W were placed side by side and clamped on a fixture of the optical bench. The
illumination was made uniform by a combination of a diffuser plate and a Fresnel lens. An interference filter of band pass less
than 100 Å (10�8 m) Model-068, Photoelastic Inc.,USA was used before the Fastax camera lens to render the light
monochromatic.

For the present study the optical elements were arranged in such a way as to produce light-field background. This
arrangement helped for recording clearly the supports and movement of the falling striker through the slot cut in the guide
pipe and also through the gap between the top face of the beam and the guide pipe. Again from this record contact velocity of
the striker was determined. Also the clearance between the guide pipe and beam helped to reduce the resistance to the motion
of the striker.

The Fastax Camera

Wollensak Fastax (16 mm) framing camera [2] was used for fringe photography. The camera was operated with a typical
framing speed of 12,000 f.p.s. (frames per second). For the first trial 120 ft (36.58 m) length of film used. For subsequent
records, however, 60 ft (18.29 m) length of film was adequate. The object lens of the camera had a focal length of 2.0 in.
(50.8 mm), and a maximum aperture of f/2.0. The image of the unloaded beam was first focussed by the parallax method with
the help of telescopic-view-finder, and subsequently checked on the film-plane by statically loading the urethane beam model
so as to develop a typical fringe pattern.

Method of Synchronization

A schematic diagram showing the method of synchronization [1, 3] used in fringe photography is indicated in Fig. 2.4. Before
recording a particular fringe photograph, the following operations were conducted in a sequence:

1. The time of fall of the striker was measured by ‘starting’ a timer circuit by operation of the electromagnet operating switch
and ‘stopping’ the timing circuit by a metal foil short-circuiting. The time of fall was used in setting ‘Event marking’ time
of the ‘Goose-Control Unit’ (Fig. 2.4).

2. Depending upon the framing speed desired and the total length of the film used, the ‘Voltage Control’ and ‘Camera time’ of
the ‘Goose Control Unit’ were then set.

Fig. 2.3 Arrangement of support for beam. (1) Wedge, (2) Clamping screw, (3) Beam support base
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3. The Relay (Fig. 2.4) was at ‘Normal’ position by which the electromagnet was energized.
4. All the laboratory lights were switched off and the Sun-gun toggle switch was switch on.
5. The ‘Press-button’ switch of the ‘Time-marker’ was pressed.
6. The ‘Micro-switch’ (Fig. 2.4) was operated which set the Relay in the ‘Record’ position. The Relay de-energized the

electromagnet and simultaneously switching on the ‘Goose-Control unit’. The ‘Goose-Control unit’ in turn started motors
of the framing camera. By the time the striker hit the beam model, the desired camera speed was achieved. The camera was
automatically switched off by the ‘Camera Time’ control provided in the ‘Goose-Control unit’, and therefore, the recording
was completed.

7. The ‘Time-marker’ press-button switch and Sun-gun toggle switch were then switched off.

Photographic Film

KODAK 2498 RAR (250 ASA) 16 mm roll films were used for fringe photography. KODAK developer, freshly prepared
from chemicals, was used for developing these film rolls.

Enlarged prints, both continuous and discrete (selected frames), were prepared from film negatives to study the history of
fringe formation and to identify precisely fringe orders (Figs. 2.5, 2.6, 2.7 and 2.8). Only photographs showing continuous
prints from frame number 0 to 17 are shown for 150 mm, 120 mm and 90 mm beam span for the sake of brevity for central as
well as quarter-span impact cases. Enlargement used for selected frames was significantly greater than that used for
continuous printing. Some such selected frames (Figs. 2.6 and 2.8 for central and quarter-span impact cases) were printed
compositely along with a transparent millimetre grating so as to facilitate the plotting of free-boundary stress distributions
(Figs. 2.9 and 2.10 for central and quarter-span impact cases for specific instances of impact) in the beam.

From isochromatic fringes photographs [3–5] stress wave propagation, [6, 7] contact velocity [8] boundary stress and
deflection [9] were recorded for both central and non-central impact cases. Utilizing the results it was observed that 120 mm
beam case [3] to be important from designer’s point of view.

Fig. 2.4 Method of synchronization
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Fig. 2.5 Isochromatic fringe pattern for central impact loading
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Discussion of Results for Dynamic Photoelastic Studies

Paldas [9] reported the mechanism of isochromatic fringe formation in simply supported urethane rubber beams (Hysol 8705)
subjected to central impact loading. The collision velocity was 3.02 m/s, and the span-depth ratio and beam-striker weight
ratio ranged between 3.97 and 5.87 and between 1.614 and 8.168, respectively. In two of the four cases reported, there
occurred two sub-impacts and the remaining two cases single-sub-impact occurred. A systematic study of fringe photographs
revealed that the mechanism of isochromatic fringe formation during the early stages of impact was identified for all the cases,
namely generation of ‘semi-infinite plate’ behaviour, reflection of stress-waves from bottom-fibre of the beam, and then
generation of ‘elastically supported’ beam behaviour. The mechanism of fringe formation during the later stages of impact
was different for four cases, depending upon whether a second-sub-impact between the beam and the striker occurred or not.

In the present study [1, 3] a urethane rubber (PSM-4) beam model was subjected to both central- and quarter-span-impact
loadings were simply supported with considerable amount of overhang (overhang ratio ranged between 0.204 and 0.322), and
were impacted with a constant velocity ranging between 1.163 and 1.700 m/s. The span-depth ratios varied between 3.711 and
6.186, while the beam-striker weight ratio was kept constant (2.675). In the present situation a single sub-impact occurred
always (Fig. 2.5). This phenomenon is attributed to the inertia overhang portions of the beam. Comparing the fringe pattern
obtained in the present study with that of Paldas [9], it may be stated that the mechanism of isochromatic fringe formation
during the early stages of impact remains unchanged irrespective of the generation of ‘semi-infinite plate’ behaviour,
reflection of stress waves from the bottom-fibres of the beam and generation of ‘elastically supported’ beam behaviour.
This behaviour is expected, since the stress waves would require certain amount of time to travel the distance from the point of
impact to the support locations and further onwards, and till such time the support reactions are adequately mobilised, there
cannot be any difference in the behaviour of the beam model.

For the situations of quarter-span impact loadings an additional feature could be recognised during the early stages of
impact, namely the ‘simple compression’ behaviour. For all the three cases for spans 90 mm, 120 mm and 150 mm studied the
quarter-span impact loading took place at the left-quarter-span location, consequently the point of loading had proximity to the
left-hand support locations. A direct ‘fringe-link’ between the point of impact and the left support proved the existence of such
‘simple compression’ behaviour. For 90 mm beam span, such a ‘simple compression’ behaviour was most pronounced as
compared to 120 mm and 150 mm beam spans. From isochromatic fringe photographs (Fig. 2.7) such ‘simple compression’
behaviour was longest, i.e. 7.34 ms for 90 mm beam span and was shortest, i.e. 2.11 ms for 150 mm beam span. For the
120 mm beam span the duration of such a ‘simple compression’ behaviour was 2.75 ms close to the 150 mm beam span and
was quite far removed from that of 90 mm beam span. Thus 90 mm beam case was a special situation.

From enlarged isochromatic photograph as show in Figs. 2.5 and 2.6 for central and Figs. 2.7 and 2.8 for quarter-span
impact loading a ‘zero-order’ fringe appeared on the top-fibre of the beam during the early stages of impact load, and the

Fig. 2.6 Enlarged photographs. (a) 150 mm Beam Span, Frame No. 51, Time¼ 4936 μs. (b) 120 mm Beam Span, Frame No. 30, Time¼ 2523 μs.
(c) 90 mm Beam Span, Frame No. 20, Time ¼ 1897 μs. (d) 90 mm Beam Span, Frame No. 20, Time ¼ 1897 μs. with mm-grating
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‘elastically supported’ beam behaviour could be identified from the appearance of such zero-order fringes. Since a zero-order
fringe at a free-boundary indicates stress-free state, the location of zero-order fringe on the top-boundary has been indicated as
location of stress-free point on the top-boundary. From this speed of travel, stress-free point was determined and reported
elsewhere [1, 7].

150 mm Beam Span120 mm Beam Span90 mm Beam Span

Fig. 2.7 Isochromatic fringe pattern for quarter—span impact loading
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(a) (b) (c)

Fig. 2.8 Enlarged photograph of selected frames. (a) 90 mm beam span, Frame No. 13, Time ¼ 1352 μs. (b) 120 mm Beam Span, Frame
No. 40, Time ¼ 4238 μs. (c) 150 mm Beam Span, Frame No. 35, Time ¼ 3361 μs

Impact Load

Fig. 2.9 Free-boundary stress distribution for 120 mm beam-span under central impact loading

Impact Load

Impact Load

Fig. 2.10 Free-boundary stress distribution for 120 mm beam-span under quarter-span impact loading
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2.2 Experimental Study of Transverse Impact on Aluminium, PMMA
and PMMA-Al-PMMA

Next, beams made of two other materials, one metallic (Aluminium) and other polymeric (PMMA) and composite PMMA-
Aluminium-PMMA, having identical supports and geometric conditions as the model photoelastic beams, were subjected to
central impact loadings for 120 mm span simply supported. The weight of the striker, however, was increased to 41.5 g. The
experimental set up is shown in Fig. 2.11. The details are reported elsewhere [1, 7]. The contact force- and strain-histories in
these beams were also found out by using a force transducers and electrical stain gauges respectively. Utilizing these data, an
attempt was made to correlate the contact force, the maximum tensile stress and a material constant for such simply supported
beams with overhang subjected to low velocity impact (<2 m/s) by a light striker.

2.2.1 Peak-Tensile Strains in Perspex, Perspex-Aluminium-Perspex and Aluminium Beams
Under Central Impact Loading

Peak-tensile strain for the above three beams were experimentally obtained and presented in Table 2.1 along with Hertz’s
constants between the striker’s tip and beam materials.

Fig. 2.11 Experimental arrangement for measurement of contact-force, strain and contact velocity. (1) Electromagnet (60 V DC, 40 mA),
(2) Striker, (3) Guide Pipe, (4) Photo-transistor, (5) Light Source (10 V DC), (6) Contact-Force Transducer, (7) Beam Model, (8) Strain Gauge,
(9) Signal from Force-Transducer, (10) Charge Amplifier (KISTLER), (11) Signal from Charge Amplifier, (12) Signal from Strain Gauge,
(13) Bridge Balancing and Amplifying Unit, (14) Signal from Photo-transistor to External Triggering of Oscilloscope, (15) Variable DC Power
Supply, (16) Storage Oscilloscope
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The values of Hertz’s constant have been normalized in respect of the Perspex beam and the striker/beam weight has been
calculated. The values of normalized Hertz’s constant, striker-beam weight ratio and the peak-tensile strains have been plotted
in a nomogram and the same is presented in Fig. 2.12.

2.2.2 Peak-Tensile Strains in the Perspex Beam Under Central Impact by Different Strikers

A composite plot of strain-histories for Perspex beam impacted by three strikers namely, 14.02 g, 29.52 g and 41.50 g of
weight are shown in Fig. 2.15. The Hertz’s constant in respect of araldite and Perspex (corresponding to striker weight 14.02 g
was calculated [1]. In Table 2.2 striker weight, Hertz’s constant, striker weight/beam weight and peak-tensile strain are
presented.

Table 2.1 Peak-tensile strains in different beam materials under central impact loadings

Beam material
Hertz’s constant
(cm/g2/3)

Hertz’s constant normalized for impact on
Perspex beam

Striker weight/beam
weight

Peak-tensile strain obtained from
experiments (μ)

Perspex 7.42 � 10�6 1.00 0.93 853

Perspex-AL-
Perspex

7.42 � 10�6 1.00 0.65 747

Aluminium 1.42 � 10�6 0.10 0.41 128

Fig. 2.12 Nomogram indicating normalized Hertz’s constant, Striker-beam weight ratio and Peak-tensile strain for the beam of different materials
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The values of Hertz’s constants have been normalized in respect of striker weight, 41.50 g, and the striker-beam weight
ratios have been calculated. These values of normalized Hertz’s constant, striker-beam weight ratio and peak-tensile strains for
the Perspex beam subjected to central impact loadings have been plotted in a nomogram and is shown in Fig. 2.13 for the

Table 2.2 Peak-tensile Strains in Perspex beam under central impact loadings

Striker weight
(g)

Hertz’s constant
(cm/g2/3)

Hertz’s constant normalized in respect of striker of
41.5 g weight

Striker weight/beam
weight

Peak-tensile strain
(μ)

41.50 7.42 � 10�6 1.00 0.930 947

29.52 7.42 � 10�6 1.00 0.66 815

14.02 9.55 � 10�6 1.29 0.313 361

Fig. 2.13. Nomogram indicating normalized Hertz’s constant, Striker-beam weight ratio and Peak-tensile strain for the Perspex-beam under Central
impact loading with different Strikers
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14.02 g striker, the peak-tensile strain for a ‘normalized Hertz’s constant’ of 1.00 has been estimated from a reciprocal
relationship between ‘normalized Hertz’s constant’ and peak strain, and the same is also shown in nomogram (Fig. 2.13) with
dotted line.

2.3 Conclusion

2.3.1 Presence of Small-Amplitude ‘Precursor’ in the Strain-Histories Record

Goldsmith et al. [10] reported the presence of ‘precursor’ in the strain-history recorded with the help of strain-gauges. In the
present work also a number of strain-histories were recorded with the help of strain-gauges on the top and bottom boundaries
of the beam (with the exception of urethane rubber beam), and are presented in Figs. 2.14 and 2.15. It may be seen from these

Fig. 2.14. Oscilloscope traces showing strain-histories for Perspex-beam under central impact loading by 41.5 g striker (mild steel)

(a)

(b) (c) (d)

Fig. 2.15 Composite plot of strain-histories at (a) central-span location (b) left- quarter span location bottom fiber (c) left-quarter span location top
fiber for Perspex-beam for 14.02 g, 29.52 g and 41.50 g strikers and (d) left-quarter and right-quarter span location for 41.50 g striker
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figures that a small-amplitude ‘precursor’was generally present in these strain-histories both at the top and bottom boundaries,
especially at quarter-span locations. Again, for the urethane rubber beam model, free-boundary stress distributions at selected
instants of time were drawn from the fringe photographs and are presented in in Figs. 2.9 and 2.10. It may also be seen from
these figures that a similar ‘precursor’ in the stress-history is also generally present. Paldas [9] reported that at an early stage of
impact loading on a simply supported beam (without overhang), the fringe pattern developed resembled those produced in a
‘semi-infinite plate’ subjected to a line load on the straight edge, producing compressive stresses at the lower edge of the
central section. Then the stress waves were reflected from the lower edge of the beam and subsequently developed tensile
stresses. The ‘precursor’ recorded in the present study relate to generation of such an opposite state of stress at early stage of
impact in that prevailing later on at free-boundary point. In fact it may be seen from Figs. 2.9 and 2.10 that the magnitude of
these ‘precursor’ along the top boundary becomes significant beyond the quarter-span locations and reached a peak-value over
the supports. It implies, therefore, that the material employed in preparing these beams should be capable of withstanding
significant amount of tensile stresses the top fibres also, especially in the vicinity of support locations (Fig. 2.16).
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Chapter 3
Wearable Device for Tremor Suppression

Samuel E. Winston, Riley C. Dehmer, Joseph Horen, and Timothy A. Doughty

Abstract Parkinson’s disease is a neurodegenerative disease that affects nearly a million people in the United States.
Currently there is no cure for the disease, but there are many attempts to manage the symptoms. One effort uses assistive
devices, which can help patients cope with the most common symptom: hand tremors. The goal was to design a noninvasive,
adjustable device that effectively suppresses hand tremors. To begin, theoretical models were developed to gain an
understanding of the governing principles involved in the hand–device interface. Simulated models gave insight to design
considerations. Research moved into prototyping which involved sketching, modeling, and fabrication. Alongside
prototyping, initial testing was performed to view qualitative tremor suppression. From this iterative process, two designs
(The String and The Pin) met the essential criteria. These devices went through further testing at various adjustment settings to
quantify their tremor suppression capabilities. The desired capabilities involved effectively suppressing frequencies from 4 to
12 Hz, since Parkinsonian tremors range from 4 to 6 Hz (Zach et al., J Parkinsons Dis 5:471–474, 2015) and essential tremors
occur at higher frequencies. The String design had an adjustable effective range of 4.7–11.5 Hz whereas The Pin was only
adjustable to be effective from 3.2 to 6.2 Hz. The effectiveness was defined as a reduction in tremor response by an order of
magnitude. Additionally, once fixed to address a certain tremor frequency, The String design was able to effectively suppress
a wider range of frequencies when compared to The Pin design (U + 00B1 2.3 Hz and U + 00B1 0.55 Hz).

Key words Frequency · Parkinsonian tremor · Essential tremor · Tremor suppression · Mechanical device · Assistive
technology

3.1 Background

In 2010, a total of 680,000 people in the United States were affected by Parkinson’s Disease (PD). That number is projected to
grow to nearly a million people by 2020 [2]. PD is a movement disorder that worsens over time by damaging the nervous
system. PD occurs when neurons in the brain become impaired or die. Many regions in the brain are affected, although the
most common symptoms result from the loss of neurons in the substantia nigra. One of the primary symptoms of this disease
is tremors: often in the hand, an involuntary, rhythmic back and forth motion that can involve the thumb and forefinger to
appear as “pill rolling” [3].

The top three challenges PD individuals face are with nutrition, sleeping, and mental health. Nutrition is primarily impacted
by the interaction between the tremors and the physical act of eating. Patients are easily discouraged from eating as they
struggle to put food up to their mouth. Other symptoms, such as difficulty swallowing or muscle cramps, can enhance the
struggle with maintaining a healthy diet [4]. Getting a healthy amount of sleep with PD is another challenge because tremors
often keep patients awake, muscle cramps can cause sudden waking, and the treatment medication disrupts sleep. These
difficulties are compounded by the role mental health plays in maintaining healthy sleep habits [5]. Mental health issues are
extremely common among patients. It is estimated roughly half of all patients will experience anxiety and/or depression while
combatting the disease. This increased mental strain is directly caused by how PD changes brain chemistry. On top of coping
with poor mental health, it can even reduce how effective a treatment is for the individual [6].

Currently there is no cure for PD, however there are three main treatments to help with its symptoms: drug therapy, surgery,
and lifestyle changes (i.e., diet and exercise). Drug therapy medications work by increasing dopamine in the brain, affecting
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other neurotransmitters in the body, or trying to control non-motor symptoms. Symptoms improve at first with these
medications but reappear over time as the drugs become less effective [3]. Patients are also required to strictly follow a
time regimen for these medications, for instance some patients treated with carbidopa/levodopa require a dose every 2 h.
Delaying the medications by more than an hour can cause immediate increases to the symptoms [7]. These drugs also have
many side effects. Initial side effects include nausea, low blood pressure, restlessness, and drowsiness. While long-term side
effects lead to hallucinations, psychosis, and dyskinesias (involuntary movements during time of peak benefit from dose of
levodopa) [3]. Another treatment to aid with “off” time (periods where medications are not offering benefit) and dyskinesias is
Deep Brain Stimulation. This is a surgical procedure that involves implanting electrodes into certain regions of the brain
[8]. Although this improves motor control, it is very invasive and comes with a lot of risk to the patient.

Non-invasive assistive devices provide an attractive method of tremor suppression. The most affordable of which is a
weighted utensil, however many studies have shown these utensils do not significantly reduce the effect of tremors. Some
devices actively attempt to compensate for tremors by sensing the hand’s motion and moving the end of a utensil. The cost of
the device is rather expensive, a starter kit can be purchased at $195 with additional attachments at $34.95 [9]. A study by The
American Journal of Occupational Therapy showed that participants preferred the Liftware Steady™ and weighted spoon
when compared to other products. However, between these two utensils there was no statistical difference in ratings from
participants [10]. A recent PD device attempts to control tremors through a sensorimotor feedback loop [11]. The feedback
loop is used to interrupt the feedback loop causing the tremors. Another study had six patients undergoing adaptive out-of-
phase stimulation therapy. This study resulted in a significant decrease in tremor amplitude (67 U + 00B1 13%) in all but one
participant [12].

3.2 Intro and Previous Work

The aforementioned assistive devices all sought to decrease the severity of PD tremors. These tremors normally occur within
the range of 4–6 Hz. Furthermore, tremors can be a symptom of many disorders, the range of frequencies for most tremors was
found to fall between 3 and 12 Hz [8]. Because of this wide range, it is essential that assistive devices effectively suppress this
range of frequencies.

This research is an extension of studies on a series of PD assistive devices. The earliest versions involved a utensil designed
to suppress tremors while eating. These utensils were initially effective at 5 Hz and then were developed for human subject
testing [13, 14]. The work discussed below is directly subsequent to the research done by LeBar, Prentice, and Doughty. In
their previous work, an adjustable design was able to suppress tremors from 4 to 7 Hz [15].

These previous devices are unique attempts on suppression PD tremors because of their noninvasive, purely mechanical
nature. This style of solution stands out among others in several ways. Most solutions involve active or proactive suppression;
however, this style of device can passively suppress tremors. While both methods are capable of suppressing tremors, passive
suppression provides additional convenience and novelty by reducing motion in both the hand and the device. Additional
features of this solution style are its affordability and effectiveness.

The goal of this research was to incorporate designs from previous projects into an adjustable device. Thus, the same
design can effectively suppress a spectrum of tremors, ranging from 4 to 12 Hz. Balancing between the effectiveness and
adjustability of the device were essential to the design as those two criteria provided functionality (Table 3.1). Furthermore,
additional criteria were determined such that the design was lightweight, low-cost, inconspicuous, and durable.

3.3 Methods

To test each device in a controlled and repeatable environment, a mechanism was constructed to replicate the dynamic
behavior of the human hand (Fig. 3.1). System parameters of mass, stiffness, and damping were made to be consistent with
those found in a typical human hand using traditional system identification methods. The mass used for the hand was 400 g,
and the stiffness and damping were made to be adjustable through the slotted design of the attachment to the rotational base.
Once in place, these parameters were verified through a measurement of the mechanical hand’s natural frequency of 5 Hz
(U + 00B1 0.2 Hz). This is consistent with previous research which describes the natural frequency of a human hand [8].

To run these tests, a shaker was attached to the system and stimulated with a sweeping sine waveform from a LabVIEW
code. The code had settings available to change the initial/final frequencies and the number of steps the shaker would take.
The standard test applied ran from 2 to 10 Hz with 0.5 Hz step, allowing for a full dynamic characterization of the hand and
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device. As the test ran, two accelerometers on the system were used to gather the stimulus waveform generated by the shaker
and the response waveform in the hand. Both sets of accelerometer data were sent through a lo-pass filter of 16 Hz and then
sent back to the LabVIEW code. From the code, a Frequency Response Function (FRF) could be generated. A block diagram
of the test setup can be seen in Fig. 3.2.

When testing the device on the hand, the device was adjusted to target a specific frequency associated with hand tremors.
Once the test ran, the Frequency Response Function (FRF) graph generated from LabVIEW showed the device’s effectiveness
at the desired frequency. After some postprocessing in MATLAB, the following results were produced.

Table 3.1 Design criteria

Criteria Weight Description

Effectiveness Essential
(5)

The device is effective at suppressing tremors when compared to other solutions. It is effective for frequencies
ranging from 4 to 12 Hz

Adjustability Essential
(5)

Every Parkinson’s patient is different. The device is meant to help as many people as possible, so the device is
designed such that the user can adjust two key features: The effective frequency of the device and the fit of the
device on their hand

Health & Safety Essential
(5)

The device is safe for all users and noninvasive

Mass Important
(4)

The device is under 450 g

Aesthetics Important
(4)

The user is confident while wearing the device. It does not draw attention to itself while still being aesthetically
pleasing. The device should be small to help attain this goal

Ergonomics Prominent
(3)

The device fits and feels comfortable on the user’s hand

Cost Desired
(2)

The cost of the device is competitive, relative to other solutions

Durable and
sustainable

Optimal
(1)

The device is designed to last a long time and through many climates. Parts should be easily replaceable if
something breaks. Materials are environmentally friendly and recyclable

Fig. 3.1 Testing setup top view [14]

Fig. 3.2 Block diagram of testing setup
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3.4 Results

The following results were generated via MATLAB by overlaying the FRF of the hand while wearing the device and while
not. A legend is provided with each FRF to differentiate between the responses. All tests were run from 2 to 15 Hz in 0.2 Hz
steps and preformed for various device settings. To test the adjustability of the devices, each was adjusted to three different
configurations and analyzed. The effective frequency was determined by the lowest magnitude point on the FRF with the
device. To solve for the ratio of reduction, the frequency response (in dB) at the effective frequency of the device was
compared to the free hand’s frequency response at that same effective frequency. The effective range was determined to be the
range of frequencies the device had a ratio of reduction greater than ten (Table 3.2).

3.5 Discussion

The String and The Pin designs were effective at suppressing tremors over the specified range and best met the criteria
determined prior. The String design had an overall effective range of 4.7–11.5 Hz whereas The Pin was only effective from 3.2
to 6.2 Hz (Table 3.2). The design criteria outlined the acceptable effective range to be 4–12 Hz (Table 3.1). With this criterion,
The String design is more effective than The Pin design. However, The Pin had the highest ratio of reduction in any of the
tests. This was most likely because the effective frequency was practically equal to the resonant frequency of the hand,
meaning that the difference in magnitudes was maximized (Fig. 3.3a, b). A closer look at the plots will also show that the
frequency response of the hand-device system during that test is not any lower than the minimums of other tests.

The String design was also effective over a greater breadth near the frequency to which it was adjusted. This is beneficial
for patients when their tremor changes frequency, so the device can still effectively suppress tremors. This will allow them to
spend more time doing daily life activities and less time fine-tuning the device before it works. The current designs do not
allow for adjustability for comfort; however, both have proven they are adjustable regarding effective frequency.

Table 3.2 Summary of graphical results

Device name Effective frequency [Hz] Ratio of reduction at lowest response Effective range [Hz]

String design 6.06 92.1 4.7–7.8

String design 8.91 25.0 5.0–9.6

String design 11.1 13.5 10.6–11.5

Pin design 3.21 13.3 3.2–3.3

Pin design 5.66 359 5.1–6.2

Pin design 8.91 8.50 N/A

Fig. 3.3 (a) Pin design adjusted to middle frequency setting (b) Associated ratio of reduction
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When adjusted to its middle setting, The Pin was able to suppress 5.66 Hz effectively with a range of U + 00B1 0.55 Hz
(Fig. 3.3a, b).

When adjusted to its middle setting, The String design could effectively suppress 8.91 Hz with an improved span of
U + 00B1 2.3 Hz (Fig. 3.4a, b). Both designs struggle with precise and easy adjustability. However, The String design always
had a wider effective range, so it would need to be adjusted less often and with less precision. Because of this, The String
design preforms better than The Pin with regards to the adjustability design criterion.

Both devices are made from 3D-printed ABS plastic, steel, and silicone so users can wear the device for extended
durations. The String is noticeably heavier than The Pin, making for a cumbersome design and therefore failing the mass
criteria (515 g and 164 g, respectively). Both devices are built to remain effective for years, even if the individual’s tremors
change frequency due to the adjustable nature of the designs. With respect to the design criteria, these devices both fail in areas
of aesthetics and ergonomics. Both devices are quite conspicuous and cumbersome for a user to have on the back of their
hand. The Pin is especially conspicuous due to the 12 cm member coming off the device. Both the devices fit to the hand with
a flat 3D-printed plate and no padding. When worn for an extended period, this can lead to discomfort and ultimately cause the
user to remove the device. The device must be comfortable to wear so the user can wear it all day.

3.6 Conclusion

Each device comes with various benefits and drawbacks; however, the key feature of both designs is their adjustability. This is
a novel development in PD devices which makes these two designs stand out among others. Additionally, the devices have a
noticeably lower cost than their competitors, which will significantly increase marketability and accessibility. Some draw-
backs of the two designs are in their aesthetics and ergonomics. The Pin design has awkward geometry while the String design
is heavier than desired. Both of these issues are currently in study.

These designs serve as proof-of-concept and need to be constantly iterated/tested as they progress through the design
process. Moreover, these devices must go through human subject testing as a part of the design process. This will serve to
further prove the efficacy of the device and allow Parkinson’s patients to give feedback on the design.

In addition to human subject testing, some specific avenues to explore for this research involve material selection, assembly
methods, and a possible companion smartphone app. Simple changes in material selection for central parts of each device
could vastly improve their shortcomings in both effectiveness and aesthetics. Certain materials were not available during the
fabrication phase of this research which forced the use of suboptimal materials. These restrictions also impacted the method in
which the devices were assembled. Improving the construction of the designs would also fix the inefficiencies in each device.

A possible long-term goal would be incorporating a companion smartphone app to pair with the device. The various
sensors inside smartphones could allow for some useful features. One helpful feature could be using the accelerometers inside
smartphones to sense the user’s current tremor and give directions on how to adjust their device to improve its effectiveness.

Fig. 3.4 (a) String design adjusted to middle frequency setting (b) Associated ratio of reduction
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Another feature could involve offering ways to help the mental health challenges that come with PD. For instance, the app
could provide helpful resources and information, perhaps by partnering with current charities which already have this content
complied and available.
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Chapter 4
Fractional Viscoelastic Modeling Enabling Accurate Atomic Force
Microscope Contact Resonance Spectroscopy Characterization

Md Tasmirul Jalil, Rafiul Shihab, and Ryan Tung

Abstract In this work, an Atomic Force Microscope (AFM) technique known as Contact Resonance (CR) Spectroscopy is
used to measure the complex modulus, as a function of frequency, of a Delrin™ (Polyoxymethylene) sample. These CR
experiments, along with AFM creep and relaxation experiments, are conducted at different temperatures, and a time
temperature superposition scheme is developed and applied to construct storage and loss modulus master curves over a
wide range of frequencies. Large arrays of classical, integer-order, differential equation-based viscoelastic models are
typically used to extract the material parameters from the master curves, however, the resulting models exhibit ringing
phenomena, poor extrapolation properties, and are numerically cumbersome due the large number of model parameters that
are needed. To avoid these pitfalls, we apply fractional viscoelastic models to describe both the time and frequency dependent
experimental data, and extract the corresponding mechanical parameters. Fractional viscoelastic models are based on
differential equations with fractional derivatives. These models require fewer fitting parameters, compared to their integer-
order counterparts, and naturally capture the power-law time domain responses observed in the Delrin™ material.

Key words Atomic force microscopy · Contact resonance · Fractional calculus · Time temperature superposition · Master
curve

4.1 Introduction

Bulk properties of viscoelastic materials differ extensively from their nanoscale properties, and quantifying the nanoscale
behavior of the material presents numerous challenges both in analytical modeling of the material and experimental
measurement techniques. Atomic Force Microscopy is an essential tool used to probe the nanoscale mechanical properties
of materials [1]. AFM is capable of quantifying the mechanical response of a wide variety of materials using quasi-static
(i.e. force spectroscopy) and dynamic methods (i.e., force modulation microscopy and multifrequency intermittent contact
modes) [2].

Contact Resonance Atomic Force Microscopy (CR-AFM) is a sub-method of dynamic AFM where the nanoscale dynamic
properties (storage and loss modulus, and loss tangent) of polymers can be extracted with high precision. An AFM cantilever,
vibrating freely at any of its natural frequencies will experience a change in both natural frequency and quality factor if it is
brought into contact with a viscoelastic material. The shift in the frequency depends on the stiffness of the material, and the
change in quality factor depends on the damping characteristics of the material. With a suitable contact mechanics model, the
shift in contact natural frequencies and quality factors can be utilized to estimate the nanomechanical viscoelastic properties of
the material under inspection [3]. However, the choice of viscoelastic model used in the CR-AFM analysis plays a pivotal role
in determining the dynamic properties of the material. Large arrays of classical, integer-order, differential equation-based
viscoelastic models (e.g., the generalized Kelvin–Voigt model) can be used to extract the material parameters, yet the resulting
models exhibit ringing phenomena, poor extrapolation properties, and are numerically cumbersome due to the large amount of
model parameters. On the other hand, modeling viscoelastic materials using the so called “fractional” element offers several
advantages to the standard integer-order spring and damper elements previously mentioned [4]. For an integer-order linear
spring element, the force produced by the element is proportional to the zeroth derivative of the element displacement. The
zeroth derivative represents the identity operator. For an integer-order damper, the force produced by the element is
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proportional to the first time derivative of the displacement. For a fractional element, the force produced by the element is
proportional to the pth derivative of the displacement (with respect to time). Where p is a real number between 0 and 1 called
the fractional power. For instance, Fig. 4.1a shows a classical Standard Linear Solid (SLS) viscoelastic model consisting of a
spring (k0) in parallel with a Maxwell element (a spring k1 in series with a damping element c) can be transformed into a
fractional SLS model by changing the linear damping element c into a fractional damping element g. In this study, the goal is
to describe the dynamic properties of polymers (i.e., storage and loss modulus) over a wide range of frequencies—in other
words to form a frequency dependent complex modulus Master curve using CR-AFM and a fractional viscoelastic model. A
master curve is a representation that allows the prediction of material behavior on a very large time and temperature scale, a
scale that is beyond which is typically measurable [5].

4.2 Concept Validation

To construct a complex modulus master curve using CR-AFM and a fractional viscoelastic model from experimental
measurements, the theory is validated by creating a set of fictitious cantilevers that represent possible experimental
measurements obtained via CR-AFM at fixed contact resonance frequencies. Delrin™ (polyoxymethylene) is used as the
test sample, and the bulk scale storage (E0) and loss (E00) modulus data of Delrin™ over four decades of frequency is taken
from the literature. Fictitious cantilevers are generated such that the in-contact resonance frequencies for each cantilever-
sample case will fall within this frequency range of interest. From the elastic solution for the Young’s modulus, using
nanoindentation and the elastic-viscoelastic corresponding principle, the tip-sample stiffness (k ¼ 2E0 ffiffiffiffiffiffiffiffi

Δ=π
p

) and damping
(c ¼ 2E00=ω

ffiffiffiffiffiffiffiffi

Δ=π
p

) [6, 7] are determined from the obtained storage and loss modulus data for a corresponding angular
frequency ω, assuming a tip-sample contact area Δ. Contact stiffness and damping parameters are nondimensionalized in

terms of the geometric and material parameters of each of the fictitious cantilevers as α ¼ kL31=3EI, and β ¼ c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

L21=9EIρA
q

.

Here, L1 is the effective length of the cantilever beam (measured from the fixed end to the tip of the beam), E is the Young’s
modulus of the beam, I is the area moment of inertia (I¼ bh3/12, where b is the width and h is the thickness of the beam), ρ is
the density of the beam, and A is the beam cross-sectional area. Next, the in-contact natural frequencies ( f cn) and quality factors
(Qc

n) for each fictitious cantilever-sample system are determined by solving the characteristic equation (Eq. 4.2 in Yuya et al.
[7]) obtained for an Euler–Bernoulli beam model satisfying the boundary conditions (a classical Kelvin–Voigt element at the
tip) and continuity conditions (Fig. 4.1b). Here, the viscoelastic properties of the sample are represented by a complex

wavenumber λnL1 ¼ (an + ibn), where an ¼ 1:8751
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f cn= f
0
n

q

and bn ¼ an=4Qc
n (assuming no intrinsic damping of the

cantilever) are the real and imaginary part of λnL1, respectively [2], and f 0n are the free natural frequencies of the cantilever.
These wavenumbers are calculated by solving the characteristic equation of the cantilever-sample system.

Next, an analytical model of an AFM cantilever with a fractional Standard Linear Solid (SLS) element at its tip (Fig. 4.1c)
is derived in terms of fractional parameters and fictitious cantilever properties. The characteristic equation of this model in
functional form is:

f L1, b, h,E, I, ρ,A, contactλnL1, k0, k1, g1, pð Þ ¼ 0: ð4:1Þ

Fig. 4.1 (a) The classical damping element c in a SLS model (left), the classical damping element is replaced by a fractional damping element,
resulting in a fractional SLS model, (b) An Euler–Bernoulli cantilever beam with a classical Kelvin–Voigt element at the tip. The complex
characteristic equation of this model is used to determine in-contact frequencies to develop the fictitious cantilevers. (c) An Euler–Bernoulli
cantilever beam with a fractional SLS element at the tip. The complex fractional characteristic equation derived from this model is utilized to extract
fractional SLS model parameters used to predict the material’s dynamic response over a wide range of frequencies
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This characteristic equation defines the contact natural frequencies of the system, given the input parameters. For five
fictitious cantilevers with their respective contact wavenumbers, a system of five nonlinear complex fractional differential
equations is formed. The equations are solved using a nonlinear least-square approach in MATLAB, and the fractional SLS
parameters (k0, k1, g1, p) are extracted. Figure 4.2a, b show the storage and loss master curve, generated by using the fractional
SLS model, and its classical counterpart with the extracted parameters. The response of the fractional SLS model is in good
agreement with the master curves obtained from Schmidt et al. [4].

4.3 Experiment and Future Work

Using a single AFM cantilever would result in a small, finite number of specific shifted CR contact natural frequencies and
quality factors (a single shift for each mode) and therefore would be capable of predicting moduli only at those specific
frequencies. However, to generate a master curve, we require many data points at different frequencies. In order to overcome
this pitfall, the tip-sample contact stiffness needs to be altered by setting different set point forces during CR measurements.
Moreover, the CR experiments can be performed at different temperatures as the tip-sample contact stiffness also changes

Fig. 4.2 (a) Storage and (b) loss modulus master curve reconstructed with 5 fictitious cantilevers over four decades of frequency. The red circles
represent bulk scale experimental data obtained from Schmidt et al., and the solid and dashed line represent the fitted data generated by a fractional
SLS model and a classical SLS model respectively. Percent error in the fractional SLS model (solid) and the classical SLS model (dashed) are shown
in (c) for storage and (d) for loss modulus. Vertical lines in (a) and (b) show the contact natural frequencies of the fictitious cantilevers used in the
analysis
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extensively with respect to the sample surface temperature. However, a time (frequency) temperature superposition (TTS) [8–
10] scheme must be applied to the CR measurements at different temperatures so that meaningful moduli can be extracted at a
reference temperature that we are interested in constructing the master curve. Time (frequency) temperature superposition
(TTS) has been widely explored and implemented by the polymer community for a long time [11]. The crux of the concept can
be stated as: time and temperature play equivalent roles in the relaxation process of thermorheologically simple polymers. The
viscoelastic response of polymers (i.e. creep, relaxation, complex modulus etc.) extracted from short observation times (high
frequency) at higher temperatures is equivalent to long observation times (low frequency) at a lower temperature. These
relations can be expressed with Eqs. 4.2 and 4.3 [9] showing that, the storage/loss modulus at a specific frequency ω and
temperature T is equivalent to the storage/loss modulus at some shifted frequency (aTω) at a reference temperature T0 if the
isotherms are plotted in a log-log scale. aT is the shift factor that is required to shift the modulus extracted at the experimental
temperature horizontally, and bT is the vertical shift factor:

E0 ω,Tð Þ ¼ bTE
0 aTω,T0ð Þ, ð4:2Þ

E00 ω,Tð Þ ¼ bTE
00 aTω,T0ð Þ, ð4:3Þ

aT ¼ τT =τT0
: ð4:4Þ

Moreover, aT can be expressed in terms of the characteristic relaxation time τT0 observed at a reference temperature (T0)
and the characteristic relaxation time τT at the current experimental temperature (T ) (Eq. 4.4). Therefore, conducting AFM
based relaxation experiments and thus determining the corresponding relaxation times (adopting the proper relaxation models)
at different temperatures are vital tasks in order to find the required shifting parameters.

We are currently working on developing a protocol to perform a number of force relaxation and CR experiments on
different polymer samples using an Asylum Research MFP-3D atomic force microscope with different contact force set points
at different temperatures. Our goal is to determine the corresponding shift factors from the force relaxation isotherms, and then
shift the frequency dependent moduli (storage and loss modulus—obtained from CR experiments at different temperatures)
according to the shift factors in the frequency-modulus log-log scale, and develop a modulus representation for a wider range
of frequencies at a single temperature (i.e. the reference temperature the master curve is intended to be constructed). Finally,
we are interested in studying the capability of fractional viscoelastic models to capture the viscoelastic response of polymers
over a wide range of frequencies with a minimal number of fitting parameters.

4.4 Conclusion

In this study, the prospect of using fractional calculus-based viscoelastic models, to predict the response of polymers across a
wide range of frequencies is discussed. The response generated by solving the CR-AFM characteristic equation for a number
of different fictitious cantilevers using a fractional standard linear solid (SLS) model shows better congruency with the bulk
scale experimental data obtained from literature compared to when an integer-order solid model is used. Moreover, the idea of
implementing CR-AFM and nanoscale force relaxation experiments with the aid of a time temperature superposition (TTS)
scheme to construct the dynamic modulus master curve, is also presented. However, accurate and reliable CR-AFM
measurements are faced with numerous challenges from an experimental point of view. Appropriate measurement of the
cantilever spring constant, actuation techniques used to achieve tip-sample resonance, and quasi-static measurements in the
presence of adhesive forces on the sample are among a few of the challenges to overcome in CR-AFM measurements.
Furthermore, the force relaxation experiments also require extensive attention to determine the exact applied local deforma-
tion on the sample. Achieving thermal equilibrium for the experimental setup at different temperature is crucial to minimize
the thermal drift of both the cantilever and the sample. The experimental scheme is still under development and this group is
concerned with the experimental issues arising during the measurement process. Overcoming the challenges should enable
both the AFM and polymer community to explore the capability of CR-AFM in determining nanoscale mechanical properties
of polymers over significantly large time or frequency scales.
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Chapter 5
A Method for Measuring Displacement and Strain Around a Crack
of Rubber Sheets Using Digital Image Correlation

Kengo Fujii, Satoru Yoneyama, Ayaka Suzuki, and Hiroshi Yamada

Abstract This study establishes a method for measuring displacement and strain of rubber materials with large and fast
deformations using digital image correlation. Using the proposed method, the behavior of the crack tip, which is important for
elucidating the growth of cracks is evaluated. A tensile load is applied to the rubber test piece containing the initial crack, and
the state is photographed with a digital camera. The results show that oscillating variations displacement and strain rates near
the crack from the start of crack growth to fracture are observed.

Key words Rubber · Crack growth · Digital image correlation · Strain · Crack tip behavior

5.1 Introduction

In recent years, rubber materials have been used for various purposes in many members, and further high functionality and
high added value are progressing. However, since almost all rubber products currently in use are durable consumer materials,
improving the fracture toughness of rubber materials is one of the greatest concerns. Phenomena such as wear and
deterioration caused by fracture are the biggest factors that dominate the reliability of rubber products, but it is very difficult
to clarify them. The reasons for this are that it is not enough to handle fracture strength and elongation at break, that the
fracture phenomenon is a process of formation and growth of fracture nuclei. Therefore, in considering the fracture toughness
and durable life of rubber, it is indispensable to consider the fracture mechanics that deals with the crack growth behavior on
the premise of the existence of latent defects.

Research on crack growth in rubber materials has been progressing for some time. As a previous study, Beurrot et al. [1]
observed the state of the microstructure during fatigue crack propagation in real time using SEM. The details of the crack tip
and the state of propagation were clarified, and in addition to the crack branching phenomenon, the correlation between
fatigue characteristics and extended crystallinity was considered. However, the underlying mechanism for crack growth, such
as the effect of crack tip behavior, has not been clarified.

It is known that complicated phenomena occur at the tip of the crack in a rubber materials. For example, “stress
concentration” that causes large strain locally and “velocity jump” in which the crack growth rate rises momentarily.
Therefore, the fracture mechanics of rubber so far has been developed by dealing only with the energy balance of the entire
system without dealing with the complicated stress field at the crack tip. However, since the crack tip behavior plays an
important role in rubber fracture, the importance of crack tip analysis is clear in elucidating the mechanism of crack growth
[2, 3].

DIC (Digital Image Correlation) is a measurement technology that measures the displacement distribution in the in-plane
direction from images before and after deformation of the measurement object based on changes in the random pattern of the
target surface by image processing [4]. In recent years, it is often used as a useful means for measuring the displacement/strain
field at the crack tip because it is very simple and can measure the deformation field in the entire field of view and without
contact. However, rubber is a material that undergoes large and high-speed deformation, and its characteristics make the crack
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surface extremely large. Therefore, it is difficult to measure and analyze the displacement and strain of the crack tip of the
rubber material by the conventional method.

Based on the above, in this study, a method for accurately measuring the displacement/strain field of rubber materials
including cracks is established using the digital image correlation method, the crack tip behavior is evaluated using the
proposed method.

5.2 Test Method

A tensile load is applied to the sheet-shaped displacement-constrained rubber test piece containing the initial crack. The
situation is photographed with a digital camera, and the displacement is measured using DIC from the obtained images before
and after deformation. The shape of the test piece used is shown in Fig. 5.1.

The dimensions are length: 20 mm, width: 150 mm, and thickness (¼ t): 1 mm. A white random pattern is applied to the
surface. Also, use a razor to introduce an initial crack of about 10 mm in the center of the left end. A tensile tester is used to
load the load, and the tensile direction is downward on the y-axis (negative direction). The test is conducted in room
temperature air. The tensile speed and shooting speed are changed for each test, and the analysis range and subset size are
changed for each analysis.

5.3 A Method for Displacement and Strain Measurement Around a Crack of Rubber
Materials

As mentioned in the previous section, the difficulties of measuring the displacement of the rubber material using DIC are that
(1) the deformation is large and fast, and (2) the discontinuity part of the crack expands greatly due to its nature. Regarding (1),
under the tensile load of rubber materials, the random pattern suddenly changes due to the large deformation, and the pre-
deformation image and the post-deformation image are completely unrelated, so it is difficult to perform measurement.
Therefore, images of the deformation process are acquired by high-speed photography, and the reference images are
sequentially updated for continuous processing. Then, the displacement is calculated by adding up the obtained results and
accumulating them. Regarding (2), Fig. 5.2 shows images before and after deformation of the rubber test piece containing
cracks. Figure 5.3 shows the displacement distribution in the x and y directions obtained by a conventional DIC. The
displacement distribution is plotted every 10 pixels at the measurement point. From the obtained results, it can be seen that a
large error has occurred at the crack. The cause is considered to be the method of treating the discontinuous portion of the
crack. As a method for calculating the displacement, an approximate function is created from the rough search result, and the
displacement of the entire analysis range is approximately calculated using the function. When the deformation of the cracked
portion becomes large, the apparent displacement is displayed in the discontinuous portion. In addition, the calculation
including the error of a crack portion requires time for analysis, and further, it is considered that the accuracy of the entire
displacement distribution is lowered.

Use the following method to clear the error. In order to calculate without including the discontinuity of a crack, the analysis
range is divided into upper and lower parts at the crack part, and the measurement is performed individually. Then, by
synthesizing the obtained results, the displacement of the entire analysis range is calculated. The results obtained are shown in
Fig. 5.4. It is confirmed that the displacement around a crack can be calculated without causing the error of a crack. In
addition, the analysis time can be reduced of the analysis time required to obtain results using the conventional method, and it
is considered that the overall accuracy has improved.

Fig. 5.1 Rubber specimen (mm)
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Fig. 5.2 Images before and after deformation
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Fig. 5.3 Displacement distribution by the conventional DIC [mm]
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Fig. 5.4 Displacement distribution by the proposed method [mm]
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5.4 Evaluation of Crack Tip Behavior During Crack Growth

The method proposed in the previous section is used to measure displacement and strain around crack tip during crack growth.
The distance between shots is 1000 mm. The obtained image has a maximum resolution of 1280 � 1024 pixels (8 bits,
1 pixel ≒ 0.022 mm). Tensile speed: 1 mm/s, shooting speed: 200 fps (shutter speed: 3.3 ms), the analysis range is a
rectangular range of 250� 180 pixels (width: 5.5 mm, length: 3.96 mm) including the crack tip, and the subset size is 21� 21
pixels. Due to the occurrence of velocity jump, it is not possible to capture the state of breakage even at the maximum shooting
speed of the high-speed camera, so the image immediately before breakage is taken as the post-deformation image. Figure 5.5
shows the images before and after the deformation, Fig. 5.6 shows the displacement distribution obtained by the proposed
method and the logarithmic strain distribution obtained from the displacement calculation results. In addition, the measure-
ment points are plotted every 3 pixels for both displacement and logarithmic strain distribution, and the gauge length is
7 pixels (≒ 0.154 mm). Both of the obtained distributions are smooth, and it can be seen that the shape of the crack tip of the
deformed image can be shown.

Based on the above results, it is considered that the proposed method that combines the two solutions that caused the
difficulty is appropriate.

before (b) after

(a) (b)

Fig. 5.5 Images before and after deformation

Fig. 5.6 Displacement and logarithmic strain distribution [mm]
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5.5 Conclusion

In this study, the crack tip behavior is evaluated in order to elucidate the mechanism of crack growth in rubber materials. As a
method for this, a method of measuring the displacement/strain field around a crack tip in consideration of the properties of the
rubber material and the existence of cracks using the digital image correlation is proposed. Then, using the proposed method,
analysis is performed up to just before fracture, and an accurate displacement/logarithmic strain distribution can be obtained.
Furthermore, when the displacement and strain before and after deformation during crack growth are measured at short time
intervals, it is confirmed that the amount of deformation had oscillating variations.
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Chapter 6
Understanding the Nanoscale Deformation Mechanisms of Polyurea
from In Situ AFM Tensile Experiments

Hanxun Jin, Catherine Machnicki, John Hegarty, Rodney J. Clifton, and Kyung-Suk Kim

Abstract Here, we report in situ AFM tapping-phase study of polyurea’s nano and mesoscale phase transitions within the
submicron-size field of view. To this end, we designed and assembled a novel in situ AFM loading device that keeps a
reference point stationery within the observation window. Using this device, we acquired sequential AFM-tapping-mode
phase images of polyurea’s nanophase evolution during relaxation under various fixed tensile strains up to 200%. We found
that initial hard nano-domains fragment upon rapid loading and the fragmented hard phases go through various nano and
mesoscale phase transitions. These fragmented pieces are recombined to form coarsened bicontinuous clusters during
the relaxation process. The AFM in situ testing enables us to better understand dynamic-bond characteristics of segmented
block copolymers. Interplay between the dynamic-bond characteristics of supramolecular interactions and the hard/soft-phase
load/deformation sharing characteristics is believed to predict the self-healing and dynamic toughening mechanisms of
polyurea.

Key words Polyurea · In situ AFM tensile test · Nanophase relaxation · Nano and mesoscale phase transitions

6.1 Introduction

Over the past three decades, polyurea has been extensively utilized as a protective coating material owing to its fast reactivity
for casting, relative moisture insensitivity, and failure resistance under mechanical loading [1–3]. More recently, polyurea has
been further developed as high-toughness nanocomposites to be used under extreme loading conditions [4]. For example, a
polyurea copolymer PU1000 was found to have toughness as high as 5500 J/m2 under a high crack-tip loading rate of _K ¼
107MPa

ffiffiffiffi

m
p

=s in a plate impact experiment [4]. The PU1000 has unusually high dynamic toughness compared to other
typical polymeric materials that exhibit embrittlement under high strain rate loading; however, so far, corresponding dynamic
toughening mechanisms at such a high rate of loading have not been revealed. Molecular and phase-segregated nanostructures
of polyurea and their formation processes are relatively well understood [5]. During linear polymerization of polyurea, hard
and soft segments self-assemble into unique dual-phase nanostructures consisting of hard arms dispersed in a continuous soft
medium, as observed in Atomic Force Microscopy (AFM) tapping-mode phase images [4, 6]. The hard-phase arms have
diameters of ~15 nm, and a high-resolution AFM tip of 2 nm radius could reveal details of the nanostructure assemblies
through tapping-mode imaging. In contrast, it is not well understood how the partitioning of load and deformation carrying
capacities between hard and soft phases and self-healing supramolecular interactions of the nanostructures interplay to
generate such a high dynamic toughening effect, spreading inelastic finite deformation without localization at a very short
time scale. To get some insights on inelastic deformation mechanisms of the nanophase aggregates, small- and wide-angle
X-ray scattering (SAXS/WAXS) caused by nano and microstructural evolution was observed during tensile deformation
processes of polyurea [7, 8]. However, the X-ray scattering data primarily provided average hard-domain and intermolecular
spacings and their average anisotropic orientations, but could not give information on nanoscale inhomogeneous deformation
characteristics of supramolecular interactions and configurational motions of inelastic deformation carriers.
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In effect, we have to trace the nano-structural evolution with a nanometer-scale spatial resolution to uncover the interplay
between the hard/soft-phase load/deformation sharing characteristics and dynamic-bond characteristics of supramolecular
interactions in a submicron-size observation window. However, we have two significant experimental difficulties. One is
drifting of the in situ observation sight due to micron-scale displacements made by specimen deformation and loading-frame
motion. The other is the loss of inter-frame image correlations caused by breaking and reforming dynamic-bond character-
istics of the supramolecular interactions. Various in situ AFM loading devices have been previously designed to avoid the
examination-sight drifting out of the observation window during the loading process, employing either mechanical [9–11] or
electrical [12] control schemes. In the mechanical control scheme, typically, a twin-screw composed of left- and right-handed
screws of the same pitch were threaded on a single driving shaft and driven by a stepper motor to stretch the specimen
symmetrically, keeping the specimen centered in the field of view. The mechanical passive control device allowed observation
of specimen deformation or cracking processes approximately near the stationary-point vicinity, within an observation
window of 3 μm � 3 μm [10] or 20 μm � 20 μm [9]. However, the devices could not keep inter-frame correlations to trace
the same material points. The uncertainty of the displacement that makes the material points move out of the observation
window was too large to track the Lagrangian material deformation characteristics. Here, we made a twin-screw-driven in situ
AFM loading device and analyzed the uncertainty of the device’s material-point traceability by investigating AFM surface-
topography’s Digital Image Correlation (DIC) within 10 μm � 10 μm windows and AFM tapping-phase’s spectral evolution
within 1 μm� 1 μmwindows. We studied the loading device characteristics by analyzing the DIC of AFM topography images
of the sample under several stepping increments of small strains within 10 μm � 10 μm windows. Then, we investigated
deformation characteristics of the phase-segregated nanostructures with high-resolution in situ AFM-tapping-mode phase
images and their spectral characteristics within 1 μm � 1 μm windows, during stress relaxation at various strain levels up to
200% using the home-made in situ AFM loading device. The nanophase relaxation test removes the uncertainty of the
observation-sight motion caused by the loading device operation since the device operation was frozen during the entire
relaxation process. The study of transient nanophase relaxation at different strain levels could help understand copolymers’
dynamic and self-healing properties.

6.2 Experiments

6.2.1 Formation of Polyurea Thin Films

As shown in Fig. 6.1a, the polyurea was prepared from 4,40-methylene diphenyl diisocyanate (MDI) (Isonate 143L; Dow
Chemical) [13] and polytetramethylene oxide-di-p-aminobenzoate (Versalink P-1000; Air Products) [14]. The elastomer is
formed through a linear polymerization reaction resulting in a copolymer with urea linkages. These urea linkages, when
aligned, form bidentate hydrogen bonds (Fig. 6.1b) forming polar, high-Tg, ‘hard’ segments; additionally, low-Tg ‘soft’
segments form from the amorphous poly(tetramethylene oxide) (PTMO). Due to the polar nature of the hard segments and the
nonpolar soft segments, the hard segments aggregate to form a micro-phase separation within the long polymer soft
segments [7]. The hard regions can be detected with AFM Fig. 6.1c as a bright region while the soft segments are dark [4].

Briefly, Versalink P-1000 was heated to approximately 80 �C or until the viscosity of the oligomer was sufficiently
decreased to allow for pouring. This was then added to a 500 mL beaker followed by the rapid addition of MDI in a 1:4 ratio
(MDI to P-1000) by weight. Note that MDI was weighed with a 5% excess, as recommended by the manufacturer, to account
for a possible side reaction between the diisocyanate moieties and the moisture in the ambient air. The mixture was stirred with
a glass rod for 1 min and then degassed until visible bubbles were gone, for a maximum time of 10 min. Following degassing,
approximately 5 mL of the curing mixture was added to a mold consisting of a Teflon™ plate (McMaster-Carr, 8711K96)
with 200 μm thick tape around the edges for height guidance, producing film dimensions of 2.5 in � 4.5 in � 200 μm. With a
glass rod or straight edge, the polyurea was spread across the Teflon™ mold. The casted polyurea cured for 24 h in room
temperature conditions. The film was then cut into pieces for the AFM device or in a dog bone shape for tensile testing.

6.2.2 In Situ AFM Loading Device

A home-made in situ AFM loading device driven by twin-screws to self-align observation sights has been designed and
assembled. The schematics of the device mounted on a base (1) are illustrated in the left diagram of Fig. 6.2. A left- and right-
hand threaded leadscrew (3) with pitch size 0.8 mm is fabricated from a brass rod with a diameter of 4 mm. A stepper motor
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(McMaster-Carr, NEMA) (8) with 200 steps per rotation and operation torque 1.6 in.-oz. is used to precisely control the
loading strains by transmitting the torque through one pair of gears (7) with the same teeth number. The motor is controlled by
an A4988 motor driver, which is programmed by an Arduino chipboard. The finest strain resolution is calculated as 0.027%/
step if the initial sample length is 30 mm. Special beam spring anti-backlash base block (4) has been manufactured to reduce
the backlash problem between the dual leadscrew and the sample holders sliding on two guide rods (2). A guide rod is not

Fig. 6.1 Schematic of polyurea polymerization (a, b) of 4,40-methylene diphenyl diisocyanate (MDI) and polytetramethylene oxide-di-p-
aminobenzoate (Versalink P-1000; Air Products). Chemical structure of bidentate hydrogen bonding between urea linkages to form hard segments.
Soft segments arise from the repeating unit of poly(tetramethylene oxide). (c) 500 � 500 nm tapping-mode AFM phase images of polyurea
indicating bright regions for hard segments and dark for soft matrix [4]

Fig. 6.2 Schematics of in situ AFM loading device with observation-sight invariance control and sequential AFM topography images of scan size
10 μm� 10 μm of a PU-1000 sample under tension in the vertical direction with tensile strains, (ai) ε¼ 0.32% and (aii) ε¼ 0.65%. The displacement
plots obtained from DIC for axial (bi) and transverse (bii) displacements
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drawn in the side view to show the twin-screw clearly. A counterweight (9) sits on a holding block (10) to balance the device
on the AFM stage. A thin-film sample (6) is fixed to the holders firmly by clamps (5). A cushion block with knurl could be
applied to remove potential slip between the sample and the grips under large deformation. The maximum dimensions for the
specimen are 30mm � 10mm � 1mm. Our device is flexible to change the dual leadscrew with different pitch sizes and
change the pair of gears for different accuracy requirements. In this paper, as the device was primarily used to investigate the
device-kinematics control and the sample’s displacement fields in the observation window, an optical-gauge load cell was not
applied to the device.

6.2.3 Digital Image Correlation (DIC) Analysis of the In Situ Loading System

We utilized a DIC of sequential AFM topography images of scan size 10 μm � 10 μm to analyze the observation-sight
displacement drifting made by successive loading steps of the stepper motor. We employed a q-factor-based digital image
correlation algorithm (qDIC) [15] for the displacement analysis, and the AFM DIC had ~5 nm displacement resolution.
Figure 6.2ai, aii show two selected frames of AFM surface-topography images before and after the specimen was stretched in
two steps of the stepper motor. The end-to-end stretching displacement of the 5 mm long specimen with 5 mm width and
200 μm thickness was 16 μm between the two frames. The maximum square correlation window size was first identified
approximately, and one image was translated close to the other image before they were correlated to get the additional fine
adjustment of the total correlation displacement. The maximum correlation window size was 6.25 μm� 6.25 μm, and the two
well recognizable images are marked with blue boxes. The observation-sight displacement was 0.10 μm in the stretching
direction and 3.53 μm in the lateral direction between the two surface-topography images.

6.3 AFM Tapping-Mode Imaging of PU-1000 Nanophases Under Stress Relaxation

The AFM tapping-mode phase and topography images were captured using XE-Bio AFM from Park Systems. The
SuperSharpSilicon™ Non-Contact/Tapping-mode probes with reflective coatings (SSS-NCHR) from Nanosensors™ were
used. This probe has a curvature radius of 2 nm and a spring constant of 42 N/m. Compared with regular tapping-mode probes
with a radius of curvature of 10 nm, SSS-NCHR tip could resolve the nanophases with higher resolution. The set-point ratio
was tuned ~0.5 to get high-resolution phase images. The slow-scanning direction was aligned in the tensile direction to avoid
vibration noise from the suspended thin film. The AFM tapping-phase image scan size was either 500 nm � 500 nm or
1 μm � 1 μm. Images were taken at a fast-scanning frequency of 2 Hz under ambient conditions, and the image pixel
resolution was 256� 256. Therefore, each image acquisition took roughly 2 min. The controlling motor system was turned off
during AFM scanning to avoid any electrical noises.

6.4 Results and Discussions

Regarding the DIC analysis of the in situ loading system, the 0.10 μm displacement of the observation sight in the stretching
direction could be caused by the sample’s stretching deformation and a 31.3 μm center-position misalignment of the AFM
scanning window’s center in the stretching direction. However, 3.53 μm displacement in the lateral direction is too large to be
made by a Poisson contraction and a center-position misalignment. Such a relatively large lateral displacement is likely made
by relative shear and rotation between the specimen holders. The DIC analysis reveals that the twin-screw driving can keep the
AFM observation site within the submicron-size window with ~10 nm displacement/step-loading in the stretching direction if
the center positioning accuracy of the AFM scanning window is within ~10 μm and the specimen length is reduced to 3 mm.
Analysis indicates that a similar control accuracy can be achieved with a slider properly designed to limit the sample holder’s
rotation. The DIC analysis also showed a sudden jump of observation-sight displacement at a large stretching step,
presumably caused by a partial slip of the sample at a frictional grip. Besides, the DIC of AFM surface-topography images
kept strong correlations, while the tapping-phase images quickly lost their correlations at a large strain.

Figure 6.3a shows three in situ AFM tapping-mode phase images of fully relaxed nanophases of a thin polyurea film in
equilibrium under stretching strains of 0%, 110%, and 200%. We derived the relationship among the tapping-mode phase φ,
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the work of adhesion w0, and the elastic modulus E as sinφ ffi c1 þ c2w
7=3
0 E2=3. The coefficients c1 and c2 only depend on

AFM characteristics such as the AFM tip radius, cantilever stiffness, and tapping frequencies, but not on the sample
properties. Since the polar, high-Tg, hard segments have larger adhesion and elastic modulus values, the bright regions in
the image represent the segregated MDI hard-phase nanostructures. The sample was stretched rapidly, but incrementally in
two to three steps, to each strain level, and the strain was held fixed while the stress was partially relaxed, and the nanophases
reached equilibrium at the strain level. Each AFM image of Fig. 6.3a was scanned at least 30 min after the sample was
stretched to the strain level to ensure the nanophases were fully relaxed to reach the equilibrium at the strain level. As shown in
the figure, the nanostructures evolved during the relaxation process, more significantly coarsening the hard phase at larger
strains by breaking and recombining the hard domains; in situ WAXS/SAXS study [7, 8] also suggested such nano-structural
evolution. Since the stretching strains are very large, the three images’ observation sights may not overlap each other but
locate within close vicinity, as we used the twin-screw loading device. Figure 6.3ai shows the AFM phase image of the
undeformed nanostructures. The bright regions represent hard MDI domains, which are rod shaped and �15 nm in diameter
and a couple hundred nm in length. The dark region represents the soft diamine group matrix. As the polyurea deformed
beyond yielding, the nanophases clustered in equilibrium at each strain level, in addition to the coarsening of individual MDI
nanostructures. The clustered patterns are more aligned to the stretching direction at higher strain levels. The alignment is
more evident in FFT distributions, as shown in Fig. 6.3biii. Due to the chemical crosslink agents in Isonate 143L, polyurea
tends to stiffen itself at large strain, and strain-induced crystallization may play a role in clustering the hard domains.

Figure 6.3b displays AFM tapping-phase images in the process of PU-1000 nanophase relaxation in 50 min at a fixed
stretching strain of 110%. The strain increased from 78 to 110% within 3s, i.e., the strain rate is ~0.11s�1, and the strain was
held fixed while the nanophases were relaxed to be in equilibrium at the strain level. The sample was then successively
scanned at the same area every 2 min to get AFM tapping-phase images of the nanophases during the relaxation process.
Figure 6.3bi shows the scan image at t ¼ 2min. Interestingly, the inset FFT frequency distribution indicates that the original
hard-domain arms were fragmented into smaller rod-shaped segments with the long axis densely aligned perpendicular to the
loading direction. As the relaxation process continued, another phase transition occurred at t¼ 18min. As shown in Fig. 6.3bii,

Fig. 6.3 In situ AFM tapping-mode phase images of a polyurea thin film under various strains for (ai) ε ¼ 0%, (aii) ε ¼ 110%, and (aiii) ε ¼ 200%.
The time variant AFM tapping-mode phase images during relaxation at ε¼ 110% for (bi) t ¼ 2 min, (bii) t¼ 18 min, and (biii) t ¼ 50 min. The FFT
plots are inserted in (b). The loading direction is indicated by the black arrow
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the short segments were recombined into longer and thicker rods, forming a fibril-bundle structure. These artificial fibril-
bundle structures seem to be formed primarily due to the material drifting of polyurea during the relaxation process. After a
long relaxation time (t ¼ 50 min), the hard MDI domains transformed to coarsened structures, with more domains and their
clusters aligned along the loading direction as shown in the FFT image of Fig. 6.3biii inset. Here, we have shown that many
interesting nano and mesoscale phase transitions associated with dynamic-bond characteristics could be discovered with our
AFM in situ loading device. We could also quantify the mesoscale phase transitions of a copolymer PU-1000 with tensorial
spectral moments of the FFT images. The current multiscale phase transition study is more applicable to understanding self-
healing characteristics of complex copolymers [16, 17]; however, the hydrogen-bond fragmentation behavior of the hard
domain can give insights to modeling dynamic toughening mechanisms. Detailed experimental and theoretical understanding
of these interesting phase transitions combined with mesoscale molecular dynamics simulations will be presented in follow-up
publications.

6.5 Conclusion

We designed and analyzed a particular in situ AFM loading device with a twin-thread screw that provides a stationary
reference point in the observation window. This device enabled us to collect high-resolution AFM tapping-mode phase
images of polyurea nanophases during stress relaxation at various fixed strains ranging from 0 to 200%. To our knowledge,
this is the very first in situ AFM tapping-phase study of segmental block copolymers’ nano and mesoscale phase transitions
within the submicron scan size. We found that initial hard nanostructures fragment upon rapid loading and the fragments
undergo various nano and mesoscale phase transitions to reform bicontinuous structures during the relaxation process. The
structures relax back to homogenous and isotropic structures below yielding, and the principal axes of the reformed hard
domains tend to align along the tensile direction beyond yielding. Strain-induced crystallization may occur and tend to cluster
nanostructures at larger strains when the polyurea starts to stiffen. Insights were gained to understand self-healing and
dynamic toughening mechanisms of copolymers by studying of fragmentation and reformation processes of hard nanophases
in PU-1000, with the home-made in situ AFM loading device.
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Chapter 7
Porosity Determination and Classification of Laser Powder Bed
Fusion AlSi10Mg Dogbones Using Machine Learning

Caroline E. Massey, David G. Moore, and Christopher J. Saldana

Abstract Metal additive manufacturing allows for the fabrication of parts at the point of use as well as the manufacture of
parts with complex geometries that would be difficult to manufacture via conventional methods (milling, casting, etc.).
Additively manufactured parts are likely to contain internal defects due to the melt pool, powder material, and laser velocity
conditions when printing. Two different types of defects were present in the CT scans of printed AlSi10Mg dogbones:
spherical porosity and irregular porosity. Identification of these pores via a machine learning approach (i.e., support vector
machines, convolutional neural networks, k-nearest neighbors’ classifiers) could be helpful with part qualification and
inspections. The machine learning approach will aim to label the regions of porosity and label the type of porosity present.
The results showed that a combination approach of Canny edge detection and a classification-based machine learning model
(k-nearest neighbors or support vector machine) outperformed the convolutional neural network in segmenting and labeling
different types of porosity.

Key words Machine learning · Additive manufacturing · Convolutional neural network · Computed tomography · Porosity
analysis

7.1 Introduction/Background

Porosity analysis is an important activity in the certification of additively manufactured parts. Current commercial software is
available (e.g., Volume Graphics, AVISO) that aids in identifying internal porosity in computed tomography (CT) data. Such
software is expensive, and results can vary greatly depending on input conditions, including the quality of the image data and
the experience of the software user. There are three types of porosity commonly found in additively manufactured parts: lack
of fusion, keyhole porosity, and entrapped gas porosity. Lack of fusion porosity occurs when the power of the laser is
insufficient for the laser speed, this leaving large, highly irregular voids in the interior of the part [1]. Gas porosity occurs when
shielding gas, melt pool vapor, or powder particles getting stuck in the print layer resulting in a spherical shape [2]. Keyhole
porosity is a result of the laser having to slow down as it changes trajectory in the scan track of the part [1]. This can be due to
velocity changes at the instances where the laser is changing path, this causing excess energy and evaporation, and leading to a
depression in the surface [1]. Keyhole pores are mostly round but not completely spherical [2].

Cunningham et al. [3] states that it is difficult to determine keyhole porosity based on morphological features alone, but by
observing the location of the pore and samples with similar processing conditions, one can make this determination. For the
purposes of the present study, the authors consider keyhole porosity and gas porosity as spherical porosity. Lack of fusion
porosity is believed to be more detrimental to the health of the part than spherical porosity due to its irregular morphology
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potentially causing high stress concentrations [4]. For the purposes of this paper, the authors will refer to lack of fusion
porosity as irregular porosity. Automated labeling of individual pores as spherical or irregular porosity could aid in the
operator’s determination of whether a part is fit for use. Machine learning methods such as Mask Regional Convolutional
Networks (Mask R-CNNs) can identify shapes in an image and draw a bounding box and a mask around their region of
occurrence [5]. During training, the Mask R-CNN determines its features and adjusts the model accordingly. Machine
learning methods such as support vector machines and k-nearest neighbors clustering can be employed by feeding in features
for which to train. Machine vision techniques can be employed for edge detection, including Canny edge filters and gradient
methods [6].

7.2 Methods

AlSi10Mg dogbone boats were printed with three conditions: high, nominal, and low global energy density (GED) values.
The high and nominal GED conditions were found to have mostly spherical pores, whereas the low GED condition was found
to have both spherical and irregular pores. These results were confirmed with SEM images. VGStudio Max 3.4 was used
reconstruct CT images scanned using the Nikon M2 Dual Head 225/450 kV equipped with a Perkin Elmer detector. An ISO50
threshold was applied and the dogbone gauge image stacks were exported into .jpeg format for analysis in the xy, xz, and yz
planes.

In total, 541 training images and 41 validation images were labeled with individual instances of porosity, as well as the type
of porosity observed (i.e., spherical or irregular). All three GED conditions were represented in the sample testing and training
sets. Image augmentation methods were applied to each image via horizontal flipping and vertical flipping, as well as either a
90� or 270� rotation. The pores were labeled using the VGG Image Annotator [7]. The authors used the Matterport Mask
R-CNN architecture with the ResNet101 backbone [8]. Transfer learning methods were employed using the Microsoft COCO
pretrained weights [9]. After many unsuccessful trial runs, in looking at the activation map, it was difficult to see the pores
themselves. The activation map is responsible for showing any peaks or hot spots that may correspond with morphological
features of objects in each class [10]. From the images in Fig. 7.1a–d, the noise of the grayscale values made it difficult to
determine regions of porosity through multiple activation maps. Figure 7.1e–h shows interior pores as well as the edges being
identified by the activation map. For this reason, the images had their pixels normalized by the average pixel of all the images
in the set.

The authors conducted another experiment using a combination of machine learning and machine vision methods. A
Canny edge detector was used in the Open-CV architecture to determine the edges of the porosity in the normalized images
[6, 11]. Since the inputted images have some dead pixels and noise within the image, an algorithm was created to only

Fig. 7.1 (a–d) Sample activation map before normalization and (e–h) sample activation map after normalization
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consider objects in the bounding box of the area of the edges of the dogbone. Metrics such as the x and y size of the pore, as
well as the pore area and pore perimeter were inputted into the k-nearest neighbors and support vector machine algorithms
using the Scikit-learn framework [12]. A sample set of labeled 80 images, including 531 instances of spherical porosity,
212 instances of non-porosity, and 153 lack of fusion porosity were used in this experiment.

7.3 Results and Discussion

Training time of the Mask R-CNN run was approximately 18 h using the NIVIDIA Titan GPU card using two images per
GPU. The algorithm was extremely inaccurate and unable to determine porosity types. As shown in Fig. 7.2, the algorithm
biased the edges in its determination of what it concluded as a pore. On instances where the algorithm identified internal
porosity, it caught only a few pixels of the pore. It is possible that the pores were too small to work well with the scaling sliding
window of the Mask R-CNN. The irregular-shaped pores morphology created some difficulty in being detected by the
algorithm. More images could be used in future tests in addition to cropping and enlarging the size of the pores.

In the combination of machine learning and machine vision approach, the Canny edge filter segmented the porosity quite
well. The results of the classification metrics of the KNN and SVMmodels are shown in Tables 7.1 and 7.2 below. The Linear
Support Vector Machine had an overall accuracy of 0.78 compared to 0.81 for the KNN method. The recall metrics for the
non-pores class were low for both the KNN and SVM methods, at 0.51 and 0.34, respectively. The inclusion of additional
features, such as distance to the edge of the surface, may further help the algorithm differentiate these pores. Example
classifications are shown in Fig. 7.3 and Table 7.3 below. From Fig. 7.3 and Table 7.3, both the SVM and KNN algorithms
predicted the irregular and spherical porosity well, but determining the instances of non-porosity (in this case noise on the
edge) was inaccurate and/or inconsistent for both the KNN and SVM. Holistically, the performance of the KNN and SVM are
quite similar, although the KNN performs slightly better when considering the recall scores by class.

Fig. 7.2 Sample image from mask R-CNN implementation of porosity determination

Table 7.1 KNN classification metrics

Precision Recall F1-score Number of supporting elements

Irregular porosity 0.82 0.87 0.84 46

Non-pores 0.73 0.51 0.60 71

Spherical porosity 0.82 0.91 0.86 179

Macro average 0.79 0.76 0.77 296

Weighted average 0.80 0.81 0.80 296

Table 7.2 SVM classification metrics

Precision Recall F1-score Number of supporting elements

Irregular porosity 0.89 0.85 0.87 46

Non-pores 0.75 0.34 0.47 71

Spherical porosity 0.77 0.94 0.85 179

Macro average 0.80 0.76 0.73 296

Weighted average 0.78 0.78 0.76 296
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7.4 Conclusion

The combination approach of machine vision and machine learning was more accurate in determining what class pores
belonged to, as well as in segmenting porosity when compared to the Mask R-CNN approach. Additional image data of
various image sizes could be used to further validate results. Future work could include adding additional features to help
differentiate the items detected using the Canny edge detector that do not belong to either the spherical or irregular porosity
class. A k-folds cross validation could be implemented in the code to further validate results. Other machine learning
algorithms could be considered for the objective of improving precision and accuracy metrics.
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Table 7.3 Porosity predictions

Red pore Green pore Blue pore Purple pore

Ground truth Irregular porosity Spherical porosity Non-pore Non-pore

KNN prediction Irregular porosity Spherical porosity Non-pore Spherical porosity

SVM prediction Irregular porosity Spherical porosity Spherical pore Spherical porosity
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Chapter 8
Constitutive Modeling of the Dynamic Behavior of Cork Material

Marco Sasso, Attilio Lattanzi, Emanuele Farotti, Fabrizio Sarasini, Claudia Sergi, Jacopo Tirillò,
and Edoardo Mancini

Abstract In this work, compression tests have been carried out at different strain rate, from 10�3 to approximately 103 s�1,
on agglomerated cork material. The quasi-static and low strain rate tests have been conducted by means of servo-pneumatic
machine, whereas the high strain rate tests have been conducted by means of polymeric Hopkinson bar. The experimental
results show a stress–strain relationship that is characterized by a typical S-shaped curve. As expected, the strength is observed
to increase when the material is deformed at increasing strain rate. In addition, the properties during the relaxation phase have
been considered as well, showing that the stress response is characterized by a rapid decrement while the deformation is
almost completely recovered. The global mechanical behavior is found to be very well reproduced by a combination of
constitutive models, which include compressible hyperelastic modeling and large-strain viscoelasticity. The matching
between the experimental and analytical data is very precise in the monotonic loading phase. Moreover, considering a
damage model of the Mullins type it is possible to reproduce reasonably well also the unloading phase.

Key words Cork · Constitutive modeling · Viscoelasticity · Hyperelasticity · High strain rate

8.1 Introduction

Cellular materials are intensively used in engineering applications when lightweight and energy absorption capabilities are
desired. Nowadays, particular attention is also given to environmental impact, which is related to the material processing, to its
use during operative life, and to its disposal or reuse at the end of its life cycle. For this reason, natural materials are gaining
attention in recent years [1–3]. Among cellular natural materials, cork is probably the highest spot [4]. Cork is natural, as it is
obtained by the bark of Quercus suber tree and it is characterized by the major advantage of being biodegradable. A tree can be
harvested approximately every 10 years, and it lasts for 100–150 years, hence cork is renewable. Moreover, it can be recycled
for multiple uses [5].

Cork presents the typical mechanical behavior of a cellular material. Under compression, the stress–strain curve is
characterized by an initial elastic region, followed by a plateau region where cell walls buckling occurs and most part of
the deformation is accumulated; then, densification takes place and stress rapidly increases. The curve is then similar to the
one that can be observed in foams, which are often adopted for energy dissipation purposes [6–8].

However, not only cork is capable of absorbing energy, but it also has a high recovery capacity. This means that the
material deformation is mainly elastic, so that cork returns to its initial shape after load removal [9]. This can be very useful
since the material keeps the energy absorption capacity almost constant, even after multiple impacts.

In this work, compression tests have been carried out at different strain rate, from 10�3 to approximately 103 s�1,
measuring the stress–strain behavior of the material. Not only the monotonic loading phase was recorded, but also the
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unloading phase was considered, in order to evaluate the possible damage evolution experienced by the material and the
elastic energy release that may occur after an impact. Successively, the experimental curves have been used to calibrate a
constitutive model, which includes the main features of the mechanical response of cork, i.e., elasticity, viscoelasticity, and
damage.

8.2 Materials and Methods

The specimens tested in this work are rectangular blocks of agglomerated cork (Fig. 8.1a), approximately cubic in shape with
a side of 10 mm and with a density of approximately 140 kg/m3. The samples have been tested in compression in the strain rate
range from 10�3 to 103 s�1 and the tests at 10�3, 10�1 and 101 s�1 were conducted by means of a pneumatic testing machine,
model Siplan® (Fig. 8.1b), equipped with a 3 kN load cell and capable of reaching 100 mm/s piston speed.

For the tests at 10�3 and 10�1 s�1, the samples were simply placed onto a flat plate connected to the load cell, on the fixed
crosshead of the machine and the piston was gently moved to approach the upper specimen surface to start the test. For the
tests at 101 s�1, the piston was moved upwards, far enough from the sample to complete the acceleration ramp from 0 to
100 mm/s. In this way, the samples were deformed at the most constant speed possible with the used machine. To evaluate the
relaxation phase of the material in the tests at 10�3 and 10�1 s�1, the deformation was maintained constant at the end of the
loading ramp for an amount of time equal to the ramp duration; then, the load is removed by moving the piston back, until the
load is zeroed. The motion law assigned to the piston is represented by the trapezoid shape illustrated in Fig. 8.1c. In the test at
101 s�1, instead, the piston has been assigned a triangular waveform, where the unloading ramp starts immediately after the
loading ramp, as shown by the dashed red line in Fig. 8.1c.

The dynamic tests at 103 s�1 have been performed by means of the Split Hopkinson Pressure Bar (SHPB) shown in
Fig. 8.2, whose calibration and adaptation to test soft materials are described in [10–12]. In addition, the SHPB setup was such
that the specimen relaxation was partially evaluated, by extending the measurement of the reflected and transmitted waves. It
must be highlighted that in this kind of tests, the tool motion that deforms the sample cannot be exactly prescribed as in
Fig. 8.1c; however, the obtained displacement history was found to be very similar to a triangular waveform. Hence, it was
possible to measure partially the unloading phase after the maximum load, with no holding phase.

The imposed strain histories for the four tests are shown in Fig. 8.3.

Fig. 8.1 (a) Agglomerated cork sample, (b) servo-pneumatic testing machine, (c) imposed strain histories
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8.3 Material Modeling

The constitutive modeling approach used attempts to describe the principal mechanical properties of cork when subjected to
dynamic loading. As reported in the literature [13], the S-shaped stress–strain curve obtained in the quasi-static test suggests
that the material can be modeled by a hyperelastic law, where the stress is in relationship with a strain energy potential W. The
experimental evidence also showed that, as well known, the cork exhibits an almost perfectly null Poisson’s ratio, meaning
that a compressible hyperelastic model is best suited. Among the several models available in the literature, the Ogden
Compressible Foam model, which is implemented as a built-in material within the Abaqus FE commercial code as
“Hyperfoam,” was adopted in this work. The strain energy function of order N is defined:

W ¼
X

N

i¼1

2μi
α2i

λαi1 þ λαi2 þ λαi3 � 3þ 1
βi

J�αiβi
� �

� �

ð8:1Þ

where αi and βi and μi are material constants, λ1–3 are the stretch ratios in the three principal directions, and J is the volume
ratio, J ¼ λ1λ2λ3. The principal stresses are computed taking the partial derivative of Eq. (8.1) with respect to λ. The null
Poisson’s ratio determines that βi ¼ 0; in uniaxial compression state λ1 ¼ λ2 ¼ 1, and the nominal stress becomes:

Fig. 8.2 Split Hopkinson pressure bar installed at Marche Polytechnic University

Fig. 8.3 Strain histories imposed in the compression tests at different strain rates
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σ3 ¼ ∂W
∂λ3

¼
X

N

i¼1

2μi
αiλ3

λαi3 � 1
� � ð8:2Þ

Equation (8.2) can be used to fit the experimental stress–strain curve in quasi-static condition, identifying the best μi and αi
coefficients. Cork material is well known to be viscoelastic [14], indeed its mechanical response strongly depends on the strain
rate. In view of this, the viscoelastic behavior has to be modeled as well, in conjunction with the Hyperfoam constitutive
description. The Prony series has been used in this work, which consists in considering the material as a parallel combination
of one hyperelastic spring, which represents the long-term stiffness G1, with a given number, NG, of hyperelastic Maxwell
branches, as shown in Fig. 8.4. Each Maxwell layer is characterized by a relaxation time τi. The global relaxation module of
such a system is given by:

G tð Þ ¼ G0 g1 þ
X

NG

i¼1

gie
�t=τi

� �

" #

ð8:3Þ

The framework used is the large-strain viscoelasticity, which also means that the NG springs are non-linear, hyperelastic,
springs. In Eq. (8.3), gi are the relative moduli, so that (g1 + ∑ gi)¼ 1;G0 represents the short term, or instantaneous, stiffness
that is obtained as the sum of all branches’ stiffness. The long-term and short-term stiffnesses are related as G1 ¼ (g1 � G0).
The stress along time in the i-th layer of the Generalized Maxwell model is computed exploiting the push-forward Simo
Scheme [15], which leads to:

σi t þ Δtð Þ ¼ aigiσo t þ Δtð Þ þ bigiσo tð Þ þ ciσi tð Þ ð8:4Þ
with ci ¼ exp (�Δt/τi), bi ¼ (1 � ci)τi/Δt � ci and ai ¼ 1 � (1 � ci)τi/Δt. In Eq. (8.4), σ0 is the stress corresponding to the
purely hyperelastic behavior, considering the instantaneous moduli. The total stress becomes:

σ t þ Δtð Þ ¼ σ0 t þ Δtð Þ �
X

NG

i¼1

σi t þ Δtð Þ ð8:5Þ

Finally, in order to describe the material behavior also in the unloading phase, the Mullins damage model has been adopted.
The model is well established for rubberlike materials [16], but it has been adopted for cork material as well [17]. It consists in
the introduction of a damage variable η, which is used to reduce the stress with respect to the hyperelastic stress of the virgin
material:

σ η, λð Þ ¼ ησ λð Þ ð8:6Þ
Equation (8.6) is used when the material is at an energy potential W that is lower than the maximum energy potential Wm

experienced by the material itself at the end of the loading phase. It means that η is equal to 1 along the primary loading path,
while it is between 0 and 1 during the unloading path. The η term is generally assumed to be represented by the so called “error
function”:

Fig. 8.4 Generalized Maxwell model used to represent the viscoelastic behavior (Prony series)
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η ¼ 1� 1
r
erf

Wm �W
mþ βWm

� 	

ð8:7Þ

where r, m and β are material parameters that govern the shape of the unloading curve. Note that r > 1, m� 0, β > 0. Since the
unloading curve is lower than the primary loading one, a dissipative cycle is established which contributes, together with the
viscoelastic hysteresis cycle, to the global energy dissipation of cork.

8.4 Results

The models coefficients have been computed by solving an optimization problem, where a cost function represented by the
difference between the experimental and analytical stresses is minimized. In the analytical model, the experimentally
measured strain and strain rate are introduced into Eqs. (8.2), (8.4) and (8.6). A fourth order Hyperfoam model was used
for describing the compressible hyperelastic behavior meaning that 8 parameters have to be found, i.e., μi and αi with
i ¼ 1. . .4. A 10 terms Prony series were used for describing the viscoelastic behavior, where the Maxwell branches have
equally spaced relaxation times in the logarithmic scale meaning that the minimization problem aims at determining the
2 extreme relaxation times τmin, τmax, and 10 relative moduli gi. Finally, the Mullins damage model requires finding further
3 parameters, bringing the total to 23 coefficients. The calibration has been implemented within a Matlab® optimization
procedure.

The fitting coefficients of the Hyperfoam model (long term) are reported in Table 8.1. The best set of Prony series
coefficients are reported in Table 8.2.

Analyzing the relative moduli, it appears that their trend is not monotonic with respect to the corresponding relaxation
times. Indeed, g4, g5, g8 and g9, which correspond to relaxation times 6 � 10�4, 4.9 � 10�3, 2.4 � 100, 1.9 � 101 s, are found to be
very close to zero, while the other Maxwell layers, especially g1, g2 and g3 that correspond to 1.2 � 10�6, 1.0 � 10�5, and
7.9 � 10�5 s, are found to be much larger. Table 8.3 shows the coefficients of the Mullins damage model that best fit the
unloading phase. The combination of small values for both m and r, close or at the lower limit of the admissible range,
determine a very large dissipation cycle, characterized by a sudden stress drop just at the beginning of the unloading phase.

The results of the experimental tests and of the analytical modeling, in terms of stress–strain curves, are reported in Fig. 8.5.
The black dots represent the experimental points, the solid line in red represents the long-term, or purely hyperelastic,
numerical stress, the dashed lines represent the stress in the different layers of the Generalized Maxwell model (only the
loading phase is reported for the sake of clarity), and the solid line in green represents the total stress predicted by the
constitutive model. It is observed that the model is able to describe very well the material behavior in all phases, including the
primary loading path, the holding phase, and the unloading phase. The global root mean square deviation between numerical
and experimental data is 0.11 MPa.

Table 8.1 Fourth order hyperfoam coefficients

μ1 μ2 μ3 μ4 α1 α2 α3 α4 β1. . .4
1.13 1.45 0.04 �1.72 4.30 3.16 �1.79 2.73 0

Table 8.2 Prony series coefficients

τmin τmax g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g1
E � 5.98 E + 2.10 0.074 0.404 0.384 0.000 0.008 0.022 0.039 0.000 0.001 0.010 0.056

Table 8.3 Mullins damage
coefficients

r m β

1.01 0 0.49
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8.5 Conclusion

The work proposed the mechanical characterization and constitutive modeling of an agglomerated cork subjected to
compression loading. The stress–strain curve is characterized by the typical S-shaped trend, which is very similar to that of
synthetic foam materials, and is found to be very well represented by a compressible hyperelastic formulation. The tests
conducted at different strain rates highlighted the time dependency of the stress–strain relationship, hence a 10 term Prony
series has been used to describe the strength increase in dynamic conditions. In addition, in the experimental tests, the primary
monotonic loading phase has been followed by holding and unloading phases and this permitted to evaluate the damage
behavior of cork, which is found to be well represented by the Mullins model. The three constitutive models can be made to
coexist in order to give a complete description of the cork behavior when it is subjected to dynamic loads and impacts.
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Chapter 9
The Penetration Dynamics of a Violent Cavitation Bubble Through
a Hydrogel–Water Interface

Jin Yang, Yue Yin, Harry C. Cramer III, and Christian Franck

Abstract Understanding the dynamical behavior of an oscillating bubble near a hydrogel–water interface is an interesting
and important multiphase problem arising in many medical treatments including minimizing tissue damage during ultrasound
and laser surgeries, guiding targeted drug deliveries, to name a few. Here, by using ultrahigh-speed videography, we captured
the complex interaction of an inertial cavitated bubble at a soft hydrogel–water interface penetrating the gel-fluid (water)
boundary. Next, we experimentally measured and numerically modeled the nonlinear bubble dynamics near the hydrogel–
water interface. Here we present our experimentally observed interface penetration process including annular jetting and
shock wave propagation toward the water side. On the gel side we observed the induction of significant large and complex
deformations induced by the cavitation bubble. We provide a comprehensive analysis of these phenomena including a
quantitative estimate of the associated material strains and damage during this high strain-rate penetration process.

Key words Inertial cavitation · High strain-rate · Interface · Penetration · Finite deformation

9.1 Introduction

Cavitation is a common phenomenon in many biological systems and medical applications [1, 2]. For example, inertial
cavitation can cause serious damage to soft tissues and cells [3–5]. On the other side, when harnessed carefully, bubble
cavitation can be used beneficially in many surgical and medical procedures, for example, in cataract laser surgery, lithotripsy
and histotripsy applications [6, 7].

In the past three decades, the dynamics of a cavitating bubble along a boundary was found to have significant influence on
the bubble dynamics itself. For example, the interaction of an inertial cavitation bubble with a nearby liquid–liquid interface is
a complex multiphase problem that a liquid jet can be induced to drill into the heavier liquid during the bubble collapse
[8]. For a laser-induced cavitation bubble near a gel–water interface, the deformation and rebound of the boundary and the
Bjerknes attraction force can induce bubble splitting, liquid jets formation, and jet-like ejection of the boundary material into
the liquid [9–11]. The jetting behavior was found to depend on the distance between the laser focal point and the interface, and
the interface elastic modulus.

Here, by recording the spatiotemporally resolved bubble dynamics via high-speed videography, a combined experimental
and theoretical investigation of single bubble cavitation near a gel–water interface has been conducted. Compared with
previous studies, the gel we tested here is more compliant with a water concentration above 90% and an elastic modulus on the
order of O(0.1) ~ O(1) kPa. In addition to bubble splitting and annular jetting, we also observed the formation of a vortex ring
at the first violent collapse. On the gel side, when bubble was close to the gel–water interface, we found gel-material was torn
off and created a hole at the first collapse. We provide a comprehensive analysis of these phenomena including a quantitative
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estimate of the associated material strains and damage during this high strain-rate penetration process. These results might be
of significant interest in medical and engineering applications with respect to cavitation erosion, collateral damage in laser
surgery, cavitation-mediated enhancement of pulsed laser ablation of tissue, and guiding targeted drug deliveries.

In this paper, first, we introduce our material preparation and experimental setup in Sects. 9.2 and 9.3. Then we show and
analyze our experimental results in Sect. 9.4. Finally, we present our conclusions in Sect. 9.5.

9.2 Material Preparation

In our experiments, soft polyacrylamide (PA) hydrogel samples are prepared from 40.0% acrylamide solution and 2.0% bis
solution (Bio-Rad, Hercules, CA) mixed to a final concentration of 3.0%/0.2% Acrylamide/Bis (v/v) in deionized water and
crosslinked with 0.5% APS (ThermoFisher Scientific, USA) and 1.25% TEMED (ThermoFisher Scientific, USA). Once
mixed, PA samples are completely submersed in deionized water for 24 h to allow for complete swelling. The quasistatic shear
modulus, G1, of the prepared soft PA is 0.57 kPa. Soft PA has also been found to show strain stiffening effects during our
previous inertial cavitation experiments and is quantitatively characterized by a quadratic law Kelvin-Voigt (qKV) visco-
elastic material model with a strain stiffening parameter α ¼ 0.96 � 0.058, and viscosity μ ¼ 0.060 � 0.057 Pa s [12].

9.3 Experimental Setup

The experimental setup in this study is adapted from our previous studies [12–15] as shown in Fig. 9.1, where single cavitation
bubbles were generated through a single pulse from an adjustable 1–25 mJ Q-switched Nd:YAG Minilite II (Continuum,
Milpitas, CA) laser platform frequency doubled to 532 nm [13]. Laser pulses were expanded to fill the back aperture of a
Nikon Plan Fluor 20X/0.5 NA imaging objective and were aligned through the back camera port of a Nikon Ti:Eclipse
microscope (Nikon Instruments, Long Island, NY). Pulses were reflected off a 532 nm notch dichroic mirror (Semrock,
Rochester, NY) to the rear aperture of the imaging objective, and then were focused on the interface between the hydrogel and
the water. Cavitation bubbles were recorded at one million fps with a Kirana5M high-speed camera (Specialized Imaging,
Pitstone, United Kingdom), with triggered full-field illumination from a SILUX640 laser illumination system (Specialized
Imaging, Pitstone, United Kingdom). Samples were imaged in 25 mm Chamlide magnetic chambers (Live Cell Instrument,
Seoul, South Korea) in all tests. Output TTL signals from the camera aligned image acquisition with the laser pulse and
illumination pulses. An exposure time of 500 ns and an illumination pulse width of 250 ns were used to maximize illumination

Kirana5M 
UHS Camera

532nm Pulsed 
Nd: YAG

Microscope
Objective

Condensor lens
SI:LUX640 UHS Laser

Dichroic 
Mirror

Hydrogel
sample
in water

Beam Expander

Water Gel

Fig. 9.1 Experimental setup of laser-induced inertial micro-cavitation. A single 6 ns, Q-switched 532 nm Nd:YAG laser pulse of 1–10 mJ passes
through a beam expander to fill the back aperture of an objective mounted into an inverted TI-Eclipse microscope, and is focused on the interface of
soft PA hydrogel and water. (Image modified based on Yang et al. [12])
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and minimize image ghosting in all samples at 924� 768 pixels for the full 180 acquisition frames. A Q-switch delay: 150 μs
was used to reduce pulse to pulse energy variability. Cavitation events were generated 600 μm above the bottom surface to
ensure boundary effects remained negligible.

9.4 Results and Discussions

By using ultrahigh-speed videography, we captured the complex interaction of an inertial cavitated bubble arising at the
hydrogel-water interface. Each individual acquisition frame was analyzed to determine the effective bubble radius at each
time-step using a custom-written MATLAB script. An example of fitted bubble radius vs. time curve is shown in Fig. 9.3a.
The maximum bubble radius Rmax is around 320 μm. The bubble was captured to undergo nine expansion-collapse cycles
within 140 ~ 170 μs. The maximum radial stretch ratio is around 8.

Images of cavitated bubbles at selected time points are further shown in Fig. 9.2a–l, where all the time points are shifted by
a constant so that the bubble radius reaches its maximum value at time zero. In each of the frames in Fig. 9.2a–f before the first
collapse, a red dashed line is overlaid onto the original image to visualize the shape of the bubble. Similarly, after the first
collapse, blue dashed lines are overlaid to visualize the gel–water interface in Fig. 9.2f–l. We found that the shape of the
bubble maintains spherical symmetry during its first expansion (cf Fig. 9.2a, b). The bubble became non-spherical during the
first collapse (cf Fig. 9.2d–f) because the hydrogel material was stiffer and interacted more strongly than water. During the first
violent collapse, an annular jetting was developed toward the water side as shown in Fig. 9.2g, h, which was similar to the
Bjerknes effect of inertial cavitation near an elastic solid [9–11]. A vortex ring was also formed, and shock waves were
released into the water side (cf Fig. 9.2g). Unlike previous studies [9–11], we found that the gel–water interface was peeled off
into the water. During the second expansion-collapse cycle, the bubble kept migrating toward the water side and split into

(a) (b) (c) (d)

(e) (f) (g) (h)

(i)

-25 μs -10 μs 0 μs

23 μs 28 μs 29 μs

46 μs 56 μs 75 μs

(j) (k) (l)

15 μs

30 μs

150 μs
200 μm

Shock
wave

Water

Gel

Vortex
ring

Fig. 9.2 Time-lapse images of a single cavitation bubble near a gel–water interface. Red dashed lines are overlaid onto the original image to
visualize the shape of the bubble in (a–f). After the first collapse, blue dashed lines are overlaid to visualize the gel–water interface in (f–l). (Arrows
in (g): during the first violent collapse, a vortex ring was formed, and shock waves were released)
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smaller bubbles. The gel–water interface deformed into a dome shape and bent toward the water side finally breaking at its
apex (cf Fig. 9.2i, j). Finally, the smaller bubbles dissolved in the water and the gel–water interface exhibited viscoelastic
behavior, releasing its residual strain as shown in Fig. 9.2j–l.

To model the bubble dynamics, we apply the Keller-Miksis equation (9.1). Though the spherical symmetry is only well-
maintained during bubble’s first expansion process, we approximate that Eq. (9.1) still holds for the bubble’s effective radius,
i.e.,
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where R(t) is the evolution of the bubble’s effective radius, and overdots denote derivatives with respect to time; ρ is the mass
density of the surrounding material; c is the longitudinal wave speed; γ is the surface tension between gaseous bubble contents
and the surrounding material; pb is the internal bubble pressure; p1 is the far-field pressure assumed to be atmospheric; S is the
stress integral of the deviatoric Cauchy stress as shown in Eq. (9.2). We model the surrounding material as a uniform, isotropic
gel or water, depending on whether the bubble centroid is located at the gel side or the water side, called “gel-water” model.
We also simulate the bubble dynamics in the pure gel (G1 ¼ 0.57 kPa; α ¼ 0.96 � 0.058; μ ¼ 0.060 � 0.057 Pa s) and pure
water (G1 ¼ 0 Pa; μ ¼ 0.001 Pa s) as two comparisons. Finally, all the three simulation results are compared with the
experimentally measured effective bubble radius in Fig. 9.3b.
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From Fig. 9.3b, we find that although the bubble is located at the gel–water interface, the kinetics of the effective bubble
radius before the first Rmin is almost identical to that in a pure isotropic gel. After first violent collapse (t > 28 μs), bubble has
migrated toward the water side and its dynamics is close to that in pure water. The proposed “gel-water” model makes good
agreement with the experimental measurements during both the first and second buble expansion-collapse cycles. After the
second collapse (t > 50 μs), the single bubble splits into smaller bubbles, and none of these three models fits the experimental
data very well because there are more complex physics involved.

Next, we quantitatively estimate the associated material strains and damage during this high strain-rate penetration process.
Several geometry points are defined on the dome-shaped gel–water interface as shown in Fig. 9.4a, b, where T is the dome top
point, A and B are intersections between the dome and the far-field gel–water interface. The dashed line in Fig. 9.4b indicates
where the gel–water interface was broken. After the second collapse, points A and B moved to the left and right, respectively,
and point Tmoved down to the horizontal axis. Points C and D are the left and right crimp tips at the dome bottom. We found
that after t ~ 80 μs, the arc length of dATB is almost constant value 495.8 � 85.7 μm, which is further assumed to be the length
of line AB in the final stress-free state. We also assume that the finite deformation of the gel–water interface is cylindrically
symmetric:

r ¼ r0 þ ur; z ¼ z0 þ uz ð9:3Þ
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Fig. 9.3 (a) Theoretical model of inertial cavitation in a viscoelastic soft material. (b) Experimentally measured and numerically simulated bubble
effective radius vs. time curves
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where {r0, z0} and {r, z} are coordinates in the final stress-free and current deformed states; ur and uz are displacement
components in the r and z directions, respectively. We further hypothesize that the deformation of the gel–water interface
follows ansatz Eq. (9.4), where the current interface curve dATB is approximated by a parabolic function:

ur r, θ, z0 ¼ 0ð Þ ¼ β � 1ð Þr0
uz r, θ, z0 ¼ 0ð Þ ¼ α1r2 þ α2

�
ð9:4Þ

where β is the radial compression ratio r/r0; α1, α2 are two coefficients of the gel–water interface parabolic function. We also
assume that soft PA gel is nearly incompressible and the deformation gradient tensor can be simplified as:
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β 0 0
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The right Cauchy-Green and Green-Lagrangian finite strain tensors for large deformations are further defined as:
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We summarize results of radial compression ratio β and Green-Lagrangian strains in Fig. 9.5. The radial compression ratio
β and the gel–water interface shape parameter α1 were released from 0.3 to 0.8 and O(10�1) to O(10�2) after the violent
collapse, respectively. With the assumed deformation ansatz (9.4), the Eθθ and Ezz components of the Green-Lagrangian strain
were uniform along the curve dATB. The strain components Err and Erz are location-dependent and their maximum values
occurred at the bottom of the dome curve. We also found that the most severe strain occurred in the Ezz component, which had
a maximum value of 6000% tensile-strain during the second collapse and caused the material to fail, consistent with our
experimental observation that the gel–water interface was stretched to failure in the z-direction and a hole was created at the
apex of the dome.

We also tracked the movement of points C and D in Fig. 9.4b, which were fitted with second order polynomials, as shown
in Fig. 9.6a, b. The average propagation speed of the interface Rayleigh wave, (|vC| + |vD|)/2, attenuated linearly with time due
to the viscoelasticity in the gel and took a value of α (G1/ρ)1/2, where α was 0.5 ~ 2.3 in our experiments.
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Fig. 9.4 (a) A typical frame of deformed, damaged gel–water interface. (b) Schematic of deformed gel–water interface, where the dashed curve

near point T indicates that a hole was created at the apex of the dome. (c) Measured arc length dATB. (The vertical dashed line indicates when the first
violent collapse happens)
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9.5 Conclusions

In this paper, we captured the complex interaction of an inertial cavitated bubble at a soft hydrogel–water interface. We
conclude that liquid jet penetration into the boundary, jet-like ejection of the gel material, and tensile-stress-induced material
failure are the major mechanisms responsible for cavitation erosion. We also find that although the bubble is located at the gel–
water interface, the kinetics of its effective radius before the first collapse is almost identical to that in an isotropic gel, while
the kinetics of the bubble second expansion-collapse cycle is almost identical to that in pure water. After the first violent
collapse, the propagation speed of the induced interface Rayleigh wave attenuates linearly with time, due to the viscoelasticity
in the gel.

Lastly, although our investigations shed new light on the intricate interaction of a bubble near a gel–fluid interface, the
complex non-spherically symmetric behavior after the first collapse is however not yet fully understood. We hope that our
experimental findings can motivate future studies of a fully 3D numerical simulation of the bubble gel–water interface
interaction to provide a better understanding of the complicated inertial cavitation dynamics.
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Fig. 9.5 (a) Radial compression ratio β. (b) Gel–water interface shape parameter α1. (c, d) The Eθθ and Ezz components of the Green-Lagrangian
strain. (e, f) The Eθθ and Ezz components of the Green-Lagrangian strain. (Vertical dashed lines in (a–d) indicate when the first violent collapse
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Fig. 9.6 (a, b) Tracked x-directional movement of points C and D in (b), where dashed lines are fitted second order polynomials. (c) The average
propagation speed of the interface Rayleigh wave attenuated linearly with time due to the viscoelasticity in the gel
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Chapter 10
Effects of Hydration on theMechanical Response of a PVAHydrogel

Fan Cui, Jikun Wang, Alan Zehnder, and Chung-Yuen Hui

Abstract The effect of drying on the tensile behavior of a dual cross-linked poly(vinyl alcohol) (PVA) hydrogel is studied
here. This gel contains about 90% water when fully hydrated. The mass–volume relationship of the gel is measured using a
microbalance with a density kit. Our results show that as the gel dries the volume is linearly proportional to the mass. The
impact of drying on the gel’s mechanical properties is measured in uniaxial tension tests, which include loading-unloading
tests at three different constant stretch rates, a complex loading history test and a stress-relaxation test. Data from specimens
with different hydration levels can be described by a constitutive model of the gel. The results show that the model parameters
are strongly dependent on hydration level and that as the gels dry, the gels are much stiffer than those in the fully hydrated
state.

Key words Viscoelasticity · Hydration · Large strain · Dual cross-linked hydrogel

10.1 Introduction

A hydrogel is essentially a network of polymer chains swollen in water. Typical single chemical cross-linked hydrogels have
poor mechanical strength limiting their applications. One method to overcome this is to introduce non-covalent, transient
cross-links as a sacrificial network that can fail and then reform [1]. Hydrogels are prone to drying, leading to shrinkage and
poor mechanical properties such as enhanced stiffness and reduced toughness. However, there is very little work on how
dehydration affects mechanical properties. In this work, we focus on a dual-cross-linked PVA hydrogel developed byMayumi
et al. [2]. This hydrogel has both chemical and physical cross-links. The chemical cross-links form a permanent network. The
physical cross-links form a temporary network which can break and reattach. For a fully hydrated gel, we and our coworkers
have established a constitutive model which accurately predicts its behavior [3, 4]. Liu et al. [5] demonstrated the mechanical
properties of this PVA hydrogel over a range of temperatures can also described by this constitutive model. Meacham et al. [6]
studied the effect of hydration on the tensile response this PVA hydrogel. Here we report on an experimental study of the
effects of drying on the constitutive response of the PVA hydrogel. We find that the same constitutive model can be used to
explain our experimental results.

10.2 Experimental Methods

Experiments were performed with a dual-cross-linked PVA hydrogel which contained approximately 12% PVA and the
balance an ionic solution. The gel was synthesized in three steps: making a 16% PVA solution, adding chemical cross-links,
then adding physical cross-links. First, PVA powder was added to distilled water at 5 �C. The mixture was stirred and heated
to 95 �C to dissolve the PVA in the water. Then the PVA solution and glutaraldehyde cross-linker were mixed with
hydrochloric acid. The solution was injected in mold and held for 24 h to form the chemical cross-links. Finally, the
chemically cross-linked gel was washed to neutralize the pH by soaking in distilled water for 24 h. It was then soaked in
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an ionic solution made of water, sodium chloride and borax to form the ionic (physical) cross-links. After 3–4 days, the
physical bonds have completely formed, and the gel is ready to be used in experiments.

The sample was then allowed to dry in lab air. Hydration levels were characterized by the amount of mass loss during
drying. We also measured mass-volume relationship at different hydration level. The mass and volume of a fully hydrated
sample were measured initially. We then measured its mass every 5–10 min until it reached 95%, 90%, 85%, 80%, 75%, 70%,
65%, and 60% of the initial mass. For each of these hydration levels we also measured its volume. The mass was measured by
a microbalance with an accuracy of 0.01 mg. The volume was measured by weighing the sample in air and in mineral oil using
a density kit on the microbalance. The difference between these two values is the buoyancy which allows us to calculate the
volume of the sample via Archimedes principle and the oil density.

The mechanical tests were performed with a custom-built tester using a stepper motor driven translation stage, a 1 N load
cell, an oil container, LVDT and DVM-based data acquisition system [7]. Samples were cut into strips 2 mm thick, 10 mm
wide initially and clamped between a pair of sandpaper lined aluminum grips separated by a gauge length of approximately
30 mm. All tests were performed in mineral oil to prevent the sample from further drying.

At each hydration level (100, 90, 80, 70, and 60%), six tests were performed. Tests were performed sequentially using the
same sample for consistency. Between each test, the sample was allowed relaxed for about 12 min to fully recover to its initial
state. We carried out three different types of tests. First, we carried out cyclic tests where the sample was loaded to a stretch of
λ ¼ 1.3 at stretch rates of _λ ¼ 0:003=s, 0:010=s, 0:03=s and then unloaded at the same rate. Second, we carried out a complex
loading history in which the sample was loaded to a stretch of λ¼ 1.15 at a rate of _λ ¼ 0:003=s, held for 1 min and then loaded
to λ ¼ 1.3 at _λ ¼ 0:030=s, held for another 1 min and then unloaded at a rate of _λ ¼ 0:010=s. Then the sample was loaded to
λ ¼ 1.3 at _λ ¼ 0:100=s and unloaded at _λ ¼ 0:001=s. This is followed by a tensile-relaxation test at a maximum stretch of
λ ¼ 1.3 with an initial stretch rate of _λ ¼ 0:500=s.

Results are presented in terms of the nominal stress, i.e., applied force divided by the initial cross-sectional area of the
sample. For the fully hydrated gel, the cross-sectional area was 2mm� 10mm. For the drying gels, the gel shrinks uniformly
in all three dimensions, thus the cross-sectional area is calculated using 2mm � 10mm � (V%)2/3, where V% is the volume
percentage (volume after drying divided by initial volume at full hydration). This relationship is found from the mass–volume
relationship described below.

10.3 Experimental Results

The results of mass–volume experiments are shown in Fig. 10.1. The volume percentage decreases linearly with the mass
percentage (mass after drying divided by initial mass). The data in Fig. 10.1 can be fit using V% ¼ 1.03M% � 3.04%. This
equation allows us to calculate the cross-section area of the gel at different hydration levels as described above.

Figures 10.2, 10.3, and 10.4 show the stress–strain curves for PVA hydrogels at different hydration levels for the first two
types of tensile tests (cyclic and complex loading). Figure 10.5 shows the stress–time curves for PVA hydrogels at different
hydration levels in tensile-relaxation tests.

Fig. 10.1 Mass–volume relationship of PVA hydrogels as they dry
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Fig. 10.2 Nominal stress vs. stretch at five hydration states. Load-unload at stretch rate of _λ ¼ 0:003=s

Fig. 10.3 Nominal stress vs. stretch at five hydration states. Load-unload at stretch rate of _λ ¼ 0:030=s

Fig. 10.4 Nominal stress vs. stretch at five hydration states. A complex loading history

Fig. 10.5 Nominal stress vs. time in log scale at five hydration states. Loading rate is 0.5/s. Maximum stretch is 1.3
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These figures show that for all stretch rates the stress is significantly higher rate as the gel dries. Exceptions are gels at 70%
and 60% mass. Figure 10.2 shows that the stress increases slowly at the initial part of loading for these hydration levels. One
possible reason is that gel samples with mass percentage less than 70% have not had sufficient time to recover after the
previous experiment. Even with this initial dip, the maximum nominal stress of the drier gels is higher and across all tests we
see that the gel stiffens as it dehydrates.

10.4 Data Fitting and Discussion

The constitutive model of PVA dual cross-linked hydrogel was developed by Long et al. [3] and Guo et al. [4]. For uniaxial
loading the nominal stress σ is related to stretch λ by

σ ¼ μ ρþ n tð Þð Þ λ tð Þ � 1
λ2 tð Þ

� �
þ μγ1 �

Z t

0
ϕB

t � τ
tB

� �
λ tð Þ
λ2 τð Þ �

λ τð Þ
λ2 tð Þ

� �
dτ, ð10:1Þ

where

μ is the small strain shear modulus of neo-Hookean model,
ρ is the molar fraction of the chemical cross-links,
γ1 is the steady state reattachment rate of the temporary chains, i.e., molar fraction of the temporary chains reattached per unit

time, and

ϕB
t � τ
tB

� �
¼ 1þ αB � 1ð Þ t

tB

� � 1
1�αB

, ð10:2Þ

which denotes the probability of breaking of physical cross-links, where tB is the characteristic time for breaking; 2 > αB > 1 is
a material constant that specifies the rate of decay of ϕB.

n(t) is the fraction of physical bonds present at t ¼ 0 and still attached at t, which is

n tð Þ ¼ γ1

Z 0

�1
ϕB

t � τ
tB

� �
dτ ¼ γ1

tB
2� αB

1þ αB � 1ð Þ t
tB

� �2�αB
1�αB

, ð10:3Þ

The constitutive model has four independent parameters, μρ, μγ1, αB and tB.
We use a machine learning algorithm to determine material parameters. Figure 10.6 shows that these parameters provide

very accurate predictions which fit the experimental results for a fully hydrated PVA dual-cross-linked hydrogel. For other
hydration levels, the agreement between the model prediction and experiment are just as good. The best fit model parameters
for the PVA hydrogel at different hydration levels are given in Table 10.1.

According to the constitutive model, μρ describes the long-time response of the chemical network in a relaxation test.
When the PVA gel dries from 100% mass to 60% mass, μρ increases by about 47%. This means the chemical network carries
more load when the gel dries. Table 10.1 shows that αB changes little when the gel dehydrates while tB decreases and μγ1
increases. This suggests physical bonds break and reattach faster when the gel loses water. The last column in the table, μγ1tB

2�αB
,

can be seen as a parameter that describes the short-time response of physical bonds at small strains. It grows three times higher
when the PVA gel dries from 100% mass to 60% mass. Thus the short-time modulus of the gel, which involves both the
physical bonds and chemical network, increases strongly with drying. The drier PVA gels are stiffer and water content has a
much more significant influence on the physical cross-links than chemical cross-links as evidenced by the far greater increase
in μγ1tB

2�αB
relative to μρ.
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Chapter 11

Gaussian Process to Identify Hydrogel Constitutive Model

Jikun Wang, Tianjiao Li, Chung-Yuen Hui, Jingjie Yeo, and Alan Zehnder

Abstract Unlike traditional structural materials, soft solids can often sustain very large deformation before failure, and many
exhibit nonlinear viscoelastic behavior. Modeling nonlinear viscoelasticity is a challenging problem for a number of reasons.
In particular, a large number of material parameters are needed to capture material response and validation of models can be
hindered by limited amounts of experimental data available. We have developed a Gaussian Process (GP) approach to
determine the material parameters of a constitutive model describing the mechanical behavior of a soft, viscoelastic PVA
hydrogel. A large number of stress histories generated by the constitutive model constitute the training sets. The low-rank
representations of stress histories by Singular Value Decomposition (SVD) are taken to be random variables which can be
modeled via Gaussian Processes with respect to the material parameters of the constitutive model. We obtain optimal material
parameters by minimizing an objective function over the input set. We find that there are many good sets of parameters.
Further the process reveals relationships between the model parameters. Results so far show that GP has great potential in
fitting constitutive models.

Key words Viscoelastic · Tension test · Finite deformation · Large strain · Stress relaxation · Machine learning

11.1 Introduction

Many materials, for example, soft solids such as rubber and gels, are viscoelastic or viscoplastic solids. These materials,
besides being rate-sensitive, can sustain very large deformation before failure. To describe their mechanical properties,
researchers have designed many complex constitutive models. However, most constitutive models contain many material
parameters that cannot be directly determined by experimental data. In addition, validating the theoretical model is hindered
by the limited amount of experimental data available. The process of fitting experimental data to theory can be extremely
tedious and time-consuming. When the number of material parameters is large, poor fitting of data can occur even if the model
captures the correct physics. To our best knowledge, it is still a great challenge to rapidly determine the parameters for
complex viscoelastic constitutive models. Here we propose a method to find the parameters for constitutive models, which
combines singular value decomposition (SVD) and machine learning tools, specifically, Gaussian process. Although our
formulation is general, we demonstrate its usage and validate our algorithm by applying it to study the mechanical behavior of
a nonlinear viscoelastic PVA hydrogel.

11.2 PVA Constitutive Model

In our previous works [1], we have developed a 3D constitutive model which combines the finite strain elasticity of elastomers
with the kinetics of bond breaking and reattachment. We have also demonstrated that our model accurately predicts results
from uniaxial tension and torsion tests with complex loading histories. The constitutive model for the PVA gel is completely
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determined by four material parameters μρ, αB, tB and μγ1. Hence a parameter set is specified by a four-component vector
x
! ¼ μρ, αB, tB, μγ1ð Þ. According to our constitutive model, in a uniaxial tension test where the stretch ratio λ(t) is prescribed,
the nominal stress σ(t) corresponding to the parameter set x! � μρ, tB, tB, μγ1ð Þ 2 Ω ⊂ ℝ4 is

σ tð Þ ¼ μρþ μγ1
tB

2� αB
1þ αB � 1ð Þ t

tB

� �2�αB
1�αB

" #
λ tð Þ � 1

λ2 tð Þ

� �

þμγ1

Z t

0
ϕB

t � τ
tB

� �
λ tð Þ
λ2 τð Þ �

λ τð Þ
λ2 tð Þ

� �
dτ

ð11:1aÞ

where

ϕB
t
tB

� �
¼ 1þ αB � 1ð Þ t

tB

� � 1
1�αB ð11:1bÞ

The units of parameters are μρ, αB, tB, μγ1ð Þ ~kPa, 1, s, kPað Þ.

11.3 Gaussian Process Machine Learning

Singular value decomposition (SVD) and Gaussian process have been used by different groups of researchers to predict
material behavior or to find crucial parameters for controlling system behavior [2, 3]. Here we use these tools to help us predict
the output of our constitutive model, i.e., stress history. For a fixed strain history, we can use the constitutive model to
calculate the stress history for different parameters. If we put all those stress histories together, we can get a stress matrix and
apply singular value decomposition on it to get the basis and principal components of each stress history. Then we use the
principal components of all those stress histories to train a Gaussian process. After training, under the same strain history, this
Gaussian process can make predictions about the principal components of the stress history of any parameters it has not seen.
As a result, we can use GP to evaluate the stress history over a large number of parameters then find the parameters that best fit
the experimental data. The flowchart of Gaussian process machine learning is shown in Fig. 11.1.

11.4 Experimental Methods

The dual-cross-link poly(vinyl alcohol) (PVA) hydrogels were prepared by incorporating ions in a chemically crosslinked
PVA gel. This hydrogel system was first introduced by Mayumi et al. [4]. First a 16 wt% PVA solution was made by
dissolving PVA powder in distilled water. Then the PVA solution was chemically cross-linked by glutaraldehyde in an acidic
environment. Then the chemical gel was washed several times to neutralize the pH. Finally, the gel was soaked in Borax/NaCl
solution to form the physical bonds. The gel was soaked in the solution for at least 3 days to reach equilibrium prior to testing.

We performed uniaxial tension tests using a single PVA hydrogel specimen with four different strain histories. Some of the
physical bonds will be broken after a test. Fortunately, the dual-crosslink PVA hydrogel has self-healing property; the bonds
can reform and the gel’s mechanical properties can totally recover to their original state after 30 min at room temperature.

The tests were performed using a custom-built tensile tester with the samples immersed in a mineral oil bath to prevent the
specimens from drying. We conducted EXP 1, EXP 2, EXP 3, and EXP 4 sequentially, as shown in Fig. 11.2. After each test,
we kept the specimen in the oil bath 30 min to let it recover to the as-prepared state.

11.5 Results and Discussion

The best fitting result given by GP is illustrated in Fig. 11.3. The agreement between experiments and theory is excellent.
These results further demonstrate that our PVA constitutive model correctly captures the mechanical behavior of PVA gels. In
addition, it shows that our machine learning algorithm is a powerful tool for determining material parameters in constitutive
models.
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Furthermore, using our method, we discovered that there are many sets of material parameters that fit the experiments well.
The projections of those parameters on 2D subspaces are drawn in Fig. 11.4, and these plots show that there are strong
relationships between μρ and αB, as well as tB and μγ1. To understand the relationships, we use a result from our previous
work [1], which demonstrates that when strains are small, that is, when λ(t) � 1 + E(t), the constitutive model becomes

σ tð Þ ¼
Z t

�1
Y

t � τ
tB

� �
dE τð Þ
dτ

dτ ð11:2aÞ

where

Fig. 11.1 Workflow of Gaussian Process to identify constitutive model. (a) 1000 stress history curves calculated directly from the constitutive
model are decomposed into basis and projections on this basis (i.e., principal components) using SVD; (b) the principal components of the 1000
parameter sets are taken as training set. After training, the GP can make predictions about the principal components of any parameter set not in the
training set; (c) with the predicted principal components, the stress history of any parameter set can be predicted by applying SVD inverse transform
to the predicted principal component without calculating the constitutive model; (d) the best parameters for the experimental data can be obtained by
comparing the experimental stress history with the stress histories calculated for a large number of parameter sets

Fig. 11.2 Four loading histories for PVA gels

11 Gaussian Process to Identify Hydrogel Constitutive Model 81



Fig. 11.3 Comparison of model prediction to experiments using the parameters given by GP. (a) Experiment 1, (b) Experiment 2, (c) Experiment 3,
and (d) Experiment 4

Fig. 11.4 Distribution of 500 parameter sets which fit the experiments very well. (a) αB vs. μρ, (b) tB vs. μρ (c) μγ1 vs. μρ, (d) tB vs. αB, (e) μγ1 vs.
αB, (f) μγ1 vs. tB
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Y tð Þ � 3μγ1tB
2� αB

1þ αB � 1ð Þ t
tB

� �2�αB
1�αB þ 3μρ ð11:2bÞ

From this equation, it is clear that σ(t) depends linearly on μγ1. Then μγ1tB must be a material constant C for a specific
experiment, therefore μγ1 ¼ C=tB. And it is clear that σ(t) increases with μρ and αB. Therefore, to produce the same stress
history, a smaller αB must be chosen if a larger value of μρ is already chosen. Figure 11.4 shows the machine learning
predictions are consistent with those relationships, which further demonstrates the power of our method.

Theoretically, all the results above can be obtained by calculating the constitutive model for one million parameter sets
directly, however, a prediction that would take 1.6 min using SVD and Gaussian process metamodel for one million parameter
vectors would take up to 322 h to evaluate using the constitutive model. For more complicated constitutive models and longer
strain histories, it is impractical to calculate the stress history for millions of parameter sets. This is the main advantage of our
method over the traditional methods of data fitting.
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Chapter 12
Effect of Host Surface Factors on Biocompatible Adhesion Index

James D. Boyd and Martha E. Grady

Abstract Biofilm formation is a significant problem in America, accounting for 17 million infections, and causing 550,000
deaths annually. An understanding of factors that contribute to strong biofilm surface adhesion at implant interfaces can guide
the development of surfaces that prevent deleterious biofilms and promote osseointegration. The aim of this research is to
develop a metric that quantifies the adhesion strength differential between a bacterial biofilm and an osteoblast-like cell
monolayer to a medical implant-simulant surface. This metric will be used to quantify the biocompatible effect of implant
surfaces on bacterial and cell adhesion. The laser spallation technique employs a high-amplitude short-duration stress wave to
initiate spallation of biological films. Attenuation of laser energy results in failure statistics across increasing fluence values,
which are calibrated via interferometry to obtain interface stress values. Several metrology challenges were overcome
including how membrane tension may influence laser spallation testing and how to determine stress wave characteristics
when surface roughness precludes in situ displacement measurements via interferometry. Experiments relating loading region
within biofilm to centroid of biofilm revealed that location played no role in failure rate. A reflective panel was implemented to
measure stress wave characteristics on smooth and rough titanium, which showed no difference in peak compressive wave
amplitude. After overcoming these metrology challenges, the adhesion strength of Streptococcus mutans biofilms and MG
63 monolayers on smooth and rough titanium substrates is measured. An Adhesion Index is developed by obtaining the ratio
of cell adhesion to biofilm adhesion. This nondimensionalized parameter represents the effect of surface modifications on
increases or decreases in biocompatibility. An increase in Adhesion Index value is calculated for roughened titanium
compared to smooth titanium. The increase in Adhesion Index values indicates that the increase in surface roughness has a
more positive biological response from MG 63 than does S. mutans. In this work further experiments quantifying impact of
various surface coating including blood plasma, and adhesion proteins found within the extracellular matrix to expand the
Adhesion Index.

Key words Biofilms · Laser spallation · Adhesion · Streptococcus mutans · MG 63 · Blood plasma · Surface treatment

The focus of this study is to examine the effect of improved in vivo conditions experienced during the medical implantation
process, specifically, in vivo conditions experienced by dental implant devices. During implantation the first thing to reach the
surface is blood which permeates the active wound site during coagulation and hemostasis [1]. Proteins found within the blood
will coat the newly implanted dental device before future osteoblastic cells adhere [2]. In order to model the competition more
accurately between cellular and bacterial adhesion and the implantation an inclusion of the blood plasma proteins associated
with wound healing are critical. During this competition the early colonizing bacteria are the foundational microbes which
promote the adhesion and growth of more pathogenic bacteria onto the newly implanted surfaces [3]. Preventing the initial
adhesion of these early colonizers can drastically diminish infection rates. These early colonizing bacteria are primarily
dominated by oral Streptococcus, making up nearly 80% of the early biofilm constituents [4]. As such to model these typical
early colonizing bacteria, Streptococcus mutans was selected in this study. S. mutans is associated with dental caries and
promotes the adhesion of other bacteria [3]. Dental implants are susceptible to adherent bacteria simultaneous to the natural
wound healing process that begins when the titanium implant is placed in bone, i.e., as osteoblasts contribute to
osseointegration [5]. The body’s natural cellular response is also modeled to accurately assess the competition between
invasive bacterial adhesion and host osteoblast cells, bone cells. MG 63 osteosarcoma cells were selected to model the
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behavior of immature osteoblast cells, for their excellent immature osteoblastic traits [6]. The scaffold for these adhesion
studies was chosen to be commercially pure titanium, as titanium is the most commonly used dental implant material
[7]. Dental implants contain both smooth and roughened titanium surfaces, roughened titanium is shown to increase cellular
adhesion, thus both roughened and smooth titanium substrates were examined in order to mimic the varying surface
roughnesses found on dental implants [8]. The dental implant mimicking substrate is first coated with a physiosorbed layer
of blood plasma before inoculated with either the S. mutans or MG 63 cells. S. mutans bacteria are cultured in Todd Hewitt
Yeast with sucrose, while MG 63 is cultured in Eagle’s Minimum Essential Medium, until confluent biofilms and monolayers
are produced, respectively. The dental implant mimicking assemblies, cultured with appropriate films, undergo laser
spallation experiments to determine the sample-biofilm interfacial adhesion strength. The effect of surface morphology on
adhesion has previously been examined using the laser spallation technique [9], but the inclusion of blood plasma coating
provides an improved biometric for biocompatibility of these smooth and roughened surfaces. The adhesion strength values
for both films on the smooth and rough surfaces are directly comparable values, additionally the adhesion strengths with and
without plasma coating can be compared. The uncoated smooth surface titanium is used as a baseline and the effect of surface
roughness with blood plasma coating is examined. Optimal implantology designs would look for surfaces which promote host
cellular adhesion while deterring invasive bacterial adhesion. A previously developed metric known as the Adhesion Index
examines the ratio of bacterial and cellular adhesion to determine the biocompatibility of various surface morphologies
[9]. The impact blood plasma protein coatings have on existing Adhesion Index metrics are examined in this study in order to
determine the role they play on both bacterial and cellular adhesion. The goal being to improve this existing metric to allow for
better predictive in vitro metrics in implantology, so that in vivo results can be predicted and improved.

The most commonly used adhesion technique used in bacterial studies are counting methods [10]. These counting methods
do not give any information on mechanical adhesion of biological films and direct comparison of these results is difficult
because of the size scale associated bacteria vs cells. Jet impingement and shear flow studies also have been performed to
quantify the adhesion of bacterial and cellular films, however these tests rely on contact methods, fluid flow, to induce stresses
and can often lead to deformation of the films before accurate measurements can be obtained [11]. The low cohesiveness of
these films can cause them to fail cohesively during testing before adhesion can be measured accurately [12]. Laser spallation
is a thin film adhesion test that previously has been used to quantify the adhesion of metallic films onto substrates
[13, 14]. More recently the technique has been employed to quantitatively measure the adhesion strength of several biological
films [9, 15–17]. The laser spallation setup used is illustrated in Fig. 12.1a. Laser spallation operates by delivering a
photoacoustic shockwave to the biofilm which, with sufficient energy, will spall the films from the interface surface.
Calibration experiments are performed following spallation experiments in order to obtain stress wave generation at the
interface for interface strength values. Interferometry is applied to measure the free surface displacement during loading to
quantify and observe the substrate stress magnitude and profile. Wave transmission and reflection equations are applied to
determine the final adhesion strength for films. This protocol is highlighted in greater detail in Boyd et al. [9]. The rapid
non-contact stress applied by the laser spallation method is superior to other film adhesion testing methods because of the
preclusion of biological film deformation over time from the low cohesiveness of the films. Additionally multiple loaded
regions can be applied over a single biofilm to increase results from a single biofilm [18].

Dental implants include smooth and rough titanium surfaces, the threads of dental implants are roughened to increase
osseointegration for years, while the gingival portion of the implant is often smooth to prevent irritation and oral bacteria
adhesion. To mimic these surface characteristics glass slides are purchased with e-beam evaporated 100 nm coatings of
titanium. The opposite side of the slide is coated in 300 nm of aluminum which acts as the energy absorbing layer for the laser
used. A separate set of slides are first sandblasted with large grit to obtain a surface roughness between 1 and 1.5 μm. The glass
slides are cut into 100 � 100 and the titanium surface is adhered to the bottom of a 35 mm petri dish with a 13/1600 hole, using
biologically inert silicone [9, 15]. In order to obtain powerful enough stress waves to initiate delamination, a waterglass layer
was added to the back side of the samples, over the aluminum layer. Samples are then adhered to the bottom of a 35 mm
diameter petri dish using a biologically inert silicone. Human blood plasma is then diluted down to 55% by volume in
phosphate-buffered saline, to achieve the concentration found within the human body, and 1 ml is added on top of the titanium
surface for 1 h. The solution of plasma is aspirated out of the dish leaving only the physiosorbed proteins on the titanium
surface, Fig. 12.1a. Bacteria or cells are then inoculated inside of the substrate assembly until confluent films are formed.

Multiple substrate assemblies of biofilms constructed and tested, each film consisting of multiple loading locations. Onset
of failure of the bacterial biomaterial-titanium interface is marked by spallation of the biofilm from the surface. For example,
Fig. 12.1c depicts the adhesion failure progression for S. mutans on plasma coated roughened titanium substrates. As fluence,
energy per area, values increase the spallation increases for the films tested. During testing the failure statistics for each film at
each fluence are recorded in order to determine the minimal energy needed to initiate spallation. Uncultured smooth substrates
are used as calibration specimen and are loaded with identical fluences used in the spallation study, and the free surface
displacement is measured using a Michelson interferometer. The substrate stress profile can be measured using the free surface
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velocity and converted into interface strength using previously accepted methods [19]. Smooth substrates of this type have
previously been shown to be viable substitutes for the roughened sample as well due to the negligible effects of substrate stress
propagation from the roughened surface [20]. Weibull analysis [21, 22], common in macroscopic adhesion analyses,
calculates the half-life from a Weibull distribution, which is used as the adhesion strength. A decrease in adhesion strength
is initially noted for the S. mutans films cultured on top of the plasma protein layer. Adhesion strength for S. mutans on smooth
plasma coated titanium was measured as 148 MPa, and the adhesion strength measured on rough plasma coated titanium was
257 MPa. When we compare these values to previously uncoated smooth and rough titanium adhesion strength values, we can
see that the plasma coating resulted in a much less strongly adherent biological film. Previous values for S. mutans on smooth
and rough titanium are 320 MPa, with a 95% C.I. (304, 333), and 332 MPa, with a 95% C.I. (324, 343) respectively. There is a
two-fold difference in adhesion strength between MG 63 monolayers and S. mutans biofilms on smooth titanium. Adhesion
strengths values are shown in Fig. 12.1d. The adhesion strength for bacterial biofilms is greater than that of the cell
monolayers. Future studies aim to examine the effect of plasma coated surfaces on cellular adhesion. Thus, resulting in a
modified Adhesion Index. If cell adhesion remains constant or increases, then the resulting Adhesion Index will also increase.
Meaning that in a more accurate in vivo model that surface roughness has a much more positive impact on adhesion strength
for host cells than the bacterial adhesion.

Fig. 12.1 (a) The laser spallation set up used during delamination experiments. The Nd: YAG laser used reflected 90� to allow for horizontal
orientation of the substrate assembly used. (b) (i) Depicts an SEM image obtained of roughened titanium substrate used to mimic dental implant
thread roughness, (ii) is an SEM image of the plasma protein coating on top of the titanium surface, scale bar is set to 100 μm. (c) Illustrate typical
failure for both S. mutans plasma coated smooth and rough titanium surfaces due to increasing fluence values. (d) Graph of interface strength
obtained after calibration experiments and Weibull analysis, for smooth and rough titanium and plasma coated smooth and rough titanium for
S. mutans
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This study directly compares the adhesion for S. mutans biofilms onto both smooth and roughened titanium dental implant
mimicking surfaces, with and without a plasma pretreatment. Laser spallation was used in order to quantify the adhesion
strength for the biological films. The adhesion values were directly compared to determine the effect of surface modifications
and plasma protein coating on their respective adhesion. The inclusion of the plasma protein physiosorbed layer resulted in a
decrease in adhesion for S. mutans on both the smooth and roughened titanium surfaces. Future work intends to further model
in vivo conditions by understanding the effect of the plasma coated surface on MG 63 adhesion. Additionally, understanding
the specific plasma proteins and their impact on adhesion is of interest. Fibronectin shall be applied to the titanium surfaces
and more laser spallation experiments will be performed to understand its effect on adhesion. Furthermore, studies involving
other implantable devices, like orthopedic implants, will be examined by varying the bacterial model to include invasive
Staphylococcus aureus. The goal of this research is to expand upon an adhesion testing metric, the Adhesion Index. This
Index will be used to aid in the design of medical devices, and ultimately be used to reduce biofilm-related infections while
promoting the successful integration of these medical devices.
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Chapter 13
Mass Mitigation in Structural Designs via Dynamic Properties

J. Brent Knight

Abstract The efforts reported here are focused on mitigating unnecessary mass in aerospace hardware. The approach to
remove this undesired mass from the design is to leverage both the dynamic strength of materials and the frequency
dependency of strain. Analytically predicted dynamic responses of structures are often applied as static loads in stress
analyses that ultimately dictate the weight of a structural design. Assuming a dynamic response is a static load and then
comparing resulting stress predictions to a static strength property is a long-standing engineering practice. Doing so is known
to be, or is assumed to be, conservative. However, little indication of the order of magnitude of embedded conservatism has
been identified. NASA/MSFC efforts in 2011, 2019, 2020, and now in 2021 have begun to qualitatively show the order of
magnitude of that conservatism. A quick turnaround engineering method is pursued to leverage the subject facets of physics
for the purpose of decreasing the weight of flight hardware. Tests performed using simple beams and significant observations
are described.

Key words Conservative design loads · Dynamic properties · Undue conservatism · Mass mitigation · Optimized structural
design

13.1 Introduction

It is common, possibly almost exclusive, to use dynamic loads and environments to develop a structural design load that is
applied as if it were static within the design/analysis process. Materials respond differently when subjected to dynamic loads
as compared to static loads so this paradigm, assuming a dynamic load is static, has no physics basis. However, With Respect
To (WRT) common ductile materials used in hardware designed for space applications, doing so is conservative. No work to
quantify or qualify the amount of conservatism this introduces into the design has been identified. Therefore, one cannot
determine how much this assumption costs a project or how much it limits Launch Vehicle (LV) or payload performance.

NASAMSFC has exerted efforts under its internal Technical Excellence (TE) program in 2011, 2019, and 2020 to quantify
or qualitatively characterize the order of magnitude of conservatism imbedded in this engineering paradigm. In other words,
how much unnecessary mass is in the design due to the subject assumption? If significant, perhaps it is worth investing
resources to evolve a new engineering paradigm that leverages dynamic strength of materials and/or the frequency
dependency of strain to facilitate lighter space flight hardware.

Highlights from 2011 efforts were presented at the Spacecraft and Launch Vehicle Dynamics working Group (SCLV) in
2012 [1]. The objective of this paper is to publish significant observations from all efforts to date.
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13.2 Motivation

Ultimately, the motivation for this study is to develop a business case for funding to develop and evolve a new quick
turnaround method to design hardware for dynamic environments that results in lighter hardware without necessitating
development of new expensive “high performance” materials. Impacts or effects associated with assuming dynamic loads are
static include:

1. Prevents optimizing structural designs WRT mass.

(a) If there is significant undue conservatism in assuming a dynamic load is static then even with successful use of the state
of the art optimization algorithms, hardware can still be made notably lighter.

2. Components and Secondary Structures (CSS), small items that attach to a LV, are sometimes notably heavier than need be
due to design loads based on higher frequency accelerations.

3. Independent of the CSS mass, if the methodology used to assess the Primary Structure to CSS interface assumes dynamic
loads are static and that includes unnecessary conservatism then that interface is more robust than need be. This can
become an expensive engineering activity if the interface in question is a PS orthogrid or isogrid node. It should be
extremely rare, if ever, that PS is sized to accommodate CSS.

4. PS itself is designed, in part, to dynamic loads. Therefore, there is undue conservatism/mass in PS designs that could be
removed.

5. A given LV has limited uplift capability. If a payload is designed per the current method, that may limit the LVs that could
transport that payload to space, since the payload would be heavier than need be.

Being able to leverage the subject facets of physics will enable a LV including all its subsystems being lighter which will
allow the LV to lift heavier payloads. The same to be determined method will facilitate the payloads themselves being lighter.
Both effects add, resulting in a much more efficient industry.

The weight of hardware is dependent on the load that it was designed to sustain. Therefore, it is important that no
unnecessary component of load be imbedded in the resultant design load. Focus on perceived overly conservative design loads
and on developing methods to decrease high loads is longstanding. However, the manner in which loads are applied in the
stress analysis process is equally important WRT the final design weight. Little, if any, work has been done to show howmuch
the subject assumption is costing a project has been done. With it demonstrated that there is significant gain to be realized,
funding to develop a new or modified engineering method will be pursued. That method will include measurement/
development of frequency dependent material strength properties and a to be determined criteria that will facilitate defining
a frequency threshold, for a given hardware item and specified environment, above which oscillating loads can be omitted in
the structural design load development process.

13.3 Background

Within the design phase of a new Launch Vehicle such as NASA’s Space Launch system (SLS), efforts are exerted to design
hardware within defined structural mass specifications. However, it is common for the mass of a given piece of hardware to be
greater than need be due to schedule. If an item is designed and it has positive margins of safety it is likely more often than not
signed off and engineering moves on to the next task. In many cases, mass could have been whittled away from that design but
in that moment, meeting schedules is more important.

Methods exist to design for dynamic environments that are closer to physics based as compared to applying a derived net
Center of Gravity (CG) acceleration as a static inertial load in a stress analysis, and they may provide mass relief. Those
methods are likely more laborious/time consuming than the current approach. They also, in cases, necessitate additional
testing which takes time.

Anecdotally speaking, minimal mass is very important in space flight hardware but in a fast and furious design project,
“schedule is king!” For this reason, proposed new engineering methods have to be quick turnaround methods comparable,
WRT required labor, to the current.

The current vision for a first cut modified method is to develop frequency dependent strength properties for materials
commonly used in space hardware. That property would be used to assess predicted dynamic stresses. Also, criteria to be used
to deem accelerations above a determined frequency threshold for a given hardware item negligible are to be developed. These
envisioned methods are to directly plug and play into the current engineering flow so little to no schedule impact is perceived.
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13.4 Tests

Two types of tests have been performed to qualitatively assess the order of magnitude of conservatism in a structural design
that was based on applying a dynamic load statically. In both cases, simple aluminum beams were used as the Test Article
(TA). In the first test type, “Free Vibration Test” (FrVT), the TA is a cantilever beam attached to a shaker table and in the
second, “Forced Vibration Test” (FoVT), one end of the beam is fixed and a shaker is used to apply a specified sinusoidal force
to the other end. Two FrVT graphics are shown in Fig. 13.1 and one FoVT graphic is shown in Fig. 13.2. There are two
configurations associated with the 2011 activity. One is the simple aluminum beam alone and the other includes a large mass
on the end of that beam to shift the first mode to a much lower frequency.

The FrVT configuration simulate a component mounted to (cantilevered) a LV wall. The FoVT configuration provides
measured input forces to the TA.

13.4.1 Significant Observations: 2011 TE Efforts

Figure 13.1 presents the TA and the test set setup’s two FrVT configurations. The intent of these tests was to measure strain
from two similar tests. One with a “low” frequency fundamental mode and the other with a “high” frequency fundamental
mode and with close to an equivalent loading condition. The metric of interest was how much strain would vary due to the
frequency of oscillation if all other pertinent parameters were held equal to the degree possible. In both cases, the beam/cross
section reacting the load was identical. The acceleration input was determined by specifying that the effective response

Fig. 13.1 Free vibration test articles and setup

Fig. 13.2 Forced vibration test article and setup
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oscillating force for both cases be approximately equal and dividing by the mass in each case. The force was about 95 Lb. The
tip response for configuration one was �24.5 g and that of configuration two was�2 g. Figure 13.3 shows the 40 and 304 Hz
measured strain due to approximately the same load. The low frequency strain was approximately a factor of three greater
than the high frequency strain.

This exhibits the “frequency dependency of strain” and that higher frequency motion, relatively speaking, can be expected
to result in low strain. That being the case, strain associated with zero Hz is expected to be significantly higher than that
associated with oscillating loads. Along these same lines, “low” frequency loads are more detrimental than “high frequency
loads of the same amplitude. All g’s are not created equal!

All of this equates to applying dynamic loads statically in stress analyses is conservative and as the frequency of the
effective oscillating loads goes up the conservatism goes up as well. Configuration details and results are presented in
Table 13.1.

13.4.2 Significant Observations: 2019 TE Efforts

Prior to dynamic testing, a static test was performed. Weights were suspended from the TA as shown in Fig. 13.4. The load
necessary to reach the alloy’s ultimate strength, about 80 Lb., was applied and a slight plastic deformation was observed.
Figure 13.5 presents the post static test TA. The displacement of the TA tip while loaded was approximately 100 which is
consistent with predictions.

Like the 2011 efforts, 2019 efforts utilized the FrVT configuration but the objective was different. The TA and test
configuration are shown in Fig. 13.1. Both sine dwell and random vibration tests were performed. The objective was to excite
the first few modes of the TA and attempt to identify trends in measured strain WRT frequency of oscillation. The bulk of test
results have not been post processed and summarized but one significant observation will be described.

Fig. 13.3 2011 TE results

Table 13.1 Summary of 2011TE results

Configuration Estimated force, Lb. Acceleration, g TA weight, Lb. Peak strain Fundamental mode, Hza

1 98 24.5 4 0.00003 300

2 92 2 46 0.000084 40
a(1) Approximate fundamental frequencies. (2) Input frequency
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At the conclusion of the planned tests, the test engineer was asked to perform a final run and input the maximum amplitude
acceleration that he was comfortable with and to do so at the fundamental mode of the TA. The response accelerometer was
removed for its protection and 15 g was input at 43 Hz, the TA’s first mode. Strain was measured in the test but about half way
thru the test the strain gage failed, presumably due to the very large displacements of the TA. Figure 13.6 illustrates the
magnitude of displacement that the TA experienced. An estimated �600 displacement was observed.

Comparing to the static test, approximately 100 of flexure due to a static load resulted plastic deformation but � 600 of
flexure dynamically did not. This alone illuminates the order of magnitude of conservatism embedded in assuming a dynamic
load is static. Adding to that, the strain measured prior to strain gage failure was greater than twice the ultimate.

Fig. 13.4 Static test

Fig. 13.5 Plastic deformation

̰ ̰5 ˝slats˝  12˝ = ±6˝  
˜̃
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Fig. 13.6 Tip displacement
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13.4.3 Significant Observations: 2020 TE Efforts

Unlike 2011 and 2019 efforts, the 2020 efforts utilized the FoVT configuration shown in Fig. 13.2. These tests were
performed to enable measurement of applied dynamic force directly. The primary target product from these tests was data
that will support saying X pounds were applied dynamically to the TA without damage. Again, this rolls into qualitatively
capturing the order of magnitude of conservatism in assuming a load is static in stress analyses.

The complete set of data from these tests has not been processed and summarized. The single most significant observation
is described here. With one end of the TA fixed and the other engaged with the Test Support Structure (TSS) in a kinematic
manner (situated between bearings in the TSS), the shaker table applied the dynamics load. The TSS included three load cells
that separated the two steel plates and the test was controlled per the average of those measured forces. Figure 13.7 shows the
TSS. Figure 13.8 shows the TA’s constraints.

An applied force at specified amplitudes and frequencies was applied to the tip (approximately 0.500 from the end) of the
beam. The most obvious significant finding was that at 40 Hz, categorically low frequency, the TA sustained 320 Lb. which is
4 times the static load that resulted in plastic deformation.

Once again, findings make clear that there is significant gain to be realized via evolving a quick turn around stress analysis
method that leverage the subject facets of physics.

13.5 Future Work

The work presented in this paper was relative to aluminum beams. Future efforts are planned to investigate different alloys and
perhaps various composites. Additionally, efforts to assess joints are planned as well. Threaded fasteners, inserts, and welds
are to be tested.

Fig. 13.7 TSS

Fig. 13.8 FoVT TA Constraints
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13.6 Conclusion

It has been concluded that there is significant undue conservatism in assuming dynamic loads are static in stress analyses that
dictate the weight of hardware designed for space applications. When the envisioned dynamic strength properties and criteria
are in hand, notable mass savings will be realized. Intuition suggest that similar results and conclusions will be arrived at for
other alloys and possibly some composites.

Prior to implementation, similar tests are to be performed to assess bolted and welded joints.
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Chapter 14
High-Temperature Burst Creep Properties of Nuclear-Grade
FeCrAl Fuel Cladding

Abdullah S. Alomari, P. Joshi, and K. L. Murty

Abstract The cladding acts as the primary protection barrier for nuclear fuel in nuclear reactors. Following the aftermath of
loss of coolant accident at Fukushima Daiichi plant in 2011, considerable international efforts have been directed toward
developing newly Accident-Tolerant Fuel and cladding (ATF) materials for light water reactors (LWRs) as alternatives to
zirconium-based alloys. The main purpose of ATF materials is to maintain the integrity of the core components under normal
operation and to slow core degradation at a high-temperature steam environment under severe accident scenarios such as loss
of coolant. Preliminary investigations suggest that Iron-Chromium-Aluminum (FeCrAl) based alloy system can be utilized for
cladding applications in LWRs due to their excellent high-temperature steam oxidation, corrosion performance and high-
temperature strength. To promote a better understanding about failure behavior, stress rupture tests for thin-walled tubing
FeCrAl C26M2 grade have been conducted at temperatures ranging from 480 to 650 �C. The tubes were pressurized by inert
Argon gas in the pressure range of 500–6200 psi (corresponding to hoop stresses of 170–376 MPa using the thin-tube
approximation). Time to rupture, uniform strain, steady-state creep rate were determined and analyzed as functions of the
temperatures and applied pressures. An apparent decrease of burst time was observed with increasing pressure/temperature.
Using burst data of FeCrAl alloy obtained in this study, Larson–Miller Parameter and Monkman–Grant relationship were
developed and compared with other ferritic alloys. Further, high temperature deformation behavior was found to obey the
power-law creep with stress exponent of 5.2 � 0.9 and an activation energy of 290 � 32 kJ/mol. In addition, the FeCrAl
tubing was found to fail by two different fracture modes: either by direct open-up or small crack and pinhole formation
depending on applied temperature and pressure. The results are discussed and compared with commonly used cladding
materials.

Key words Accident-tolerant fuel and cladding (ATF) · Light water reactors (LWRs) · Cladding burst · Monkman–Grant
relationship · Power-law creep

14.1 Introduction

For several decades, Light Water Reactors (LWRs) have been extensively utilized to feed the electrical grid in more than
20 countries around the world [1]. The heat produced from the nuclear fuel in LWRs is transferred to the water surrounding the
fuel cladding tubes to provide steam which is then employed to spin the turbines for electricity production. Thus, the fuel
cladding isolates the radioactive materials generated within nuclear fuel from the water coolants and acts as the primary
physical protection barrier. The selection of fuel cladding materials must satisfy various design constraints including low
neutron absorption cross section, good mechanical properties under elevated temperatures and high radiation fields, adequate
thermal conductivity and high corrosion resistivity to water [2]. Of course, there is a trade-off between multiples engineering
requirements and the choice between different materials depends on attaining maximum desired properties. Zirconium-based
alloys of various types have been historically selected as cladding materials in LWRs due to multiple favorable properties such
as low cross-section for thermal neutron absorption, adequate strength and ductility, corrosion resistance to water and
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compatibility with fuel [2]. While Zircaloy-2 and Zircaloy-4 alloys have continued to be the backbone fuel-cladding materials
of LWRs for several decades, further development in mechanical and corrosion properties of zirconium alloys has also been
attained such as Nb-containing Zirlo and M5 alloys [3].

However, a main disadvantage of zirconium alloys is the severe degradation of cladding properties at very high
temperatures beyond design basis accident. In case of loss of coolant accident (LOCA), the water coolant is no longer in
liquid condition and cladding is surrounded by high temperature steam which initiates an exothermic oxidation of zircaloy
fuel cladding, resulting in substantial production of hydrogen which may lead to explosion and a direct threat to containment
integrity. The aftermath of loss of coolant accident (LOCA) at Fukushima Daiichi nuclear power plant in 2011, caused by the
most powerful earthquake ever recorded in Japan followed by strong tsunami, have triggered international efforts toward
developing newly Accident-Tolerant Fuel and cladding (ATF) materials for light water reactors (LWRs) as alternatives to
zirconium-based alloys. The main objective of ATF materials is to maintain the integrity of the core components under normal
operation and to slow core degradation at a high-temperature steam environment under severe accident scenarios such as
LOCA. Various promised ATF cladding materials and technologies have been nominated such as coated Zr-based cladding,
Iron-Chromium-Aluminum (FeCrAl) based, and SiC/SiC cladding. Development status, potentials, challenges, and research
needs for those candidate ATF materials have been recently explored [4, 5]. It has been shown that FeCrAl based alloy system
can be utilized for cladding applications in LWRs due to their excellent high-temperature steam oxidation, corrosion
performance and high-temperature strength. Multiple minor alloying additions of FeCrAl alloys with various heat treatments
have been examined to arrive a better combination of thinner tube without losing mechanical and thermal properties. Among
those, the wrought FeCrAl alloy C26M was down selected for the GenII LWRs [6]. Since the cladding tubes are subjected to
hoop loading conditions due to internal pressure of the gas filled between the fuel and the cladding tube, it is of importance to
examine the behavior of burst and thermal creep properties in order to predict the mechanical performance of the cladding
during the lifetime of a reactor. In this work, burst rupture tests for thin-walled tubing of the nuclear-grade FeCrAl alloy
(FeCrAl C26M2 grade), have been carried out at various temperatures and pressure levels to understand the burst behavior.
The results are discussed and compared with other relevant cladding materials.

14.2 Experimental Methods

Chemical compositions of the nuclear-grade FeCrAl C26M2 tube investigated in this study is shown in Table 14.1. The
length, inner diameter, and outer diameter of the tube samples were 12.7 cm, 9 mm, and 9.4 mm, respectively. A photograph
of a typical burst specimen is shown in Fig. 14.1c. High temperature burst tests were conducted by pressurizing the tube with
inert argon gas from a highly modified ATS® Series 1815 with sustained gas pressurization system. The gas pressurization
unit and the burst tester chamber are shown in Fig. 14.1. The tubes were pressurized at constant pressure levels ranging of

Table 14.1 Chemical composition (wt. %) of the FeCrAl C26M employed in this study

Element Cr Al Mo Si Y C S Fe

(Wt. %) 11.87 6.22 1.98 0.2 0.03 <0.01 <0.005% Bal.

Fig. 14.1 Experimental setup: (a) Burst Tester showing the gas pressurization unit, (b) Burst Tester Chamber (c) A typical burst specimen
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500–6200 psi at constant temperatures ranging from 480 to 650 �C. The temperatures were monitored using two K-type
thermocouples attached to the specimen with an accuracy of �5 �C. To minimize the gas volume during burst tests, a brass
mandrel was inserted into the specimens before attaching closed-end cap so that damage to the experimental setup could be
reduced. The time to rupture (burst) was then recorded using a high-speed camera attached to the pressure gauge. At a given
internal gas pressure level (P), the hoop stress (σθ) of the FeCrAl tube was determined using the thin-tube approximation as
follows

σθ ¼ PDi

2t
ð14:1Þ

where Di is the inner diameter and t the tube thickness.

14.3 Results and Discussions

14.3.1 Burst Behavior

The dependence of burst rupture time, tr on the applied hoop stress, σθ for FeCrAl C26M2 alloy at various temperatures is
shown in Fig. 14.2 depicting linear relationship in a log–log scale. At all examined temperatures, an apparent decrease of burst
rupture time was observed as hoop stress (pressure) or temperature increasing. It is interesting to compare the data obtained
here in this study under constant hoop stresses and constant temperatures to those under LOCA accident experiment
[7]. Figure 14.3 shows the burst temperature as a function of hoop stress for the FeCrAl C26M employed in this study in
comparison with various cladding materials obtained from Pint et al. [8]. Given the same hoop stress and relatively similar
alloy (the FeCrAl C26M2), the onset of burst for alloy here is at lower temperature than that obtained under LOCA accident
experiment.This observation can be rationalized based on the effect of creep deformation during burst tests. Further details
about the creep behavior of the FeCrAl C26M2 are discussed in the next section.

To characterize the interrelation between of the burst time on the applied hoop stress, the Larson–Miller parameter (LMP)
was employed for the FeCrAl C26M2 alloy using the following expression,

LPM ¼ T � C þ log trð Þ½ � ð14:2Þ
where T is in K, tr in h and C is a constant equal to 20. Figure 14.4a shows the applied stress vs LMP at different temperatures.
It is clearly seen that values of LMP are observed to be independent of the temperature at a given hoop stress where all data
coalesce into a single line. Furthermore, the steady state creep rate, _εss was estimated from the variation in the tube outer
diameter as [9],
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Fig. 14.2 Log–log plot of the hoop stress versus time to rupture (burst) at various temperatures of the nuclear-grade FeCrAl alloy
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_εss ¼
ln D

Do

� �

tr
ð14:3Þ

where D is the average outer diameter after burst tests measured away from the burst region and Do is the original diameter of
the specimen before test.

The variation of time to burst, tr as a function of the steady state creep rate at various temperatures for the FeCrAl C26M2
alloy is shown Fig. 14.4b. The alloy is found to follow the Monkman–Grant relation expressed as,

_εαss � tf ¼ CMG ð14:4Þ
where α and CMG are constants 0.9 and 0.63, respectively.

The fractured samples after bursting were generally found to follow two different fracture modes: either by direct open-up
or small crack and pinhole formation depending on applied temperature and pressure. Typical photographs for the nuclear-
grade FeCrAl alloy showing the two different modes of failure are shown in Fig. 14.5. In general, the larger the internal hoop
stresses resulting from cladding overpressure, the most likely the sample fails by direct burst opening while burst by a pinhole
formation in the ballooning region observed at lower stresses.

Fig.14.4 (a) Larson–Miller parameter (LMP) plot at different temperatures for the nuclear-grade FeCrAl alloy. (b) Log–log plot of the rupture life
vs steady-state creep rate exhibiting Monkman–Grant relation
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14.3.2 High Temperature Creep Behavior

Figure 14.6a shows log–log plot of the steady state creep rate determined form Eq. 14.3 as function of the normalized hoop
stress at various temperatures for the nuclear-grade FeCrAl (C26M2 grade) alloy. The elastic modulus of the FeCrAl alloy was
estimated using the following empirical formula [10],

E ¼ �5:46� 10�5T2 � 3:85� 10�2T þ 199 ð14:5Þ
where E is the elastic modulus in GPa and T is temperature in �C.

The steady-state creep rate is found to be related to the hoop stress through a power-law relation,

Fig. 14.5 Typical
photographs for the nuclear-
grade FeCrAl alloy after the
burst test showing the two
different fracture modes (a)
direct open-up and (b) small
crack and pinhole formation

Fig. 14.6 (a) Log–log plot of the steady state creep rate versus normalized hoop stress at various temperatures for the nuclear-grade FeCrAl alloy.
(b) Semilog plot of the steady state creep rate versus reciprocal temperature at a normalized hoop stress (σ/E) of 0.0015
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_εss ¼ A
σθ
E

� �n
exp

�Q
RT

� �
ð14:6Þ

where A is a constant and n the stress exponent, Q the activation energy for creep, T temperature and R gas constant. The
average stress exponent was found to be 5.2� 0.9 obtained from the Fig. 14.6a. To estimate the activation energy for creep, an
Arrhenius plot of the _εss vs reciprocal of the absolute temperature at a constant normalized hoop stress is shown in Fig. 14.6b
where Q for creep deformation was found to be 290 � 32 kJ/mol.

The values for the stress exponent and the activation energy for creep were commonly employed as indicative parameters
to infer the micro-mechanism(s) controlling creep deformation. For example, when the stress exponent yields a value of 3–3.5
and the activation energy being close to that of the solute diffusion, viscous glide process is controlling the creep deformation
while thermally activated dislocation climb process becomes the rate-controlling mechanism for higher values of n ranging
from 4.5 to 7 and activation energies close to that of the lattice self-diffusion. In this study, the obtained value of the activation
energy for the FeCrAl (C26M2 grade) alloy (290 kJ/mol) was found to be comparable to of that of self-diffusion of Fe in
alpha-structure (251 kJ/mol). Accompanied with the obtained value of the stress exponent (n ~ 5), dislocation climb is
considered to be the rate-controlling creep mechanism in FeCrAl (C26M2 grade) alloy at examined temperatures 480–650 �C.
This conclusion was further supported by the observation of well-defined sub-grains with their boundaries stacked with
dislocations as typical reflections for the dislocation climb mechanism [11, 12].

14.4 Summary and Conclusion

To understand the burst behavior of the nuclear-grade FeCrAl alloy (FeCrAl C26M2 grade), burst rupture tests for thin-walled
tubing have been carried out at temperatures ranging from 480 to 650 �C and at pressure levels (using inert Argon gas) ranging
from 500 to 6200 psi (corresponding to hoop stresses of 170–376 MPa). The following conclusions have been made,

• Apparent decrease of burst time of the FeCrAl alloy was observed as pressure or temperature increasing.
• Larson–Miller Parameter and Monkman–Grant relationship were developed and compared with other ferritic alloys.
• High temperature creep deformation behavior was found to obey the power-law creep with a stress exponent of 5.2 � 0.9

and an activation energy of 290 � 32 kJ/mol.
• According to the obtained values of the stress exponent and the activation energy, dislocation climb is considered to be the

rate-controlling creep mechanism during deformation.
• The FeCrAl tubing was found to fail by two different fracture modes: either by direct open-up or small crack and pinhole

formation depending on applied temperature and pressure.
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