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Preface

Immunometabolism has emerged as an intersectional crossroad between metabolism
and immune response. Over the past decade, it has become clear that most, if not
all, of the immune cell function is undissociated from their cellular metabolism.
Although seminal works have addressed the metabolic fate of immune cells during
differentiation and function, the physiological status of given tissue is also critically
dependent on the cell metabolism.

The dialogue between immune cells and the microenvironment modulates the
cellular metabolism that can trigger the onset as well as the progression of a
multitude of inflammatory-mediated diseases. Thus, uncovering the specification
of the metabolism of the different immune cells types in different conditions can
shed light into the development of new drugs and therapeutical strategies to treat
immune-mediated diseases.

The book Essential Aspects of Immunometabolism was thought to give to the
readers a broader view of the different angles of how metabolic pathways can influ-
ence the several types of immune cells during activation, differentiation, and func-
tion during homeostasis and diseases. Of note, the structure of the book was created
thinking not only for the immunologist but also for undergraduate and graduate
students, physicians, and scientific community interested in the field. We begin in
chapter “Overview of Immune Responses” with an overview of the immune response,
describing the components of the system and its dynamic. Chapter “Metabolic Path-
ways and Cell Signaling” depicts the different routes of the metabolic pathways.
This section nicely explains the metabolic pathways by describing how nutrient-
sensing machinery for carbohydrate, lipid, and amino acid work and how they fuel
cellular metabolism. Chapter “Mitochondrial Biogenesis and Dynamics in Health
and Disease” complements and dives deeper into mitochondria metabolism and
describes the main transcription factors responsible for mitochondria biogenesis.
The text brings to our attention the mechanisms underlying mitochondria dynamics
such as fission and fusion, and how these processes are regulated and how they
impact health and disease. Chapters “Metabolic Pathways in Immune Cells Commit-
ment and Fate” “Metabolic Profile of Innate Immune Cells” and “Metabolic Profile
of Adaptive Immune Cells” specify the importance of metabolic pathways in different
immune cells’ activation, differentiation, function, and fate. These chapters give a
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broad overview of how metabolic pathways influence innate and adaptive immune
cells. Moreover, it is explained how the metabolic profile of innate immune cells in
different situations is such as during phagocytosis versus efferocytosis. They also
explain the different metabolic profiles in macrophages subsets, ILCs, and subtypes
of dendritic cells. Finally, the metabolic profile of adaptive cells, giving the very time-
frame of the metabolism of T and B cells, exactly matched with the course of adaptive
immune response ranging from the ontogeny, migration, and contraction phases until
memory was detailed. From that, the book starts covering the role of immune cells and
metabolism in different disease conditions. The interconnection between inflamma-
tion, obesity, and metabolic syndrome, bringing different factors such as adipokines,
the microbiota composition can influence adipose tissue, consequently inflammation
in adipose tissue and metabolic syndrome is fully discussed. Chapter “Metabolic
Reprogramming and Infectious Diseases” paves how metabolic pathways are modu-
lated during infectious diseases, by explaining the importance of barrier tissue for
homeostasis and how the metabolism of immune cells behaves facing different
types of pathogens. In chapter “Metabolic Reprogramming and Cancer”, the authors
elegantly explain how the metabolism of cancer cells and the pathways is triggered
in the cancer microenvironment. Interestingly, most of the metabolic pathways acti-
vated in cancer cells are shared by immune cells” metabolism. This book also brings
insights into how adipocyte influences the regulation of immune cells, emphasizing
how factors released by adipocytes can influence adipose-tissue-residing immune
cells as well as the consequence of the adipose-tissue-residing cell activation for
obesity and metabolic syndrome. Chapter “Immune Regulation of Adipose Tissue
Browning” continues in immune-mediated and adipose tissue cross-talk with a deep
focus on how this interaction regulates immune cells and adipocyte of the brown
adipose tissue. Finally, the book ends with chapters “Physical Exercise and Metabolic
Reprogramming” and “Immunometabolism and Organ Transplantation” bringing
approaches to two more different conditions where immunometabolism can have
an important impact. Chapter ‘“Physical Exercise and Metabolic Reprogramming”
described how different exercises influence the reprogramming metabolism of the
immune cells and chapter “Immunometabolism and Organ Transplantation” covers
the aspects of metabolic pathways and immune cells during the graft engraftment
process from ischemia-reperfusion injury to acute and chronic transplant rejection.

The field has fortunately developed fast, and it is the great interest in the
Immunology field. Thus, this book does not intend to cover all the aspects of
immunometabolism but rather gets the readers an essential background to enable
them follow the new reports that are coming up.

We thank all the authors that contributed to this book and hope the readers
enjoy reading this book and the extent to their knowledge about how the
immunometabolism impacts immune cells, homeostasis, and inflammatory diseases.

Sédo Paulo, Brazil Niels Olsen Saraiva Camara
Vinicius Andrade-Oliveira
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Overview of Immune Responses m

Check for
updates

Anderson Sa-Nunes

1 General Aspects of the Immune System

The immune system is classically described as the network responsible for the
‘protection’ of our body against foreign substances or microorganisms, infec-
tious or non-infectious. The immune responses are usually initiated by products
or constituents of bacteria, viruses, fungi, parasites, or any other substance recog-
nized as non-self, although self-components are also able to trigger immune reactions
under specific situations. Even though the ‘defense’ is in fact a major function, it
is well known nowadays that the physiological role of the immune system is much
broader and includes tissue repairment, tolerance and antitumoral immunity. All these
activities depend on a process called recognition, that results from the interaction
between soluble and cell-associated receptors—immune sensors of the microenvi-
ronment—and their respective ligands. When a receptor-ligand interaction occurs,
a series of molecular signals are initiated followed by the activation of biochemical
cascades that culminate with the production of effector molecules and mediators that
regulate the cellular activity. The net result of these multiples interactions produces
immunity or tolerance states. However, when these interactions are deregulated,
they may also cause hypersensitivity or autoimmune reactions.

Didactically speaking, the most common division used to describe the immune
system takes into consideration the time required to the response against an aggressor
agent to be initiated. Thus, the innate (natural, native) immunity is responsible for
the responses that occur immediately or soon after the first contact with any given
microorganism or its products [24]. The cells and molecules of the innate immunity
are ready to perform its functions at the time of recognition of the attacking agent,
or immediately following this contact. On the other hand, the adaptive (acquired)
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immunity takes a few days to be fully developed and its effector mechanisms are
mediated by cells called lymphocytes and their products [12]. In some cases, both
lymphocytes and the molecules they produce are able to act directly on an extra-
cellular microorganism or a cell infected with an intracellular microorganism. In
other situations, lymphocyte-derived products amplify the effector mechanisms of
the already existing innate immunity.

In this initial chapter, the reader will be presented to an overview of the cellular
components of the immune system and the properties of innate and adaptive
responses. It is important to make clear that, for obvious reasons, this text presents a
short overview of the knowledge from immunology textbooks but does not replace
them. Consequently, it is strongly recommended to the reader that, before reading this
book, fundamental concepts on how the immune system works should be attained.

2 Cells of the Immune System

Before further development on the effector mechanisms of the innate and adaptive
immune responses, we will start with a general overview on the major cells that
constitute the immune system, their production in the bone marrow, release to the
blood and, finally, migration to the tissues.

Hematopoiesis—the formation of blood cellular components—begins at early
stages of the embryonic development, initially in the yolk sac (mesoblastic phase)
and later in the fetal liver and spleen (hepatic phase). Around halfway of the gestation
period, the bone marrow gradually assumes the blood production and becomes the
exclusive hematopoietic organ by the individual birth (medullary phase), although
sites of extramedullary hematopoiesis are recognized in some situations. In the first
years after birth, the marrow of essentially every bone produces blood cells. However,
along the body’s development, this activity becomes restrict to the flat bones (e.g.
sternum, pelvis) and some long bones (e.g. femur) [18].

The hematopoietic stem cells are multipotent and self-renewing bone marrow
cells that generate all the cells in the blood, including those related to the immune
system [23]. The hematopoietic stem cells are located in anatomic sites of the bone
marrow associated with stromal cells, which do not present hematopoietic activity,
but provide the biochemical and the contact-dependent signals required to the prolif-
eration and differentiation of the hematopoietic stem cells. The biochemical signals
are represented by growth factors from the cytokine family, a group of soluble
molecules responsible for the ‘communication’ of the immune system [11]. In addi-
tion to being involved in hematopoiesis, the cytokines have essential roles in the
innate and adaptive immune responses including the inflammatory process [20].
Further details will be later discussed in the chapter.

Briefly, the hematopoietic stem cells constantly divide by a process of asymmetric
division producing two daughter cells. While one of the daughter cells preserves
self-renewal features, the other initiates a differentiation process and develops into a
hematopoietic progenitor. Along their development, the hematopoietic progenitors
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are exposed to certain patterns of cytokines and other growth factors and further
differentiate either in myeloid or lymphoid precursors. The myeloid precursors
will give rise to monocytes, neutrophils, eosinophils, basophil, erythrocytes (red
blood cells) and megakaryocytes (that will later generate platelets). The lymphoid
precursors will give rise to T lymphocytes, B lymphocytes, natural killer (NK) cells
and, possibly, some dendritic cells. In a steady-state condition, some of these cells will
remain in the blood stream during their whole life (hours to days), unless the organism
faces inflammatory and/or infectious challenges; other cells naturally migrate to the
different tissues where they will constitute the resident cells; and some others will
recirculate between blood and lymph and their respective draining organs, spleen
and lymph nodes. Each one of these cell populations display a characteristic set of
cell surface markers called cluster of differentiation (CD) employed to phenotype
subpopulations/subsets, differentiation stages, degree of activation and metabolic
states [5]. Together, these markers enable us to study different cells in vitro and
in vivo and allow comparisons of experimental assays between different research
groups.

3 Innate Immunity

A number of physical, chemical and biological barriers constitute the innate immu-
nity and protects our body from noxious agents found in the environment. Among
these barriers are the epithelial and mucosal surfaces, the airflow resulting from
breathing, coughing and sneezing, the flow of fluids generated by lacrimation and
urination, bodily secretions that possess a typical pH and set of enzymes, secretion of
mucus and antimicrobial molecules and, finally, the microbiome present in all body’s
surfaces [21]. Each of these elements has a special role in maintaining the organism’s
homeostasis, but they are not always sufficient to keep the organism free from
aggressive agents. When these initial barriers are “broken” and our body is invaded
by a microorganism (pathogenic or not) or another type of aggressor, the innate
immune system recognizes conserved structures of these organisms and endogenous
molecules produced or released as a result of this invasion. Thus, when pathogen-
associated molecular patterns (PAMPs) or damage/danger-associated molecular
patterns (DAMPs) are directly recognized by soluble or cell-associated pattern
recognition receptors (PRRs), a series of innate immunity events are triggered [26].

Nucleic acids, proteins, lipids and carbohydrates are examples of PAMPs exclu-
sively or differentially expressed by groups of microorganisms that signal their pres-
ence to the immune system. DAMPs, on the other hand, are products derived from
cellular damage caused by infection or a result of sterile injuries caused by insufficient
blood supply and by the action of chemical and physical agents such as toxins, burns,
and trauma, among others [3]. In turn, PRRs present in the blood, body fluids and
also associated with cells (in vesicles, in the cytoplasm or in the cell surface) recog-
nize these PAMPs and DAMPs and promote their neutralization and removal, either
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through uptake by cells known as phagocytes or by activation of cytotoxic mech-
anisms dependent on other cell types and the activation of biochemical cascades.
As this is a very broad topic, more details about PAMPs and DAMPs, as well as
their molecular recognition by PRRs, can be found in immunology and biochemistry
scientific manuscripts [14, 27]. Among the cells of the immune system that partici-
pate in innate immunity, we highlight the alarm cells, professional phagocytes and
cytotoxic cells. A brief summary of each category is provided below:

e Alarm cells are tissue-resident cells capable of directly recognizing aggressor
agents and their products. Alarm cells have either preformed mediators or produce
them shortly after activation, triggering tissue inflammation. Once the inflamma-
tory process is triggered, changes in the microcirculation occurs, leading to the
extravasation of soluble molecules that mediate the initial responses against these
agents associated with the recruitment of inflammatory cells from the blood circu-
lation. Tissue-resident mast cells, eosinophils and macrophages are examples of
alarm cells.

e Professional phagocytes are cells whose main function is to engulf microorgan-
isms, particles and other substances by phagocytosis or endocytosis, leading to
their destruction. They may be resident cells (e.g.,: macrophages and dendritic
cells) or recruited to the tissues during the inflammatory process (e.g.,: neutrophils
and inflammatory monocytes/macrophages).

e Cytotoxic cells present cytotoxic granules in their cytoplasm that can be released
by exocytosis upon recognition of certain group of ligands in the surface of target
cells. Cytotoxic cells are able to kill other cells infected by intracellular bacteria,
viruses or cells that undergo malignant transformation and that can originate
tumors. The best-known cytotoxic cells of the innate immunity are “natural killer”
(NK) cells, but other cells such as macrophages, neutrophils and eosinophils can
become cytotoxic in certain situations.

In addition to cellular components, the innate immunity also comprises soluble
mediators. The recognition of offending agents can trigger the rapid production
and release of acute-phase proteins, inflammatory cytokines, chemotactic agents
(molecules that recruit cells to the site) and vasoactive amines (substances that acti-
vate the vascular endothelium), in addition to the activation of biochemical cascades
responsible for blood clotting and the complement system, whose components
promotes direct lysis of microorganisms.

As said before, once the activation of innate immunity occurs either due to an
infectious agent or injury by a physical, chemical or biological agent, its elements will
initiate the so-called inflammatory process. Inflammation is a process that involves
local vascular changes in the microcirculation such as vasodilation and increased
vascular permeability, but that may progress to more serious systemic reactions. The
inflammatory process is mediated by the cellular and soluble components described
above, whose consequences are represented by five classic signs: pain (dolor), heat
(calor), redness (rubor), swelling (edema or tumor) and loss of function (functio
laesa) [17]. In this microenvironment, the elements of innate immunity work together
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to contain/destroy the aggressor agent and also initiate the activation of adaptive
immunity, discussed below.

For space limitations, the inflammatory process will not be described in further
details, but the topic can be found in immunology, pharmacology and pathology
textbooks. In addition, many immunometabolic aspects of the innate immunity and
inflammation will be approached in the next chapters.

4 Adaptive Immunity

Invading microorganisms have varied strategies for evading immune responses. In
many situations, the cells and soluble factors of innate immunity are not efficient in
eradicating them from our body. In the first days following infection, the elements
of innate immunity attempt to control the growth and spread of microorganisms.
Meanwhile, the cells of adaptive immunity need to be activated so that they can fully
exert their effector functions as soon as they are ready for that. The cells of the adaptive
immunity are collectively called lymphocytes and will be responsible, either directly
or indirectly, for the effector mechanisms against the different aggressor agents. There
are two major populations of lymphocytes, known as T cells (or T lymphocytes) and
B cells (or B lymphocytes). T cells were named after the discovery that the thymus
is the organ responsible for their maturation and selection (“T” from thymus) [15].
Several subpopulations of T cells are currently known that, together, represent the
cell-mediated adaptive responses described in more details later. Likewise, B cells
were described following the observation that chickens whose bursa of Fabricius had
been removed were not able to produce antibodies [4]. The importance of antibodies
as the effector molecules of humoral adaptive immune responses was already
known, but the role of B cells in their production was uncovered by these studies
(“B” from bursa). The structure and role of antibodies will be also discussed below.
Humans do not have bursa of Fabricius, and our B cells are produced, matured and
selected in the bone marrow (although the spleen also participates of the process).
Because the bone marrow, bursa of Fabricius and the thymus are the primary sites
responsible for the production and development of lymphocytes, these organs are
collectively called primary (or central) lymphoid organs.

Lymphocytes express receptors with high specificity and accessory molecules on
their surface that allow their activation and function as markers used by researchers to
characterize different lymphocyte populations and subpopulations. The lymphocyte
receptors are able to recognize a very large number of microbial and non-microbial
substances collectively called antigens. For example, T cell receptors (TCRs) recog-
nize peptides resulting from the processing of extracellular or intracellular proteins,
derived from our own organism or from microorganisms and their products. The
processing of such proteins takes place in specialized cells known as professional
antigen-presenting cells (APCs) which are capable of capturing, degrading and
displaying fragments of these proteins on the surface linked to molecules of the
major histocompatibility complex (MHC). There are three types of professional
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APC in our organism: dendritic cells, macrophages and B cells. In summary, the T
lymphocyte can only be activated when its TCR (together with accessory molecules)
recognizes peptides displayed by the MHC in the APC surface [10]. On the other
hand, B cell receptors (BCRs) are able to directly recognize antigens of different
biochemical nature such as proteins, carbohydrates, lipids and nucleic acids, among
others. The BCR is an antibody linked to the membrane of B cells that binds cell-
associated or soluble antigens present in the extracellular milieu. The binding of
antigens by the BCR delivers activation signals to B cells which, in turn, produce
and secrete large quantities of the antibody in a soluble form.

Unlike innate immunity cells, which individually express a large number of PRRs
(thus being able to recognize many different PAMP and DAMP at the same time),
lymphocytes have their receptors distributed clonally. Thatis, alymphocyte expresses
hundreds of thousands of receptors on its surface, but in an individual cell (clone),
all of these receptors recognize the same antigen. Therefore, although an individual
has millions of lymphocytes in its circulation, only a few clones will be specific for
a given antigen. The sum of all antigens capable of being recognized by lymphocyte
clones present in our body constitutes an individual’s immune repertoire [13]. Asa
consequence of the small number of specific clones for each antigen, once activated,
lymphocytes must enter a process of clonal expansion in order to reach a critical
number of cells capable of handling each antigen. Because it takes 8—12 h for a
lymphocyte clone to complete each division cycle, a few days (typically 5-12 days)
are needed until the role of adaptive immunity in an infection is perceived. However,
the great advantage of the adaptive immunity is the generation of immunological
memory, that is, once activated, part of the lymphocytes will become memory cells
and will survive for months or years, even after the pathogen/antigen elimination
[16, 25]. In subsequent contacts with the same agent, these cells will be present in
greater numbers and will be activated more quickly, ensuring full and fast protection
to our organism. For that reason, most pathogens only cause disease the first time
they come into contact with our organism. This knowledge is widely explored in the
development of vaccines, which are safe preparations capable of mimicking an infec-
tion, leading to the development of protective immune responses and immunological
memory when we come into contact with the real pathogen [19].

The activation of lymphocytes is a complex process and results from the recogni-
tion of antigens by TCR or BCR, triggering intracellular signaling cascades respon-
sible for the transduction of activation signals. Together, these signals induce acti-
vation of protein kinases, phosphorylation of biochemical substrates, increase in
cytoplasmic calcium and activation of nuclear transcription factors that lead to cell
proliferation and synthesis of molecules responsible for the effector mechanisms of
T cells and B cells. Such cascades will be covered in this book, when appropriate, in
the context of immunometabolism.



Overview of Immune Responses 7

4.1 Cell-Mediated Adaptive Immune Responses

As mentioned before, cell-mediated adaptive immune responses are initiated
when APCs present at the site of an infection (usually immature dendritic cells
in the tissues), capture microorganisms or their products and process protein anti-
gens for presentation by MHC molecules. The whole process is accompanied
by dendritic cell maturation, leading to phenotypic changes and culminating in
morphological and physiological changes in these cells, followed by migration to
draining lymph nodes [2]. In cases where the infection occurs directly in the blood-
stream, the microorganisms and their products will be drained by the spleen, where
antigen processing and presentation will take place by splenic APCs. Lymph nodes,
spleen and other organized lymphoid clusters known as mucosa-associated lymphoid
tissue (MALT), bronchus-, larynx- and nose-associated lymphoid tissue (BALT,
LALT, NALT) and gut-associated lymphoid tissue (GALT), are collectively known
as peripheral (or secondary) lymphoid organs, and represent the places where
lymphocytes accumulate during their recirculation in the body and where the acti-
vation of these cells occurs. In these lymphoid organs and tissues, newly arrived
and already mature dendritic cells express high levels of MHC molecules containing
peptide fragments derived from microbial proteins that will bind to TCRs, repre-
senting the first signal of activation. Mature dendritic cells also express costim-
ulatory molecules that, upon interaction with their respective ligands present in T
cells, will represent the second signal of activation. Finally, APC/T lymphocyte
interactions occur in the presence of cytokines that some authors consider the third
signal of activation [7]. Together, these molecular interactions will induce T cell
proliferation and differentiation into effector cells. Once differentiated, the lympho-
cytes will leave the peripheral lymphoid organs/tissues and migrate to the site where
the infection was originally established, thus performing its effector functions. As
mentioned before, some of these cells will differentiate into memory cells.

When the antigens processed by dendritic cells are exogenous/extracellular in
nature (e.g. captured by phagocytosis/endocytosis), they will be displayed by MHC
class I molecules and the complex will interact with T cells that express a co-receptor
called CD4. These CD4* T cells are also known as T helper (Th) cells. During the
final stage of activation Th cells will differentiate into cytokine-producing cells that
receive different terminologies according to the cytokine profile produced (e.g. Thl,
Th2, Th17, Tfh) [8]. In turn, the cytokines produced by T cells will activate/modulate
effector cells such as neutrophils, eosinophils, macrophages and B lymphocytes
among others, responsible for battling and eradicating the microorganism/offending
agent—toxins, poisons, bacteria, viruses, fungi, helminths, protozoa, and others.
During this process, regulatory T cells (Treg) are also generated, whose role is to
maintain tolerance and regulate immune responses, preventing them from becoming
exacerbated or harmful [22]. On the other hand, when the antigens processed by
dendritic cells are endogenous/intracellular in nature (e.g. products of viral infections
or intracellular bacteria), they will be displayed by MHC class I molecules and the
complex will interact with T cells that express a co-receptor called CDS8. These CD8*
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T cells are also known as cytotoxic or cytolytic T cells (Tc) [9]. After activation,
Tc lymphocytes will differentiate into cells capable of killing other cells infected by
intracellular bacteria or viruses.

4.2 Humoral Adaptive Immune Responses

Adaptive humoral immune responses are represented by antibodies, also called
immunoglobulins or gammaglobulins. Antibodies are glycoproteins produced by
B cells that are capable of recognizing and binding to antigens of different biochem-
ical nature (proteins, carbohydrates, lipids, nucleic acids, among others). In mature
B cells that have never found the antigen (naive cells), antibodies are present on the
membrane surface and act as BCR for these cells. A foreign invading agent and/or its
antigens will be carried to secondary lymphoid organs and will be recognized by the
BCR of some B cell clones that are constantly recirculating among these organs. The
BCR/antigen interaction can directly activate B cells and induce their proliferation
(clonal expansion) and differentiation into plasma cells, capable of secreting large
amounts of that specific antibody. These antibodies will circulate in the body fluids
or will be transported to mucosal surfaces, where they remain available to bind any
suitable antigen for varied periods of time. This interaction, known as the antigen—
antibody reaction, will be essential to eliminate the offending agent directly (e.g.
neutralizing toxins, bacteria, viruses, etc.) or indirectly (e.g. increasing phagocytosis,
activating phagocytes and the complement system, promoting antibody-dependent
cytotoxicity), as described below. It is worth mentioning that in some situations B cell
can also work as APCs and be activated with the help of T follicular helper (Tfh)
cells, the so-called T-dependent activation [6]. In other situations, the B cell can be
activated directly, without the participation of Th cells, the so-called T-independent
activation [1]. The requirements for each type of activation will not be covered in
this chapter, but will depend on the population of B cells, the nature and amount of
the antigen, and other factors present in the microenvironment during activation. In
addition, only T-dependent activation will be able to generate memory B cells.
Briefly, the antibody consists of two identical larger chains (heavy chains) and
two smaller identical chains (light chains). The heavy chains are linked to each
other by disulfide bonds and each heavy chain is linked to a light chain also by
disulfide bonds. Both heavy and light chains are constituted of domains: regions
with a relatively conserved sequences of amino acids that repeats throughout the
molecule. The heavy chains have 4 or 5 domains each (one called a variable domain
and the others called constant domains), while the light chains always have 2 domains
(a variable domain and a constant domain). In the region where the two domains of
each light chain are paired with the respective domains of the heavy chain, there is
a portion that recognizes the antigen called, therefore, antigen-binding fragment
(Fab). An antibody monomer has two Fab. At the tip of each Fab there is one
region formed by the outermost portions of the variable domains of heavy chain and
light chain, where the interaction with the antigen effectively occurs. Therefore, this
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portion is called antigen-binding region and concentrates most of the variability of
each antibody molecule. On the other hand, the region where the two heavy chains
are paired is responsible for the effector functions of the antibody. Because of its
biochemical characteristics, it is called a crystallizable fragment (Fc). The region
that separates the Fc from the two Fabs present in a monomeric antibody molecule
is called hinge and gives flexibility to the molecule, thus allowing a monomeric
antibody to bind to two identical antigens at the same time and at different angles.
Some classes of antibodies can form dimers, trimers, pentamers and hexamers, so
that they can bind multiple identical antigens at the same time (four, six, ten and
twelve, respectively).

Itis important to note that “antibody” is a generic nomenclature that actually repre-
sents a group of related molecules that have some structural and functional differ-
ences. According to these characteristics, antibodies are grouped into five isotypes
(or classes) that in humans and other mammals: IgM, IgD, IgG, IgA and IgE. In
some cases, there are subclasses (e.g. IgG1, IgG2, IgG3 and IgG4 in humans) that
are differentially expressed depending on the type of immune responses triggered
by a given infection. In all cases, antibodies bind to antigens in a non-covalent and
reversible manner, through a series of biochemical interactions that include electro-
static forces, hydrogen bonds, van der Waals forces and hydrophobic interactions.
Together, these forces define the affinity of an antibody binding site to the antigen,
and the overall strength of all binding sites is called avidity (as we have seen, an
antibody has at least two antigen binding sites). This bond is strong enough to ensure
that, once bound, the antibody will hardly detach from its respective antigen. This
ensures that antibody’s effector functions can be adequately performed, including
neutralization of toxins, viruses and bacteria, activation of the complement system,
antibody-dependent cell cytotoxicity and opsonization (facilitation of phagocytosis).

In addition to essential effector molecules against a variety of infections, anti-
bodies are also important for assessing the immunity developed after a vaccination
and for diagnosing arange of diseases. As antibodies are present in the circulation, the
collection of a small amount of blood makes it possible to assess in a patient’s serum
or plasma whether he/she has already been exposed to a certain antigen. In certain
cases, it is even possible to determine whether the clinical condition is due to an acute
or primary infection or whether the infection has already become chronic or recurrent,
based both on the isotype/class and the antibody title (an indirect way of assessing
the amount of antibodies present for a given antigen). On the other hand, the absence
of one or more classes of antibodies may be indicative of immunodeficiencies.

Antibodies are among the most studied molecules in the biochemical field both
structurally and functionally. This knowledge allowed the development of serum
therapy over a century ago, still used nowadays to treat the bites of venomous animals
such as snakes, spiders and scorpions; bacterial-derived toxins such as diphtheria and
tetanus toxins; and even active infections such as Ebola and COVID-19. Advances
in cell culture, establishment of tumoral cell lines and development of molecular
biology techniques allowed the creation of monoclonal antibodies—identical anti-
bodies with unique and known specificity—that can be produced in industrial scale
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for research and clinical use. The monoclonal antibodies are the major representa-
tives of the so-called immunobiologicals, molecules of biological origin capable of
modulating the immune system and used as a treatment of several pathologies of
microbial origin, cancer and autoimmune diseases. Immunobiologicals are already
a reality for a number of clinical conditions and are among the blockbuster drugs for
the pharmaceutical industry. However, its price is still high, which limits its access
to most of the population.

5 Final Remarks

Now that you reviewed how immune cells are generated, how foreign agents
are recognized, and how the immune responses that will fight them are initi-
ated, the next chapters will present deeper aspects of these topics in a context
of immunometabolism. You will have the opportunity to learn more details about
metabolic pathways and mitochondrial physiology in health and disease. In addition,
up to date knowledge on immunometabolism will be reviewed in a number of clinical
conditions such as obesity, cancer, autoimmune diseases, organ transplantation and
inflammatory/infectious diseases. Finally, interfaces between immunometabolism
and microbiota, physical exercise, immunotherapies and translational medicine will
be also approached.
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Fernando Abdulkader

Metabolism is one of the key features of life, as it allows for the continuous rebuilding
of the living structures driven by the extraction of energy from nutrients [1]. As such,
metabolism can be thought of as the set of all the chemical reactions that take place in
a living organism and are related to the maintenance of life. In principle, many more
reactions could happen between the chemical substances that are found in living
matter than the number we observe when organisms are actually alive. Those other
reactions, albeit possible, would not sustain the maintenance of the living structures.
So, the smaller set of reactions that do sustain life—that is, metabolism—is somehow
favored among all the chemical possibilities presented by the substances found in
organisms. In order words, there must be information on which reactions to promote
in living matter. This information is kept in the genes that ultimately encode the
proteins that favor the reactions of life—enzymes. They do so by speeding up (i.e.
catalyzing) these reactions, so that the substances participating in these reactions are
much less available to react otherwise.

1 Overview of Metabolic Pathways

Metabolism is classically divided into catabolic and anabolic reactions. Anabolism
comprises the reactions that lead to the formation of the complex and organized
structures of living beings from smaller and simpler chemical building blocks. For
anabolism to happen, there must be a continuous and substantial supply of chemical
energy. This energy supply is derived from the reactions that make up the other branch
of metabolism, that is catabolism. Catabolic reactions extract energy from chemical
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substances by selectively and orderly breaking them up into simpler ones. In this
process, the energy that kept their atoms together is partially but efficiently funneled
to the synthesis of specific molecules, most important among these is adenosine
triphosphate (ATP). In anabolism, ATP is used in tandem reactions that involve the
transfer, and later removal, of phosphate from it to other molecules, yielding in the
end ADP and inorganic phosphate. In this process, enzymes couple this use of ATP
and the energy it releases with the synthesis of the complex biological molecules,
and thus of the structures of life.

ATP synthesis, be it via substrate-level phosphorylation in the cytosol and mito-
chondrial matrix or oxidative phosphorylation in the mitochondrial inner membrane,
is coupled to the oxidation of substrates, whose electrons are transferred to nicoti-
namide coenzymes, NADH or NADPH. NADH is an important source of electrons
for the electron transport chain in mitochondria and thus of free energy for the
chemiosmotic synthesis of ATP [2]. Meanwhile, NADPH is a source of reducing
power for reductive processes in the cell, such as fatty acid synthesis and antioxidant
defenses. Both NADH and NADPH are constantly recycled in redox reactions:

NAD(P)" + H' + le~ = NAD(P)H.

The molecules that are involved in metabolism can be broadly divided into four
main classes: proteins, lipids, carbohydrates and nucleic acids. Each of these classes
have chemical properties and biological functions that are characteristic of them-
selves, and each are formed in anabolism from specific small precursor molecules.
Nucleic acids are made from nucleotides, which are composed of small nitrogenated
bases, a five-carbon sugar and phosphate. The main function of nucleic acids in
metabolism is indirect as bearers of genetic information, although they perform
a crucial function for protein anabolism in ribosomes. Additionally, one of their
nucleotide components is ATP, which also has the fundamental role in metabolism
we have just discussed as energetic currency between catabolism and anabolism.

Despite sharing the feature of being also structural scaffolds in the living matter,
proteins, carbohydrates and lipids have different functions in energy metabolism.
Carbohydrates (sugars and their digestible polymers—starches and glycogen) mostly
act as hydrophilic substrates for fast (anaerobic—cytosolic, oxygen-independent)
or highly efficient (aerobic—mitochondrial, oxygen-dependent) ATP production.
Carbohydrate metabolism can be considered the ‘metabolic highway’ of eukaryotic
cells, as it shares many ‘crossroads’ with very important metabolic pathways involved
with the other main metabolic substrates (Fig. 1). For instance, carbohydrates may
be converted into lipids, which are an efficient form of chemical energy storage
as, being hydrophobic, lipids (particularly triacylglycerols) do not carry along them-
selves solvating water molecules, thus reducing the space and weight associated with
energy storage, were the organism to store energy only as carbohydrates. Lipids can
be mobilized from their stores (mostly from white adipose tissue) in the form of free
fatty acids, which also act as highly efficient substrates for ATP synthesis, though
their catabolism is restricted to aerobic metabolism.
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As Fig. 1 illustrates, metabolic substrates are not freely interconvertible, and
this is an issue particularly in the case of proteins. Proteins are not dedicated
metabolic substrates, as they develop crucial functions in living organisms, as
chemical (enzymes), mechanical (structural proteins), transport (channels and trans-
porters) or communication (receptors) machines. However, their building blocks
(amino acids) can yield carbohydrates and, therefore, lipids, via reactions thatinclude
the removal of their nitrogen atoms. So, between the three main metabolic substrates,
only lipids cannot be converted into any of the others.

A brief analysis of Fig. 1 also demonstrates that metabolic pathways are exten-
sively imbricated, and the final fate of substrates—or even which the substrates are—
cannot be easily foreseen. However, despite the apparent complexity, metabolism is
a highly dynamic but regulated process. An overview of the main instances of chem-
ical signaling within metabolic regulation, as well as of nutrient and energy sensing
by cells, is what lies ahead in this chapter.

2 The Mechanistic Logic of Metabolic Signaling

There are various levels and timeframes in which metabolic control can happen. The
most basic type is the one that is intrinsic to a single metabolic pathway, in which the
rate of catalysis of one or more enzymes is modulated by the reversible binding of
intracellular molecules—usually end-products of the very same pathway—to specific
non-catalytic sites of the enzyme. Upon binding, the conformation of the protein or
enzyme is changed, either increasing or decreasing its affinity to the substrate(s)
and/or its activity. This type of control of protein function, which is not restricted to
enzymes, is known as allostery, and the molecules that mediate this phenomenon on
a given protein are classified either as their positive or negative allosteric modulators
depending on whether they increase or decrease its function [3, 4].

Within a metabolic pathway, allosteric modulation is the main mechanism in
which feedback control happens [1]. For instance, in glycolysis, whose metabolic
yield results in the net synthesis of 2 ATP molecules per glucose molecule metabo-
lized, ATP is a negative allosteric modulator of the key enzyme phosphofructokinase
1 (PFK1). Conversely, AMP, which can be produced by the reaction of 2 ADP
molecules to yield also one ATP by adenylate kinase in situations of ATP deple-
tion, is a positive allosteric modulator of the same enzyme. However, allostery is
in many cases also the framework for the integration of interconnected metabolic
pathways. Here, again, PFK1 appears as an appropriate example. In situations in
which metabolic flow through the tricarboxylic acid (TCA, or Krebs’) cycle is
much enhanced, such as in increased fatty acid oxidation, citrate can accumulate
and allosterically inhibit PFK1, thus shifting ATP production from a carbohydrate to
a lipid source [5]. This also stresses another common feature of metabolic control:
usually the rate of catalysis of a pathway is determined by and controlled in a single or
a few allosteric enzymes, which are effectively the master switches of that pathway.
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Other proteins can also be the target of allosteric modulators that translate the
metabolic state of the cell, with important signaling consequences within the same
cell. For instance, there is a group of potassium ion channels that are allosteri-
cally modulated by the intracellular ATP/ADP concentration ratio. Aptly known
as Karp channels, their open state probability is markedly decreased by raises in
the [ATP]/[ADP] ratio, thus reducing potassium outflow and consequently causing
membrane depolarization. This is the basis of the control of insulin secretion in
pancreatic beta-cells by increased glucose availability and metabolism.

Metabolism-derived allosteric modulation of protein function is in this sense a
universal feature of life as we know it. However, it is frequently taken for granted
nowadays in many studies on metabolism, particularly in those focusing on multi-
cellular organisms. This may be so because allostery could be seen as a phenomenon
arising in single cells and affecting exclusively the same cells. However, the above
example of Karp channel control of insulin secretion clearly demonstrates this is not
always the case. In any case, allostery as it is commonly approached is a powerful and
fast, but short-lived, mechanism of protein function modulation and thus of metabolic
control, as it depends on the moment-by-moment levels of the allosteric modulators
inside the cell.

Metabolic intercellular signaling is the domain of extracellular chemical mediators
and nutrients. These molecules give rise to more perennial changes in the metabolic
status of the cells upon which they act. The chemical basis of the sensing of either
mediators or nutrients is, in itself, allosteric, as the proteins that first sense the signal
transduce its level by changes in their own tertiary structure. However, the cascade
of events downstream of this first sensing event tend to last much longer, as they
imply in either covalent modifications of proteins (e.g. phosphorylation, dephos-
phorylation, prenylation etc.), changes in the concentration of intracellular second
messengers (e.g. cyclic AMP, diacylglycerol etc.) [6], or modulation of the expres-
sion levels of specific proteins [1, 7]. This way, in metabolic intercellular signaling
we are considering timeframes of several seconds to hours in principle, when consid-
ering covalent modifications and second messengers, to several minutes to days in
expression modulation. However, some important intracellular metabolic sensing
pathways utilize these same strategies, thus allowing individual cells to adapt to their
individual energetic conditions and challenges.

Regarding covalent modifications of proteins in cell signaling, it is important to
remember that the same protein may participate in distinct signaling pathways elicited
by different extracellular mediators. As an example of that, consider phosphoryla-
tion. Phosphate groups from ATP can be incorporated into the structure of proteins
as phosphate esters formed with sidechains of amino acids that bear a hydroxyl
(OH) moiety, i.e. serine, threonine or tyrosine, in reactions catalyzed by protein
kinase enzymes. There are two types of protein kinase enzymes regarding their amino
acid substrate specificity: serine/threonine-kinases and tyrosine-kinases. So, a single
signaling protein may be differentially modulated by phosphorylation depending on
the kind of amino acid that is recognized by the protein kinase that phosphorylates
it. Not only that, but within the same type of protein kinases considered, especially
in the case of serine/threonine-kinases, a single protein may be phosphorylated in
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different residues of the same amino acid, depending on the particular tertiary pattern
each kinase recognizes.

Another often observed feature in post-translational modifications of proteins
elicited by metabolic intercellular signaling is the fact that they may induce translo-
cation of the targeted protein to different intracellular compartments. For instance,
proteins of the signal transducer and activator of transcription (STAT) family dimerize
and translocate from the cytoplasm to the nucleus upon specific tyrosine phosphoryla-
tion by Janus kinases (JAK). Once in the nucleus, they act as transcription factors and
modulate protein expression. Hydrophobic modifications of proteins, such as preny-
lation or palmitoylation, are also important to localize/restrain signaling cascades to
specific organelles or subcellular compartments as they tend to associate the modified
proteins to specific membrane domains.

An important point that is often overlooked when discussing cell signaling in
general is that, though the activated cascades last longer than the moment-by-moment
allosteric modulation of enzyme activity, they do peter out. This has a clear adaptive
value, as otherwise cells would be always inadvertently responding to signals and
situations long gone. Various strategies of terminating signaling cascades in the
absence of their stimulus exist, such as protein phosphatases, ubiquitin—proteasome
degradation of activated proteins, degradation of second messengers (as is the case of
phosphodiesterase-mediated hydrolysis of cyclic phosphates in cAMP and cGMP),
slow intrinsic self-deactivating activity of signaling proteins (for instance the GTPase
activity of the Ga subunits of G proteins) or the pumping out of calcium ions from
the cytoplasm into either the endoplasmic reticulum (ER) or the extracellular space.
Many of these strategies can be activated by the signaling cascade itself, generating
negative feedback loops. Appropriately, there are even signaling pathways whose
main effector proteins actually promote the deactivation of other signaling cascades,
as happens in the inhibition of adenylate cyclase by Ga; proteins. This also sheds
light into another outstanding feature of signaling cascades: they crosstalk, again
because many signaling molecules and proteins are shared by them, and so the final
observed effect is in every moment the result of the balance of their activity in these
signaling hubs. As we will see, crosstalk is specially true for metabolic signaling
[8-10].

Within this general logic of signaling strategies, in the next sections of this chapter
we will briefly overview some examples of important pathways that mediate nutrient
sensing in metazoans, as well as the signaling of some crucial hormones and media-
tors that affect whole-body metabolism. The following discussions do not intend by
any means to be exhaustive, but merely to introduce the readers to some examples
of the general mechanisms that were presented in this section in the hopes they will
illuminate their comprehension of the many other pathways dealt with at depth in
the other chapters of this book.
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3 Nutrient-Sensing Signaling Pathways

As cell metabolism is basically dependent on ATP availability, which is coupled to
NAD*/NADH redox cycling, it is not surprising that signaling pathways that directly
sense both variables have evolved.

In the case of ATP, this is brought about by a signaling system that is centered at
a multiunit enzyme called 5’-AMP-dependent protein kinase, or AMPK [9, 11-16].
In situations of ATP depletion, the reaction catalyzed by adenylate kinase:

2ADP = ATP + 5 AMP

is shifted to the right, thereby increasing intracellular AMP content (note that this
is not the cyclic form of AMP, cAMP, which is the second messenger produced upon
activation of adenylate cyclase by Gag proteins). AMP can bind to the regulatory y
subunit of AMPK and the consequent conformational change of the complex renders
the catalytic a subunit more susceptible to phosphorylation, and thus activation, by
liver kinase B1 (LKB1). Various proteins are substrates for active AMPK. This culmi-
nates in protein post-translational modifications and gene expression modulation that
favor ATP production rather than ATP consuming processes. This way, among other
actions, AMPK promotes lipolysis, fatty acid oxidation, glycolysis, glucose transport
and autophagy, while inhibiting protein synthesis, lipogenesis, steroidogenesis and
gluconeogenesis.

Nicotinamide coenzyme sensing, however, is mediated by another family of
enzymes, sirtuins. These are lysine deacetylases that consume NAD" in their catalytic
cycle, rather than reducing it to NADH as in its function of electron carrier in
fuel metabolism. So, in situations in which substrate oxidation is reduced, the
NAD*/NADH ratio increases and consequently the availability of NAD* to sirtuins.
There are seven sirtuins known in mammals (SIRT1-7), with different affinities for
NAD", subcellular localization and substrate specificities [8, 16—18]. However, the
ones that appear to have NAD*-sensing abilities in the biological range of NAD*
concentrations are the nuclear SIRT1 and the mitochondrial SIRT3 and SIRT 5.
SIRT1 actions are the best described to date, and mainly involve the modulation
of specific genes by deacetylation of specific transcription factors and cofactors, as
well as histones. These culminate in the enhancement of mitochondrial function and
overall glucose tolerance. Indeed, SIRT1 has been shown to increase the lifespan of
animals subjected to high fat diets.

In eukaryotes, most of the ATP production is derived from aerobic mitochondrial
metabolism. Consistently, oxygen availability also is sensed by cell signaling systems
that impact on metabolism. This is mediated by a family of transcription factors
known as hypoxia inducible factors (HIFs) [18—22]. Their function is controlled by
an interesting mechanism in which the hydroxylation of HIF-1a, HIF-2a or HIF-3
a by prolyl hydroxylases that use O, as substrate signal for HIF proteasomal degra-
dation at normal O, tensions. This way, in low O, levels, hydroxylation of o HIFs
is reduced and the proteins accumulate, whereby they can migrate to the nucleus
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and heterodimerize with constitutive HIF-1B and exert transcriptional control of
hypoxia responsive element (HRE) genes. Some of these codify glycolytic enzymes
and glucose transporters, thus increasing the cell capacity for anaerobic metabolism.
On the other hand, it has been shown that HIF-1a in parallel reduces mitochondrial
metabolism, both through effects on the conversion of pyruvate into acetyl-CoA and
on the activity of TCA cycle enzymes, as well as on the biogenesis of mitochondria,
through the indirect downregulation of a mitochondriogenesis-promoting transcrip-
tional coactivator, PGC-18. However, HIF signaling is not restricted to that, having
pleiotropic effects on a multitude of processes important for tissue homeostasis, such
as angiogenesis.

Mitochondrial metabolism also creates multiple signals that can be sensed by
the cell. For instance, in addition to the ER, mitochondria are important intracel-
lular calcium stores. Calcium mitochondrial content itself is an important regulator
of oxidative phosphorylation [23]. However, at high levels and in the presence of
oxidants, calcium can induce the formation in the inner mitochondrial membrane
of a structure called permeability transition pore which leads to massive efflux of
calcium to the cytosol and mitochondrial swelling to a point in which there is also
release of cytochrome C. High cytosolic calcium and the presence of cytochrome C
in the cytosol are known to trigger the intrinsic apoptotic pathway, for instance. But
why would mitochondria be susceptible to oxidant damage? Incomplete reduction
of oxygen in sites other than the final complex (IV) of the electron transport chain
(ETC) seems to be the main source of superoxide anion, a reactive oxygen species
(ROS) [9]. This gets more probable if there is a mismatch between the supply of
electrons to the ETC from NADH and the rate of the ETC reactions, causing elec-
trons to accumulate in the complexes of the ETC and increasing the chances they
nonenzymatically react with molecular oxygen. This may happen either if the supply
of oxygen to complex IV is low, or if the supply of NADH is higher than the capacity
of the ETC to draw its electrons and pump protons, which can occur for instance if
fatty acid oxidation (B-oxidation) is proceeding at very high rates. Reactive oxygen
and nitrogen species are in themselves a feature of metabolism not only as other-
wise unwanted byproducts, but also are controllers as well, as they trigger multiple
signaling pathways which impact metabolism.

Apart from these mechanisms that we can consider to sense overall cellular energy
status, we can also find in mammal cells an array of signaling pathways that specif-
ically sense the three main groups fuel nutrients, the principles of which we will
discuss in the next three subsections.

3.1 Lipid Sensing

Cells are endowed with pathways that sense the levels of fatty acids and that sense
the availability of cholesterol, both kinds of signaling having major impacts on fuel
metabolism.
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Fatty acid sensing is mediated both by relatively fast G protein-coupled receptors
(GPCRs) [6, 24, 25] and by slower, but longer-lasting, activation of intracellular
receptors that are transcription factors, the peroxisome proliferator-activated recep-
tors (PPARs) [26-29]. Fatty acid chemical properties are critical to their ability to
activate the different subtypes of each family of fatty acid receptors. Among the
GPCRs, GPR40, also known as free fatty acid receptor 1 (FFA1), is activated by
medium to long chain fatty acids, particularly n-3 polyunsaturated fatty acids, while
saturated fatty acids are more potent to activate it the longer their hydrocarbon chains.
GPR40 is coupled to Gagq proteins and thus mediate its intracellular cascade via the
activation of phospholipase C and thus the generation of the second messengers
IP3, calcium (released from the endoplasmic reticulum) and diacylglycerol, which
culminate in the activation of various enzymes, most notably C-type protein kinases
(PKCs). More recently, another GPCR that is activated by long chain fatty acids has
been described: GPR120 or free fatty acid receptor 4 (FFA4), whose intracellular
signaling is similar to that for GPR40. However, in certain tissues GPR40 has been
also shown to either stimulate or inhibit cAMP production by associating also to Go
or Go; proteins, respectively.

Meanwhile, short chain fatty acid levels, particularly acetate, propionate and
butyrate, which are common byproducts of gut bacterial metabolism, are sensed
by other GPCRs: GPR43, known also as free fatty acid receptor 2 (FFA2), and
GPR41, alias free fatty acid receptor 3 (FFA3) [24]. While GPR43 signals via Go;
and Gag proteins and GPR41 exclusively via Ga, it has been shown that GPR43 and
GPR41 can heterodimerize. Interestingly, the heterodimer loses the ability to inhibit
adenylate cyclase, while the raise in intracellular calcium levels is enhanced.

Long-term modulation of cell metabolism by fatty acids is mostly achieved by
PPAR activation. Despite their name, PPARs do not restrict their actions only to
peroxisomes, which are important organelles for the antioxidant defenses as well as
for the metabolism of very long chain fatty acids in mammals and the production of
fatty acid-derived signaling molecules. There are three isotypes of PPAR: PPARa,
PPARYy and PPARS (sometimes referred to as PPARB/3). Their distribution is not
equal between tissues, the liver being the major site of expression of PPARa, while
PPARY is importantly expressed in adipose tissue and PPARS has a more widespread
distribution.

PPARa« activation modulates gene expression in ways that enhance mitochondrial
fatty acid oxidation not only in the liver, but also in muscle and adipose tissues.
Moreover, fatty acid uptake is enhanced in the liver, but fatty acid export to the
plasma in the form of lipoproteins is decreased, as well as cholesterol synthesis.
This is the basis of the blood cholesterol-lowering effects of the PPAR«a agonists,
fibrates. On the other hand, PPARY activation (which is markedly promoted by n-3
fatty acids) is an important mediator of adipose tissue expansion and lipogenesis,
while reducing leptin expression, and has an overall effect of increasing the whole-
body sensitivity to insulin. This has been taken in advantage for the treatment of
type 2 diabetes mellitus with the use of specific PPARY agonists, the glitazones, as
antidiabetic drugs. Also, while PPARY increases liver output of LDL-cholesterol, it
also increases apo-A secretion by the gut, thus increasing in parallel the capacity of
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cholesterol scavenging by HDL. Both PPAR isotypes also have positive effects on
pancreatic p cell function and, thus, on insulin secretion. Meanwhile, PPARS is the
least understood of the three kinds of PPAR so far, but PPARS agonism has been
shown to increase skeletal muscle utilization of glucose and fatty acid oxidation also
in muscle, liver and in adipose tissue. Regardless of the PPAR isotype, the signaling
involves translocation to the nucleus, where PPAR heterodimerizes with retinoic acid
receptor (RXR) to modulate gene expression.

A distinct “flavor” to PPAR signaling is the family of proteins known as PPARy
coactivators (PGC) of transcription [8, 22, 30-32]. Now known not to be restricted
as transcriptional coactivators only for PPARy, PGCs are composed of PGC-1la
(6 isoforms), PGC-1p and the PGC-1-related coactivator (PRC). Among them,
PGC-1a is the most researched one and has been deemed the master regulator of
mitochondriogenesis. In fact, PGC-1a can be considered a booster of whole-body
oxygen-dependent oxidative metabolism, as it also promotes angiogenesis, muscle
hypertrophy and liver gluconeogenesis.

As mentioned above, there are also sensing mechanisms for cholesterol found
in mammalian cells. This is accomplished by a family of receptor transcriptional
factors known as sterol regulatory element binding proteins, or SREBPs [1, 33].
Among them, we find two isoforms of SREBP-1, produced by alternative splicing
of the SREBP-1 mRNA, and one of SREBP-2. The SREBP-1c isoform is mainly
under the control of insulin and thus mediate the majority of the effects this hormone
has on the expression of fatty acid metabolism genes in the liver and adipose tissue,
mostly promoting lipogenesis. On the other hand, SREPB-2 signals for decreased
cell cholesterol availability through an interesting mechanism, in which reduced
cholesterol in the ER membrane renders it more available to migration to the Golgi
and to proteolytic cleavage there. The N-terminal domain thus released can then
migrate to the nucleus where it activates the gene expression of the LDL receptor
and of enzymes of the cholesterol biosynthetic pathway.

3.2 Amino Acid Sensing

Though amino acids are known to stimulate both glucagon and insulin secre-
tion, albeit to a much lesser extent than glucose influences the secretion of these
metabolism-regulating hormones, a widespread system of cell signaling has evolved
in eukaryotes that integrates many intracellular and extracellular signals, including
amino acid availability (particularly the essential amino acid leucine in humans). This
is centered on the serine/threonine kinase known as mechanistic target of rapamycin
(formerly mammalian target of rapamycin), or mTOR [15, 34-36].

Depending on the proteins mTOR associates with, the signals received and the
proteins it phosphorylates can be different. Thus, two mTOR complexes are recog-
nized in mammalian cells: mMTORC1 and mTORC2. mTORCI is the complex for
which most of the signaling has been described, and integrates various signals to
promote anabolic effects, such as enhanced glucose catabolism and protein, lipid and
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nucleotide synthesis, while inhibiting autophagy [37]. Overall, mnTORC1 actions are
an important drive for cell growth. Factors that stimulate mMTORCI] activation are
amino acids (but also other nutrients in general that increase overall energetic avail-
ability), hormones, oxygen and growth factors, while stress signals are inhibitory.
On the other hand, mMTORC?2 seems to be mostly responsive to growth factors and
promote cell survival and proliferation, mainly by enhancing glucose metabolism
and mediating cytoskeletal rearrangements.

As noted above, the fate of mTOR between these two kinds of complexes
is determined by the proteins to which it is associated. In mTORCI1, mTOR is
bound to RAPTOR, a protein that integrates various upstream signals, as well as
to FKBP12, which is the protein when bound to rapamycin inhibits mTORC1 func-
tion. In mTORC?2, RICTOR plays the role that RAPTOR has of signal integration
in mTORCI. Interestingly, rapamycin only decreases mTORC?2 activity in chronic
treatments.

3.3 Carbohydrate Sensing

Regulation of carbohydrate metabolism is mainly brought about by whole-body coor-
dination of functions through the pancreatic islet hormones, insulin and glucagon.
However, it has been shown that in cell preparations lacking either these hormones,
glucose independently influences the expression of genes that promote fat storage
through a pathway that is mediated by a transcription factor known as carbohydrate
responsive element binding protein, or ChREBP [1]. With increased glucose avail-
ability, metabolic flux through the pentose pathway also increases, and one of its
products, xylulose 5-phosphate, can now activate a protein phosphatase, PP2A, that
dephosphorylates ChREBP. This way, ChREBP can then migrate to the nucleus and
activate lipogenesis genes, thus favoring the conversion of the excess carbohydrate
into fatty acid stores.

4 Extracellular Signals that Regulate Fuel Metabolism

In pluricellular organisms, the concerted control of fuel metabolism in different
tissues and organs certainly gave them an adaptive advantage to cope with changes
in the environment that would imply either into substrate bounty or scarcity. In
vertebrates, and particularly mammals, a sophisticated control system with multiple
feedback loops and redundancy evolved that allows them to regulate the extracellular
availability of metabolic substrates, particularly glucose, within narrow ranges of
concentration. This control system integrates both the nervous and the endocrine
systems, and acts via changes in feeding behavior, but most of all by changing the
flux of metabolic substrates (sugars, lipids and amino acids) to and from organs
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(mainly the liver, skeletal muscle and white adipose tissue) that can produce or store
these substrates for their own use or for the disposal of the whole body.

But why glucose, of all the metabolic substrates, was selected by evolution to be
the main surrogate for overall nutrient availability in this complex control system?
For one side, amino acids are not properly storable, as their polymers are proteins,
with their own individual and important functions. In addition, and crucially, there
are tissues that are exclusively glycolytic, such as red blood cells, that in this way
cannot depend on the mitochondrial oxidation of other substrates for ATP production.
(Incidentally, in the case of erythrocytes that would be clearly an adaptive nonsense
as they would consume for their own good the main substance their job is to transport
across the whole body, oxygen). Moreover, the nervous tissue is in normal situations
strictly dependent on glucose metabolism to supply its energetic demand. And this
demand can be huge: a simple back of the envelope calculation demonstrates that
the amount of glucose available in blood at any time (100 mg/dL in roughly 5 L
of blood, so 5 g of glucose) would only suffice to support brain function for just
one hour in the unreal situation in which the brain would be the only tissue using
that glucose (the mass of glucose daily used by the central nervous system amounts
to 120 g, something like a handful of sugar). This testifies to the fact that the flux
of glucose to and from the blood is intense and tightly matched. Of course, other
nutrients are also sensed by the nervous and endocrine system, such as bodily fat
content via the proportional secretion of leptin by the adipose tissue, which signals to
the hypothalamus to inhibit feeding behavior and to increase the sympathetic drive to
adipose territories where it promotes lipolysis and fatty acid oxidation. Also, amino
acids do stimulate insulin and glucagon secretions, albeit to a much smaller extent
than the effects brought about on them by changes in blood glucose concentration.

This way, the extracellular signaling landscape can change dramatically and many
times during a single day, depending on how many times we eat, what we eat, and how
much. At the obvious risk of oversimplification, we can for didactic purposes consider
a regular day in the life of a human from the standpoint of glucose metabolism as
the alternation of periods when there is an external input of glucose through feeding,
and periods when we are fasting, in which this external glucose input is no more.

In the fed state, blood glucose concentration tends to rise, and this increased
glucose availability results in increased glucose uptake, metabolism and ATP concen-
tration in pancreatic § cells. ATP closes Karp channels in these cells, which depo-
larizes them, leading to the opening of voltage-gated calcium channels and thus
to the increased intracellular calcium concentration that triggers the exocytosis of
preformed granules of insulin. This glucose sensing mechanism is clearly very
fast, producing raises in blood insulin concentration quickly and in phase with the
increases in blood glucose. Insulin signaling via its receptor is very fast too and,
though it can be found in many tissues, making insulin a general growth factor,
the main whole-body effects of this hormone on metabolism are due to its effects
on the liver, adipose tissue and skeletal muscle, as illustrated in Fig. 2. Basically,
insulin can be regarded as an anabolic hormone that promotes glycogen, protein
and fat (triacylglycerol, TAG) synthesis by increasing glucose uptake and/or use in
these organs as well as inhibiting glucose production in the liver and free fatty acid
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Fig. 2 Interplay between the liver, skeletal muscle and white adipose tissue in the fed state.
The colors of the pathways depicted correspond to the same pathways in Fig. 1

output. Using the biochemical jargon, insulin stimulates glycolysis and glycogen-
esis in liver and muscle, glucose transport in the muscle and adipose tissue, protein
synthesis mainly in muscle (in part by the increased intracellular availability and
metabolism of glucose), lipogenesis from glucose in liver and adipose tissue, and
inhibits glycogenolysis and gluconeogenesis in the liver, and lipolysis in the adipose
tissue.

How does insulin mediate all these effects? The insulin receptor is a tyrosine
protein kinase that is activated upon insulin binding. Not only does it phosphory-
late tyrosine residues in specific substrates (insulin receptor substrate 1, IRS-1, and
insulin receptor substrate 2, IRS-2), but it also phosphorylates itself. The phospho-
tyrosine motifs thus generated are recognized and bound to by proteins that bear the
Src homology domain 2 (SH2). The IRS also have this domain and get recruited to
the site of the insulin receptor by its autophosphorylation, as well as other proteins
containing SH2, such as the p85 regulatory subunit of phosphoinositol-3-kinase
(PI3K). This brings the catalytic p1 10 subunit of PI3K into close vicinity to the plasma
membrane, where it can access its substrate, phosphatidylinositol-4,5-bisphosphate,
and phosphorylate carbon 3 in the inositol moiety, producing phosphatidylinositol-
3,4,5-triphosphate. This is recognized by proteins that have a domain called pleckstrin
homology domain, such as the phosphoinositide-dependent kinase 1 (PDK-1). This
protein thus activated phosphorylates a most important downstream protein in this
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cascade, protein kinase B (PKB), more commonly known as Akt, on its threonine
308. This renders Akt partially active, what is fully achieved by concurrent phospho-
rylation at serine 473 by mTORC?2. Akt itself is a serine/threonine protein kinase and
has various possible substrates, including mTORC1 and glycogen synthase kinase
3 (GSK-3). While phosphorylation by Akt activates mTORCI, it inhibits GSK-3
activity. Despite its name, GSK-3 action is not restricted to glycogen synthase, whose
phosphorylation by GSK-3 inhibits its function. Incidentally, this release from inhi-
bition of glycogen synthase from GSK-3-mediated phosphorylation by Akt is the
mechanism by which insulin induces glycogen synthesis. In addition to these exam-
ples of fast modulation of cell metabolism by insulin through Akt, insulin and Akt
also have effects on gene expression, such as the aforementioned effect on SREBP-1c.

As insulin actions ensue, blood glucose levels accordingly reduce, ceasing to be
a stimulus for further insulin secretion. The reduction of insulin levels itself already
brings the insulin-responsive tissues to a more catabolic state. However, falling
glucose levels during fasting are also detected by both the central nervous system and
the pancreatic o cells that culminate in the release of catabolic mediators that increase
glucose levels, namely noradrenaline, adrenaline and glucagon. Other hormones exist
that also raise glycemia, and their secretion can also be enhanced by reductions in
blood glucose as a stress factor, such as glucocorticoids, growth hormone and the
thyroid hormones. This shows that insulin faces rather unfair competition as the
single glucose-lowering hormone in humans.

Both glucagon and (nor)adrenaline signal to the metabolism-controlling organs
via G protein-coupled receptors associated with Go, subunits that activate adenylate
cyclase to produce cAMP. Increased cAMP activates the serine/threonine protein
kinase A (PKA) and, in higher concentrations, also another signaling pathway whose
importance has been more recently acknowledged, mediated by cAMP-regulated
guanine nucleotide exchange factors (cAMP-GEFs), also known as exchange factors
directly activated by cAMP, or Epac. Though the glucagon receptor is found in
other tissues, in humans its action is basically restricted to the liver, as it is secreted
into the portal bed that drains into the liver, where most of the glucagon secreted
is metabolized, making its systemic concentration marginally effective in adipose
tissue and muscle.

Cyclic AMP signaling promotes effects that counteract those of insulin in the
liver (Fig. 3). For instance, PKA activation stimulates glycogenolysis (via phos-
phorylation of phosphorylase kinase, which activates glycogen phosphorylase) and
inhibits glycogen synthesis (through glycogen synthase phosphorylation, akin to
that promoted by GSK-3). Also, gluconeogenesis is enhanced, through the increased
availability of amino acids and lactate from muscle protein and glycogen catabolism,
respectively. However, direct adrenaline action and cAMP signaling in muscle
promotes protein synthesis rather than degradation. Another important substrate for
gluconeogenesis is glycerol derived from adipose tissue lipolysis (which is also stim-
ulated by cAMP through (nor)adrenaline). The concurrent increased free fatty acid
output from lipolysis in white adipose tissue would lead to increased fatty acid oxida-
tion in the liver, as it happens in other tissues which are thus offered an alternative to
glucose as metabolic substrate, thus helping to reduce glucose consumption and thus
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Fig.3 Interplay between the liver, skeletal muscle and white adipose tissue in the fasting state.
The colors of the pathways depicted here correspond to the same pathways in Fig. 1

to maintain blood glucose levels. However, as gluconeogenesis is stimulated in the
liver, which uses TCA cycle intermediates as substrates, the activity of the TCA cycle
isreduced, and acetyl-CoA builds up. The accumulated acetyl-CoA can be condensed
into acetoacetate and PB-hydroxy-butirate, known as ketone bodies. In prolonged
fasting, as p-hydroxy-butirate concentration elevates, this ketone body induces the
expression of its own metabolizing enzyme, f-hydroxy-butirate dehydrogenase, in
the brain, which adapts this way its metabolism to use ketone bodies as alternative
substrates to glucose. However, the increased ketogenesis leads to metabolic acidosis,
which in part is compensated by the induction of proton-consuming gluconeogen-
esis in the kidneys, as the gluconeogenic enzymes there are induced by a curious
mechanism in which the stability of their mRNA increases in low pH.

By this finely concerted interplay of tissues through metabolic signaling, humans
are able to endure many weeks in fast, giving testimony to the selective pressures that
prevailed in our dire evolutionary history of scarcity, rather than plenty. It is only very
recently that plenty has become the norm, rather than the still sad exception, in most
human societies. And so, as a species we have not had time to adapt to this excess
food availability, thus explaining the sharp increase in metabolic and obesity-related
diseases that will be considered in other chapters of this book [38, 39].
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5 Pathway Crosstalk in the Regulation of Metabolism

As we have seen so far, cell metabolism is both subject to intrinsic signals in each
cell itself that are derived from its own nutrient supply and to extracellular chemical
mediators that integrate and signal the overall metabolic state of the organism. As
expected, both these levels in signaling interact, as they may share common signaling
proteins, into what is known as pathway crosstalk. Figure 4 is a crude attempt to show
a very incomplete account of the possibilities of crosstalk in some of the pathways
we have discussed in this chapter. The complexity of this network is evident, which
could be seen maybe as an impediment to comprehension and research in this field.
However, it is also a display of the robustness and sensitivity of metabolic signaling,
a clear evidence of the evolutionary advance and sheer reliability it offers. With
the outstanding advance in computational power, as well as the growing interdisci-
plinary interest that metabolism draws, systems biology approaches are steadfastly
increasing our comprehension of these interactive levels of control and complexity
[9, 10].
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Fig. 4 Crosstalk between pathways in metabolic signaling. Nutrients and other signals that are
sensed appear in colored boxes. The main signaling hubs are depicted in white boxes. Anabolic
processes are written in blue boldface whereas catabolic processes are in red boldface. Solid arrows
depict stimulatory interactions, whereas broken arrows represent inhibitory interactions
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1 Introduction

Mitochondria are double-membrane-bound organelles exclusively found in eukary-
otic cells and best known for its role in the generation of adenosine triphosphate
(ATP) [1]. The endosymbiotic hypothesis proposes that mitochondria arise from the
integration of a free-living aerobic bacterium into a host cell over a billion of years
ago. In this relationship, the host cell provided a safe and nutrient-rich environ-
ment for the aerobic bacterium. It also acquired a new source of oxygen dependent-
energy [2]. More recently, it has been suggested that the phagocytosed bacterium
may have provided defense molecules for the host cell, also connecting the advan-
tages of this endosymbiotic relationship to immunity [3]. Throughout evolution, a
massive transfer of genes to the host cell allowed the evolvement of the endosym-
biotic bacterium as a permanent organelle—the mitochondrion (mitochondria for
plural) [4].
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Derived from two Greek words: “mitos”—thread and “chondros”—granule, the
organelle displays two lipid bilayer-membranes enclosing two aqueous compart-
ments. The outer mitochondrial membrane surrounds the intermembrane space,
while the inner mitochondrial membrane, which contains invaginations denominated
cristae, encloses the matrix compartment [5, 6]. The inner membrane accommo-
dates the oxidative phosphorylation system (OXPHOS)—a five multimeric protein
complexes (Complex I-V) that uses redox reactions to generates ATP. At the expense
of oxygen as a final electron acceptor, a sequential transfer of electrons from Complex
I to Complex IV generates a proton electrochemical gradient across the inner
membrane, also known as membrane potential, that is used by Complex V to drive
ATP synthesis [1]. The mitochondrial membrane potential also helps metabolites
transport and ion homeostasis.

Often referred as the powerhouse of the eukaryotic cells, the role of mitochondria
goes beyond ATP production. The organelle orchestrates a myriad of other processes
including reactive oxygen species (ROS) formation [7, 8], aldehyde metabolism [9],
heat production [10], ion homeostasis [11] and programmed cell death [12] that ulti-
mately dictate cell fate. This functional versatility is intimately linked to the content,
size and number of mitochondria. Their morphological complexity is controlled by
the processes termed mitochondrial biogenesis and dynamics. While mitochondrial
biogenesis increases the number and content of the organelles in a coordinated effort
with the nucleus [13], mitochondrial dynamics drives the formation of larger or
smaller organelles through the antagonist activities of fusion and fission [14].

Mitochondria are recently recognized by their dynamic nature. In order to meet
the cellular requirements for ATP, the mitochondrial network are under constantly
remodeling. Indeed, metabolic cues (i.e. starvation, exercise) trigger not only fusion
and fission machineries in order to create elongated or fragmented mitochondria
[15], but also drive transcription factors activation to increase mitochondrial mass
and boost oxidative metabolism [16]. Moreover, this dynamism helps impaired mito-
chondria to be rescued or eliminated. In the first case, fusion events allow damaged
components to be diluted throughout the network, thereby avoiding the propagation
of stress that might cause mitochondrial dysfunction or collapse [17]. On the oppo-
site way, the fission process segregates part of dysfunctional mitochondria that now
can be addressed for degradation in the lysosome, a process termed mitophagy [18].

Exciting new findings have revealed mitochondria as a major intracellular
signaling platform regulating immune cell function. Indeed, the cellular metabolic
plasticity provided by mitochondria not only allows immune cells to grow, but it
is also required during transition from a metabolically quiescent stage to a highly
active state [19]. Moreover, proteins located on the outer mitochondrial membrane,
as well as mitochondrial DNA can dictate immune cell activation [20, 21]. Finally,
due to the reciprocal crosstalk between mitochondrial metabolism and morphology,
fluctuations in shape, size and position of the organelle within the cell likey affect
both phenotype and activity of immune cells [22].

Considering the extensive knowledge highlighting mitochondria as the power-
house of the cells a