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Preface

DaWaK was established in 1999 as an International Conference on Data Warehousing
and Knowledge Discovery. It was run continuously under this name until its 16th
edition (2014, Munich, Germany). In 2015 (Valencia, Spain) it was renamed to
International Conference on Big Data Analytics and Knowledge Discovery (retaining
the DaWaK acronym) to better reflect new research directions in the broad and
dynamically developing area of data analytics. In 2021, the 23rd edition of DaWaK
was held virtually during September 27–30, 2021.

Since the very beginning, the DaWaK conference has been a high-quality forum for
researchers, practitioners, and developers in the field of data integration, data ware-
housing, data analytics, and recently big data analytics, in a broader sense. The main
objectives of this event are to explore, disseminate, and exchange knowledge in these
fields through scientific and industry talks. Big data analytics and knowledge discovery
remain hot research areas for both academia and the software industry. They are
continuously evolving, being fuelled by advances in hardware and software. Important
research topics associated with these major areas include: data lakes (schema-free
repositories of heterogeneous data); database conceptual, logical, and physical design;
data integration (especially linking structured and semistructured data sources); big
data management (mixing relational tables, text, and any types of files); query lan-
guages (SQL and beyond); scalable analytic algorithms; parallel systems (cloud, par-
allel database systems, Spark, MapReduce, HDFS); theoretical foundations for data
engineering; and practical applications.

DaWaK 2021 attracted 71 papers (whose authors came from 17 countries), from
which the Program Committee (PC) selected 12 full papers and 15 short papers,
yielding an acceptance rate of 16% for the full paper category and 35% for both
categories. Each paper was reviewed by at least three reviewers and in some cases up to
four. Accepted papers cover a variety of research topics on both theoretical and
practical aspects. The program includes the following topics: (1) data warehouse and
materialized views maintenance, (2) system performance, (3) data quality, (4) advanced
analytics, prediction techniques, and machine learning, (5) text processing and ana-
lytics, as well as (6) knowledge representation, revisited in the current technological
contexts.

Thanks to the reputation of DaWaK, selected best papers of DaWaK 2021 were
invited for publication in a special issue of the Data & Knowledge Engineering (DKE,
Elsevier) journal. Therefore, the PC chairs would like to thank the DKE Editor
in-Chief, Prof. Carson Woo, for his approval of the special issue.

Although the pandemic struck many aspects of daily life, DaWak 2021 succeeded in
terms of the number of submissions and the quality of submitted papers. We would like
to express our sincere gratitude to all Program Committee members and the external
reviewers who reviewed the papers thoroughly and in a timely manner. Finally, we



would like to thank the DEXA conference organizers for their support and guidance,
especially, Prof. Ismail Khalil for having provided a great deal of assistance and for
putting his experience at our disposal.

September 2021 Matteo Golfarelli
Robert Wrembel
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Bounding Box Representation
of Co-location Instances for L∞ Induced

Distance Measure

Witold Andrzejewski(B) and Pawel Boinski(B)

Institute of Computing Science, Poznan University of Technology, Piotrowo 2,
60-965 Poznan, Poland

witold.andrzejewski,pawel.boinski}@put.poznan.pl

Abstract. In this paper, we investigate the efficiency of Co-location
Pattern Mining (CPM). In popular methods for CPM, the most time-
consuming step consists of identifying of pattern instances, which are
required to calculate the potential interestingness of the pattern. We
tackle this problem and provide an instance identification method that
has lower complexity than the state-of-the-art approach: (1) we introduce
a new representation of co-location instances based on bounding boxes,
(2) we formulate and prove several theorems regarding such a represen-
tation that can improve instances identification step, (3) we provide a
novel algorithm utilizing the aforementioned theorems and analyze its
complexity. Finally, we experimentally demonstrate the efficiency of the
proposed solution.

Keywords: Co-location · Bounding box · Data mining

1 Introduction

The problem of CPM was defined as searching for sets of spatial features whose
instances are often in their proximity [1]. A spatial feature can be regarded as
a type of object, while a spatial feature instance is an object of that type. For
example, assume that a railroad station is a spatial feature. In such a case,
King’s Cross station in London is an instance of that spatial feature. Knowledge
about co-locations can be very useful in domains like epidemiology [2], geology
[3], health care and environmental sciences [4] etc.

Over the years, various algorithms for CPM have been developed. Many of
them were based on methods known from Frequent Itemset Mining (FIM) [5],
which is not surprising as CPM has roots in FIM. In both cases, we are look-
ing for elements that often occur together, either among transactions in the
famous shopping cart problem or close to each other in the case of co-locations.
However, in FIM, the number of analyzed element types (e.g. products) is very
high, while the number of spatial features in CPM is significantly limited. The
main difference is in the pattern instances identification. In contrast to FIM, in

c© Springer Nature Switzerland AG 2021
M. Golfarelli et al. (Eds.): DaWaK 2021, LNCS 12925, pp. 3–14, 2021.
https://doi.org/10.1007/978-3-030-86534-4_1
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which transactions are well defined, the continuity of space in CPM makes the
identification of co-location instances not trivial. Moreover, in dense datasets,
the number of such instances can be tremendous. While FIM and CPM can
share similar methods for generating candidates for patterns or even concepts
of interestingness measures, the identification of candidate/pattern instances is
very different and has become the main topic of many researches. Historically,
such identification methods started from a spatial join, through a partial join,
and ended with a join-less approach.

In this paper, we address the problem of candidate/co-location instance iden-
tification by introducing a new idea for co-location instance representation based
on bounding boxes. We prove that such a representation can be used for efficient
identification of co-location instances and we provide an algorithm for that pur-
pose. We also present a discussion regarding a reduced computational complexity
of that approach in comparison to the state-of-the-art solution.

2 Related Work

The formal definition of CPM was introduced in [1]. In the same work, the
authors proposed a general algorithm for co-location pattern discovery based
on the very popular (at that time) approach to mining patterns. The general
algorithm consists of two steps: (1) generating co-location candidates and (2)
filtering candidates w.r.t. interestingness measure. Candidates that meet the
assumed condition become co-location patterns. The authors proposed a co-
location prevalence measure to determine the interestingness of candidates. The
prevalence measure has the antimonotonicity property, which allows reducing
the number of generated candidates using the iterative Apriori-based method [5].
Starting from initial element co-locations (size k = 1), in each iteration, size k+1
candidates are generated and tested w.r.t. the prevalence measure. These two
steps are performed as long as it is possible to generate new candidates.

The first algorithm, utilizing mentioned approach, applied a computation-
ally expensive spatial join to obtain size k candidate instances from size k − 1
instances of discovered patterns. The spatial join-based method is limited only to
sparse or small datasets. In subsequent studies, alternative methods for instance
identification have been proposed. In [6], the authors introduced the algorithm
that can divide input dataset into artificial transactions, however it requires aux-
iliary computations to trace inter-transactions neighbors. Yoo et al. proposed a
joinless method based on the fast generation of a superset of instances [7]. Such
superset must be verified in an additional step that checks the correctness of
each instance. Following this path, Wang et al. proposed an instance generation
method similar to the joinless algorithm but producing only correct results [8].
For this purpose, the authors utilized the concept of star-type neighborhoods in
the form of a new structure called an improved Co-location Pattern Instance tree
(iCPI-tree). Practical implementation of this state-of-the-art approach proved
to be very efficient and has been adopted for massively parallel execution using
modern GPUs [9].
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In this paper, we adopt the iCPI-tree by introducing a new concept of co-
location instances discovery that utilizes the idea of bounding boxes [10] which
are widely used, e.g. in spatial indexing [11]. We start with recalling basic defini-
tions related to CPM in Sect. 3.1. Next, in Sect. 3.2, we provide new definitions
and proofs regarding the novel algorithm presented in Sect. 4. In Sect. 5, we show
the results of performed experiments. The paper ends with a summary in Sect. 6.

3 Definitions

3.1 Common Definitions

Definition 1. Let f be a spatial feature, i.e. characteristics of space in a
given position. We say that an object o is an instance of the feature f , if o
has a property f and is described by a position and a unique identifier. A set
of all features is denoted as F . We assume that features are ordered w.r.t. total
order ≤F defined for set F . Let S be a set of objects with spatial features in F .
Any such set is called a spatial dataset.

We use the following notations. If the feature of an object is not important,
the object is denoted as o, optionally with a subscript, e.g. oi, o1 etc. An object
with the feature f is denoted as of . Both of these notations may be combined.

Definition 2. Object’s location in space is called a position. Let K be the set
of all possible positions in space. In this paper, we consider space for which
K = R

m. Hence, a position is an m dimensional vector of real values called
coordinates. Given a position k ∈ K, an i-th coordinate (i = 1, . . . ,m) is
denoted as ki. A function p (called a position function) is a function that
assigns a position to an object.

Definition 3. A distance function dist : K ×K → R
+ ∪ {0} is any distance

metric that assigns to every pair of positions in K the distance between them.

In this paper we focus on a distance function induced by L∞ norm. We define
such distance function as dist∞(a, b) = L∞(a − b) = maxi=1,...m {|ai − bi|}.

Definition 4. Let d be any value in R
+ ∪ {0}. The relation defined as R(d) =

{(oi, oj) : oi, oj ∈ S ∧ dist (p(oi), p(oj)) ≤ d} is called a neighborhood relation
and the d value is called a maximal distance threshold. Any two objects oi
and oj such that (oi, oj) ∈ R(d) are called a neighbor pair. The object oi is
called the neighbor of the object oj and vice versa.

Definition 5. Given a spatial object oi ∈ S whose spatial feature is fi ∈
F , the neighborhood of oi is defined as a set of spatial objects: Toi =
{oj ∈ S : oi = oj ∨ (fi < fj ∧ (oi, oj) ∈ R(d))} where fj ∈ F is the feature of
oj and R is a neighborhood relation. A set of all objects in the neighborhood Toi

with the feature f T f
oi =

{
of : of ∈ Toi

}
is called the limited neighborhood.
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Definition 6. A co-location pattern (co-location in short) c is a non-empty
subset of spatial features c ⊆ F . We say that set ic ⊆ S is an instance of
co-location c if: (1) ic contains instances of all spatial features of c and no
proper subset of ic meets this requirement, (2) all pairs of objects are neighbors,
i.e. ∀oi,oj∈ic (oi, oj) ∈ R(d).

Definition 7. The participation ratio Pr (c, fi) of a feature fi in a co-
location c = {f1, f2, . . . , fk} is a fraction of objects representing feature
fi in the neighborhood of instances of co-location c\ {fi}, i.e. Pr (c, fi) =
|distinct instances of fi in instances of c|

|instances of fi| .

Definition 8. The participation index Pi (c) of a co-location c =
{f1, f2, . . . , fk} is defined as Pi (c) = minfi∈c {Pr (c, fi)}. Participation index
is called a prevalence of a co-location pattern.

Problem 1. Given a dataset S, distance function dist, as well as d and minprev
thresholds, the prevalent spatial co-location pattern mining problem is
finding a set P of all spatial co-location patterns c such that Pi(c) ≥ minprev.

3.2 Co-location Instance Representation

In order to introduce the new idea for the co-location instance representation,
we need to introduce several definitions and prove several lemmas and theorems.

Definition 9. Given any m dimensional space K, a bounding box bb is a
set of positions in that space contained in an axis-aligned cuboid. We represent
such a bounding box as a list of closed intervals, one for each dimension, i.e.
([a1, b1] , [a2, b2] , . . . [am, bm]). An interval of bounding box bb for dimension j is
denoted as intj(bb).

Definition 10. Given a feature instance o (located in m dimensional space K)
and distance d, we define a feature instance bounding box as follows. Let
p(o) = [q1, q2, . . . , qm] represent the feature instance position. Feature instance
bounding box, denoted M(o), is defined as a list of intervals

[
qi − d

2 , qi + d
2

]
for

i = 1, . . . ,m. For brevity, we will use an acronym OBB instead of “feature
instance bounding box”.

Theorem 1. Given the distance function dist∞ and threshold d, two objects o1
and o2 are neighbors if, and only if, the intersection of their bounding boxes is
nonempty, i.e. M(o1) ∩ M(o2) �= ∅ ⇐⇒ dist∞(o1, o2) ≤ d.

Proof. We separately prove two directions of the implication. Let o1 and o2 be
two objects with positions p(o1) =

[
q11 , q

1
2 , . . . , q

1
m

]
and p(o2) =

[
q21 , q

2
2 , . . . , q

2
m

]
.

a) M(o1) ∩ M(o2) �= ∅ =⇒ dist∞(o1, o2) ≤ d.
Since the objects’ bounding boxes intersect, then one of the following inequal-

ities is true at each dimension j = 1, 2, . . . ,m: (1) q1j + d
2 ≥ q2j − d

2 ,(2) q2j + d
2 ≥
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q1j − d
2 . By reordering and simplifying the terms in these equations we get:

(1) q2j − q1j ≤ d, (2) q1j − q2j ≤ d. Hence, |q1j − q2j | ≤ d. Because this is true for
every dimension j, then maxj∈1,...,m(|q1j−q2j |) ≤ d. Since maxj∈1,...,m(|q1j−q2j |) =
dist∞(o1, o2) this result finalizes the proof.
b) M(o1) ∩ M(o2) �= ∅ ⇐= dist∞(o1, o2) ≤ d

Fig. 1. Types of interval
intersections

Fig. 2. Possible intersec-
tions of intervals for outer-
most objects

Fig. 3. Intersections with
intervals for non outermost
objects

We assume that dist∞(o1, o2) ≤ d. Hence, maxj∈1,...,m(|q1j − q2j |) ≤ d. For
this to be true, every term |q1j − q2j | should be less than or equal to d, i.e.
∀j∈1,...,m|q1j − q2j | ≤ d. Therefore, for each dimension j = 1, 2, . . . ,m one of
the following inequalities should be true: (1) q2j − q1j ≤ d, (2) q1j − q2j ≤ d. By
splitting d into a sum of two d

2 and reordering the terms we obtain the following
inequalities: (1) q1j+

d
2 ≥ q2j− d

2 , (2) q2j+
d
2 ≥ q1j− d

2 . Since these inequalities, if true
for all dimensions, represent situation in which two bounding boxes intersect,
this finalizes the proof.

Theorem 2. Given any set of bounding boxes BB, their intersection (if not
empty) is also a bounding box. Formally,

⋂
bbi∈BBbbi is a bounding box (if not

empty).

Proof. For the intersection of a set of bounding boxes to be not empty, their
intervals for each of the dimensions must intersect. Hence, it is sufficient to show
that if all the intervals for an arbitrary dimension intersect, the result is a single
closed interval.

For the purpose of the discussion, let us assign any order to the bounding
boxes in the BB set, i.e. BB =

{
bb1, bb2, . . . , bb|BB|

}
. Since set intersection

is a binary associative, commutative and closed operator, the order of inter-
sections performed in

⋂
bbi∈BBbbi is arbitrary. Assume that bb1 and bb2 are

intersected first, the result is intersected with bb3 and so on, i.e.
⋂

bbi∈BB bbi =
(((bb1 ∩ bb2) ∩ bb3) ∩ . . .) ∩ bb|BB|. This operation is performed for each dimen-
sion separately, thus for each dimension j = 1, . . . ,m, the following intersections
are performed:

(((intj (bb1) ∩ intj (bb2)) ∩ intj (bb3)) ∩ . . .) ∩ intj
(
bb|BB|

)
(1)
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When two intervals intersect, the result can only be empty or be composed of
only a single interval (see Fig. 1). Hence, after each intersection performed in
Eq. 1 we obtain at most a single interval as a result. Thus, if the result is not
empty for every dimension j = 1, . . . ,m then all the bounding boxes in BB have
an intersection, which is also a bounding box.

Theorem 3. Given the distance function dist∞, distance threshold d and a
set of feature instances X, let M(X) be the intersection of all feature instance
bounding boxes for feature instances in X, i.e. M (X) =

⋂
o∈X M(o). From The-

orem 2 we know that M(X) (if not empty) is a bounding box. This theorem
states, that M(X) is not empty if, and only if, all the objects are neighbors, i.e.
M (X) �= ∅ ⇐⇒ ∀o1,o2∈Xdist∞(o1, o2) ≤ d.

Proof. We separately prove two directions of the implication.
a) M (X) �= ∅ ⇐= ∀o1,o2∈Xdist∞(o1, o2) ≤ d

Let X be a set of objects oi, i = 1, . . . , |X|. Each object is located at p(oi) =[
qi1, q

i
2, . . . , q

i
m

]
. Each objects’ bounding box is defined by a set of intervals

intj(oi) =
[
qij − d

2 , q
i
j + d

2

]
for j = 1, . . . ,m. In order for the bounding box M (X)

to be not empty, for each dimension these intervals must intersect for all objects.
Thus, in the following discussion we show that if ∀oi,ok∈Xdist∞(oi, ok) ≤ d, these
intervals intersect in all dimensions j = 1, 2, . . . ,m.

Let us mark all the objects’ locations on a dimension j axis. Assume oi and ok
are the two outer (most distant) objects, where qij ≤ qkj . Since dist∞(oi, ok) ≤ d,
the distance between all objects’ pairs in every dimension j must be less or
equal to d. Hence, the intervals

[
qij − d

2 , q
i
j + d

2

]
and

[
qkj − d

2 , q
k
j + d

2

]
will always

intersect. In the worst case (if the distance between oj and ok on dimension i
is equal to d), the intersection will contain only the boundary exactly in the
middle between the objects, i.e. position qji + d

2 = qjk − d
2 (see Fig. 2). Since all

the other objects are located between oi and ok, they are closer to the middle
of the distance between oj and ok and thus, their bounding box interval for
dimension j will contain that point as well (see Fig. 3).

Since the above discussion is valid for any dimension j = 1, . . . ,m, this shows
that if ∀o1,o2∈icdist∞(o1, o2) ≤ d then M (X) �= ∅, which finalizes the proof.
b) M (X) �= ∅ =⇒ ∀o1,o2∈Xdist∞(o1, o2) ≤ d

If the bounding box M (X) is not empty, all pairwise intersections of feature
instance bounding boxes of feature instances in X are not empty as well. In such
a case, Theorem 1 states that all pairs of objects in X are neighbors.

Definition 11. Given co-location instance ic let M (ic) =
⋂

o∈ic M(o). From
Theorem 2 we know that M (ic) is a bounding box. Hence, the set M (ic) is
called a co-location instance center bounding box. For brevity, we will use
an acronym CBB.

Theorem 3 provides interesting properties of CBBs. Since, by definition, all
the objects in ic are neighbors, then M(ic) is not empty. However, a more impor-
tant consequence of this theorem is an observation that given any set of feature
instances with distinct features X, X can only be co-location instance if M(X)
is not empty. This fact leads to optimizations described in the following section.
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4 Instance Identification

In many prevalent co-location pattern mining algorithms, the most time-
consuming step is identifying candidate co-location pattern instances. This
section demonstrates that (as long as dist∞ distance function is used) it is pos-
sible to reduce the complexity of this step by taking advantage of the properties
of co-location instance center bounding boxes introduced in Sect. 3.2.

One of the fastest, state-of-the-art algorithms for mining prevalent co-
location patterns uses an iCPI-tree structure for the identification of candi-
date co-location instances [8]. The iCPI-tree is a structure that allows constant
retrieval time of limited neighborhoods for given feature instances o and the
neighbor features f , i.e. T f

o . The candidate instance identification algorithm
requires the co-location pattern candidate c, a list of instances Ic

′
of the candi-

date’s prefix c′ (|c| − 1 smallest features in the order ≤F ) obtained in previous
iteration of the main algorithm, and the iCPI-tree structure. The idea for the
algorithm is as follows. Given the candidate c, we split it into its prefix c′ and
an extending feature ĉ (largest feature in the order ≤F ). Given any instance
ic

′ ∈ Ic
′
, we know that all the feature instances in it are neighbors. Thus, to find

an instance of the candidate c, i.e. ic, we only need to find an instance of the
candidate’s extending feature ĉ, i.e. oĉ, such that it is a neighbor of all feature
instances in ic

′
. To find all of such instances, it is sufficient to find an intersection

of limited neighborhoods of all objects in ic
′
with feature ĉ, formally

⋂
o∈ic′ T ĉ

o .
We provide the sketch of this algorithm in Algorithm 1.

Let us estimate the complexity of this algorithm. The complexity of multi-
ple set intersections strongly depends on the data and the data structures used.
Assuming a sorted list or a hash table representation, intersection requires the
number of steps in the order of the number of elements in both of the sets (sorted
list) or one of the sets (hash table). Since limited neighborhoods are intersected,
we assume that the complexity of the intersection operation is O(|T ĉ

o |). In order
to find common neighbors of all feature instances in ic

′
, we need to perform

|ic′ | − 1 intersections. Thus, the inner loop (lines 6–8) requires O(|ic′ ||T ĉ
o |) oper-

ations. The second inner loop has as many iterations as there are results in the
first inner loop. Hence, its complexity is the same or lower. Finally, the outer
loop is repeated |Ic′ | times. Thus, final complexity order of the algorithm is
O(|Ic′ ||ic′ ||T ĉ

o |).
The complexity of the candidate instance identification algorithm can be

decreased using the theorems and definitions introduced in Sect. 3.2. The basic
idea is as follows. Assume a candidate c. Let M(ic

′
) be a CBB corresponding to

an instance of the prefix c′ of the candidate. Let oĉ be an object with extending
feature ĉ and M(oĉ) be its OBB. Let X = M(oĉ)∩M(ic

′
) = M(oĉ)∩⋂

o∈ic′ M(o).
Theorem 2 states that X (if not empty) is a bounding box, while Theorem 3
states that if X is not empty, then all the objects in ic

′ ∪ {oĉ} are neighbors.
Note that, in such a case, ic

′ ∪ {oĉ} = ic is an instance of the candidate c while
X = M(ic) is its CBB. The most important observation is that we can instantly
determine whether one feature instance is a neighbor of all feature instances
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Algorithm 1. Instance identification in the iCPI-tree algorithm
input:

a co-location candidate c
a list of instances of the candidate’s prefix Ic

′

an iCPI-tree for quick retrieval of limited neighborhoods T f
o

output:
a list of the candidate’s instances Ic

1: Ic ← ∅
2: for k ∈ 1, 2, . . . , |Ic′ | do
3: ic

′ ← Ic
′
[k]

4: o1 ← any feature instance in ic
′

5: N ← T ĉ
o1

6: for o ∈ ic
′ \ {o1} do

7: N ← N ∩ T ĉ
o

8: if N = ∅ then break

9: for oĉ ∈ N do
10: ic ← ic

′ ∪ {oĉ}
11: append ic to the list Ic

in ic
′

without having to access all the limited neighborhoods. Thus, this allows
to reduce the complexity of the candidate instance identification process.

Improved candidate instance identification algorithm is presented in Algo-
rithm 2. The algorithm requires mostly the same input as Algorithm 1. However,
it maintains additional lists for storing CBBs of candidate instances. As an input
the list Bc′

of CBBs of instances of candidate’s prefix are needed. As a result,
along with the list Ic, a list Bc of CBBs of candidate’s instances is computed.

First, lists Ic and Bc are initialized (line 1). In the main loop, (lines 2–11)
we iterate over all instances of the candidate’s prefix. The prefix instance ic

′
is

retrieved in line 3. Next, the corresponding CBB is retrieved in line 4. Now, to
produce all the candidate’s instances, we must obtain a list of potential common
neighbors with feature c′. For this purpose, a limited neighborhood T ĉ

o1 of any
o1 ∈ ic

′
is sufficient. The random object o1 is chosen in line 5. The objects

oĉ ∈ T ĉ
o1 are verified whether they are common neighbors of objects in ic

′
in the

inner loop (lines 6–11). First, the CBB M(ic) of the potential candidate instance
is computed (line 9). If it is not empty, then all objects in ic = ic

′ ∪ {oĉ} are
neighbors and thus ic is a co-location candidate instance. In such a case, the
results are appended to the lists Ic and Bc (lines 10–11).

Let us now determine the complexity of the improved algorithm. Two oper-
ations are performed in the inner loop: finding the intersection of the M(ic

′
)

CBB and M(oĉ) OBB, and storing the results. While storing the results can
be treated as constant time, finding intersection of two bounding boxes involves
intersecting intervals for every dimension and thus requires m steps. Hence, the
complexity of the inner loop is O(m|T ĉ

o1 |). The outer loop is repeated |Ic′ | times
and thus the complexity of the new algorithm is O(|Ic′ |m|T ĉ

o1 |).
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Algorithm 2. Improved instance identification
input:

a co-location candidate c
a list of instances of the candidate’s prefix Ic

′
and corresponding list of CBBs Bc′

an iCPI-tree for quick retrieval of T f
o

output:
a list of the candidate’s instances Ic and corresponding list of CBBs Bc

1: Ic ← ∅, Bc ← ∅
2: for k ∈ 1, 2, . . . , |Ic′ | do
3: ic

′ ← Ic
′
[k]

4: M(ic
′
) ← Bc′

[k]

5: o1 ← any feature instance in ic
′

6: for oĉ ∈ T ĉ
o1 do

7: M(ic) ← M(ic
′
) ∩ M(oĉ)

8: if M(ic) is not empty then

9: ic ← ic
′ ∪ {oĉ}

10: append ic to the list Ic

11: append M(ic) to the list Bc

The original algorithm’s complexity is O(|Ic′ ||ic′ ||T ĉ
o |). Hence, the two com-

plexities differ only by the second term: |ic′ | vs m. It is easy to notice that only in
sporadic cases m is greater than 3 and most typically, it is equal to 2. Moreover,
it is constant throughout the whole mining process. On the other hand, |ic′ | is
equal to 1, 2, 3... in consecutive iterations of the main apriori loop. Hence, unless
the co-locations in the dataset are very small (and a small number iterations is
required), using the improved algorithm will provide higher performance.

The new approach also allows for reducing the number of iterations of the
inner loop (Algorithm 2, line 6). Let us assume that limited neighborhoods are
sorted by coordinates of one dimension (say dimension j). Instead of testing all
potential neighbors, we can binary search for the first neighbor oĉ such, that
upper bound in M(oĉ) on the j dimension is greater or equal to the lower bound
in M(ic

′
) (i.e. the first potentially intersecting bounding box). Moreover, the

loop can be terminated once the upper bound in M(ic
′
) is greater than the

lower bound in M(oĉ), since no subsequent oĉ can be a neighbor. This optimiza-
tion does not change the algorithm’s complexity (since in the worst case the
whole limited neighborhood must be checked regardless), but it still improves
the overall performance.

5 Experiments

To verify the performance of the proposed solution (with the binary search opti-
mization), we have compared it with the state-of-the-art iCPI-tree approach.
In the presented figures, we call these approaches BB-identification and iCPI-
identification respectively. Experiments have been conducted on a PC (Intel
Core I7-6700 3.4 GHz CPU, 32 GB RAM) using C++ implementation of the
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algorithms. We examined processing times using two real-world datasets. The
first dataset, POL, is based on the data from Police Department Incident Reports
for San Francisco1. It consists of 19594 records describing 35 types (i.e. 35 spatial
features) of criminal incidents from the year 2017. The second dataset, OSM, is
based on the data from OpenStreetMap project (https://planet.openstreetmap.
org/). OSM dataset was prepared by: (1) choosing 100 features corresponding
to node types in OpenStreetMap data, (2) randomly choosing a position op in
USA territory, (3) selecting 180K nearest objects with chosen features around
position op. Comparing these two datasets, we can state that POL is a small
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Fig. 4. Results of experiments

1 https://data.sfgov.org/Public-Safety/Police-Department-Incident-Reports-Histor
ical-2003/tmnf-yvry.

https://planet.openstreetmap.org/
https://planet.openstreetmap.org/
https://data.sfgov.org/Public-Safety/Police-Department-Incident-Reports-Historical-2003/tmnf-yvry
https://data.sfgov.org/Public-Safety/Police-Department-Incident-Reports-Historical-2003/tmnf-yvry
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dataset with a low number of features while OSM consists of a much higher
number of objects and features, however placed on a larger area.

In the first experiment, we examined how varying the minimum prevalence
threshold (minprev) affects the performance of both solutions. The results are
presented in Fig. 4a and in Fig. 4b for POL and OSM datasets respectively. In
both cases, we used constant values of maximum distance thresholds (d). The
values for both parameters, minprev and d, have been experimentally selected in
such a way that we can illustrate the most interesting changes in the performance
of examined algorithms. In the first experiment, d was set to 0.0019 for POL and
0.008 for OSM. For both datasets, the BB-identification method is much faster
than the iCPI-identification method. As expected, the higher minprev, the lower
the processing times. However, it is important to notice that the performance gap
strongly increases with decreasing minprev. Lower minprev results not only in
a higher number of co-locations, but it also impacts the length of the candidates
during the mining process. It is clearly observable that for the lowest values
of minprev used in experiments, the speedup over state-of-the-art approach is
the biggest. The BB-identification method was up to 3.4 times faster than the
iCPI-identification algorithm.

In the second experiment, minprev was set to the constant value (0.04 for
POL and 0.065 for OSM), while d values were varied in a specified range. The
results are presented in Fig. 4c (POL) and in Fig. 4d (OSM). Once again, the
BB-identification method is faster than the iCPI-identification. This time how-
ever, the speedups are more constant across the whole experiment. For OSM,
increasing d results even in a slight decrease of speedups (from 3.6 times faster
for low values of d to 3.2 times faster for high values of d). In general, increasing
d results in a higher number of neighborhood relationships, thus more instances
of candidates can be discovered. Recall that the proposed solution should be
the most effective in identification instances for long candidates. Increasing d
indirectly affects prevalences (more objects taking part in candidate’s instances)
and size of generated candidates, however not so strongly as direct manipulation
of minprev.

In the last experiment, we examined the influence of the number of objects
on the performance of both methods. For each dataset, we calculated the middle
point and then we removed the appropriate number of objects with the highest
distances from that middle point. For dataset POL (Fig. 4e), we limited the
number of objects to 12K (step 1K), while for dataset OSM (Fig. 4f) it was 40K
(step 20K). It is clearly visible that the number of objects has a major influence
on the performance of both algorithms. For a lower number of objects, processing
times are very small, however the BB-identification method is still faster than the
iCPI-identification method. We can also notice, that for real-world data, there
are some spots on the map that can strongly affect the performance. Therefore,
removing exactly the same number of objects can impact the processing time in
different ways, which is visible in Fig. 4e as well as in Fig. 4f.
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6 Summary

In this paper, we proposed a new representation of co-location instances based
on bounding boxes and we formulated theorems regarding such a representation
that can increase the performance of CPM. We utilized those concepts in the
novel algorithm that we compared with the state-of-the-art iCPI-based method.
The computational complexity and gathered results from experiments on two
real-world datasets show that the proposed solution offers higher efficiency than
the currently available method.
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funds of Poznan University of Technology.
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Abstract. In the last few years, the concept of data lake has become
trendy for data storage and analysis. Thus, several approaches have been
proposed to build data lake systems. However, these proposals are diffi-
cult to evaluate as there are no commonly shared criteria for comparing
data lake systems. Thus, we introduce DLBench, a benchmark to evalu-
ate and compare data lake implementations that support textual and/or
tabular contents. More concretely, we propose a data model made of
both textual and CSV documents, a workload model composed of a set
of various tasks, as well as a set of performance-based metrics, all rele-
vant to the context of data lakes. As a proof of concept, we use DLBench
to evaluate an open source data lake system we previously developed.

Keywords: Data lakes · Benchmarking · Textual documents · Tabular
data

1 Introduction

Over the last decade, the concept of data lake has emerged as a reference for
data storage and exploitation. A data lake is a large repository for storing and
analyzing data of any type and size, kept in their raw format [3]. Data access
and analyses from data lakes largely rely on metadata [12], making data lakes
flexible enough to support a broader range of analyses than traditional data
warehouses. Data lakes are thus handy for both data retrieval and data content
analysis.

However, the concept of data lake still lacks standards [15]. Thus, there is
no commonly shared approach to build, nor to evaluate a data lake. Moreover,
existing data lake architectures are often evaluated in diverse and specific ways,
and are hardly comparable with each other. Therefore, there is a need of bench-
marks to allow objective and comparative evaluation of data lake implementa-
tions. There are several benchmarks for big data systems in the literature, but
none of them considers the wide range of possible analyses in data lakes.

c© Springer Nature Switzerland AG 2021
M. Golfarelli et al. (Eds.): DaWaK 2021, LNCS 12925, pp. 15–26, 2021.
https://doi.org/10.1007/978-3-030-86534-4_2
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Hence, we propose in this paper the Data Lake Benchmark (DLBench) to
evaluate data management performance in data lake systems. We particularly
focus in this first instance on textual and tabular contents, which are often
included in data lakes. DLBench is data-centric, i.e., it focuses on a data man-
agement objective, regardless of the underlying technologies [2]. We also designed
it with Gray’s criteria for a “good” benchmark in mind, namely relevance, porta-
bility, simplicity and scalability [8].

More concretely, DLBench features a data model that generates textual
and tabular documents. By tabular documents, we mean spreadsheet or Comma
Separated Value (CSV) files whose integration and querying is a common issue
in data lakes. A scale factor parameter SF allows to vary data size in prede-
termined proportions. DLBench also features a workload model, i.e., a set of
analytical operations relevant to the context of data lakes with textual and/or
tabular content. Finally, we propose a set of performance-based metrics to eval-
uate such data lake implementations, as well as an execution protocol to execute
the workload model on the data model and compute the metrics.

The remainder of this paper is organized as follows. In Sect. 2, we show how
DLBench differs from existing benchmarks. In Sect. 3, we provide DLBench’s
full specifications. In Sect. 4, we exemplify how DLBench works and the insights
it provides. Finally, in Sect. 5, we conclude this paper and present research per-
spectives.

2 Related Works

Benchmarking data lakes mainly relates to two benchmark categories, namely
big data and text benchmarks. In this section, we present recent works in
these categories and discuss their limitations with respect to our benchmarking
objectives.

2.1 Big Data Benchmarks

Big data systems are so diverse that each of big data benchmarks in the lit-
erature only target a part of big data requirements [1]. The de facto standard
TPC-H [18] and TPC-DS [20] issued by the Transaction Processing Performance
Council are still widely used to benchmark traditional business intelligence sys-
tems. They provide data models that reflect a typical data warehouse, as well as
a set of typical business queries, mostly in SQL. BigBench [7] is another refer-
ence benchmark that addresses SQL querying on data warehouses. In addition,
BigBench adaptations [6,10] include more complex big data analysis tasks,
namely sentiment analysis over short texts.

TPCx-HS [19] is a quite different benchmark that aims to evaluate systems
running on Apache Hadoop1 or Spark2. For this purpose, only a sorting work-
load helps measuring performances. HiBench [9] also evaluates Hadoop/Spark
1 https://hadoop.apache.org/.
2 http://spark.apache.org/.

https://hadoop.apache.org/
http://spark.apache.org/
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systems, but with a broader range of workloads, i.e., ten workloads including
SQL aggregations and joins, classification, clustering and sorts [11]. In the same
line, TPCx-AI [21], which is still in development, includes more analysis tasks
relevant to big data systems, such as advanced machine learning tasks for fraud
detection and product rating.

2.2 Textual Benchmarks

In this category, we consider big data benchmarks with a consequent part of
text on one hand, and purely textual benchmarks on the other hand. Big-
DataBench [23] is a good representative of the first category. It indeed includes
a textual dataset made of Wikipedia3 pages, as well as classical information
retrieval workloads such as Sort, Grep and Wordcount operations.

One of the latest purely textual benchmarks is TextBenDS [22], which
aims to evaluate performances of text analysis and processing systems. For this
purpose, TextBenDS proposes a tweet-based data model and two types of
workloads, namely Top-K keywords and Top-K documents operations. Other
purely textual benchmarks focus on language analysis tasks, e.g., Chinese [25]
and Portuguese [5] text recognition, respectively.

2.3 Discussion

None of the aforementioned benchmarks proposes a workload sufficiently exten-
sive to reflect all relevant operations in data lakes. In the case of structured data,
most benchmark workloads only consider SQL operations (TPC-H, TPC-DS,
HiBench). More sophisticated machine learning operations remain marginal,
while they are common analyses in data lakes. Moreover, the task of finding
related data (e.g., joinable tables) is purely missing, while it is a key feature of
data lakes.

Existing textual workloads are also insufficient. Admittedly, Big-
DataBench’s Grep and TextBenDS’s Top-K documents operation are rel-
evant for data search. Similarly, Top-K keywords and WordCount are relevant
to assess documents aggregation [9,22]. However, other operations such as find-
ing most similar documents or clustering documents should also be considered.

Thus, our DLBench benchmark stands out, with a broader workload that
features both data retrieval and data content analysis operations. DLBench’s
data model also differs from most big data benchmarks as it provides raw tabular
files, inducing an additional data integration challenge. Moreover, DLBench
includes a set of long textual documents that induces a different challenge than
short texts such as tweets [22] and Wikipedia articles [23]. Finally, DLBench is
data-centric, unlike big data benchmarks that focus on a particular technology,
e.g., TPCx-HS and HiBench.

3 https://en.wikipedia.org/.

https://en.wikipedia.org/
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3 Specification of DLBENCH

In this section, we first provide a thorough description of DLBench’s data and
workload model. Then, we propose a set of metrics and introduce an assessment
protocol to evaluate and/or compare systems using DLBench.

3.1 Data Model

Data Description. DLBench includes two types of data to simulate a data
lake: textual documents and tabular data. Textual documents are scientific arti-
cles that span from few to tens of pages. They are written in French and English
and their number amounts to 50,000. Their overall volume is about 62 GB.

Tabular data are synthetically derived from a few CSV files containing
Canadian government open data. Although such data are often considered as
structured, they still need integration to be queried and analyzed effectively.
DLBench features up to 5,000 tabular files amounting to about 1,4 GB of data.

The amount of data in the benchmark can be customised through scale factor
parameter SF , which is particularly useful to measure a system’s performance
when data volume increases. SF ranges from 1 to 5. Table 1 describes the actual
amount of data obtained with values of SF .

Table 1. Amount of data per SF value

Scale factors SF = 1 SF = 2 SF = 3 SF = 4 SF = 5

Nb. of textual documents 10,000 20,000 30,000 40,000 50,000

Nb. of tabular files 1,000 2,000 3,000 4,000 5,000

Textual documents’ size (GB) 8.0 24.9 37.2 49.6 62.7

Tabular files’ size (GB) 0.3 0.6 0.8 1.1 1.4

DLBench’s data come with metadata catalogues that can serve in data inte-
gration. More concretely, we generate from textual documents catalogue informa-
tion on year, language and domain (discipline) to which each document belongs.
Similarly, we associate in the tabular file catalogue a year with each file. This
way, we can separately query each type of data through its specific metadata.
We can also jointly query textual documents and tabular files through the year
field.

Eventually, textual documents are generated independently from tabular
files. Therefore, each type of data can be used apart from the other. In other
words, DLBench can be used to assess a system that contains either textual
documents only, tabular files only, or both. When not using both types of data,
the workload model must be limited to its relevant part.
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Data Extraction. We extract textual data from HAL4, a French open data
repository dedicated to scientific document diffusion. We opted for scientific
documents as most are long enough to provide complexity and reflect most
actual use cases in textual data integration systems, in contrast with shorter
documents such as reviews and tweets.

Although HAL’s access is open, we are not allowed to redistribute data
extracted from HAL. Thus, we provide instead a script that extracts a user-
defined amount of documents. This script and a usage guide are available online
for reuse5. Amongst all available documents in HAL, we restrict to scientific arti-
cles whose length is homogeneous, which amounts to 50,000 documents. While
extracting documents, the script also generates the metadata catalogue described
above.

Tabular data are reused from an existing benchmark [13]. These are actually
a set of 5,000 synthetic tabular data files generated from an open dataset stored
inside a SQLite6 database. Many of the columns in the tables contain similar data
and can therefore be linked, making this dataset suitable to assess structured
data integration as performed in data lakes.

We apply on this original dataset7 a script to extract all (or a part) of the
tables in the form of raw CSV files. As for textual documents, this second script
also generates a metadata catalogue. The script as well as guidelines are available
online (see footnote 5).

3.2 Workload Model

To assess and compare data lakes across different implementations and systems,
some relevant tasks are needed. Thus we specify in this section instances of
probable tasks in textual and tabular data integration systems. Furthermore, we
translate each task into concrete, executable queries (Table 2).

Data Retrieval Tasks are operations that find data bearing given character-
istics. Three main ways are usually exploited to retrieve data in a lake. They are
relevant for both tabular data and textual documents. However, we mainly focus
on data retrieval from textual documents, as they represent the largest amount
of data.

1. Category filters consist in filtering data using tags or data properties from
the metadata catalogue. In other words, it can be viewed as a navigation
task.

2. Term-based search pertains to find data, with the help of an index, from
all data files that contain a set of keywords. Keyword search is especially
relevant for textual documents, but may also serve to retrieve tabular data.

4 https://hal.archives-ouvertes.fr/.
5 https://github.com/Pegdwende44/DLBench.
6 https://www.sqlite.org/.
7 https://storage.googleapis.com/table-union-benchmark/large/benchmark.sqlite.

https://hal.archives-ouvertes.fr/
https://github.com/Pegdwende44/DLBench
https://www.sqlite.org/
https://storage.googleapis.com/table-union-benchmark/large/benchmark.sqlite
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3. Related data search aims to, from a specified data file, retrieve similar data.
It can be based on, e.g., column similarities in tabular data, or semantic
similarity between textual documents.

Textual Document Analysis/Aggregation tasks work on data contents.
Although textual documents and tabular data can be explored with the
same methods, they require more specific techniques to be jointly analyzed
or aggregated in data lakes.

4. Document scoring is a classical information retrieval task that consists in
providing a score for each document with respect to how it matches a set of
terms. Such scores can be calculated by diverse ways, e.g., with the Elastic-
Search [4] scoring algorithm. In all cases, scores depend on the appearance
frequency of query terms in the document to score and in the corpus, and also
the document’s length. This operation is actually very similar to computing
top-k documents.

5. Document highlights extract a concordance from a corpus. A concordance is
a list of snippets where a set of terms appear. It is also a classical information
retrieval task that provides a sort of summary of documents.

6. Document top keywords are another classical way to summarize and aggre-
gate documents [14]. Computing top keywords is thus a suitable task to
assess systems handling textual documents.

7. Document text mining. In most data lake systems, data are organized in
collections, using tags for example. Here, we propose a data mining task that
consists either in representing each collection of documents with respect to
the others, or in grouping together similar collections with respect to their
intrinsic vocabularies. In the first case, we propose a Principal Component
Analysis (PCA) [24] where statistical individuals are document collections.
PCA could, for example, out put an average bag of words for each collection.
In the second case, we propose a KMeans [17] clustering to detect groups of
similar collections.

Tabular Data Analysis/Queries. Finally, we propose specific tasks suit-
able for integrated tabular files.

8. Simple Table Queries. We first propose to evaluate a data lake system’s
capacity to answer simple table queries through a query language such as
SQL. As we are in a context of raw tabular data, language-based querying
is indeed an important challenge to address.

9. Complex Table Queries. In line with the previous task, we propose to measure
how the system supports advanced queries, namely join and grouping queries.

10. Tuple Mining. An interesting way to analyze tabular data is either to rep-
resent each row with respect to the others or to group together very similar
rows. We essentially propose here the same operation as Task #7 above,
except that statistical individuals are table rows instead of textual docu-
ments. To achieve such an analysis, we only consider numeric values.
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Table 2. Query instances

Task Query

Data retrieval

#1 Q1a Retrieve documents written in French

Q1b Retrieve documents written in English and edited in December

Q1c Retrieve documents whose domains are math or info, written in

English

and edited in 2010, 2012 or 2014

#2 Q2a Retrieve data files (documents or tables) containing the term

university

Q2b Retrieve data files containing the terms university, science or

research

#3 Q3a Retrieve the top 5 documents similar to any given document

Q3b Retrieve 5 tables joinable to table t dc9442ed0b52d69c c11 1 1

Textual Document Analysis/Aggregation

#4 Q4a Calculate documents scores w.r.t. the terms university and science

Q4b Calculate documents scores w.r.t. the terms university, research,

new and solution

#5 Q5a Retrieve documents concordance w.r.t. the terms university and

science

Q5b Retrieve documents concordance w.r.t. the terms university, science

new and solution

#6 Q6a Find top 10 keywords from all documents (stopwords excluded)

#7 Q7a Run a PCA with documents merged by domains

Q7b Run a 3-cluster KMeans clustering with documents merged by

domains

Tabular data analysis/queries

#8 Q8a Retrieve all tuples from table t e9efd5cda78af711 c11 1 1

Q8b Retrieve tuples from table t e9efd5cda78af711 c11 1 1

whose column PROVINCE bears the value BC

#9 Q9a Calculate the average of columns Unnamed: 12, 13, and 20

from table t 356fc1eaad97f93b c15 1 1 grouped by Unnamed:

2

Q9b Run a left join query between tables

PED SK DTL SNF c7 0 1

and t 285b3bcd52ec0c86 c13 1 1 w.r.t. columns named

SOILTYPE

#10 Q10a Run a PCA on the result of query Q9a

Q10b Run a 3-cluster KMeans clustering on the result of query Q9a

3.3 Performance Metrics

In this section, we propose a set of three metrics to compare and assess data
lake implementations.

1. Query execution time aims to measure the time necessary to run each
of the 20 query instances from Table 2 on the tested data lake architecture.
This metric actually reports how efficient the lake’s metadata system is, as it
serves to integrate raw data, and thus make analyses easier and faster. In the
case where certain queries are not supported, measures are only computed on
the supported tasks.

2. Metadata size measures the amount of metadata generated by the system.
It allows to balance the execution time with the resulting storage cost.
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3. Metadata generation time encompasses the generation of all the lake’s
metadata. This also serves to balance query execution time.

We did not include other possible metrics such as actually used RAM and
CPU because they are hard to measure. However, we recommend interpreting
benchmark results while taking into account available RAM and CPU.

3.4 Assessment Protocol

The three metrics from Sect. 3.3 are measured through an iterative process
for each scale factor SF ∈ {1, 2, 3, 4, 5}. Each iteration consists in four steps
(Algorithm 1).

1. Data generation is achieved with the scripts specified in Sect. 3.1 (see
footnote 5).

2. Data integration. Raw data now need to be integrated in the data lake sys-
tem through the generation and organization of metadata. This step is specific
to each system, as there are plethora of ways to integrate data in a lake.

3. Metadata size and generation time computing consists in measuring
metrics the total size of generated metadata and the time taken to generate
all metadata, with respect to the current SF .

4. Query execution time computation involves computing the running time
of each individual query. To mitigate any perturbation, we average the time
of 10 runs for each query instance. Let us notice that all timed executions
must be warm runs, i.e., each of the 20 query instances must first be executed
once (a cold run not taken into account in the results).

Algorithm 1: Assessment protocol
Result: metric 1, metric 2, metric 3
metric 1 ← [ ][ ]; metric 2 ← [ ]; metric 3 ← [ ];
for SF ← 1 to 5 do

generate benchmark data(SF);
generate and organize metadata(SF);
metric 2[SF] ← retrieve metadata generation time(SF);
metric 3[SF] ← retrieve metadata size(SF);
for i ← 1 to 20 do

run query(i, SF);
response times ← [ ];
for j ← 1 to 10 do

response times[j] ← run query(i, SF);
end
metric 1[SF][i] ← average(response times);

end

end
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4 Proof of Concept

4.1 Overview of AUDAL

To demonstrate the use of DLBench, we evaluate AUDAL [16], a data lake sys-
tem designed as part of a management science project, to allow automatic and
advanced analyses on various textual documents (annual reports, press releases,
websites, social media posts...) and spreadsheet files (information about compa-
nies, stock market quotations...). The AUDAL system uses an extensive meta-
data system stored inside MongoDB8, Neo4J9, SQLite (see footnote 6) and Elas-
ticSearch10 to support numerous analyses.

AUDAL provides ready-to-use analyses via a representational state transfer
application programming interface (REST API) dedicated to data scientists, and
also through a Web-based analysis platform designed for business users.

4.2 Setup and Results

AUDAL is implemented on a cluster of three VMware virtual machines (VMs).
The first VM has a 7-core Intel-Xeon 2.20 GHz processor and 24 GB of RAM.
It runs the API and also supports metadata extraction. Both other VMs have
a mono-core Intel-Xeon 2.20 GHz processor and 24 GB of RAM. Each of the
three VMs hosts a Neo4J instance, an ElasticSearch instance and a MongoDB
instance to store AUDAL’s metadata.

The results achieved with DLBench show that AUDAL scales quite well
(Figs. 1, 2, 4, 5 and 6). Almost all task response times are indeed either constant
(Tasks #3, #7, #8, #9 and #10) or grow linearly with SF (Tasks #1, #2,
and #4 to #6). In addition, we observe that except Task #6 (that takes up to
92 s), all execution times are reasonable considering the modest capabilities of
our hardware setup. Eventually, metadata generation time and size scale lin-
early and almost-linearly, respectively (Fig. 7). We can also see that metadata
amount to about half the volume of raw data, which illustrates how extensive
AUDAL’s metadata are. We observe some fluctuations in the results, with some-
times negative slopes while SF increases. Such variations are due to external,
random factors such as network load or the Java garbage collector starting run-
ning. However, the influence on the runtime is negligible (of the order of a tenth
of a second) and is only visible on simple queries that run in half a second.

8 https://www.mongodb.com.
9 https://neo4j.com.

10 https://www.elastic.co.

https://www.mongodb.com
https://neo4j.com
https://www.elastic.co


24 P. N. Sawadogo and J. Darmont

Fig. 1. Task #1 response
times

Fig. 2. Tasks #2 & #3
response times

Fig. 3. Tasks #4 & #5
response times

Fig. 4. Tasks #6 & #7
response times

Fig. 5. Tasks #8 & #9
response times

Fig. 6. Task #10 res-
ponse times

Fig. 7. Metadata size and generation time
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5 Conclusion

In this paper, we introduce DLBench, a benchmark for data lakes with textual
and/or tabular contents. To the best of our knowledge, DLBench is the first
data lake benchmark. DLBench features: 1) a data model made of a corpus
of long, textual documents on one hand, and a set of raw tabular data on the
other hand; 2) a query model of twenty query instances across ten different
tasks; 3) three relevant metrics to assess and compare data lake implementations;
and 4) an execution protocol. Finally, we demonstrate the use of DLBench by
assessing the AUDAL data lake [16], highlighting that the AUDAL system scales
quite well, especially for data retrieval and tabular data querying.

Future works include an extension of the structured part of DLBench’s data
model with an alternative, larger dataset. Another enhancement of DLBench
could consists in providing an overview of value distributions in generated data.
Finally, we plan to perform a comparative study of existing data lake systems
using DLBench.

Acknowledgments. P.N. Sawadogo’s PhD is funded by the Auvergne-Rhöne-Alpes
Region through the AURA-PMI project.
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Abstract. Nowadays Parallel DBMSs and Spark SQL compete with
each other to query Big Data. Parallel DBMSs feature extensive experi-
ence embodied by powerful data partitioning and data allocation algo-
rithms, but they suffer when handling dynamic changes in query work-
load. On the other hand, Spark SQL has become a solution to process
query workloads on big data, outside the DBMS realm. Unfortunately,
Spark SQL incurs into significant random disk I/O cost, because there
is no correlation detected between Spark jobs and data blocks read from
the disk. In consequence, Spark fails at providing high performance in
a dynamic analytic environment. To solve such limitation, we propose
an adaptive query-aware framework for partitioning big data tables for
query processing, based on a genetic optimization problem formulation.
Our approach intensively rewrites queries by exploiting different dimen-
sion hierarchies that may exist among dimension attributes, skipping
irrelevant data to improve I/O performance. We present an experimen-
tal validation on a Spark SQL parallel cluster, showing promising results.

Keywords: Multidimensional partitioning · Spark-SQL · Utility
maximization · Adaptive query processing · Big data · Dimensional
hierarchies

1 Introduction

In the last decades, the digital revolution is evolving at an extreme rate, enabling
faster changes and processes, and producing a vast amount of data. In this
context, companies are turning urgently to data science to explore, integrate,
model, evaluate and automate processes that generate value from data. Beyond
actual tools and data details, massive parallel processing is required for providing
the scalability that is necessary for any big data application. Indeed, to result in
linear speed-up, the DBA may often increase the resource in the cluster by adding
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more machines to the computing cluster. Furthermore, this requires additional
costs which may be not available in practice.

A promising parallel processing approach requires three main phases: (1) data
partitioning and allocating partitions, (2) running processing code on each par-
tition, and (3) gathering or assembling partial results. However, the efficiency of
the database parallel processing is significantly sensitive to how the data is parti-
tioned (phase 1). Basically, the partitioning scheme is chosen in a static (offline)
environment where the design is done only once and that design can persist.
Most commonly, when the change is detected, the DBA must often intervene by
taking the entire DW offline for repair. The problem is getting bigger and more
difficult because the data system has become large and dynamic. Thus, carrying
out a redesign at each change is not entirely realistic since the overload of the
redesign is likely to be very high. Figure 1 illustrates the time needed to adapt a
fragmentation schema among the size of the database. Accordingly, making an
adaptive partitioning schema with minimal overload is a crucial issue.
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Fig. 1. Fragmentation schema adaptation according the database size

The adaptive issue has been extensively studied by the database community.
The first line of works [4,8,10,20,22] focuses on changes in the workload, peri-
odically or when a change occurs, an incremental design is performed. These
workload-driven solutions yield promising results, but they require significant
time to adapt a fragmentation schema. The second category of works uses Query
Adaptive Processing [1,12,14,16,24] that use runtime statistics to choose the
most efficient query execution plan during query execution. However, these Data-
driven approaches can incur in non-negligible overhead.

As though HDFS stores the data by creating a folder with partition column
values, altering the partition schema means the change of the whole directory
structure and data. To overcome the problem, Spark SQL a big data processing
tool for structured data query and analysis tailored towards using a Data-driven
approach that uses runtime statistics to choose the most efficient query execution
plan during query execution. Hence, the Spark SQL system is currently leading
to serious random disk I/O costs since there is no correlation between the spark
jobs and the data to be read from the disk.

In this paper, we introduced a new dynamic SQL framework for Apache
Spark. Our novel approach relies on the intuition that multi-dimensional
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partitioning could accelerate the spark SQL since thereby it supported fewer
I/O operations and effective prefetching. Our SQL framework is based on our
Genetic Optimization Physical Planner [6] and relies on the intuition that a
query should leverage knowledge available in the reference partitioning schema
to Spark as much as possible. Specifically, our SQL optimizer (1) uses reference
partitioning to enable efficient data processing by avoiding unnecessary read;
(2) leverages dimensional hierarchies’ information to maximize the benefit of the
partitioning schema. The goal of our work is to show that by combining efficient
workload-driven approaches and adaptive execution processing, the performance
of Spark SQL can be significantly increased.

The remainder of this paper is organized as follows. Related works are dis-
cussed in Sect. 2. Section 3 provides the formulation of our studied problem.
Section 4 introduces a novel planner for data partitioning based on genetic opti-
mization. Section 5 presents experiments evaluating the quality of our solution.
Finally, Sect. 6 summarizes our main findings.

2 Literature Review

Data partitioning has attracted plenty of research attention. Before 2013,
researchers typically assume that the query workload is provided upfront [1,7,8,
18,21,25] and try to choose the best partitioning schema in offline (static) mode
using mainly some optimization search techniques such as branch-and-bound
search [18,25], genetic algorithms [18], and relaxation/approximation [7]. Nev-
ertheless, it is difficult to maintain the usefulness of the offline data partition-
ing schema in a dynamic context. In fact, there have been two main directions
of research, depending on how to select data to be migrated. We can further dis-
tinguish between two different categories. 1) Workload driven techniques, which
focus on the workload changes and 2) data driven techniques, which work with
the optimizer.

Workload-Driven Adaptive Approaches. The most recent works focus on study-
ing how to migrate data based on the workload change [19], and the data items
that are affected [4,20,22]. E-Store [22] is a dynamic partitioning manager
for automatically identifying when a reconfiguration is needed using system and
database statistics. It explores the idea of managing hot tuples separately from
cold tuples by designing a two-tier partitioning method that first distributes
hot tuples across the cluster and then allocates cold tuples to fill the remain-
ing space. Simultaneously, the research community has sought to develop addi-
tional design techniques based on machine learning, such as view recommenda-
tion [11], database cracking [3], workload forecasting [17], cardinality estimation
[13] and Autonomous DBMS [2,5,23], by which multiple aspects of self-adaptive
can be improved. However, only a few works have recently focused to tune data-
partitioning by using reinforcement learning (RL) [8] and deep RL [10]. Hilprecht
et al. [10] propose an approach, based on Deep Reinforcement Learning (DRL),
in which several DRL agents are trained offline to learn the trade-offs of using
different partitioning for a given database schema. For that, they use a cost
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model to bootstrap the DRL model. If new queries are added to the workload or
if the database schema changes, the partitioning agent is adapted by progressive
learning. However, to support a completely new database schema, a new set of
DRL agents must be trained.

Data-Driven Adaptive Approaches. The data driven adaptive approaches consist
of improve the execution performance by generating a new execution plan at run-
time if data distributions do not match the optimizer’s estimations. Kocsis et al.
[14] proposed HYLAS, a tool for optimizing Spark queries using semantic preserv-
ing transformation rules to eliminate intermediate superfluous data structures.
Zhang et al. [24] propose a system that dynamically generates execution plans at
query runtime, and runs those plans on chunks of data. Based on feedback from
earlier chunks, alternative plans might be used for later chunks. DynO [12] and
Rios [15] focus on adaptive implement by updating the query plan at runtime.
Recently, we have proposed a two-step approach based on genetic algorithms
to improve the performance of dynamical analytical queries by optimizing data
partitioning in a cluster environment[6]. Although this effort put on the query
optimizer, it is still in the infant stage for Spark SQL optimizer. This is mainly
due to the Parquet storage format, the HDFS block size is much larger, indexes
and buffer pool. In this paper, we characterized the effectiveness of the query
optimization in the aim of enhancing Spark SQL optimizer with detailed parti-
tioning information. Indeed, our solution aims to filter out most of the records in
advance which can reduce the amount of data in the shuffle stage and improve
the performance of equivalent connections.

3 Definitions and Problem Formulation

In this section, we present all ingredients that facilitate the formalization of our
target problem.

3.1 Preliminaries

Range Referencing Partitioning. In this paper, we reproduce the tradi-
tional methodology to partition relational DW to HDFS DW . More concretely,
we partition some/all dimension tables using the predicates of the workload
defined on their attributes, and then partition the fact table based on the par-
titioning schemes of dimension tables. To illustrate this partitioning, let us sup-
pose a relational warehouse modelled by a star schema with d dimension tables
(D1,D2, ...,Dd) and a fact table F . F is the largest table, used on every BI query.
Among these dimension tables, g tables are fragmented (g ≤ d). Each dimension
table Di (1 ≤ i ≤ g) is partitioned into mi fragments: {Di1,Di2, ...,Dimi

},
where each fragment Dij is defined as: Dij = σclij

(Di), where clij and σ

(1 ≤ i ≤ g, 1 ≤ j ≤ mi) represent a conjunction of simple predicates and
the selection operator, respectively. Thus, the fragmentation schema of the fact
table F is defined as follows: Fi = F �D1j �D2k � ..�Dgl, (1 ≤ i ≤ mi), where
� represents the semi join operation.
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Benefit of a Partitioning Schema for a Query. Using a partitioning
schema to answer a query has a significant benefit since it can reduce overall disk
performance. Data partitioning decomposes very large tables into smaller parti-
tions, and each partition is an independent object with its own name and its own
storage characteristics. The benefit can be calculated by the difference of query
cost with/without using the partitioning schema. Which is defined as below.

Definition 1. Benefit: Given a query q and a partitioning schema SF, the cost
of executing q is cost(q), the cost of executing q using SF is cost(q|SF ), and the
benefit is Bq,SF = cost(q) − cost(q|SF ). A fragmentation schema should ensure
a positive benefit (Bq,SF > 0).

Utility of Fragmentation Schema. Given a query q and a partitioning
schema SF , we need to compute the utility of using SF for q. The utility of
a partitioning schema SF seeks to maximize the benefit of a query, generally,
over two periods t and t + 1. The utility of a partitioning schema SF over a
query q is a metric that measures the reduction threshold in the cost of q by
SF . Thus, we define U(SF, q) as follows.

Definition 2. We suppose that if the period t + 1 transmits a new query q, its
utility is given by:

U(SF, q) = Bq,SF ′(q, t + 1)/Ba,SF (q, t) (1)

where Bq,SF ′(q, t+1) (∀i ∈ {0, 1}) denotes the benefit of q under the partitioning
schema SF define at time t + i and SF ′ is the partitioning schema generated
after the consideration of q in the predefined workload.

3.2 Problem Statement

We now describe the formulation of our problem: Given:

– A SPARK-SQL cluster DBC with M nodes N = {N1, N2, . . . , NM};
– A relational data warehouse RDW modeled according to a star schema

and composed by one fact table F and d dimensional tables D =
{D1,D2, . . . , Dd}.

– a set of star join queries Q = {Q1, Q2, . . . , QL} to be executed over DBC,
being each query Ql characterized by an access frequency fl;

– A fragmentation maintenance constraint W that the designer considers rele-
vant for his/her target partitioning process

– A target profit u which represents the minimum desired utility.

The optimization problem involves finding the best fragmentation schema
SF ∗ such that
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maximize
L∑

i=1

BQi,SF �

subject to |SF �| ≤ W,
∑

i≥1

U(SF �, Qi) ≥ u.

(2)

4 System Architecture

Figure 2 illustrates the global architecture of our framework. It contains two
main parts. Partitioning schema selection and controller. First, given a query
workload, we determine the best data partitioning schema. Next, the controller
interacts with Spark SQL to rewrite queries, launch new configurations, and
collects performance measurements. Precisely, the decision-adaptive activity can
be regarded as an analysis form that it is trying to choose which adaptation
strategy should be started at the current time to maximize the overall utility
that the system will provide during the remainder of its execution. Later, we
rewrite queries using some highly beneficial of the partitioning schema. As last
step, we execute the rewritten workload. Next, we discuss the details these two
parts.

Fig. 2. The overview of system framework.

4.1 Partitioning Schema Selection

The main idea of our partitioning approach, is to build several data partitioning
schemes and merge them together to get a more accurate (having high utility)
and dynamic global data partitioning schema. Precisely, once the data partition-
ing schema for each sub-workload is selected, an algorithm is used to aggregate
over the data partitioning schemes to form the most efficient data partitioning.
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This part contains three components: workload clustering selector, Partition-
ing Schema detector and partitioning schema selector. At first, we use workload
clustering selector to divide the given workload to a number of sub-workloads
such that queries in the same groups are related to one another. Later, we use par-
titioning schema builder to build a fragmentation schema for each query group.
Once the partitioning schemes of the workload clusters have been generated,
their outputs must be combined into a single partitioning schema. The Parti-
tioning Schema selector merges them together to get a more accurate and stable
data partitioning schema. In particular, we use our genetic planner [6]. Finally,
the data allocator place the so-generate fragments over Spark-SQL cluster using
hash distribution.

4.2 Controller

This part contains two components: utility estimator and adaptive schema selec-
tor. Every query issued by users first goes to the utility estimator to compute
the utility U(SF, q). For that, we design a cost model to calculate the cost of
executing a query on a given fragmentation schema. First, utility estimator calls
partitioning schema builder in order to build un fragmentation schema by con-
sidering the new query. After that, we can compute the benefit Bq,SF and the
utility U(SF, q).

When a violation of performance constraints occurs, the new queries causing
the failure are integrated into the fragmentation scheme. Our genetic algorithm
is called again to select the best partitioning plan. First, a starting population
of adaptation strategies is created based on the last exploration phase popula-
tion of the genetic algorithm, as well as adaptation strategies for the updated
offline classes with ad-hoc queries. Then these adaptation strategies are itera-
tively improved by applying a combination of mutation and crossover operators,
with the most efficient plans being more likely to pass to the next generation. It is
expected that this iterative process increases utility over time, thereby reducing
average query evaluation. We emphasize that by reusing exploration candidates,
we reduce the number of evaluations of the fitness function to choose the best
solution.

4.3 Query Rewritten

The query rewritten component will extract the dimensions and predicates from
the query, and then search the partitioning attribute for any predicate which
can provide the data source needed by the query. Upon finding a qualified par-
titioning attribute, the engine will add/replace the original predicate with the
new predicate and then use Spark SQL to execute the query.

In order to reduce the reading of the data, we not only use the fragmen-
tation attributes, but we also use the hierarchy dimension structure [9,21]. We
can distinguish the following two main cases for which such an improvement is
possible.
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Case 1: Queries on “lower-level” attributes of the fragmentation dimension.
In fact, each value of an attribute belongs to a low level in the hierarchy corre-
sponds exactly to one value of the fragmentation attribute. If the query references
all fragmented dimensions, it requires loading a single fragment to run, other-
wise multiple fragments will be loaded. Thus, a rewrite is necessary by adding
predicates on the partitioning attributes to load only the valid tuples needed.

Case 2: Queries on “higher-level” attributes of the fragmentation dimension.
Queries defined on attributes belonging to a high level in the fragmenta-

tion attribute hierarchy also benefit from the fragmentation scheme. This is
because the number of fragments to load will be greater than the previous cases,
since each value of the attribute has several associated values of the fragmenta-
tion attribute. Thus, the number of fragments increases if, and only if, certain
dimensions of fragmentation are involved.

Obviously, all queries defined on fragmented dimensions will also benefit from
the partitioning schema, as in the case of Case 1 and Case 2. Thus, all queries
referencing at least one attribute of a fragmented dimension table benefit from
fragmentation by reducing the number of fragments to be processed.

5 Experimental Results

Our experiments were conducted on a Hadoop parallel cluster with 9 nodes,
configured as 1 HDFS NameNode (master node) and 8 HDFS DataNodes (work-
ers), the nodes were connected through 100 Mbps Ethernet. All cluster nodes
had Linux Ubuntu 16.04.1 LTS as the operating system. On top of that, we
installed Hadoop version 3.1.0, which provides HDFS, and Yarn, and Hive 2.0.0,
with MySQL database (MySQL 5.5.53) for Hive metadata storage. Separately,
we installed Spark 3.1.0 and we configured Spark SQL to work with Yarn and
Hive catalog. The overall storage architecture is based on HDFS. First, we load
the large amount of data on Hive tables in Parquet columnar format. Then, in
the interrogation step, we use Spark SQL to read the Hive partitioned tables We
use the well-known Star Schema Benchmark (SSB) to generate the test data set.
The size of the data set used is 100 G.

In the first experiment, we focused the attention on the impact of fragmenta-
tion threshold. The aim of this experiment is to show the importance of choosing
the best number of fragment to improve the workload performance. For that, we
vary the fragmentation threshold in the interval [100–600] and we calculate the
throughput workload execution.

It clearly follows that since the value of W is smaller than 300, increas-
ing of the fragmentation threshold improves the query performance because by
releasing the fragmentation threshold, more attributes are used to fragment the
warehouse. Although when the value of W is relatively large that decreases the
query performance significantly, as HDFS is not appropriate for small data and
lacks the ability to efficiently support the random reading of small files because
of its high capacity design. This experimental result confirms the importance of
choosing the right number of final fragments to generate and online repartition-
ing may defer further degrade performance.
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Fig. 3. Effect of the fragmentation threshold W on the query performance.

In the rest of the experiments, we fix the fragmentation threshold (W) to
200. We have chosen to fix W to 200 and not to 300 and this to have a flexibility
for the adaptation/repartitionning step.

In the second experiment, we outlined the impact of the using of dimen-
sional hierarchies on query processing. Figure 4 shows the results obtained and
confirms that the use of the dimensional hierarchies improves significantly the
performance as most of the effective characteristics of queries are taken into con-
sideration. Precisely, our fine-grained rewritten allows many query to be confined
too few fragments, thereby reducing I/O. Our Extensive rewritten outperforms
Spark SQL optimizer by average 45% in terms of execution time.
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Fig. 4. Impact of using dimensional hierarchies.

To examine the quality of our genetic based approach, we compared
our genetic based approach with two others partitioning scheme aggregation
approaches by running 100 queries.

– Majority Voting. Rank sub-domains by the number of times they appear in
different partitioning schema.
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– SUKP-Partionning. Compute the utility of each sub-domains for each query,
and rank sub-domains by their maximum utility for the workload. This is
similar to the approach followed by [5].

As shown in Fig. 5(a), the genetic approach outperforms the others two
approaches. Through the genetic operators (crossover and mutation) the app-
roach gives rise to better fragmentation patterns that promote the majority of
queries.
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Fig. 5. Impact of the GA on the query performance.

Placing partitions on nodes is essential to achieve good scalability. In order
to identify the best allocation mode, we compare the round robbin manner with
the hash placement. As depicted in Fig. 5(b) the hash placement is an efficient
way to distribute data since the data of each partition can reside on all nodes.
This ensures that data is distributed evenly across a sufficient number of data
nodes to maximize I/O throughput.

Finally, in the fourth experiment, we focus our study on determining the
minimum threshold of utility for selecting the best adaptive partitioning. To do
this, we set the fragmentation threshold W at 200 (W = 200) and we varied
the utility threshold u from 40 to 80. For each value, we select a fragmentation
schema for each value of u, and we calculate the execution time of the 100
predefined workload and 10 ad-hoc queries. Then, we calculate the utility of the
fragmentation schema according to the obtained execution time and the best
fragmentation schema of each group of queries.

As depicted in Fig. 6, too high or too low utility threshold can significantly
impact the performance of the predefined and ad-hoc queries. Precisely, a high
threshold may result in not obtaining a high utility fragmentation scheme for
ad-hoc queries, but it is sufficiently useful for the predefined workload. Though a
low threshold may result in a less meaningful schema for the predefined queries
and the schema is perfectly adequate for ad-hoc queries. In addition to this, it
should be noted that it is important of carefully choosing the utility desired rate
(u). The administrator must carefully choose the best utility threshold according
to the frequency of change in the workload.
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6 Conclusions

In this article, we have presented an external adaptive and workload-sensitive
partitioning framework for large-scale data. In this framework, we have addressed
several performance issues; these include the limitations of static workload-aware
partitioning, the overhead of rebuilding partitions in HDFS, and also irrelevant
data spark-SQL reads. We have shown that utility-based formalization and the
exploitation of partitioning attribute semantics (dimensional hierarchies) suc-
cessfully address these challenges and provides an efficient Spark-SQL query pro-
cessing framework. Extensive experiments evaluate partition quality, the impact
of parameters, and dimensional hierarchies rewritten efficiency, with encourag-
ing results. We believe that leverages multi-dimensional partitioning with Spark
Adaptive Query processing shows promise to analyze dynamic workloads with
ad-hoc queries in modern big data environments.

Although the obtained results are interesting and encouraging, this work
opens several perspectives: (i) improvement of the adaption policy by using
machine learning techniques, (ii) identifying automatically the best Spark SQL
configuration (dynamic cluster).
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Abstract. The nature of analytical queries executed either inside or
outside of a DBMS increases the redundant computations due to the
presence of common query sub-expressions. More recently, a few largely
industry-led studies have focussed on the problem of identifying benefi-
cial sub-expressions for large-scale workloads running outside of a DBMS
for materialization purposes. However, these works have unfortunately
ignored the large-scale workloads running inside of a DBMS. To align
them in terms of the materialization of beneficial sub-expressions for
dynamic large-scale workloads, we propose a pro-active approach that
uses hypergraphs. These structures exploit cost models towards captur-
ing the common query sub-expressions and materializing the most bene-
ficial ones. Our approach is accompanied by a strategy, which orients the
first δ queries to the offline phase that selects their appropriate views.
To augment the benefit and sharing of the selected views, the initial δ
queries may be scheduled. The online phase manages the pool of views
obtained by the first phase by adding/dropping views to optimize new
incoming queries. We conducted extensive experiments to evaluate the
efficiency of our proposal as well as its cost-effective integration in a
commercial DBMS.

Keywords: Query interaction · Dynamic hypergraphs · View selection

1 Introduction

Repeated computations on redundant data are pervasively invoked in mod-
ern data storage systems designed to intensively process Big Data Analytics
Workflows. The nature of analytical queries increases the recurrent computa-
tions [22]. The management of these overlapping computations arouses interest
in the three major generations of data processing: OTLP (e.g., multi query opti-
mization [21]), OLAP (e.g., materialized view selection [7]), and RTAP (e.g.,
parallel processing of massive datasets [6]). This phenomenon continues to grow.
We would like to highlight an important finding reported in [26] that more
than 18% of queries of real-world workloads of some Alibaba Cloud projects
are redundant; this represents a high number from a sharing perspective. Two
c© Springer Nature Switzerland AG 2021
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queries are considered to be redundant if they are similar or if they share common
sub-expression(s). Identifying highly beneficial query sub-expressions to reduce
computations is known as the problem of Sub-expression Selection (PSS) [8].
PSS is strongly connected to various important problems that we can divide into
two main categories: (i) problems managed inside of a DBMS such as multi-query
optimization [21], materialized view selection [7] and query rewriting [1] and (ii)
problems managed outside of a DBMS like optimizing massive data jobs [6] and
Cloud computing tasks [22].

Materialized view selection problem (V SP ) is one of the most important
problems that uses query sub-expressions. It aims at selecting sub-expressions
that offer high benefit depending on the used objective functions for the whole
workload, while respecting constraints such as storage budget [17], maintenance
overhead [7] and query rewriting cost [1]. V SP has been widely studied in the
literature, especially during the 1990–2000 period, where more than 180 papers
with “view selection” in the title can be found in googlescholar.com. Elegant
solutions have been implemented in leading DBMSs. Unfortunately, they usu-
ally consider only a few tens of static queries [26]. This situation is inadequate
w.r.t. the requirements of today’s analytical applications, where dynamic large-
scale workloads involving redundant sub-expressions are considered. In parallel,
research efforts conducted in managing massive user jobs and cloud queries have
largely succeeded in dealing with large-scale workloads. For instance, BIGSUBS
system [8] has been able to manage workloads ranging from 2000 to 50,000 sub-
expressions with the goal to materialize some of them. Based on this assessment,
we figure out that the defenders of outside the DBMS outperform the defenders
of inside the DBMSs in managing large-scale workloads. This situation has to
be equilibrated among both of these defenders. One of the leading DBMS ven-
dors presented a paper in VLDB’2020 [1] that tackles V SP under three prop-
erties: only a few of the views are selected, with reasonable sizes, that optimize
joins and groupings, and can rewrite a substantial number of current and future
workload queries. The authors of this paper promote the idea of developing pro-
active approaches for V SP , but they do not develop it adequately to address its
complexity and implementation. Another point concerns the use of 650 queries
running on a star schema [1] to evaluate the fixed requirements. This represents
a significant number compared to previous studies conducted by academia and
industry.

With the motivation of selecting views for dynamic large-scale workloads
inside of a DBMS, in this paper, we propose to deal with the PSS to capture
the most beneficial common sub-expressions. To do so, we first start by ana-
lyzing the existing studies dealing with massive user jobs and Cloud queries to
identify the key features allowing them in managing large-scale workloads. We
determined that they use graph structures to capture the common query sub-
expressions [8,26]. In [26], the problem of sub-expression selection is modeled
as a bipartite labeling problem and then design an Integer Linear Program-
ming to solve them, which aims at maximizing the utility by selecting optimal
common sub-expressions to be materialized. Jindal et al. [8] proposed a vertex-
centric programming algorithm to iteratively choose in parallel sub-expressions

http://googlescholar.com/
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to materialize for large-scale user jobs. In inside of DBMS findings, to the best of
our knowledge, the sole work that uses hypergraphs to capture common query
sub-expressions has been proposed in [4]. The usage of hypergraphs is moti-
vated by their capacity of managing complex problems and their partitioning
tools. Certainly, these studies manage large-scale workloads, but fail to consider
their dynamic aspect. The diversity of data analysts and the changing busi-
ness directives make the query workload more dynamic [19]. This dynamism
has contributed to increase the research studies on self-tuning and autonomous
databases [1,14]. Several reactive approaches such as DynaMat [11], WATCH-
MAN [20], and MQT advisor [16] for dynamic materialized view selection have
been proposed. The main characteristic of these approaches is that they react
to transient usage, rather than relying purely on a historical workload [15].

In this paper, we propose a pro-active approach to capture most benefi-
cial common sub-expressions and materializing them by respecting the storage
constraint. The maintenance constraint is not studied in this paper. Since our
queries arrive dynamically, based on a threshold, the first δ incoming queries
are routed to the offline phase. Their common sub-expressions are captured by a
hypergraph. Cost models are used to compute the benefit of each sub-expression.
To augment the sharing of views, these queries may be scheduled. The online
module exploits the findings of the first module to optimize the coming queries
through three actions: (i) the use of the already selected views, (ii) the elimina-
tion of less beneficial ones, and (iii) the selection of new ones as in the offline
phase.

The paper is organized as follows: Sect. 2 gives our related work. Section 3
presents our background. Section 4 describes in details our proactive approach.
Section 5 presents our validation. Section 6 concludes the paper.

2 Related Work

The problem of subexpression selection is the centrality of several important
Inside and Outside DBMS problems such as V SP , multi-query optimization,
query scheduling, processing of user jobs over massive datasets, and the estima-
tion of the cardinality of these subexpressions.

With regard to V SP , several formalizations have been proposed including
different non-functional requirements and constraints. These formalizations have
been accompanied by a large variety of algorithms [12], most of them consider
a small set of static queries. This contradicts the ad-hoc nature of analytical
queries [8]. Yang et al. [24] are considered as the pioneer that consider simulta-
neously the problems of selection subexpressions and materialized views. They
proposed a greedy and 0–1 integer programming solutions to select the most
beneficial expressions by considering only few queries. To deal with the dynamic
nature of analytical queries a couple of systems have been proposed such as
Dynamat system [11]. It monitors permanently the incoming queries and uses a
pool to store the best set of materialized views based on a goodness metric and
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subject to space and update time constraints. These systems are not designed
to anticipate future queries and use their common subexpressions to materialize
them.

Multi-query optimization problem has been studied in the inside and outside
DBMS contexts [18]. It consists in finding the best merging of query plans that
optimizes the whole workload. Contrary to V SP , this problem does not consider
constraints such as storage space. It is proven as NP-hard in [23]. Optimal algo-
rithms have been proposed considering reasonable workloads [23]. To deal with
large workloads involving huge common subexpressions, recently, approximate
algorithms have been proposed in time quadratic to the number of common
subexpressions [10]. The work proposed in [24] is the pioneer in the context of
data warehouse, where it considers the results of a multi-query optimization solu-
tion to select materialized views. Although its novelty at that time, their work
considers less than ten queries. To counter the scalability issue, hypergraphs
have been proposed in [3,13] for coupling these two problems by considering
static workloads. To deal with the dynamic aspect of workloads, a couple of
research efforts consider query scheduling. In [16], a dynamic formalization of
V SP is given by considering query scheduling policy based on a genetic algo-
rithm. Their solution is strongly dependent on the DB2 advisor and manages
just over a hundred queries. SLEMAS system proposed in [3] consider query
scheduling when materializing a large set of static queries,

The above ideas have been revisited and leveraged to the context of Cloud
query processing and user jobs for massive datasets [22] by considering graph
structures to manage large scale workloads. An interesting recent direction has
to be highlighted that consists in using deep learning and reinforcement learning
to estimate the benefit of common expressions in optimizing the whole workload,
their cardinality [26], and to select join order of workload queries that impact
the selection of these common subexpressions [25].

3 Background

In this section, we present fundamental notions and definitions that facilitate
the description of our proposal.

Definition 1. A hypergraph H = (V,E) is defined as a set of vertices V (nodes)
and a set of hyper-edges E, where every hyper-edge connects a non-empty subset
of nodes [5]. A hypergraph can be represented by an incidence matrix, where
its rows and columns represent respectively vertices and hyperedges. The (i, j)th
value in the matrix is equal to 1 if vertex vi is connected in the hyperedge ej,
and is 0 otherwise.

Definition 2. The degree of a vertex vi ∈V, denoted by d(vi) represents the
number of distinct hyper-edges in E that connect vi.
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Fig. 1. From a SQL query to hypergraph (a) and Query tree (b)

Fig. 2. The global architecture of our proposal

Hypergraphs are a powerful structure to represent the relationships that may
exist in complex systems such as query processing [2]. An analytical query can
represented by a hypergraph with one hyperedge representing the query and
the nodes define the query operations (joins and selections) [3]. To illustrate
this point, let us consider the following analytical query Q defined on the star
schema benchmark (SSB)1 that contains a fact table Lineorder (LO) and four
dimension tables Customer (CU), Supplier (SU), Part (PA), and Dates (DA).

Q: SELECT d_year, s_nation, p_category, sum(lo_revenue - lo_supplycost) as profit
FROM DATES Da, CUSTOMER Cu, SUPPLIER Su, PART Pa, LINEORDER Lo
WHERE lo_orderdate = d_datekey (J1) and lo_suppkey = s_suppkey (J2)
AND lo_custkey = c_custkey (J3) and lo_PARTkey = p_PARTkey (J4)
AND c_region = ’AFRICA’ and s_region = ’AFRICA’ and d_year = 1992 and p_mfgr = ’MFGR#4’
GROUP BY d_year, s_nation, p_category ORDER BY d_year, s_nation, p_category;

1 http://www.cs.umb.edu/∼poneil/StarSchemaB.pdf.

http://www.cs.umb.edu/~poneil/StarSchemaB.pdf
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Q contains 4 joins and 4 selections. In our case, if a join is subject to filter
condition(s) (selection(s)), then, its node has to include these selections. The
hypergraph and its incidence matrix of our SQL analytical query are shown in
Fig. 1.

From the query hypergraph, the algebraic tree can also be generated if the
type of join processing tree (e.g., left deep, right deep, and bush) and the join
order are a priori known. The query tree in Fig. 1(b) is obtained by considering
left deep strategy and the following join order (DA �� LO �� SU �� CU �� PA).

4 Proactive Selection of Common Subexpression to
Materialize

At this point, we have all ingredients to present our proactive approach to cap-
ture common subexpressions for materialization purposes. It includes an offline
phase that manages a set of the first queries Qoff based on a given threshold
δ and an online phase that deals with the new arrival queries. Figure 2 gives all
components of our approach.

The Offline Phase. It is composed of the following modules.

Fig. 3. Global hypergraph (Color figure
online)

Global Hypergraph Construc-
tion: After parsing each query to iden-
tify its joins and selections, it builds
the hypergraph of Qoff using two
main primitives: add-node() and add-
hyperedge(). The hyperedges of this
hypergraph represent the queries in
Qoff , whereas vertices define joins
(and their selections) of Qoff . A
hyperedge ei connecting a set of ver-
tices corresponds to a join node that participates in the execution of a query
Qj ∈ Qoff . The construction of this global hypergraph extends this for a single
query, by maximizing sharing among nodes.

To illustrate this module, let us consider 8 queries2. The obtained global
hypergraph contains two disjoint components including respectively GH1 :
(Q1, Q5, Q7, Q8) and GH2 : (Q2, Q3, Q4, Q6) as shown in Fig. 3. Having a hyper-
graph with two components is explained by the fact that several queries do not
share selections. Our hypergraph contains three nodes J1, J5 and J8 with a high
sharing that will be candidates for materialization.

Hypergraph Partitioning: To facilitate the management of our global
hypergraph, its partitioning into sub-hypergraphs is required. This parti-
tioning has to maximize the query interaction in each sub-hypergraph and
minimize their connections. To perform this partitioning, we adapt the hMeTiS

2 available at: https://drive.google.com/file/d/1s6StU4iXdQZlDJ0b9shoMAqdf9my
CviI/view?usp=sharing.

https://drive.google.com/file/d/1s6StU4iXdQZlDJ0b9shoMAqdf9myCviI/view?usp=sharing
https://drive.google.com/file/d/1s6StU4iXdQZlDJ0b9shoMAqdf9myCviI/view?usp=sharing
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Fig. 4. From hypergraph to unified query plan

algorithm [9]. Contrary to hMeTiS, where the number of final partitions is known
in advance, in our case this number is unknown. The partitioning process of our
hypergraph is performed using two rules: (R1) the set of vertices is divided if
and only if the number of hyperedge cutting is null and (R2) Each bisection
resulting from the hypergraph partitioning is divided in the same way until no
more divisible hypergraph is found.

Unified Query Plan Generation: This module aims at generating the unified
graph plan (UQP) for each sub-hypergraph. The transformation follows three
main steps: (i) choosing a pivot node that corresponds to the node that offers
the best benefit if it is materialized. The benefit of each node ni is calculated
as follows: benefit(ni) = (nbr use − 1) × process cost(ni) − constr(ni), where
nbr use, process cost(ni) and constr(ni) represent respectively the number of
queries that use the join node ni, the processing cost of ni, and the construction
cost of ni. (ii) Transforming the pivot node from the hypergraph to the oriented
graph. (iii) Removing the pivot node from the hypergraph. Figure 4 illustrates
this step, where the J5 and J8 are selected as candidates’ views.

Query Scheduling: To increase the benefit and reusing of materialized views,
we propose to reschedule the queries in Qoff . The scheduler is based on maxi-
mizing the benefit of reusing nodes, so the order is guided by nodes. To clarify
this module, let us consider the hypergraph component GH2 illustrated in Fig. 3,
in which 4 queries are involved. Two join nodes are candidates for materializa-
tion: J5 and J8 represented by green nodes. The first step of our process is to
order the join nodes according to their benefits. Secondly, each query is assigned
to a weight calculated by summing the benefit of its used nodes with maximal
benefit. Finally, we order queries according to their weights. Figure 5 illustrates
the scheduling process.
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Fig. 5. Query scheduling process (Color figure online)

4.1 The Online Phase

Two main modules characterized this phase.

– Enrichment of our Hypergraph. This enrichment is performed by placing
the incoming queries in their appropriate components and materializing the
most shared joins dynamically identified. In order to increase the reuse
of materialized views already selected and stored in the pool of a sub-
hypergraph SHGt

i, we define a metric for the incoming query Qt called
Nbr Shared V iews(Qt, SHGt

i) defined by the following equation:

Nbr Shared V iews(Qt, SHGt
i) = |Joins(Qt)

⋂
PoolSGHt

i | (1)

Finally, Qt is placed in the component that maximizes this metric. In the
case, where Qt does not share any materialized views with the existing sub-
hypergraph, Qt is placed in the component that shares with it the maximum
of join nodes.

– Dynamic Re-Selection of Materialized Views. The dynamic and continuous
arrival of queries produce a massive number of views to materialize which
violates the storage space constraint. To cope with this issue, we put forward
a strategy that consists in materializing the most shared joins that can be
used by future incoming queries. To do that, we repeat the following process
at each arrival of a new query to a component until the saturation of the
fixed storage space: At the arrival of a new query Qt and its placement to
its subhypergraph SGHt

i , we calculate the benefit of each join of Qt using
the benefit metric. Afterward, we check if there are joins having a positive
benefit. If the storage space is saturated, we drop the materialized views
having the least benefit in the pool of this subhypergraph and we replace
them by materializing beneficial joins of the current query. To illustrate our
dynamic strategy for managing ad-hoc and dynamic queries, an example is
given in the Fig. 6 by considering the same query workload and hypergraph
considered in the previous examples.
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Fig. 6. The optimization process of a new incoming query

5 Experimental Study

This section shows the results of our experiments that we conducted to evaluate
the efficiency and effectiveness of our proposal. We use the following environ-
ment: a server with E5-2690V2, 3 GHz processor, 24 GB of main memory, and
1 TB of the hard disk. The SBB schema is deployed in Oracle 12c DBMS. Our
proposal is compared against two existing approaches: Yang [24] and Phan [16],
since they tackle the same problem.

Scalability Issue. In this experiment, we study the capacity of three approaches
in dealing with a large-scale workload. To do so, we vary the size of our work-
loads from 1000 to 5000 queries. The obtained results are depicted in Fig. 7. They
show the scalability of our approach and the limitation of Yang’s algorithm in
managing large-scale workloads. The use of hypergraphs and the adaptation of
hMeTis partitioning are some key factors of this scalability. The genetic algo-
rithm proposed by [16] explores the search space of n! representing the number
of permutations to find the best scheduling. The results obtained by Phan’s

Fig. 7. Scalability comparison Fig. 8. Number of optimized queries
and selected views
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approach show the difficulty of their genetic algorithm in managing large-scale
workloads, whereas our approach schedules a small set of queries based on the
most beneficial common subexpressions.

Number of Selected Materialized Views and Their Benefit. Selecting
a small set of materialized views optimizing the whole workload is one of the
important quality metrics recently highlighted by a leading DBMS editor [1].
Therefore, we conducted experiments to evaluate this metric by considering a
workload of 1 000 queries randomly generated from the SSB benchmark. Figure 8
shows the obtained results. The main lesson of these experiments is that our
approach selects fewer views and optimizes more queries. This is because its
functioning is based on materializing common subexpressions with a high sharing
and benefit. Like in Phan’s approach, these results are obtained thanks to drop
unnecessary views and scheduling queries in the offline phase.

Quality of Our Cost Models. Our proposal is based on one important com-
ponent representing mathematical cost models related to query processing cost
with/without views, the construction cost of materialized views, and storage con-
straints. These cost models are found in [3]. The obtained results are reported
in Fig. 9 which confirms the results obtained by our used DBMS.

Fig. 9. Processing/maintenance costs of three approaches.

Fig. 10. Oracle validation

Oracle Validation. The goal of this
experiment is to validate the results
obtained theoretically in a real DBMS.
To do this, we consider a workload of
100 queries running on a data ware-
house with 30 GB deployed in Ora-
cle 12c DBMS. The storage space for
materialized views is set to 60 GB. Our
obtained results by our proposal are
deployed on Oracle 12c. The obtained
results in terms of execution time
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(in secs) are reported in Fig. 10. We observe that our approach outperforms the
others. The obtained results coincide with those obtained theoretically. Both
confirm the efficiency of our approach.

Impact of the Threshold δ on Query Processing Cost. In this experiment,
we first evaluate theoretically and in Oracle 12c the overall processing cost of
a workload of 100 queries by varying the offline threshold value. We observe
in Fig. 11a, 11b an inverse relationship between the threshold values and the
processing cost. At each increase in the threshold value, the processing cost
decreased until the threshold value reaches 70 which represents the stability
point of the processing cost optimization.

Our Wizard. Based on our findings, we have developed a tool, called ProRes
Fig. 12 inspired by the well-known commercial advisors allows assisting DBA in
their tasks when selecting materialized views for large-scale workloads. ProRes
is developed using Java and integrates all our cited phases. A video showing all
functionalities of our ProRes is available at: https://www.youtube.com/watch?
v= 1p0RNkg9dw&ab channel=MustaphaChabaMouna.

Fig. 11. The effect of the threshold

Fig. 12. An example of functioning of ProRes.

https://www.youtube.com/watch?v=_1p0RNkg9dw&ab_channel=MustaphaChabaMouna
https://www.youtube.com/watch?v=_1p0RNkg9dw&ab_channel=MustaphaChabaMouna
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6 Conclusion

In this paper, we attempt to convince the defenders of inside DBMS of the urgent
need of augmenting this nice technology by the recent results obtained by the
defenders of outside DBMS in managing large-scale jobs and Cloud queries.
Today, analytical workloads involve very large sets of dynamic and interacted
queries. Several companies are still using traditional DBMSs that have to manage
and optimize these workloads. To do so, we propose to study simultaneously
the two correlated problems that consist in selecting common subexpressions of
queries and materialized views. We propose the usage of hypergraphs to capture
the common subexpressions due to their scalability offered by their partitioning
mechanism. A proactive approach composed of two phases: an offline phase for
optimizing the first queries δ based on a given threshold. The other coming
queries are managed by the online phase that exploits the selected views of the
offline one. Our approach keeps only beneficial views and schedules queries to
improve the benefit of selected views. Our approach is compared against the
pioneering work that studied the problems of selecting common expressions and
materialized views and another one dealing with materialized views and query
scheduling. A wizard is also developed to support our findings. The obtained
results are encouraging. We believe that our findings will have a great impact
on the current DBMSs in optimizing large-scale workloads. Currently, we are
integrating our proposal into PostgreSQL DBMS.
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Abstract. This work addresses the problem of recommending lifelong
pathways, i.e., sequences of actions pertaining to health, social or pro-
fessional aspects, for fulfilling a personal lifelong project. This problem
raises some specific challenges, since the recommendation process is con-
strained by the user profile, the time they can devote to the actions in
the pathway, the obligation to smooth the learning curve of the user. We
model lifelong pathways as particular chain composite items and formal-
ize the recommendation problem as a form of orienteering problem. We
adapt classical evaluation criteria for measuring the quality of the recom-
mended pathways. We experiment with both artificial and real datasets,
showing our approach is a promising building block of an interactive
lifelong pathways recommender system.

Keywords: Chain composite item recommendation · Orienteering
problem

1 Introduction

We consider in this work the problem of building a recommendation system to
support social actors and beneficiary users in the interactive co-construction of
a personal lifelong project, for example the assistance of job seekers, or elderly
home support. Such a system would help different social actors to interact for
building a personal project for beneficiaries from a very large set of possible
actions pertaining to health, social or professional aspects. Such actions have
an intrinsic cost, they should complement well one another and be relevant
for the beneficiary, and doable in a period of time suitable for the beneficiary.
We denote the long-term sequence of actions proposed to beneficiaries as their
lifelong pathways. Recommending lifelong pathways raises many challenges: (i)
formalizing the recommender output, i.e., lifelong pathways, (ii) formalizing the
problem of computing pathways adapted to beneficiary users, (iii) determining
the quality of the recommended pathways.
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Fig. 1. Pathway Recommender System (PRS). P1, P2 and P3 relate to the formal
problems defined in Sect. 2.

Let’s consider the example of Alice as pictured in Fig. 1 who wants to know
how to achieve her personal long-term goal (apply to an accountant position).
Alice has already achieved a diagnosis of her current situation, similar to previous
beneficiaries for which diagnoses and pathways were observed beforehand. The
objective of the pathways recommender system (PRS for short) is to determine
from there what would be the most relevant next actions for Alice to undertake to
achieve her long-term goal. This is a complex problem as it is heavily constrained:
Alice has a limited time budget, and has to follow a certain learning curve
so that each new action can easily build over the previously achieved actions.
As a consequence, PRS has to estimate from previously observed beneficiaries,
diagnoses, actions and their respective pathways, what would be the cost and the
relevance for Alice to undertake an action. Similarly, the PRS needs to estimate
a distance between actions to smooth the learning curve of Alice. Finally, the
number and the diversity of actions make this problem difficult to solve.

In this paper, we contribute with a first approach that sets the bases of
lifelong pathways recommendation. We model the problem, study its complex-
ity, propose a resolution and optimizations, as well as evaluation criteria. Con-
sistently with previous works, we consider that recommending such composite
items calls for non traditional recommendation approaches [2]. More precisely,
we consider lifelong pathways as particular chain composite items (CCI) [8,10]
built from atomic actions, that have to satisfy the classical CCI properties of
maximality (in terms of relevance), validity (in terms of beneficiary budget), and
compatibility (in terms of action composition). The recommendation problem is
formalized as a form of orienteering problem [6,13], for which we implemented
two approaches for finding exact and approximate solutions. We adapt classi-
cal evaluation criteria for measuring the quality of the recommended pathways.
We experiment with both artificial and real datasets, showing our approach
is a promising building block of an interactive lifelong pathways recommender
system.

This paper is organized as follows. Section 2 gives the formal background and
defines the problem, while Sect. 3 presents our approach. Section 4 details the
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experimental validation. Section 5 discusses related work, and Sect. 6 concludes
and draws perspectives.

2 Formal Definitions

In this section, we briefly define the concepts on top of which we build our
problem statement for the recommendation of lifelong pathways to beneficiaries.

2.1 Model

We consider a set A of atomic actions representing various personal, professional
or health steps that can be undertaken by a beneficiary to further his life goal.

Each action a ∈ A is associated with a cost noted cost(a) that represents the
action difficulty. Given two actions a1, a2 ∈ A, we consider a distance between
them, noted dist(a1, a2) that represents how smooth the progression of the ben-
eficiary would be by pairing these two actions in a pathway.

In what follows, action costs and distances constitute the action profiles.
Notably, we do not differentiate between types of actions, since this would be
use case-dependent. However, they could be easily introduced by adapting cost
and distance measure.

A beneficiary b is represented by a tuple of features
−→
f , called a diagnosis

(see Sect. 4.1 for examples of features).
A profile for b is a vector of relevance scores, one for each action. For a

beneficiary b and an action a, we note relb(a) the relevance of b in a. Given a
beneficiary b and a set of actions A, a pathway pb for b is a sequence of actions
from A.

2.2 Problem Formulation and Complexity

Our recommendation problem has the following inputs: (i) a set of actions A
for forming pathways, (ii) a set of former beneficiaries B represented by their
diagnoses D and the set of pathways P they have undertook, formed by actions
in A, (iii) a new beneficiary b with diagnosis

−→
f . The problem consists of recom-

mending for b a pathway pb with actions of A, based on D, P and
−→
f .

We decompose our recommendation problem in three sub-problems:

P1 compute action profiles in terms of action cost and distance between actions,
P2 compute a user profile in terms of relevance in actions,
P3 compute recommendations of pathways.

Problem 1 (Action profiles). Let B be a set of beneficiaries, A be a set of
n actions and P be a set of pathways with actions in A, for the beneficiaries
in B. The problem consists of computing a profile for each action a of A, i.e.,
cost(a) ≥ 0 and, for all a′ ∈ A, a metric dist(a, a′).
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Problem 2 (Beneficiary profile). Let B be a set of beneficiaries, A be a set
of n actions and P be a set of pathways with actions in A, for the beneficiaries in
B. Let b be a new beneficiary not in B, with diagnosis

−→
f . The problem consists

of computing a profile for beneficiary b, i.e., a vector of relevance score for each
action in A, noted

−→
b = 〈relb(a1), . . . , relb(an)〉.

Problem 3 (Pathway recommendation). Let A be a set of n actions, each
associated with a positive cost cost(ai) and a positive relevance score relb(ai).
Each pair of action is associated with a distance dist(ai, aj). Let b be a beneficiary
with profile

−→
b , and let t be a budget in terms of days left to the beneficiary for

fulfilling the recommended pathway. The optimization problem consists in finding
a sequence pb = 〈a1, . . . , am〉 of actions, ai ∈ A, without repetition, with m ≤ n,
such that:

1. maximize
∑m

i=1 relb(ai) (maximality)
2. minimize

∑m−1
i=1 dist(ai, ai+1) (compatibility)

subject to

3.
∑m

i=1 cost(ai) ≤ t (validity).

Complexity of P3. Problem P3 is strongly NP-hard [7] since the TSP can be
reduced to it. Indeed, any instance of TSP can be turned into an instance of
P3 by assigning a cost of 0 to all cities along an relevance of 1 and leaving the
distance unchanged, it is then trivial to show that an optimal solution to this P3

instance is optimal for the original TSP instance. This result means that, unless
P = NP , P3 can only be solved to optimality by algorithms with a worst-case
time complexity in A∗(cn), with c a positive root and n the size of A.

3 Problem Resolution

To remain close to what is empirically observed, problems P1 and P2 are mostly
treated as learning problems, where distances between actions and the relevance
of an action for the beneficiary are learned from the set of existing diagnoses and
pathways, that were devised by professional social actors. The cost of an action
can be more trivially extracted from past pathways available data.

3.1 Computing Action Profiles (P1)

We model each action a in A as a vector of features, computed as the average of
diagnoses of former beneficiaries who were recommended the action a. The cost
of actions is simply fixed to the median time spent for each action, as reported in
the set of past pathways P . The median is used due to its robustness to extreme
values. Note that, should this information be unavailable, a machine learning
based approach similar to the ones described next for distances and relevance
computation, should be applied.
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Learning distances between actions corresponds to a traditional metric learn-
ing problem. Classical approaches addressing this problem include (i) transfor-
mation to classification task [5,9,14], or (ii) weekly-supervised metric learning
[15]. Regarding (i), distances are usually linear combinations of feature-wise dis-
tances between objects, obtained by fitting a linear classifier (e.g., SVM) over
pairs of objects labeled positively if objects should be in the same group and
negatively otherwise.

As to (ii), weekly-supervised metric learning approaches aim at defining a
new space based on input pairwise Must-Link or Cannot-Link constraints that
specify respectively if two points should be close or distant in the output space.
A traditional method is to learn a generalized Mahalanobis distance [15], that
is basically a generalization of the Euclidean distance defined as follows:

dM (a1, a2) =
√

(a1 − a2)tM(a1 − a2) (1)

with (a1, a2) ∈ A2 and where M � 0 is a positive semi-definite matrix to
ensure that dM is a proper metric. In its simplest form, i.e. when M = I,
dM is a Euclidean distance and when M is diagonal, dM changes the relative
weights of each features in the computation of the distance. Finally, in the general
case, it can express more complex scaling and relations between features. The
method proposed in [15] relies on the following optimization problem to find the
expression of M :

min
M

∑

(ai,aj)∈S

d2M (ai, aj) (2)

s.t.
∑

(ai,aj)∈D

dM (ai, aj) ≥ 1 (3)

M � 0 (4)

where S (resp. D) is the set of constraints indicating that 2 actions should (resp.
should not) appear in the same pathway in our case. Equation (3) is added to
avoid the trivial solution M = 0. We followed this approach to learn the distances
between actions.

3.2 Computing Beneficiary Profile (P2)

Preliminaries. Recall from Sect. 2.2 that any beneficiary b ∈ B is represented
by a tuple of features

−→
f = 〈b1, . . . , bf 〉. It is then possible to determine for

each action a ∈ A if beneficiary b has undertaken it. Thus, each action a can
be represented as a tuple of f features −→a , whose values are set as the average
values observed for the beneficiaries b ∈ B that undertook a in their respective
pathways:

−→a =
1

|B|
∑

b∈B

〈b1, . . . , bf 〉 (5)
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Collaborative Relevance Score. As can be seen in Fig. 1, the set of former path-
ways can be seen as a graph of the actions that were undertaken in the past.
While this graph could have been used to extract action popularity scores for
instance using Page Rank or centrality measures, which may be useful for rec-
ommending popular actions, our goal is to compute a different profile for each
new beneficiary. As such, our problem is close to a cold start problem for a new
user, for which we use a hybrid approach (in the sense of [11]), leveraging both
the beneficiary diagnosis and the former diagnoses and pathways.

Precisely, we define the collaborative relevance of action a ∈ A for beneficiary
b by the probability relb(a) = P (a|b) that beneficiary b undertakes the action
a. We express this problem as a traditional binary classification task aiming to
predict True if action a is relevant for b or False otherwise, based on the diag-
nosis

−→
f of b. We use a naive Bayes approach to obtain the expected probability

values. By generalizing the prediction for a beneficiary based on the observations
over past beneficiaries, this score accounts for a collaborative score of relevance.

3.3 Pathway Recommendation (P3)

Problem P3 can be seen as an extension of the orienteering problem [12] with
service time. Such problem was already formulated in the Exploratory Data
Analysis community, to find a series of relevant queries [6]. We choose to use the
Mathematical Integer Programming (MIP) model proposed by [4] as we expect
most instances to be small enough for an exact solution to be tractably found by
a state-of-the-art solvers like CPLEX. Such model allows to trivially add linear
constraints on a case by case basis, whenever needed. For efficiency purpose, the
resolution of such problems classically reformulates the initial multi-objective
problem into a single objective problem (the maximization of the relevance)
and rewrites the last two remaining objectives (minimizing the time budget and
the distance) as so-called epsilon constraints with upper bound on the time
budget and the distance [4]. This reformulation benefits from single objective
optimization mechanisms available in CPLEX.

For those larger instances of the problem that could not be handled by
CPLEX, we also implemented a simple greedy algorithm to efficiently compute
approximate solutions to P3. Its principle is as follows. It starts by picking the
most relevant action, and then adds subsequent actions by computing a score by
dividing relevance by distance, and picking the actions achieving the best score.
A windowing system is used to limit the number of comparisons (the larger the
window, the greater the number of best relevant actions considered). Addition-
ally, at each iteration, costly actions not respecting the remaining budget are
pruned.

4 Tests

This section describes the experiments conducted to evaluate our approach. They
answer 2 main questions: (i) how effective is our PRS approach to recommend
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lifelong pathways?, (ii) to which extent PRS scales to larger instances of the
problem, i.e., to a larger population of possible actions?

Problems 1 and 2 where solved using Python, sklearn library providing an
implementation of a Naive Bayes classifier, and metric-learn library providing
the implementation of the algorithm proposed by [15]. The mathematical model
relies on CPLEX 20.10 and is implemented in C++1. The greedy algorithm,
GreedyPRS, is implemented in Java.

4.1 Effectiveness of PRS

Dataset. In this first test, we use a real dataset named “French RSA2” composed
of 2812 user diagnoses and 56 actions, with 14 descriptive features that represent
a set of beneficiary contextual information such as “need for housing assistance”,
“need for childcare”, “health diagnosis”, “searching for a job”, etc. A few null
values were replaced with the most frequent ones.

Evaluation Criteria. Our evaluation scheme uses classical evaluation metrics for
recommender systems, namely precision and recall of the discovered composite
items when compared to the real pathways that were undertaken by the benefi-
ciaries. However, as the recommendation task is complex, we consider precision
and recall at a certain similarity threshold. In what follows, we denote by ∼ a
similarity function between actions. We consider that there is a match between
a recommended action and an expected action from the pathway if their similar-
ity exceeds a threshold that is a parameter of the precision and recall measures,
similar to what is done in [1,5].

More formally, considering: (i) the set of all actions A, (ii) a real path-
way P as a set of s actions {pj}j∈[1,s] and, (iii) the set R of m recom-
mended actions {ri}i∈[1,m] produced by PRS, we define the True Positive set
as TP = {r ∈ R | r ∼ p, p ∈ P}, the False Positive set as FP = R \ TP
and the False Negative set as FN = {a ∈ A \ R | a ∼ p, p ∈ P}. From these
sets, it is possible to compute, Recall = |TP |

|TP |+|FN | , Precision = |TP |
|TP |+|FP | and

F1-measure = 2 Precision·Recall
Precision+Recall .

Methodology. As explained in Sect. 3.3, P3 is handled by reformulating objectives
as epsilon constraints for which an upper bound has to be provided. We experi-
ment with several values for these bounds. Noticeably, we consider 3 thresholds
for the cost constraints expressed as the run time of actions, respectively 207, 364
and 601 days as these are the average observed period of time for respectively,
below 25 years old (y.o.), between 25 and 55 y.o. and above 55 y.o. to go back to
work after an unemployment period3. Similarly, for the distance constraint we

1 https://github.com/AlexChanson/Cplex-TAP.
2 RSA stands for Revenue de Solidarité Active and is French form of in work welfare

benefit aimed at reducing the barrier to return to work.
3 These are the most related official indicators that we found on the topic of social

assistance giving hints how to set these thresholds in case of RSA social benefit.

https://github.com/AlexChanson/Cplex-TAP
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consider 3 distance thresholds: 3, 4, and 5 that allows to run several actions in
one recommended pathway.

Figure 2 provides histograms of the distributions of run time costs and dis-
tances which assess the choices for the aforementioned thresholds.

Fig. 2. Histograms of observed run time cost for the actions in the French RSA dataset
(left) and histogram of distances between actions (right).

In order to assess the accuracy of our metric learning, we run a comparison
with a simple Euclidean distance on all the previous scenarios. Finally, a 3-fold
cross validation is set up to ensure that train and test sets are well separated
and to produce average values.

Results. Figures 3, 4 and 5 summarize the main results of our experiments in
terms of F-Measure at a given similarity threshold. Note that Figs. 4 and 5
represent different groupings of the same data, averaging distance and time,
respectively. Results presented are averaged by the 3-fold cross validation process
and standard deviation around each mean is represented as light color areas
around the plots. Importantly, the similarity is expressed as a function of the
distance d(a1, a2) between actions as follows: sim(a1, a2) = 1/(1 + d(a1, a2)).

Figure 3 and 4 show the importance of the distance between actions in our
method. Indeed, Fig. 3 presents results with a traditional Euclidean distance
between actions, that does not benefit from external knowledge of which actions
should be grouped together to better fit the observed pathways. Also, the lower the
similarity threshold on theses figures, the easier it is to find a match between a rec-
ommender and an observed action, and the more likely the F-measure score is to
be high. Consistently with this observation, both Figs. 3 and 4 show a decreasing
F-Measure score with the increase in similarity threshold. However, our learned
distance between action allows for a very high F-Measure until the similarity score
is close to 1 while the traditional Euclidean distance falls for smaller similarity
thresholds. Interestingly, in both cases, the F-Measure score when looking for a
perfect match (similarity threshold = 1) are close to 0.3 but with slightly better
performances for the tuned metric. Finally, the F-Measure score is higher in case
of short-term pathways which is normal as it is easier to predict for short period
of time and shorter sequences for which it is easier to improve the recall.
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Fig. 3. F-measure scores computed for different similarity thresholds for 3 run time
costs thresholds. Distance between action is set to an Euclidean distance.

Fig. 4. F-measure scores computed for different similarity thresholds for 3 run time
costs thresholds. Distance between action is learned as explained in Sect. 3.1.

Fig. 5. F-measure scores computed for different similarity thresholds for 3 distances
thresholds. Distance between action is learned as explained in Sect. 3.1.
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Figures 4 and 5 show that Problem P3 can be solved as efficiently if we
consider constraints on the time budget as in Fig. 4 or the maximal distance as
in Fig. 5. All in all, the formulation of the resolution of P3 with epsilon constraints
does not seem to be the limiting factor in the observed F-Measure results. In the
next section, we study the influence of the number of actions on the resolution
of Problem P3.

4.2 Scaling to Larger Instances

For our scalability test, in order to understand what is the maximum number
of actions PRS can handle, we generated 8 artificial datasets as follows. We
first used a KDE-gaussian kernel to fit the distributions of relevance, cost and
distance, respectively, with the samples obtained from the real dataset used for
the effectiveness tests. We then generated 8 datasets of increasing sizes (100,
200, 300, 400, 500, 1000, 5000, 10,000), representing the inputs of P3 by draw-
ing relevance, cost and distance following the distributions obtained with the
estimator.

We run CPLEX on each dataset, setting a time out of 1 h. This test was
conducted on a Fedora Linux (kernel 5.11.13-200), workstation running CPLEX
20.10 on a Intel Xeon 5118 with 256 GB of main memory. The results, depicted
in Fig. 6, are as expected and illustrate the hardness of the problem. For sizes
above 500 actions, the time out of one hour was reached.

Fig. 6. Scalability of P3 (exact)

We also run greedyPRS on the 8 datasets, varying budget (from 100 to
1000) and window size (from 10% to 100% of budget). For scalability testing,
we report only the results for dataset 10,000. As shown in Fig. 7(a), contrary
to the exact resolution by CPLEX, greedyPRS solves much larger instances of
the problem in milliseconds. Of course, because of the simplicity of the greedy
algorithm, solutions may not be feasible since the distance espilon-constraint is
not checked. To understand the quality of the solutions found by greedyPRS, we
also run it on the French RSA dataset, varying window size from 10 to 60. As
illustrated in Fig. 7(b), the greedy approach maintains a reasonable F-measure
in recommendation albeit not as good as PRS in our preliminary tests.



A Chain Composite Item Recommender for Lifelong Pathways 65

Fig. 7. Resolution of P3 with GreedyPRS (approximate solution). Left: scalability.
Right: F-measure.

5 Related Work

Our way to learn action profiles is similar to user intent discovery [5,9,14]. For
instance, Guha et al. [9] discover user intent behind web searches, and obtain
content relevant to users’ long-term interests. They develop a classifier to deter-
mine whether two search queries address the same information need. This is
formalized as an agglomerative clustering problem for which a similarity mea-
sure is learned over a set of descriptive features (the stemmed query words, top
10 web results for the queries, the stemmed words in the titles of clicked URL,
etc.). A similar approach is used in [5] to discover BI user intents in BI queries.

Composite items (CIs) address complex information needs and are prevalent
in problems where items should be bundled to be recommended together [2],
like in task assignment in crowdsourcing or travel itinerary recommendation.
CI formation is usually expressed as a constrained optimization problem, and
different CI shapes require the specification of different constraints and optimiza-
tions. Our formulation of lifelong pathways is a particular case of chain shaped
CIs [3,8,10], that are traditionally defined in terms of compatibility (e.g., geo-
graphic distance), validity (e.g., the total cost of an itinerary is within budget)
and maximality (e.g., the itinerary should be of the highest value in terms of
its POIs popularities), this last one often being used as the objective function.
Retrieval of chain CIs is usually NP-hard, being reduced to TSP or orienteer-
ing problems, and has been addressed through greedy algorithm [3,10], dynamic
programming or dedicated TSP strategies [8].

While being consistent with previous formulations, our formalization of life-
long pathway recommendations borrows from the Traveling Analyst Problem
(TAP) [4,6]. This problem describes the computation of a sequence of interest-
ing queries over a dataset, given a time budget on the query execution cost, and
such that the distance between queries is minimized. TAP differs from the classi-
cal orienteering problem by adding a knapsack constraint to it. This formulation
is close to that of [10], but the latter simplifies the problem by merging action
cost and travel time budget.

In our case, similarly to [6], the distance we use has a semantics in itself and
cannot be made analogous to a time or to a physical distance. Thus it must
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be considered as a separate constraint. Furthermore we are not specifying any
starting or finish point for the sequence as the classical orienteering problem.

6 Conclusion

This paper introduces a system for lifelong pathways recommendation. We model
lifelong pathways as particular chain composite items that are built from atomic
actions, and whose retrieval is formalized as a form of orienteering problem.
We experiment with both artificial and real datasets, showing our approach
is a promising building block of an interactive lifelong pathways recommender
system. Our short term perspectives consist of including in our model a multi-
stakeholders context, to conciliate the objectives or constraints of beneficiaries,
social actors and services providers, as well as mechanisms for the exploration of
pathways, so that users can interact with the recommender. On the longer term,
we plan to add an explanation mechanism of the recommendations to increase
trust of stakeholders in the proposed pathways and to improve their acceptance.
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Abstract. Although huge volumes of valuable data can be generated
and collected at a rapid velocity from a wide variety of rich data sources,
their availability may vary due to various factors. For example, in the
competitive business world, huge volumes of transactional shopper mar-
ket data may not be made available partially due to proprietary concerns.
As another example, in the healthcare domain, huge volumes of medical
data may not be made available partially due to privacy concerns. Some-
times, only limited volumes of privacy-preserving data are made available
for research and/or other purposes. Embedded in these data is implicit,
previously unknown and useful information and knowledge. Analyzing
these data by data science models can be for social and economic good.
For instance, health analytics of medical data and disease reports can
lead to the discovery of useful information and knowledge about dis-
eases such as the coronavirus disease 2019 (COVID-19). This knowledge
helps users to get a better understanding of the disease, and thus to take
parts in preventing, controlling and/or combating the disease. However,
many existing data science models often require lots of historical data
for training. To deal with the challenges of limited data, we present in
this paper a data science system for health analytics on COVID-19 data.
With few-shot learning, our system requires only limited data for train-
ing. Evaluation on real-life COVID-19 data—specifically, routine blood
test results from potential Brazilian COVID-19 patients—demonstrates
the effectiveness of our system in predicting and classifying of COVID-19
cases based on a small subset of features in limited volumes of COVID-19
data for health analytics.

Keywords: Data analytics · Knowledge discovery · Data mining ·
Machine learning · Few-shot learning (FSL) · Autoencoder · Data
science · Healthcare data · Disease analytics · Coronavirus disease 2019
(COVID-19)

1 Introduction

Nowadays, technological advancements able the generation and collection of huge
volumes of valuable data. For examples, data can be generated and collected at
a rapid velocity from a wide variety of rich data sources such as healthcare
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data and disease reports [1–4], imprecise and uncertain data [5–8], social net-
works [9–15], streaming data and time series [16–19], and transportation and
urban data [20–23]. Embedded in these data is implicit, previously unknown
and potentially useful information and knowledge that can be discovered by
data science [24–26]. It makes good use of data analytics [27–31], data min-
ing [32–38] (e.g., incorporating constraints [39,40]), machine learning (ML) [41–
43], mathematical and statistical modeling [44,45], and/or visualization [46–48].
In addition to knowledge discovery, data science has also been used for data
management; information retrieval [49] from the well-managed data; and data
visualization and information interpretation for the retrieved information and
discovered knowledge.

Health analytics on these data by data science can be for social good. For
instance, analyzing and mining healthcare data and disease reports helps the
discovery of useful information and knowledge about the disease such as corona-
virus disease 2019 (COVID-19), which was caused by severe acute respiratory
syndrome-associated coronavirus 2 (SARS-CoV-2). This was reported to break
out in late 2019, became a global pandemic in March 2020, and is still prevailing
in 2021. Discovered information and knowledge helps prevent, detect, control
and/or combat the disease. This, in turn, helps save patient life and improve
quality of our life. Hence, it is useful to have a data analytics system for mining
these health data.

In data analytics, it is common to train a prediction model with lots of data
in many fields. Analysts look for trends, patterns and commonalities within and
among samples. However, in the medical and health science field, samples can be
expensive to obtain. Moreover, due to privacy concerns and other related issues,
few samples may be made available for analyses. Take COVID-19 as an example
of diseases. Although there have been more than 180 million confirmed COVID-
19 cases and more than 3.9 million deaths worldwide (as of June 30, 2021)1,
the volume of available data may be limited partially due to privacy concerns
(e.g., to privacy-preserving data publishing) and/or fast reporting of the infor-
mation. This motivates our current work on designing a health analytics system
that makes predictions based on limited data—via few-shot learning (FSL) with
autoencoder.

Our key contributions of this paper include the design and development of our
data science system for health analytics on COVID-19 data with FSL. Specifi-
cally, predictive models in our health analytics system can be trained by a few
shots (i.e., a few samples of COVID-19 cases):

1. a model first trains the autoencoder (for reconstructed features based on
the input features on the samples) before training the COVID-19 prediction
outputs;

2. another model trains the autoencoder and the COVID-19 prediction outputs
simultaneously (based on the input features); and

3. a third model trains the autoencoder and the COVID-19 prediction outputs
simultaneously (based on the input features from focused subsets of samples).

1 https://covid19.who.int/.

https://covid19.who.int/
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Evaluation results on real-life routine blood test results from potential Brazilian
COVID-19 patients show that our system (which requires only a small training
sample) makes more accurate predictions than many baseline ML algorithms
(which require large training data).

We organize the remainder of this paper. Background and related works are
provided in the next section. We then describe in Sect. 3 our health analytics
system on COVID-19 data with FSL. Sections 4 and 5 show evaluation results
and conclusions, respectively.

2 Background and Related Works

In this paper, our health analytics system analyzes COVID-19 data and makes
prediction based on FSL [50], which is a ML technique that aims to learn from a
limited number of examples in experience with supervised information for some
classes of task. FSL has gain popularity in recent years. For instance, Snell et al.
[51] applied the FSL with 5-shot modelling to classify images.

To conduct health analytics with the FSL, we adapt an autoencoder [52,53],
which is an artificial neural network built for learning efficient data coding in
an unsupervised mode. To reduce dimensionality, the autoencoder learns a data
encoding (i.e., a representation of a set of data) by (a) training the network to
ignore signal “noise” and (b) reconstructing from the reduced data encoding a
representation as similar as possible to its original input. Usually, an autoencoder
consists of two parts:

1. an encoder function f :x �→ h, and
2. a decoder function g:h �→ r that represents a reconstruction r

where h is an internal representation or code in the hidden layer of the autoen-
coder. To copy its input x to its output r, the autoencoder maps x to r through h.
Autoencoders have often been used in applications like anomaly detection, image
processing, information retrieval, and popularity prediction. For medical applica-
tions, Ji et al. [54] used a deep autoencoder to infer associations between disease
and microRNAs (miRNAs), which are non-coding RNAs. Similarly, Shi et al. [55]
applied variational inference and graph autoencoder to learn a representation
model for predicting long non-coding RNA (lncRNA)-disease associations. Gun-
duz [56] used variational autoencoders to reduce dimensionality for Parkinson’s
disease classification, but not for COVID-19 classification.

For COVID-19 classification and prediction, Rustam et al. [57] forecasted the
number of new COVID-19 cases, death rate, and recovery rate. In contrast, we
focus on predict the COVID-19 test outcome (i.e., COVID-19 positive or not).
To predict the test outcome, Brinati et al. [58] applied random forest (RF) to
routine blood test data collected from a hospital in Milan, Italy. Similarly, Xu
et al. [59] applied a combination of traditional ML models (e.g., RF) and deep
learning (e.g., convolutional neural networks (CNN)) to both lab testing data
and computerized tomography (CT) scan images. Note that CT scan images
are expensive to produce. Both RF and CNN usually require lots of data for
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training, which may not always be available. In contrast, our health analytics
system trains our prediction models by a few samples while maintaining the
prediction accuracy.

In one of our prediction model, we adapt multitask learning (MTL) [60,61]. It
exploits commonalities and differences across multiple learning tasks to come up
with a shared representation (for feature or representation learning), and solves
these tasks in parallel by using the shared representation.

3 Our Health Analytics System

Our system is designed to conduct health analytics on a few shots of COVID-19
data to make accurate prediction of the outcome (i.e., COVID-19 positive or
not). Here, we design three prediction models.

3.1 A Serial Prediction Model Based on Samples from the Dataset

The first prediction model is a serial one that makes prediction based on a few
shots sampled from the entire set D of limited data. This serHA(D) prediction
model is trained in serial in two key steps:

1. reconstruction of input features, and
2. prediction of COVID-19 outcome (i.e., COVID-19 positive or not).

To reconstruct input features, our serHA(D) model first builds an autoencoder
with four fully connected layers. Specifically, the input layer takes n features
{xi}ni=1. With a hidden (first) layer, the encoder module f of the autoencoder
maps the input features to produce m encoded features {hj}mj=1 in the second
layer. With another (third) hidden layer, the decoder module g of the autoen-
coder maps the m encoded features {hj}mj=1 to produce n reconstructed input
{ri}ni=1 in the final (fourth) layer. See Fig. 1. During this first key step, the
autoencoder aims to minimize the loss function LR in the reconstruction of
input features. This loss function LR is computed as a mean absolute error:

LR =
n∑

i=1

|ri − xi| (1)

where (a) n is the number of trained data samples, (b) xi is one of the n input
features {xi}ni=1 fed into (the encoder module of) the autoencoder, and (c) ri is
one of the n reconstructed features {ri}ni=1 reconstructed by (the decoder module
of) the autoencoder.

Once the autoencoder is well trained for reconstructing input features, our
serHA(D) model then freezes the autoencoder and builds a prediction module—
with a neural network having two fully connected layers—to make prediction on
class labels (i.e., COVID-19 positive or not). Specifically, the input layer takes
the m encoded features {hj}mj=1 from the frozen autoencoder. With a hidden
(first) layer, the prediction module maps the m encoded features {hj}mj=1 to
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Fig. 1. Architecture for our serHA(D) prediction model in our health analytics system.

produce a single-label prediction y (i.e., COVID-19 positive or not) in the final
(second) layer:

y =
{

0 if predicted to be COVID-19 negative
1 if predicted to be COVID-19 positive (2)

Again, see Fig. 1. During this second key step, the prediction module aims to
minimize the loss function LP in the prediction of COVID-19 test outcome. This
loss function LP is computed as a binary cross-entropy loss:

LP =
s∑

k=1

[yk log(yk) + (1 − yk) log(1 − yk)] (3)

where s is the number of limited data samples per class label.

3.2 A Simultaneous Prediction Model Based on Samples from the
Dataset

While the prediction model serHA(D) is trained in serial by training (a) the
reconstruction of input features before (b) the prediction of COVID-19 out-
come (i.e., COVID-19 positive or not), our second prediction model simHA(D)
is trained simultaneously so that the resulting trained model also makes predic-
tion based on a few shots sampled from the entire set D of limited data. In other
words, this simHA(D) prediction model trains (a) the reconstruction of input
features and (b) the prediction of COVID-19 outcome.

Similar to serHA(D), our simHA(D) model reconstructs input features by
building a 4 fully connected-layered autoencoder. However, unlike serHA(D),
our simHA(D) model does not freeze the autoencoder before building the
prediction module. Instead, it makes prediction of class labels by building a
2 fully connected-layered neural network-based prediction module. Specifically,
the input layer of the prediction module takes the m encoded features {hj}mj=1

from the (active) autoencoder. See Fig. 2. During the simultaneous training of
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Fig. 2. Architecture for our simHA(D) prediction model in our health analytics system.

both (a) the reconstruction of input features and (b) the prediction of COVID-19
outcome, our simHA(D) model aims to minimize the weighted sum of the two
corresponding loss functions LR and LP :

Lsim = λ1LR + λ2LP (4)

where (a) users can specify weights λ1 < λ2 to emphasize the importance of
COVID-19 prediction over input feature reconstruction, (b) LR measures the
loss in input feature reconstruction (Eq. (1)), and (c) LP measures the loss in
COVID-19 prediction (Eq. (3)).

3.3 Prediction Models Based on Samples from Focused Portions of
the Dataset

Note that, in many healthcare data and disease reports, the number of records is
usually small, partially due to difficulty in obtaining data and privacy concerns
in making the data accessible. However, the number of available features within
each record can be high. In real-life situations (e.g., COVID-19 situations), values
may not be available in quite a number of these features. This may partially due
to unavailability of resources to perform all the clinical diagnostic laboratory
tests to obtain values for these features. The situations can be worsened in rural
areas where resources can be further limited. Moreover, the unavailability of
values in all features also may partially due to unnecessity in performing all the
tests as the health of potential patient can be observed from a subset of feature
values.

As a concrete example, a dataset we use for evaluation contains clinical diag-
nostic laboratory test (e.g., routine blood test) results of potential Brazilian
COVID-19 patients. Each record corresponding to a potential patient contains
106 features (i.e., 37 categorical and 69 numerical features). It is not unusual to
have some but not all values for these 106 features. In other words, it is unnec-
essary for a potential patient to conduct all clinical diagnostic laboratory tests
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in most cases. More often, only a few essential tests are conducted. This results
in some but not all values for the 106 features.

Hence, from the practical viewpoint, it can be expensive and time-consuming
to obtain values to most (if not all) of these attributes. For COVID-19 records, it
may imply many lab tests, some of which can be invasive and take days to obtain
the results. Note that COVID-19 patients can be asymptomatic. Not being able
to detect and classify these asymptomatic COVID-19 patients may pose dangers
to the society. Hence, it is desirable to be able to identify and classify patients
into positive and negative cases efficiently and accurately. One way to achieve
such a goal is to be able to predict the class label for COVID-19 cases, and to
be able to do so quickly.

We observe that values for many features are unavailable in some real-life
COVID-19 data, and the distribution of these missing values is not uniform. In
other words, values for certain features may be unavailable in some records and
values for other features become unavailable in some other records. This moti-
vates our third prediction model. Specifically, instead of training the prediction
model based on samples drawn from the entire set D of the limited data, our
third model—say, simHA(Pl)—first divides the original data D of limited data
into several disjoint clusters P1, . . . , Pl (such that D = P1 ∪ . . . ∪ Pl) based on
the features with missing values. Then, it trains the autoencoder and the few
labeled data samples simultaneously for each cluster Pl. By doing so, from the
computational prospective, this model makes predictions based on data in each
cluster Pl, which is more focused in terms of common or similarity in feature
values. This may imply few valued-features. From the practical healthcare and
medical science prospective, this model can be trained on few valued-features,
which leads to fewer lab tests are needed to obtain values for those features.
Hence, it helps reduce the workload for medical service providers by avoiding to
conduct too many lab tests. As such, the patients do not need to conduct many
lab tests, but just a small subset of lab tests that are suffice to obtain values
for the subset of attributes. As a preview, among 106 features in the Brazilian
COVID-19 dataset used for the evaluation in Sect. 4, our system uses about 5,
20 and 40 valued attributes to train our prediction model. The saved time and
resources can be used to test more potential COVID-19 patients.

4 Evaluation

To evaluate our health analytics system with three prediction models, we con-
ducted experiments on a real-life open COVID-19 data2. Specifically, this dataset
contains privacy-preserving samples collected from results of the SARS-CoV-2
reverse transcription polymerase chain reaction (RT-PCR) and additional clinic
diagnostic laboratory tests (e.g., routine blood and urine tests) during a hospital
visit in the state of São Paulo, Brazil.

We first preprocessed the dataset by performing a standard scaler normal-
ization. The resulting dataset contains 5,644 potential patients (COVID-19 or
2 https://www.kaggle.com/einsteindata4u/covid19.

https://www.kaggle.com/einsteindata4u/covid19
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Table 1. Evaluation results (F1 scores) on prediction made based on samples from the
entire set D of limited data (with the highest F1 score of each column highlighted in
bold).

#samples per class 1 5

Linear SVC [63] 0.52 0.53

Random forest [63] 0.52 0.53

Logistic regression [63] 0.52 0.56

Gradient boost [63] 0.53 0.62

Our serHA(D) 0.62 0.63

Our simHA(D) 0.90 0.90

not) or samples or instances. Each instance consists of a privacy-preserving ran-
domized sample ID, age group, hospitalization status (e.g., admitted to inten-
sive care unit (ICU), semi-intensive unit (SIU), or regular ward), 106 other fea-
tures (including 37 categorical and 69 numerical features), and a class label (i.e.,
tested COVID-19 positive or not), for a total of 112 attributes. In term of data
distribution, 558 instances (i.e., 9.9% of 5,644 instances in the dataset) were
tested/labelled “positive” for the SARS-CoV-2 test result and the remaining
5,086 instances (i.e., 90.1%) were tested/labelled “negative”.

Afterwards, we tested our prediction models on different number of labeled
samples {1, 5} per class label. With two class labels (i.e., COVID-19 positive and
COVID-19 negative), we conducted our experiments with {2, 10} samples from
the dataset. We set 10 data samples for each class as the test samples. We also
applied first-order gradient-based optimization of stochastic objective functions—
called ADAptive Moment estimation (Adam) optimizer [62]. For experiments, the
learning rate and batch size were set to 0.001 and 32, respectively.

Moreover, we also compared our system with related ML algorithms including
linear support vector classification (SVC), random forest, logistic regression, and
gradient boosting [63].

Table 1 shows evaluation results of our two prediction models—namely,
serHA(D) and simHA(D), which both made predictions based on samples from
the entire set D of limited data—when compared with related ML algorithms.
The results reveal that, when using 1 or 5 samples per class (i.e., 2 or 10 sam-
ples from D), our serHA(D) led to higher F1 score than the ML algorithms. By
simultaneously training both input feature reconstruction and COVID-19 out-
come prediction, our simHA(D) led to the highest F1 score. Note that F1 score
is computed as:

F1 =
2 prec × recall
prec + recall

=
2TP

2TP + FP + FN
(5)

where TP is true positives, FP is false positives, and FN is false negatives. A
maximum possible F1 score of 1 indicates an accurate prediction with perfect
precision and recall. Precision measures the fraction of TP among those predicted



Health Analytics on COVID-19 Data with Few-Shot Learning 75

Fig. 3. Our third prediction model divides the data into four clusters.

Table 2. Evaluation results (F1 scores) on prediction made based on samples from
focused partition P1 of limited data.

#samples per class 1 5

Linear SVC [63] 0.46 0.58

Random forest [63] 0.52 0.85

Logistic regression [63] 0.60 0.82

Gradient boost [63] 0.51 0.59

Our simHA(P1) 0.93 0.94

to be positive, i.e., prec = TP
TP+FP . Recall measures the fraction of TP among

those actual positive cases, i.e., recall = TP
TP+FN .

With high F1 score from simHA(D), we split the entire set D of limited
data of 5,644 potential COVID-19 patients into 4 disjoint partitions (i.e., D =
P0 ∪ P1 ∪ P2 ∪ P3) by k-means clustering. See Fig. 3. Then, we train simHA(Pl)
based on samples drawn from Pl. For example, P0 contains records with 5 val-
ued attributes, P1 contains records with 20 valued attributes (e.g., type-A and
type-B flu viruses), P2 contains records with other 20 valued attributes (e.g.,
hemoglobin, platelets), and P3 contains records with 40 valued attributes (e.g.,
respiratory syncytial virus (RSV)).

Table 2 shows evaluation results of our third prediction model—namely,
simHA(P1), which made based on samples from a partition P1 of the entire
set D of limited data. The results reveal that, when using 1 or 5 samples per
class (i.e., 2 or 10 samples from P1), by simultaneous training based the focused
on focused partition P1 of limited data, our simHA(P1) led to the highest F1
score. Similar results obtained for other three partitions.

5 Conclusions

In this paper, we presented a data science system—consisting of three prediction
models—for health analytics on COVID-19 data with few-shot learning. The
first (serial) model serHA(D) trains the autoencoder for reconstructing input
features before training the prediction module for making COVID-19 outcome
prediction (i.e., COVID-19 positive or not), by using a few (e.g., 1 or 5) samples
drawn from a set D of limited data. The second model simHA(D) simultaneously
trains the autoencoder and prediction module. The third model simHA(Pl) uses
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samples drawn from focused partitions Pl of D. Evaluation on real-life COVID-
19 open data capturing clinical diagnostic laboratory test (e.g., routine blood
test) results reveals that all three models led to higher F1 score than related
machine learning algorithms. Among the three, simHA(Pl) led to the highest F1
score. This demonstrates the usefulness and practicality of our system in health
analytics on COVID-19 data. As ongoing and future work, we explore ways to
further enhance the prediction accuracy. We also would transfer our learned
knowledge to health analytics on other healthcare and disease data.
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Abstract. Visual Commonsense Reasoning (VCR) predicts an answer
with corresponding rationale, given a question-image input. VCR is a
recently introduced visual scene understanding task with a wide range
of applications, including visual question answering, automated vehicle
systems, and clinical decision support. Previous approaches to solving the
VCR task generally rely on pre-training or exploiting memory with long
dependency relationship encoded models. However, these approaches suf-
fer from a lack of generalizability and prior knowledge. In this paper
we propose a dynamic working memory based cognitive VCR network,
which stores accumulated commonsense between sentences to provide
prior knowledge for inference. Extensive experiments show that the pro-
posed model yields significant improvements over existing methods on
the benchmark VCR dataset. Moreover, the proposed model provides
intuitive interpretation into visual commonsense reasoning. A Python
implementation of our mechanism is publicly available at https://github.
com/tanjatang/DMVCR

1 Introduction

Reflecting the success of Question Answering (QA) [1] research in Natural Lan-
guage Processing (NLP), many practical applications have appeared in daily
life, such as Artificial Intelligence (AI) customer support, Siri, Alex, etc. How-
ever, the ideal AI application is a multimodal system integrating information
from different sources [2]. For example, search engines may require more than
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just text, with image inputs also necessary to yield more comprehensive results.
In this respect, researchers have begun to focus on multimodal learning which
bridges vision and language processing. Multimodal learning has gained broad
interest from the computer vision and natural language processing communities,
resulting in the study of Visual Question Answering (VQA) [3]. VQA systems
predict answers to language questions conditioned on an image or video. This
is challenging for the visual system as often the answer does not directly refer
to the image or video in question. Accordingly, high demand has arisen for AI
models with cognition-level scene understanding of the real world. But presently,
cognition-level scene understanding remains an open, challenging problem. To
tackle this problem, Rowan Zeller et al. [4] developed Visual Commonsense Rea-
soning (VCR). Given an image, a list of object regions, and a question, a VCR
model answers the question and provides a rationale for its answer (both the
answer and rationale are selected from a set of four candidates). As such, VCR
needs not only to tackle the VQA task (i.e., to predict answers based on a given
image and question), but also provides explanations for why the given answer
is correct. VCR thus expands the VQA task, thereby improving cognition-level
scene understanding. Effectively, the VCR task is more challenging as it requires
high-level inference ability to predict rationales for a given scenario (i.e., it must
infer deep-level meaning behind a scene).

The VCR task is challenging as it requires higher-order cognition and com-
monsense reasoning ability about the real world. For instance, looking at an
image, the model needs to identify the objects of interest and potentially infer
people’s actions, mental states, professions, or intentions. This task can be rel-
atively easy for human beings in most situations, but it remains challenging
for up-to-date AI systems. Recently, many researchers have studied VCR tasks
(see, e.g., [4–8]). However, existing methods focus on designing reasoning mod-
ules without consideration of prior knowledge or pre-training the model on large
scale datasets which lacks generalizability. To address the aforementioned chal-
lenges, we propose a Dynamic working Memory based cognitive Visual Common-
sense Reasoning network (DMVCR), which aims to design a network mimicking
human thinking by storing learned knowledge in a dictionary (with the dictionary
regarded as prior knowledge for the network). In summary, our main contribu-
tions are as follows. First, we propose a new framework for VCR. Second, we
design a dynamic working memory module with enhanced run-time inference
for reasoning tasks. And third, we conduct a detailed experimental evaluation
on the VCR dataset, demonstrating the effectiveness of our proposed DMVCR
model.

The rest of this paper is organized as follows. In Sect. 2 we review related
work on QA (and specifically on VCR). Section 3 briefly covers notation. In
Sect. 4 we detail how the VCR task is tackled with a dictionary, and how we
train a dictionary to assist inference for reasoning. In Sect. 5 we apply our model
to the VCR dataset. Finally, in Sect. 6 we conclude our paper.
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2 Related Work

Question answering (QA) has become an increasingly important research theme
in recent publications. Due to its broad range of applications in customer ser-
vice and smart question answering, researchers have devised several QA tasks
(e.g., Visual Question Answering (VQA) [3], Question-Answer-Generation [9]).
Recently, a new QA task named VCR [4] provides answers with justifications for
questions accompanied by an image. The key step in solving the VCR task is
to achieve inference ability. There exists two major methods of enhancing infer-
ence ability. The first focuses on encoding the relationship between sentences
using sequence-to-sequence based encoding methods. These methods infer ratio-
nales by encoding the long dependency relationship between sentences (see, e.g.,
R2C [4] and TAB-VCR [6]). However, these models face difficulty reasoning
with prior knowledge, and it is hard for them to infer reason based on com-
monsense about the world. The second method focuses on pre-training [7,8,10].
Such studies typically leverage pre-training models on more than three other
image-text datasets to learn various abilities like masked multimodal modeling,
and multimodal alignment prediction [8]. The approach then regards VCR as a
downstream fine-tuning task. This method however lacks generalizability.

Considering the disadvantages of either aforementioned approach, we design
a network which provides prior knowledge to enhance inference ability for rea-
soning. The idea is borrowed from human beings’ experience – prior knowledge
or commonsense provides rationale information when people infer a scene. To
achieve this goal, we propose a working memory based dictionary module for
run-time inference. Recent works such as [11–13] have successfully applied the
working memory into QA, VQA, and image caption. Working memory provides a
dynamic knowledge base in these studies. However, existing work focuses on tex-
tual question answering tasks, paying less attention to inference ability [11,12].
Concretely, the DMN network proposed in [14] uses working memory to predict
answers based on given textual information. This constitutes a step forward in
demonstrating the power of dynamic memory in QA tasks. However, that app-
roach can only tackle textual QA tasks. Another work in [12] improves upon
DMN by adding an input fusion layer (containing textual and visual informa-
tion) to be used in VQA tasks. However, both methods failed to prove the infer-
ence ability of dynamic working memory. Our paper proposes a dictionary unit
based on dynamic working memory to store commonsense as prior knowledge
for inference.

3 Notations and Problem Formulation

The VCR dataset consists of millions of labeled subsets. Each subset is com-
posed of an image with one to three associated questions. Each question is then
associated with four candidate answers and four candidate rationales. The over-
arching task is formulated as three subtasks: (1) predicting the correct answer
for a given question and image (Q → A); (2) predicting the correct rationale for
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a given question, image, and correct answer (QA → R); and (3) predicting the
correct answer and rationale for a given image and question (Q → AR). Addi-
tionally, we defined two language inputs - query q{q1, q2, · · · , qn} and response
r{r1, r2, · · · , rn}, as reflected in Fig. 1. In the Q → A subtask, query q is the ques-
tion and response r is the answers. In the QA → R subtask, query q becomes the
question together with correct answer, while rationales constitute the response r.

4 Proposed Framework

As shown in Fig. 1, our framework consists of four layers: a feature representa-
tion layer, a multimodal fusion layer, an encoder layer, and a prediction layer.
The first layer captures language and image features, and converts them into
dense representations. The represented features are then fed into the multimodal
fusion layer to generate meaningful contexts of language-image fused informa-
tion. Next, the fused features are fed into an encoder layer, which consists of a
long dependency encoder [15] RNN module along with a dictionary unit. Finally,
a prediction layer is designed to predict the correct answer or rationale.

4.1 Feature Representation Layer

The feature representation layer converts features from images and language
into dense representations. For the language, we learn embeddings for the query
q{q1, q2, · · · , qn} and response r{r1, r2, · · · , rn} features. Additionally, the object
features o{o1, o2, · · · , on} are extracted from a deep network based on residual
learning [16].

Language Embedding. The language embeddings are obtained by transform-
ing raw input sentences into low-dimensional embeddings. The query represented
by q{q1, q2, · · · , qn} refers to a question in the question answering task (Q → A),
and a question paired with correct answer in the reasononing task (QA → R).
Responses r{r1, r2, · · · , rn} refer to answer candidates in the question answer-
ing task (Q → A), and rationale candidates in the reasoning task (QA → R).
The embeddings are extracted using an attention mechanism with parallel struc-
ture [17]. Note that the sentences contain tags related to objects in the image.
For example, see Fig. 3(a) and the question “Are [0, 1] happy to be here?” The
[0, 1] are tags set to identify objects in the image (i.e., the object features of
person 1 and person 2).

Object Embedding. The images are filtered from movie clips. To ensure
images with rich information, a filter is set to select images with more than
two objects each [4]. The object features are then extracted with a residual con-
nected deep network [16]. The output of the deep network is object features with
low-dimensional embeddings o{o1, o2, · · · , on}.
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Fig. 1. High-level overview of the proposed DMVCR consisting of four modules: fea-
ture representation layer to extract visual and textual features; multimodal feature
fusion to contextualize multimodal representations; encoder layer to encode rich visual
commonsense; and prediction layer to select the most related response.

4.2 Multimodal Feature Fusion Layer

The multimodal feature fusion layer consists of three modules: a visual grounding
module, an RNN module, and an attention module.

Visual Grounding. Visual grounding aims at finding out target objects for
query and response in images. As mentioned in Sect. 4.1, tags are set in query
and responses to reference corresponding objects. The object features will be
extracted and concatenated to language features at the visual grounding unit to
obtain the representations with both image and language information. As shown
in Fig. 1, the inputs of visual grounding consist of language (q{q1, q2, · · · , qn} and
r{r1, r2, · · · , rn}) along with related objects features (o{o1, o2, · · · , om}). The
output contains aligned language and objects features (gq and gr). The white
unit at visual grounding is grounded representations, which contains image and
text information. It can be formulated as follows (where concat represents the
concatenate operation):
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gr = concat(o, r) (1)
gq = concat(o, q) (2)

RNN Module. The grounded language and objects features gq and gr at the
visual grounding stage contain multimodal information from images and text.
However, they cannot understand the semantic dependency relationship around
each word. To obtain language-objects mixed vectors with rich dependency rela-
tionship information, we feed the aligned language features gq and gr into BiL-
STM [15], which exploits the contexts from both past and future. In details, it
increases the amount of information by means of two LSTMs, one taking the
input in a forward direction with hidden layer

−→
hlt, and the other in a backwards

direction with hidden layer
←−
hlt. The query-objects representations and response-

objects hl
l∈{q,r}

output at each time step t is formulated as:

hlt =
−→
hlt ⊕ ←−

hlt (3)
−→
hlt = ot � tanh(ct) (4)

where ct is the current cell state and formulated as:

ct = ft � ct−1 + it � tanh(Wc · [ct−1, hl(t−1), xt] + bc) (5)
it = σ(Wi · [ct−1, hl(t−1), xt] + bi) (6)

ot = σ(Wo · [ct−1, hl(t−1), xt] + bo) (7)
ft = σ(Wf · [ct−1, hl(t−1), xt] + bf ) (8)

where i, o, f represent input gate, output gate, and forget gate, respectively, and
xt is the tth input of a sequence. In addition, Wi,Wo,Wf ,Wc, bc, bi, bo, bf are
trainable parameters with σ representing the sigmoid activation function [18].

Attention Module. Despite the good learning of BiLSTM in modeling sequen-
tial transition patterns, it is unable to fully capture all information from images
and languages. Therefore, an attention module is introduced to enhance the RNN
module, picking up object features which are ignored in the visual grounding and
RNN modules. The attention mechanism on object features o{o1, o2, · · · , on} and
response-objects representations hr is formulated as:

αi,j = softmax(oiWrhrj) (9)

ˆfri =
∑

j

αi,jhrj (10)

where i and j represent the position in a sentence, Wr is trainable weight matrix.
In addition, this attention step also contextualizes the text through object
information.
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Furthermore, another attention module is implemented between query-
objects representations hq and response-objects representations hr, so that
the output fused query-objects representation contains weighted information of
response-objects representations. It can be formulated as:

αi,j = softmax(hriWqhqj) (11)

ˆfqi =
∑

j

αi,jhqj (12)

where Wq is the trainable weight matrix, i and j denote positions in a sentence.

4.3 Encoder Layer

The encoder layer aims to capture the commonsense between sentences and use
it to enhance inference. It is composed of an RNN module and a dictionary
module.

RNN Module. An RNN unit encodes the fused queries and responses by long
dependency memory cells [19], so that relationships between sentences can be
captured. The input is fused query (f̂q) and response (f̂r) features. To encode
the relationship between sentences, we concatenate f̂q and f̂r at sentence length
dimensions as the input of LSTM. Its last output hidden layer contains rich infor-
mation about commonsense between sentences. At time step t, the outputting
representations can be formulated as:

ht = ot � tanh(ct) (13)

where the ct is formulated the same as in Eq. (5). The difference is that
xt = concat(f̂q, f̂q), where concat is the concatenate operation. In addition,
the outputting representations ht is the last hidden layer of LSTM, while the
outputting in Eq. (3) is every time step of BiLSTM.

Dictionary Module. Despite effective learning of the RNN unit in modeling
the relationship between sentences, it is still limited for run-time inference. We
therefore propose a dictionary unit to learn dictionary D, and then use it to
look up commonsense for inference. The dictionary is a dynamic knowledge base
and is being updated during training. We denote the dictionary as a d × k
matrix D{d1, d2, ..., dk}, where k is the size of dictionary. The given encoded
representation h from RNN module will be encoded using the formulations:

ĥ =
K∑

k=1

αkdk, α = softmax(DTh) (14)

where α can be viewed as the “key” idea in memory network [13].
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4.4 Prediction Layer

The prediction layer generates a probability distribution of responses from the
high-dimension context generated in the encoder layer. It consists of a multi-layer
perceptron. VCR is a multi-classification task in which one of the four responses
is correct. Therefore, multiclass cross-entropy [20] is applied to complete the
prediction.

5 Experimental Results

In this section, we conduct extensive experiments to demonstrate the effective-
ness of our proposed DMVCR network for solving VCR tasks. We first introduce
the datasets, baseline models, and evaluation metrics of our experiments. Then
we compare our model with baseline models, and present an analysis of the
impact of the different strategies. Finally, we present an intuitive interpretation
of the prediction.

5.1 Experimental Settings

Dataset. The VCR dataset [4] is composed of 290k multiple-choice questions
in total (including 290k correct answers, 290k correct rationales, and 110k
images). The correct answers and rationales labeled in the dataset are met with
90% of human agreements. An adversarial matching approach is adopted to
obtain counterfactual choices with minimal bias. Each answer contains 7.5 words
on average, and each rationale contains 16 words on average. Each set consists
of an image, a question, four available answer choices, and four candidate ratio-
nales. The correct answer and rationale are given in the dataset.

Fig. 2. Overview of the types of inference required by questions in VCR.

The distribution of inference types is shown in Fig. 2. Thirty-eight percent of
the inference types are regarding explanation, and 24% of them are about the
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activity. The rest are related to temporal, mental, role, scene, and hypothetical
inference problems.

Hyperparameters. The image features are projected to 512 dimension. The
word embedding dimension is 768. The dictionary is a [512,800] matrix, where
512 is the embedding dimension, and 800 is the dictionary size. We separately
set the learning rate for the memory cell (the dictionary cell) to 0.02, and others
to 0.0002. In addition, for the Q → A subtask, we set the hidden size of LSTM
encoder to 512. For the QA → R subtask, we set the hidden size of LSTM encoder
to 64. The model was trained with the Adam algorithm [21] using PyTorch on
NVIDIA GPU GTX 1080.

Metric. The VCR task can be regarded as a multi-classification problem. We
use mAp [22] to evaluate the performance, which is a common metric for evalu-
ating prediction accuracy in multi-classification areas.

Approach for Comparison. We compare the proposed DMVCR with
recent deep learning-based models for VCR. Specifically, the following baseline
approaches are evaluated:

– RevisitedVQA [23]: Different from the recently proposed systems, which
have a reasoning module that includes an attention mechanism or mem-
ory mechanism, RevisitedVQA focuses on developing a “simple” alternative
model, which reasons the response using logistic regressions and multi-layer
perceptrons (MLP).

– BottomUpTopDown [24]: Proposed a bottom-up and top-down attention
method to determine the feature weightings for prediction. It computes a
weighted sum over image locations to fuse image and language information
so that the model can predict the answer based on a given scene and question.

– MLB [25]: Proposed a low-rank bilinear pooling for the task. The bilinear
pooling is realized by using the Hadamard product for attention mechanism
and has two linear mappings without biases for embedding input vectors.

– MUTAN [26]: Proposed a multimodal fusion module tucker decomposition
(a 3-way tensor), to fuse image and language information. In addition, multi-
modal low-rank bilinear (MLB) is used to reason the response for the input.

– R2C [4]: Proposed a fusion module, a contextualization module, and a rea-
soning module for VCR. It is based on the sequence relationship model LSTM
and attention mechanism.

5.2 Analysis of Experimental Results

Task Description. We implement the experiments separately in three steps.
We firstly conducted Q → A evaluation, and then QA → R. Finally, we join the
Q → A result and QA → R results to obtain the final Q → AR prediction result.
The difference between the implementation of Q → A and QA → R tasks is the
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input query and response. For the Q → A task, the query is the paired question,
image, four candidate answers; while the response is the correct answer. For the
QA → R task, the query is the paired question, image, correct answer, and four
candidate rationales; while the response is the correct rationale.

Table 1. Comparison of results between our methods and other popular methods
using the VCR Dataset. The best performance of the compared methods is highlighted.
Percentage in parenthesis is our relative improvement over the performance of the best
baseline method.

Models Q → A QA → R Q → AR

RevisitedVQA [23] 39.4 34.0 13.5

BottomUpTopDown [24] 42.8 25.1 10.7

MLB [25] 45.5 36.1 17

MUTAN [26] 44.4 32.0 14.6

R2C (Baseline) [4] 61.9 62.8 39.1

DMVCR 62.4 (+0.8%) 67.5 (+7.5%) 42.3 (+8.2%)

Analysis. We evaluated our method on the VCR dataset and compared the
performance with other popular models. As the results in Table 1 show, our
approach outperforms in all of the subtasks: Q → A, QA → R, and Q → AR.
Specifically, our method outperforms MUTAN and MLB by a large margin.
Furthermore, it also performs better than R2C.

5.3 Qualitative Results

We evaluate qualitative results on the DMVCR model. The qualitative examples
are provided in Fig. 3. The candidate in green represents the correct choice; the
candidate with a checkmark � represents the prediction result by our proposed
DMVCR model. As the qualitative results show, the DMVCR model improves
its power in inference.

For instance, see Fig. 3(a). The question listed is: “What kind of profession
does [0, 1] and [2] practice?”. The predicted answer is D - “They are all lawyers.”
Furthermore, the model offers rationale C - “[0, 1] and [2] are all dressed in suits
and holding papers or briefcases, and meet with people to discuss their cases.”
DMVCR correctly infers the rationale based on dress and activity, even though
this task is difficult for humans.

DMVCR can also identify human beings’ expressions and infer emotion. See
for example the result in Fig. 3(b). Question 1 is: “Are [0, 1] happy to be there?”.
Our model selects the correct answer B along with reason A: “No, neither of them
is happy, and they want to go home”; because “[0] looks distressed, not at all
happy.”
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(a) Qualitative example 1. The model predicts the correct answer and ratio-
nale.

(b) Qualitative example 2. The model predicts the correct answer and ra-
tionale.

(c) Qualitative example 3. The model predicts the correct answer but in-
correct rationale in Question 1. The model predicts an incorrect answer but
correct rationale in Question 2.

Fig. 3. Qualitative examples. Prediction from DMVCR is marked with a � while cor-
rect results are highlighted in green. (Color figure online)
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Finally, there are also results which predict the correct answer but infer the
wrong reason. For instance, see question 1 in Fig. 3(c): “What are [3, 1] doing?”
DMVCR predicts the correct answer A - “They are preparing to run from the
fire.” But it infers the wrong reason A - “They are turned towards the direction
of the fire.” The correct answer is of course B - “They are in motion, and it
would be logistical to try to leave.” It is also possible for the model to predict a
wrong answer but correct rationale. This appears in question 2 of Fig. 3(c). The
model predicts the wrong answer D - “[0] is afraid that he will be seen.” The
correct reason is B - “The building is on fire and he is vulnerable to it.”

6 Conclusion

This paper has studied the popular visual commonsense reasoning (VCR). We
propose a working memory based model composed of a feature representation
layer to capture multiple features containing language and objects information;
a multimodal fusion layer to fuse features from language and images; an encoder
layer to encode commonsense between sentences and enhance inference ability
using dynamic knowledge from a dictionary unit; and a prediction layer to predict
a correct response from four choices. We conduct extensive experiments on the
VCR dataset to demonstrate the effectiveness of our model and present intuitive
interpretation. In the future, it would be interesting to investigate multimodal
feature fusion methods as well as encoding commonsense using an attention
mechanism to improve the performance of VCR.
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Abstract. The publication of machine-readable information has been
significantly increasing both in the magnitude and complexity of the
embedded relations. The Resource Description Framework (RDF) plays
a big role in modelling and linking web data and their relations. Ded-
icated systems (RDF stores/triple stores) were designed to store and
query the RDF data. Due to the size of RDF data, a distributed RDF
store may use several federated working nodes to store data in a parti-
tioned manner. After partitioning, some of the data need to be replicated
to avoid communication cost. In order to efficiently answer queries, each
working node needs to put its share of data into multiple indexes. Those
indexes have a data-wide size and consume a considerable amount of
storage space. The third storage-consuming structure is the join cache –
a special index where the frequent join results are cached.

We present a novel adaption approach to the storage management of
a distributed RDF store. The system aims to find optimal data assign-
ments to the different indexes, replications, and join cache within the
limited storage space. To achieve this, we present a cost model based
on the workload that often contains frequent patterns. The workload
is dynamically and continuously analyzed to evaluate predefined rules
considering the benefits and costs of all options of assigning data to the
storage structures. The objective is to reduce query execution time. Our
universal adaption approach outperformed the in comparison to state-
of-the-art competitor systems.

Keywords: RDF · Workload-aware · Space-adaption

1 Introduction

The Resource Description Framework (RDF) [10] has been widely used to model
the data on the web. Despite its simple triple-based structure (each triple con-
sisting of subject, predicate and object), RDF showed a high ability to model
the complex relationships between the web entities and preserve their seman-
tic. It provided the scalability that allowed the RDF data to grow big from the
range of billions to the range of trillions of triples [17]. As a result, RDF data
experienced a rapid increase both in the size and complexity of the embedded
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relationships [6]. That emphasises more challenges on the RDF triple stores in
terms of managing and structuring that complex and huge data while still show-
ing acceptable query execution performance. These stores have to have multiple
data-wide indexes, cache, and replications (in case of distributed triple stores).
The highly important constraint to be considered in managing these structures
is the storage space. Thus, many research works tried to optimize their usage by
depending on workload analysis (see Sect. 3). However, they focused on the prob-
lems of indexes, replication, and cache separately, despite the fact that the three
optimization problems are basically modeling an integrated single optimization
problem. They share the same constraint (the storage space) and objective func-
tion (maximizing the performance).

We propose a universal adaption approach for the storage layer of RDF-triple
store. It uses the workload to evaluate the benefits of indexes, replication, and
cache and selects the most beneficial items to fill the limited storage space.
The rest of this paper is organized as follows: Sect. 2 provides descriptions of the
adaption components. Section 3 reviews the related work. In Sect. 4 we formulate
our cost model. In Sect. 5 we describe our method of analysing the workload.
In Sect. 6 we derive the benefits of the adaptions components. We provide the
universal adaption algorithm in Sect. 7. We practically evaluation the approach
in Sect. 8. Finally we state our conclusion in Sect. 9.

2 Background

RDF Indexing. The most important data structure in an RDF store is the index.
Systems like RDF-3X [16] and Hexastore [20] decided to build the full set of 6
possible indexes to have the full flexibility in query planning. This strategy fully
supports the performance at the high expense of storage space. To deal with this
high cost, other RDF stores preferred to choose only a limited number of indexes.
These indexes are chosen based on some observations of the workload and the
system has to live with it. However, the storage availability and workload trends
are variable parameters. Thus fixed prior decisions about the indexes might be
very far from optimal. Instead, our adaptable system evaluates the status of the
workload and space at runtime and adjusts its indexing layer accordingly.

Replications. Due to the huge size and relation complexity of the RDF data,
many RDF stores moved towards distributed systems. Instead of a single node,
multiple federated nodes are used to host and query the data. However, the RDF
data-set needs to be partitioned and assigned to those working nodes. Due to
the complexity of this operation, replications are often needed to decrease the
communication cost between the nodes. However, those replications may require
a lot of storage space, and RDF stores had to manage this problem by trying
to select only limited data for replication with the highest expected benefits.
That benefit is derived from the workload and the relative locality of the data.
However, all of the related works either assume the existence of some initial
workload, or fixed parameters and thresholds which are not clearly connected or
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calculated from the workload. Moreover, the replication and indexes share the
same storage space, and the space optimizing process needs to consider both of
them in the same process.

Join Cache. Executing a SPARQL query often requires multiple costly join
operations. The size of the join results could be much smaller than the processed
triples. Moreover, the real workload typically contains frequent patterns [17].
That makes a join cache very beneficial to the performance. However, it consumes
a lot of storage space. Since the cache shares the same storage space of indexes
and replication, and shares the same objective of query performance, it should
be integrated into the same optimization problem.

Workload Analysis. RDF stores have to manage their needs to indexes and repli-
cations with the limited storage space. Historical workload played a vital role
in such management [1,17]. The analysis of the workload can be classified into
active and passive. The active analysis is carried out on a collected workload
aiming to derive its trends, detect future behaviour, then adapt its structures
accordingly. However, such an adaption could highly degrade the system per-
formance if the workload does not contain the expected frequent patterns. To
avoid this problem, many systems preferred making fixed decisions about their
indexes and replications upon passive analysis to some workload samples to draw
average behaviour. The systems have to live with these decisions on any status
of workload and storage space.

Universal Adaption. Instead of separate space optimization towards replication,
indexes, or cache, we put the three types of structures into a single optimization
process. The system chooses the most beneficial options to fill its limited storage
space. We define a single cost model for the three types based on workload
analysis.

3 Related Work

RDF-3X [16] is one of the first native RDF store. it uses an excessive index-
ing scheme by implementing all the 6 possible index permutations besides extra
3 aggregate indexes. The six-indexes scheme was also by Hexastore [20]. To
decrease the storage overhead, RDF-3X uses a dictionary [4], where each textual
element in the RDF data set is mapped to a small integer code. The H-RDF-3X
system by Huang et al. [12] was the first distributed system that used a grid
of nodes, such that each node is hosting an RDF-3X triple store. The data is
partitioned using METIS graph partitioning [13]. To reduce the communication
cost, H-RDF-3X forces uniform k-hop replication on the partitions’ borders. Any
query shorter than k is guaranteed to be executed locally. Unfortunately, the stor-
age overhead of the replication increases exponentially with k, and H-RDF-3X
did not provide any systematic method to practically calculate the optimal value
of k. Partout [7] implemented workload awareness on the level of partitioning.
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It horizontally partitions the data set inspired by the classical approaches of
partitioning relational tables [3]. The system tries to assign the most related
fragments to same partitions. Unfortunately, the results of such a partitioning
are highly affected by the quality of the used workload. It could end up with
small fragments representing the workload and a big single fragment containing
everything else. WARP [11] proposed to use a combination of Partout and H-
RDF-3X. Initially, the system is partitioned and replicated using the H-RDF-3X
approach with a small value of k. Then, it uses workload to recognize the high-
est accessed triples for further border replications. Besides lacking the method-
ology to determine k, WARP supposes sharp threshold between frequent and
non frequent triples. Peng et al. [17] proposed a partitioning approach inspired
by Partout [7] but supported by replications. AdPart [9] is an in-memory dis-
tributed triple store. It aggressively partitions the data set by hashing the subject
of each triple. As this is known to produce high communication costs, AdPart
proposes two solutions. The first is by updating the dynamic programming algo-
rithm [8,14,16] that is used to find the optimal query execution plan, to include
the communication cost. However, this algorithm depends on the accuracy of
the cost estimation which is already a challenging issue regarding calculating
the optimal join plan in a centralized system like RDF-3X [16]. The second
solution to the communication cost problem is by adding workload-driven repli-
cations. AdPart collects queries at runtime, builds the workload, and adapts its
replications with time dynamically. Yet, AdPart requires a fixed setting of a fre-
quency threshold that is used to differentiate between frequent and non-frequent
items, making it a only a semi-automated system. TriAd [8] performs hash-
based partitioning on both the subject and the object. That allows it to have
a two-way locality awareness of each triple. Similar to AdPart, TriAd employs
this to decrease the high communication cost caused by the hash partitioning.
Aluç et al. [2] uses Tunable-LSH to cluster the workload and assigns the most
related patterns to the same page. However, the approach does not count for the
distributed replication and join cache.

4 Our Flexible Universal Cost Model

Our system aims to make its storage resources adaptable with the current status
of the space and workload. The data set is divided into a set of units called the
consumers. Each consumer may be assigned to a storage resource equal to its
size based on one out of the different index options. The goal now is to find
an optimal assignment based on a function that calculates a benefit for each
setting. The optimization problem can be reduced to the Knapsack problem [5],
where the local storage space is a knapsack of size n, which we want to fill with
the most beneficial assignments (the items). However, since that the size of the
assignments is small with respect to the total storage size, we may relax the
condition of requiring a totally filled knapsack. That allows the problem to be
solved greedily (instead of a more costly dynamic programming [15]). That is
carried out by dividing the benefit of each item by its size and greedily filling the
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knapsack with most beneficial items. To reduce our model to this problem we
need to derive the benefit of each assignment. To achieve the universal adaption,
we derive such benefits for indexes, join cache, and replication. However, the
effective benefit is related to how often the system is going to use that assignment.
We call this the access rate ρ and calculate it from the workload analysis. Based
on this, the effective benefit of each assignment g that has a performance benefit
η, and an access rate ρ is given by the following:

benefit(g) =
η(g) · ρ(g)
size(g)

(1)

The size in the above formula is given in number of triples that are affected
by the assignment. By applying the formula on a set of assignment options, we
may sort them and select the most beneficial option. In the next sections, we
describe detecting the access rates and deriving the performance benefits

5 Workload Analysis

The aim of our workload analysis module is to find the access rate for each
option of storage assignment – that is, ρ in Formula 1. First, we generate from
the workload general access rules, which measures the average behaviour (e.g.
the average index usage). Second, we detect the frequent items in the workload
using a special structure called heat query resulting in a set of specific rules.
The system actively measures the effectiveness of these rules, and prunes the
impact of the rule of low effectiveness. By using this approach, our system gets
the benefits of frequent patterns in the workload, and avoids their drawbacks by
relying on average workload behaviour.

5.1 Heat Queries

A workload is a collection of the previous queries. However, we need to store
the workload in a structure that keeps the relationships between the queries as
well as their frequencies. A heat query is inspired from the concept of a heat
map but instead of the matrix of heat values, we have a graph of heat values
representing access rates. The workload is then seen as a set of heat queries. The
heat query extends the original concept of global query graph originally proposed
by Partout [7]. Each heat query is implemented as hashed map, where the key
is a triple pattern and the value is a statistics object representing the frequency
of appearance for that pattern, and the used indexes to evaluate it as well as
performance-benefits values explained in the Sect. 6. heatQueryAccess(v, χ) is a
function that returns the heat value of v ∈ V for the index χ in the heat queries
set.
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5.2 Heat Query Generation

We explain in this subsection the generation of the heat query set out of a
workload Q and an RDF graph G illustrated in Fig. 1. Each time a query q
is executed, it forms a new heat query h, with heat (frequency) set to 1 for
its vertices. Next, h is either added to the current heat query set H or com-
bined with H, if there is a heat query hi ∈ H that has at least one shared
element; the shared element is either a single vertex or an entire triple pattern.
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Fig. 1. Heat query evolving from four
queries

When combining two heat queries, the
shared vertices become “hotter” by
summing up the heats of the heat
query graph and the new heat query.
The combining process is shown in
Fig. 1 for a workload 〈Q1, Q2, Q3, Q4〉.
When Q2 is received, it makes the
matching part (to which Q2 is com-
bined) of the previous heat query hot-
ter – which is illustrated by a darker
color. The same applies for Q3 and
Q4. Any variable in the query (here
?x, ?y and ?z) is replaced (“uni-
fied”) by a single variable ?x to allow
the variables to be directly combined.
Note that in the case that a variable
subsumes a constant, both the con-
stant and the variable exist as sepa-
rate vertices in the heat query. This
also happens when Q4 is combined. It increases the heat value of C1 in Fig. 1
and creates a node of variable ?x with a heat value equal to 1. By this process, a
heat query would be bigger in size with more workload queries getting combined
regardless of their order in the workload.

6 Elements of Adaption

In this section, we describe the performance benefits of the indexes, join cache,
and replication. We use these benefits besides the access rates and the storage
cost to perform our universal adaption in Sect. 7.

6.1 Indexes

In any typical key-value RDF store, the data resides basically in indexes. An
index is implemented as a hash table. For instance, the SPO index stores all the
triples by hashing them on the subject. We can get a set of all triples that match
a given subject by one lookup operation. This set is ordered on the predicate then
on the object. Thus we can search that set for a certain predicate in logarithmic
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time. That index is optimal to answer any triple pattern1 in the form (s1, p1,
?o1). However, if the triple pattern is in the form (s1, ?p1, o1), then we can
still use SPO to answer it, but with an extra linear search for o1 within the set
returned from the hash-table lookup operation on s1. We refer to this extra cost
as scanLookupT ime and is recorded in the heat query as performance benefits
to the missing index. Another performance benefit of indexes comes from join.
A SPARQL query is typically composed of multiple triple patterns that require
join operation. The join planner selects a potential optimal join plan given that it
implements all the possible 6 indexes. However, in case some indexes are missing,
the query can still be executed using a sub-optimal join plan (i.e. the best plan
that uses only available indexes). We refer to the cost difference between the two
plans as treeT ime. That cost is considered as performance benefits accounted
for the missing indexes for the triple patterns been joined.

The performance benefit of a triple pattern t in an index χ is then the sum-
mation of the both given benefits:

ηidx(t, χ) = scanLookupT ime(t, χ) + treeT ime(t, χ) (2)

6.2 Join Cache

Besides the six basic indexes, a triple store can have more cache-indexes to
speed up the join process. However, those indexes require even more storage
space. Fortunately, our adaptive system can measure and compare the cost-
effectiveness of the cache indexes with other indexes and choose to build them
only for the data that delivers higher benefits with respect to other indexes.
We use two cache indexes: PPX and typeIndex. The PPX is hashed on two
predicates. Given that the predicate is mostly constant in any triple pattern [9],
PPX can store the results of almost any two joined patterns. The typeIndex is
especially helpful in the queries that heavily use the predicate “type” like the
LUBM benchmark [18]. Consider for instance the query: (?x :graduatedFrom ?y.
?x :type :student. ?y :type :university). Its result can be cached in typeIndex
with the key (:student,:graduatedFrom,:university), and the benefit is the value
of the saved join cost. Similar to the basic indexes, our system records the benefit
and the usage values of the cache indexes in the heat queries and retrieves them
at the adaption time.

6.3 Replication

In a federated distributed triple store with n working nodes, the system needs
to generate at least n partitions out of the global RDF graph. For this purpose,
a graph-based partitioning approach is widely used based on graph min-cut
algorithms. The aim is to decrease the communication cost among the resulted
partitions [8,11,12,19,21]. However, the problem is shifted to the border region
where the edges are connecting multiple partitions. That problem is overcome

1 According to SPARQL syntax ?o1 is a variable and others are constants or literals.
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by replication in [11,12] at the cost of more storage space. Our adaptive system
integrates the replication decision with the indexes by modeling it in the cost
model Sect. 4. For that, we need the benefit, access rate, and size. The perfor-
mance benefit of replicating a block of triples is saving the communication cost
of transferring the block over the network. Such a cost is related to the network
speed and status. We derive the access rate of replications using the workload
analysis module explained in Sect. 5. From the perspective of a certain working
node i, the general access rate to a remote triple is related to its distance from
the border. This can be formulated in the following:

prem(v, i) =
1

outdepth(v, i)
· pborder (3)

Where outdepth(v, i) is the distance to reach vertex v (minimum number of
hops) from the border of partition i, and pborder is the probability of a query
at partition i to access its border region. The value of pborder is initially set to
1, but is going to be further updated depending on the workload by counting
the rate of accessing the border region by all the executed queries in the system
so far. This value is related to the average length of the query. The longer the
query the more its probability to touch the border region. Next, we derive a
specific access rate for replication, again from the heat queries. This is achieved
by recording the replication usage rate for each triple pattern which requires
border data. That allows the heat query to extend to the remote data over the
border region. Finally, the aggregation phase takes place. Any remote triple that
resides in index χ gets the following aggregate access value from node i:

repAccess(v, i) = prem(v, i) + heatQueryAccess(v, χ) (4)

7 Universal Adaption

We have formulated the cost model of the indexes, replications, and join cache
in terms of benefits, access rates, and storage costs. Our optimizer builds their
statistics during query execution in stat phase. It performs an adaption phase
using Algorithm 1 at each node. The input to the algorithm is two sets of oper-
ation rules. We define an operation rule in the following:

Definition 1 (Operational Rule). An operational rule is defined as �op =
(χ, s, a,Δ), where χ is an index, s is a set of patterns that defines a set of triples
D, a and Δ are functions that assign an access and benefit values to each d ∈ D.
According to Formula 1, the benefit of each source can be calculated. We refer to
s̄ as the source with the maximum benefit in s, and:

b(�op) =
a(s̄) · Δ(s̄)

size(s̄)

We define one rule for each basic and cache index for the local data, and
another for the replicated data. Each rule is put in the assigned rules set Ra and
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the proposed rules set Rp. Ra represents what is already assigned to memory and
Rp represents the proposed. The algorithm starts by a loop which first process
the workload stats stored in the heat queries in Line 2, and updates the access
functions of the rules accordingly. Line 3 sorts ascendingly the patterns of each
ra ∈ Ra by relative benefits such that s̄ is the pattern at the top. The sort
is descendingly for Rp. The relative benefit is calculated using Formula 1 and
Definition 1. Line 6 and 7 find the worst rule from Rp and the best from Ra,
and swap them in Line 13. The algorithm terminates in Line 9, when the benefit
of the best assigned rule is higher than of the worst of the proposed. The time
required for the sort operation is bounded by the number of patterns which
is limited. Most of the algorithm time is spent on evaluating the patterns and
swapping the triples. However, the adaption phase takes place only when the
system is idle and has no query to execute.

Algorithm 1: Rules-based space adaption algorithm
input : RDF graph G = {V, E}, heat queries set H and two sets of the system operational

rules: proposed rules Rp and assigned rules Ra

1 for each r ∈ Rp ∪ Ra do
2 r ← updateRulesAccess(r, H);
3 r ← sortRuleBySource(r);

4 end
5 while true do
6 rp ← �op|�op = (χ, sp, ap, Δp) : ∀ri ∈ Rp, b(�op) ≥ b(ri) ;
7 ra ← �op|�op = (χ, sa, aa, Δa) : ∀ri ∈ Ra, b(�op) < b(ri) ;
8 if b(ra) ≥ b(rp) then
9 break

10 end

11 V̂p ← evaluate(s̄p);

12 V̂a ← evaluate(s̄a);

13 swapAssignment((rp, V̂p), (ra, V̂a));

14 end

8 Evaluation

In this section, we evaluate the universal adaption approach implemented in
UniAdapt. We use the LUBM [18] is a generated RDF data set that contains
data about universities. The size of the generated data is over 1 billion triples.
The benchmark contains 14 test queries2 that are labeled L1 to L14. The queries
can be classified into 2 categories: bounded and unbounded. The bounded queries
contain at least one constant vertex (subject or object) excluding the triple
pattern that has “type” as predicate. The unbounded queries are L2 and L9,
and all the others are bounded. The execution of a bounded query is limited to
certain part of the RDF graph. Those parts can be efficiently recognized during
query execution given the existence of a proper index.

2 http://swat.cse.lehigh.edu/projects/lubm/queries-sparql.txt.

http://swat.cse.lehigh.edu/projects/lubm/queries-sparql.txt
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No Storage Limit. Since the systems used in comparison do not have space
adaption, we run this part of the tests under no storage restrictions. We “train”
the systems by an initial workload of 100 queries similar to the 14 queries of
LUBM. Then we run a batch that contains 64 repetitions of each query on the
systems shown in Table 1, and record the average runtime for the given queries.
There was a clear superiority in the performance regarding the unbounded
queries L2 and L9, and the bounded query L8. However, the other bounded
queries L3 to L6 behaved very closely for both UniAdapt and AdPart due to
their relative simplicity. For the bounded queries L4, L6, L7 and L8, the running
times were generally much less than the previous unbounded queries (Table 2).
Both systems performed closely for L4 and L6. But Unidapt was superior in
adapting to L8, while AdPart showed better performance to L7.

Table 1. Runtimes (ms) of LUBM
queries

L2 L3 L4 L5 L6 L7 L8 L9

UniAdapt 178 1 1 1 5 45 10 347

AdPart 7K 4 2 3 4 88 370 1K

H-RDF-3X 12K 3K 3K 3K 3K 7K 5K 9K

H-RDF-3X+ 11K 3K 3K 3K 3K 5K 5K 8K

Table 2. Runtimes (ms) of bounded
queries with 2 batches (b1 and b2)

L4 L6 L7 L8

b1 b2 b1 b2 b1 b2 b1 b2

UniAdapt 2 1 5 4 45 15 10 1

AdPart 3 1 4 4 88 1 370 1.5

Table 3. Generated workload properties of
LUBM data set

Workload Bounding Length Distribution
WLu1 No 3–4 Uniform
WLu2 No 3–4 50% to 50%
WLu3 No 3–4 90% to 10%
WLb1 Yes 3–4 Uniform
WLb2 Yes 3–4 50% to 50%
WLb3 Yes 3–4 90% to 10%

Storage-Workload Adaption.
In this part, we evaluate the unique
adaption capabilities of UniAdapt
with the storage space and the
workload. In this context, we set
three levels of storage capacity:
S2.5, S5, and S7. With capacity S5

the system can potentially main-
tain 5 full indexes but may also
decide to use the free space for join
cache or replication. Moreover, we
generated six types of workload from the LUBM data-set that are given by
Table 3. The fact that all the queries have the “type” predicates allowed the
UniAdapt to maintain only two indexes that are type indexes. One is sorted on
the subject while the other is sorted on the object. The first run of the WLu1
in the space capacity of S2.5 took relatively long (Fig. 2), due to the lack of the
OPS or SPO indexes that are used to decrease the cost of further join; besides
the difficulties to perform enough replications on the limited space to save the
communication cost. The uniform workload distribution amplifies the problem
by hardening the task of the optimizer to detect highly accessed data using its
specific rules. Moving from S2.5 to S5 allows the system to have enough replica-
tions, as well as two more indexes besides its two type indexes. This is reflected
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in an obvious decrease in the execution time. Upgrading the capacity to S7, pro-
vides enough space for more and better cache. That showed the highest decrease
in the query execution time. In addition, moving towards better workload qual-
ity helped the specific rules to better detect the highly accessed data. This is
seen when moving from WLu1, WLu2 to WLu3. The workload impact was much
higher on the bounded queries in workloads WLb1, WLb2, and WLb3. Starting
with WLb1 at capacity level of S2.5 caused a high increase of the query execution
time. This is because the space is only enough for two full indexes. Increasing
the space to S5 relaxed the optimization process and allowed the system to have
both OPS and SPO indexes for most of the data, and overrides the issue of the
low workload quality.
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1

10

100

1000

WLb1 WLb2 WLb3

S7 S5 S2.5

Fig. 2. Adaption with workload and space (average
running time per query in milliseconds

However, given a low
workload quality the system
achieves a useful cache only
for storage level of s7. Mov-
ing towards the better-quality
workload WLb2 resulted in a
high decrease in the execu-
tion time, even for the lim-
ited storage level of s2.5, as
the system is able to detect
the hotter parts of the data
using the specific rules. Moving to the excellent workload of WLb3 flattened the
differences between the storage levels, as most of the workload is now targeting
a very small region of the data, which can be efficiently indexed, replicated, and
cached using the specific rules. That results in a high boost to the performance.

9 Conclusion and Future Work

In this paper, we presented the universal adaption approach for the storage layer
of a distributed RDF triple store called UniAdapt. The adaption process aims
to adapt the limited storage to store the most beneficial data within indexes,
replication, and join caches. We defined a dynamic cost model that engages the
benefit of each data assignment with its usage rate as well as its storage cost. Our
experimental results showed the impact of the universal adaption on the query
execution in different levels of storage space and workload quality. UniAdapt
was able to excel in difficult levels of storage space capacity. On the other hand,
it was able to flexibly adapt to space abundance for more query performance.
For a future work, we consider adding the temporal effect of the workload in the
heat query structures.
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Abstract. In recent years, the Resource Description Framework data
model has seen an increasing adoption in Web applications and IT in
general. This has contributed to the establishment of standards such
as the SPARQL query language and the emergence of production-ready
database management systems based on this data model. In this paper,
we however argue that by concentrating on transaction related function-
alities rather than analytical operations, most of these systems address
the wrong data market. We motivate this claim by presenting several
concrete arguments.

1 Introduction

The Resource Description Framework (RDF) data model has attracted lot of
attention during these last few years. It enabled the design and implementation of
many Web and IT applications. For instance, it supports innovative approaches
for artificial intelligence’s knowledge representation and web search. This is due
to the publication of some of the largest and most popular knowledge graphs
(KG), e.g., DBpedia, Wikidata, Bio2RDF, UniProt, which are represented using
this data model. As such, RDF is now recognized has one of the leading data
model in the graph database management ecosystem. Compared to its direct
competitor, the Labelled Property Graph (LPG) data model, RDF presents
great support for data integration and reasoning services. These two features
are due (i) to the omnipresence of Internationalized Resource Identifiers (IRI)
in RDF graphs which serve as a common identifying solution at the scale of
the Web and (ii) to associations with semantically-rich vocabularies, generally
denoted ontologies, which together with reasoners enable to compute inferences.

This increase of interest for RDF has led to the emergence of efficient,
production-ready RDF stores (see Table 1’s first column for a list of the most
prominent systems). In addition to natively providing reasoning services in dif-
ferent ontology languages, these systems possess some important functionali-
ties that one can expect from a standard relational database management sys-
tem (DBMS), e.g., optimized query processing for a declarative language (typ-
ically SPARQL). These functionalities also include on line transaction process-
c© Springer Nature Switzerland AG 2021
M. Golfarelli et al. (Eds.): DaWaK 2021, LNCS 12925, pp. 109–115, 2021.
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ing (OLTP) through the support of ACID properties. Hence, they have been
designed to process high rates of (update) SPARQL queries per second.

In this paper, we argue that the support for ACID transactions is not fre-
quently used in RDF stores. This is mainly due to the fact it is not being con-
sidered as a critical feature for most RDF-based application development. We
motivate this claim in Sect. 2.1 from technical and contextual aspects as well as
interviews conducted with project leaders. In Sect. 2.2, we highlight that analyti-
cal operations, not generally present in RDF stores, are highly expected in many
applications. In Sect. 3, we present two general forms of analytics and empha-
size that one is more needed than the other. Finally, we conclude the paper and
present some perspectives.

Table 1. RDF stores characteristics, considering reasoning, RDFS:r, RDFS+: r+,
OWL Lite: l n OWL QL: q, OWLRL: d, OWL Horst: h, OWLDL: dl)

Name Transaction (ACID) Reasoning Analytic features Materialized views

AllegroGrapha Yes r+, d No No

AnzoGraph DBb Yes r+ Graph analytics + OLAP style Yes

Blazegraphc Yes r+, l No No

GraphDBd Yes r, q, d, h No No

MarkLogice Yes r, r+, h No No

Oraclef Yes r, q, d No No

RDFoxg Yes r+, d No No

Stardogh Yes All No No

Virtuosoi Yes r+ No No
ahttps://franz.com/agraph/allegrograph/.
bhttps://www.cambridgesemantics.com/anzograph/.
chttps://blazegraph.com/.
dhttps://www.ontotext.com/products/graphdb/.
ehttps://www.marklogic.com/.
fhttps://www.oracle.com/.
ghttps://www.oxfordsemantic.tech/product.
hhttps://www.stardog.com/.
ihttps://virtuoso.openlinksw.com/.

2 Arguments for OLAP RDF Stores

2.1 Why RDF Stores Do Need ACID Transactions?

In this section, we motivate the fact that many RDF-based applications do not
require full ACID transaction guarantees.

SPARQL and Update Operations. Since 2008 and its first W3C recommen-
dation release, SPARQL is the established query language for RDF data. In 2013,
a set of new features to the query language were added, leading to the SPARQL
1.1 recommendation. Among these features, update operations were introduced.
This means that for over five years, end-users had to either programmatically

https://franz.com/agraph/allegrograph/
https://www.cambridgesemantics.com/anzograph/
https://blazegraph.com/
https://www.ontotext.com/products/graphdb/
https://www.marklogic.com/
https://www.oracle.com/
https://www.oxfordsemantic.tech/product
https://www.stardog.com/
https://virtuoso.openlinksw.com/
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update RDF data sets or use a non-standard, i.e., system specific, declarative
update solution. In a data management market anchored in transaction process-
ing is seems unreal to leave application developers in such a situation for over
five years. Hence, one can doubt that OLTP is really the market for RDF stores.
One obvious question is: are the workload generally dealt with in RDF stores
transactional in nature?

Linked Data Update Frequency. The popularity of RDF is partly due to
its ability to integrate data and thus to break data silos. This is mainly made
possible by linking these silos based on relating nodes of different graphs. The
Linked Data movement and the creation of very large KGs are the most concrete
examples of such an approach. The Linked Open Data cloud1 currently connects
over 1.200 graphs with an estimation of tens of billions triples over domains
as diverse as life sciences, media, social networking, government, etc. Some of
these KGs are produced out of extractions from open data repositories and Web
scraping from Web sites. Although these sources, e.g., Wikipedia, are updated at
a per second rate, popular KGs are generally updated in term of days to weeks,
e.g., a release frequency for DBpedia, UniProt and Wikidata occurs respectively
every 6 months, 4 weeks and every couple of days. So, we are far from the kind
of transaction rates that ACID-compliant DBMS can support, e.g., in the range
of several thousands to millions of transactions per second. In fact, we are closer
to the bulk loading approach of data warehouses where the main purpose of the
system is to analyze data sets rather than manage the freshest data. We can
then ask ourselves what is inherently complex about executing updates on an
RDF graph?

Reasoning Issues. Together with data integration, the main benefit of using
the RDF data model for a graph database is to benefit from reasoning ser-
vices. These services depend on ontologies that can be defined with more or less
expressive ontology languages (from RDFS to OWLDL to at least stay within
decidable fragments). As displayed in the ‘reasoning’ column of Table 1, most
production-ready RDF stores address rather low ontology expressiveness. This
is mainly due to the practical cost of computing inferences which is already
high for the least expressive languages, e.g., RDFS entailment is a NP-complete
problem [6]. In RDF stores, reasoning is commonly addressed via either a mate-
rialization or a query rewriting approach. In the former, whenever some updates
are submitted to the DBMS, a reasoner computes the corresponding inferences
and updates the stored graph accordingly. We can easily understand that this
approach, although efficient considering query processing, has its limitations
when the rate of updates is high. In fact, for any updates, the system needs to
check whether some inferences can be deduced. So reasoning is invoked for each
update operation. Incremental reasoning as proposed in RDFox [4] potentially
improves the cost of materialization but it nevertheless does not enable high rate

1 https://lod-cloud.net/.

https://lod-cloud.net/
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of update transactions. In the latter approach, i.e., query rewriting, reasoning
is performed at query run time. Hence, handling updates is much more efficient
than in the materialization approach but query processing is much less efficient.
For this reason, more systems are adopting materialization than query rewriting,
but some systems adopt both (e.g., Allegrograph). We can thus understand that
computing inferences at the rate of tens to hundreds of transactions per second
is not realistic.

Real-World Use Cases. During the last few years, we have conducted several
interviews and discussions with large organizations that are intensively manag-
ing RDF databases of up to several TB, e.g., Publication Office of the Euro-
pean Union, French ministry of culture, institutes dealing with sensus in France
and Italy. We found out that these companies are not updating their databases
through high transaction rates but are rather bulk loading data in manner rem-
iniscent to data warehouses, i.e., at a per day or per week frequency rate. The
main reasons for this update pattern is mainly due to the cost of live reasoning
over incoming triples. Moreover, the companies that were not using any form of
reasoning on RDF data, while their ontologies would permit to, were not using
high transaction rates.

2.2 RDF Stores Should Support Analytical Operations

We now provide some arguments toward enriching RDF stores with analytical
operations. These arguments come from the companies and end-users of RDF
stores.

Use Cases Emphasized by RDF Sellers. We have collected the list of the
most commonly encountered use cases of Table 1’s RDF stores. Since, these sys-
tems have all commercial editions (Blazegraph is now AWS Neptune), we can
believe that the use cases correspond to the needs of theirs customers. Among
the top nine entries, we are finding the following: Advanced search and dis-
covery, analytics/Business Intelligence, fraud detection and recommendations.
These tasks are clearly relevant in analytical oriented DBMS. It is interesting to
note that none of the other common use cases are really requiring ACID trans-
action guarantees but are rather related to data integration or smart metadata
management.

End-User Point of Views. VLDB 2017’s best paper [5] provides a nice sur-
vey on the usage of graph processing and graph data management system (for
both LPG and RDF data models). It highlights that analytics is the task where
end-users are spending the most hours (more than testing, debugging, main-
tenance, ETL and cleaning). Moreover, the top graph computations performed
on these systems, DBMS including, are finding connected components, neighbor-
hood queries, finding shortest paths, subgraph matching (i.e., SPARQL), ranking
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and centrality scores, reachability queries. These operations are quite useful in
queries performing some kind of recommendations, e.g., in medicine to identify
a certain molecule or in culture to find a popular artist or art form.

3 The Road to Analytics in RDF Stores

3.1 Kind of Analytical Operations

Two forms of analytical operations can be considered for RDF stores. In the for-
mer, the idea is to adapt the multidimensional aspects that we can find in rela-
tional OLAP systems (ROLAP). They enable the management of information
cubes and are generally extending the SQL query language with new operations
such as roll-up, drill-down, pivot, slice and dice. In order to facilitate this man-
agement, they rely on a specific kinds of schemata that organize database tables
in a certain manner. These schemata correspond to so-called star, snowflake
or constellation. The adaptation of this approach to the RDF data model is
not straightforward due to the schemaless nature of RDF, and graph models in
general (e.g., LPG). Moreover, in these schemata, the fact table(s) is (are) sup-
posed to store data originating from OLTP systems. Although these data can
be bulk loaded in the RDF stores, we consider that it would be better to leave
them in the relational DBMS and organize some linkage solution with the RDF
stores in the style of virtual KG [7]. The low frequency of update operations
on ROLAP systems favors the use of materialized views (as opposed to virtual
views of OLTP). Such views can be useful in RDF stores where it can impact
query processing. They can be created via the SPARQL CONSTRUCT query
form and hence enable RDF compositional queries. The work presented in [1]
is an attempt to integrate these cube operations in SPARQL and RDF data
management. The same researchers have implemented the SPADE [2] system on
top of this approach but the code is not available and the approach does not
seem to have been adopted in existing systems.

The second form of analytical operations correspond to graph algorithms.
Until recently, they were generally present in large graph processing systems,
i.e., GraphX, Giraph, Gelly, but definitely make sense in a graph oriented DBMS
where the data management is given much more attention. These graphs algo-
rithms correspond to finding connected components and shortest paths, getting
centrality and ranking scores, counting and enumerating connected components.
Again, these algorithms are quite relevant for RDF stores since they meet the
high expectations of typical end-users.

3.2 Emerging Systems

One DBMS adopting the RDF data model has in fact started to consider the ana-
lytical direction proposed in this paper. It corresponds to AnzoGraph DB which
happens to be the most recent store among our list of production-ready system
(only RDFox is more recent). AnzoGraph DB proposes a complete support of
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SPARQL 1.1 with RDFS+ and OWLRL inferencing (via triple materialization),
OLAP style analytics with windowed aggregates, cube, rollup, grouping sets and
large set of functions. Moreover, it supports graph algorithms such as page rank,
betweenness centrality, connected components, triangle enumeration, shortest
and all paths. To the best of our knowledge, AnzoGraph DB is the only DBMS
to support materialized views.

Among other production-ready RDF stores, we see the first movement toward
analytics. For instance, Stardog in its 7.5 release (january 2021) provides a beta
graph analytics component which contains operations such as page rank, label
propagation, (strongly) connected components. Finally, outside of pure RDF
store players, a similar trend is catching up with SANSA [3]. It is defined by its
creators as a “big data engine for scalable processing of large-scale RDF data”
and takes the form of a set of libraries. It is able to perform reasoning, query-
ing and analytic operations. Considering analytics, it relies on either Apache
Spark2 or Apache Flink3 distributed computing frameworks. Hence, it benefits
from their respective GraphX and Gelly graph components to compute graph
algorithms. Nevertheless, this can only be specified by mixing some SPARQL
queries with some programs compiling over a Java environment.

4 Conclusion

In this vision paper, we have motivated the fact that the playground of RDF
stores consists more of analytical than transactional processing. The limitation
toward processing high rates of transaction mainly lies in the cost of inferences,
the schemaless characteristic of RDF data considering multidimensional-based
analytics. We believe that analytical operations based on standard graph pro-
cessing are the most relevant for end-users. Potentially, some very interesting
features should emerge for RDF analytical DBMS, e.g., mixing reasoning with
analytical operations and analytic-based data integration. Obtaining such ser-
vices will come at the price of providing a seamless collaboration between rela-
tional DBMS for managing transactional data and RDF stores for computing
graph analytics.

Finally, a similar trend is occurring in systems based on the LPG data model.
Among the plethora of production-ready systems, e.g., Neo4J, JanusGraph,
RedisGraph, currently only TigerGraph seems to consider graph analytics as
a promising market.

2 https://spark.apache.org/.
3 https://flink.apache.org/.

https://spark.apache.org/
https://flink.apache.org/
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Abstract. Curated Document Databases (CDD) play an important role
in helping researchers find relevant articles in scientific literature. Con-
siderable recent attention has been given to the use of various document
ranking algorithms to support the maintenance of CDDs. The typical
approach is to represent the update document collection using a form of
word embedding and to input this into a ranking model; the resulting
document rankings can then be used to decide which documents should
be added to the CDD and which should be rejected. The hypothesis
considered in this paper is that a better ranking model can be pro-
duced if a hybrid embedding is used. To this end the Knowledge Graph
And BERT Ranking (GRAB-Rank) approach is presented. The Online
Resource for Recruitment research in Clinical trials (ORRCA) CDD was
used as a focus for the work and as a means of evaluating the proposed
technique. The GRAB-Rank approach is fully described and evaluated
in the context of learning to rank for the purpose of maintaining CDDs.
The evaluation indicates that the hypothesis is correct, hybrid embedding
outperforms individual embeddings used in isolation. The evaluation also
indicates that GRAB-Rank outperforms a traditional approach based on
BM25 and a ngram-based SVR document ranking approach.

Keywords: BERT · Knowledge graph concepts · Document ranking

1 Introduction

The number of published papers in scientific research is increasing rapidly in
any given domain. Consequently, researchers find it difficult to keep up with the
exponential growth of the scientific literature. In order to address this challenge
many organisations manage Curated Document Databases (CDDs). CDDs are
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specialised document collections that bring together published work, in a defined
domain, into a single scientific literature repository. One example of such a CDD,
and that used for illustrative purposes in this paper, is the Online Resource for
Recruitment research in Clinical trials (ORRCA1) CDD [7]. The ORRCA CDD
brings together abstracts of papers concerned with the highly specialised domain
of recruitment strategies for clinical trials.

The provision of CDDs provide a useful facility for researchers. However, for
CDDs to remain useful, they must be constantly updated, otherwise their utility
is of only temporary value. The challenge is illustrated in the context of the
ORRCA CDD in Fig. 1. From the figure the exponential, year-on-year, growth of
the number of papers can be observed clearly. Updates are conducted using what
is referred to as a systematic review process. The systematic review is typically
conducted manually by querying larger document collections, a time consuming
task. In the case of ORRCA, the PubMed search engine for the MEDLINE life
sciences and biomedical abstracts database was used for the systematic review.
The process can be enhanced using document ranking so that candidates for an
update can be ranked according to relevance and the top k considered in more
detail, whilst the remainder can be rejected.

Fig. 1. ORRCA papers and articles 1976–2017, illustrating the exponential growth of
the number of publications directed at recruitment strategies for clinical trials.

Document ranking has been extensively used in the context of document
retrieval. The traditional approach, given a particular search query, is to rank
documents using a frequency measure that counts the frequency whereby terms
in the search query appear in each candidate document [6,18]. However, fre-
quency based document ranking models fail to capture the semantic context
behind individual search queries. An alternative is to use a learning to rank
model more suited to capturing the semantic meaning underpinning search

1 https://www.orrca.org.uk/.

https://www.orrca.org.uk/
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queries [14,16]. Recent work on Learning to Rank (LETOR) has used word
embeddings of various kind as the input [11,14]. Word embeddings can be learnt
from scratch or a pre-trained embedding model can be adopted. Existing word
embedding based approaches to LETOR have focused on a single embedding,
with good results; a popular choice is to use Bidirectional Encoder Representa-
tions from Transformers (BERT) embeddings [10,17]. The intuition presented
in this paper is that a hybrid approach using two orthogonal, but compati-
ble, embeddings will result in a more effective ranking (in the context of the
CDD update problem). An intuition that is supported by the observations given
in [1]. To this end this paper presents the Knowledge Graph And BERT Ranking
(GRAB-Rank) approach to LETOR, designed to support the periodic updating
of CDDs, that combines BERT word embeddings and knowledge graph concept
embeddings; the latter generated using a bespoke random walk technique.

The GRAB-Rank approach is fully described and evaluated. The proposed
approach assumes the availability of a literature knowledge graph. Techniques
whereby document knowledge graphs can be constructed, given a document cor-
pus, are available (see for example [13]). The presented evaluation was conducted
using the ORRCA CDD. GRAB-Rank results were compared with an approach
based on the popular Okapi BM25 ranking function [23] and earlier work directed
at the updating of the ORRCA CDD as reported in [16] where a Support Vector
Regression (SVR) based technique was presented. It was found that GRAB-Rank
produced better results than when either of the considered embeddings were used
in isolation, and that the proposed hybrid embedding model outperformed the
BM25 and ngram-based SVR document ranking comparator approaches.

2 Literature Review

CDDs require regular updating. This updating process involves considerable
human resource as it is typically conducted manually in the form of a system-
atic review of a candidate collection of documents. The resource required for
such systematic review can be significantly reduced by pruning the set of can-
didates using document ranking. The main objective of document ranking, also
referred to as score-and-sort, is to compute a relevance score for each document
and then generate an ordered list of documents so that the top k most rel-
evant documents can be selected. In this paper a mechanism for updating the
ORRCA CDD [7] is presented founded on a hybrid document ranking technique.
Recent work in document ranking has been focused on using external knowledge
for improving document rankings. Especially the use of contextualised models
such as BERT. LETOR models can be categorised as being either: (i) Tradi-
tional document ranking models, (ii) Semantic document ranking models, or
(iii) Knowledge graph document ranking models. Subsections 2.1, 2.2 and 2.3
give further detail with respect to each of these categories.
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2.1 Traditional Document Ranking Models

Traditional document ranking models are founded on statistical or probabilistic
approaches. Many variants of these methodologies have been proposed and con-
tinue to be proposed. Most are founded on a vector space model of the input
document corpus where the dimensions of the vector space are defined using
terms that appear in the document collection. The terms to be included are typ-
ically selected using a scoring mechanism. Term Frequency - Inverse Document
Frequency (TF-IDF) is a popular choice [11]. In this manner a n-dimensional
vector space can be constructed. A popular algorithm for generating vector rep-
resentations of words is GloVE (Global Vectors for Word Representation), an
unsupervised learning algorithm that operates by aggregating global word-word
co-occurrence statistics found in an input corpus [20]. An alternative mecha-
nism of generating a vector space model is to use word n-grams. This was the
technique used in [12] and [16]. The significance of the techniques used in [12]
and [16] is that it was evaluated using the ORRCA CDD, and hence used with
respect to the evaluation presented later in this paper to compare with the oper-
ation of GRAB-Rank. Once the input document corpus has been converted to a
vector based representation, a document ranking function can be applied to rank
the documents in decreasing order of relevance to a query. A popular ranking
function is the Okapi BM25 ranking function which is founded on a probabilis-
tic retrieval framework [23]. The Okapi BM25 function was also adopted as a
document ranking baseline with respect to the work presented in this paper.

2.2 Semantic Document Ranking Models

The traditional statistical and probabilistic document ranking models assume
each term is independent of its neighbours. Semantic document ranking models
take into account the context of terms in relation to their neighbouring terms,
in other words the “semantic” context associated with each term. We refer to
this using the phrase word embedding. The distinction can be illustrated by
considering the word “bank”; using a semantic context representation this would
comprise a number of vectors depending on the context of the word “bank”,
either as: (i) an organisation for investing and borrowing money, (ii) the side of
a river or lake, (iii) a long heap of some substance, (iv) the process of heaping
up some substance or (v) the process of causing a vehicle to tilt to negotiate
a corner. Using a non-contextualised representation the word “bank” would be
represented using a single vector regardless of context.

Semantic representations are generated using a contextual model to gener-
ate the desired word embeddings; different terms that have the same semantic
meaning are thus represented in a similar way. The required contextual model
can be learned directly, typically using deep learning, from the document corpus
of interest. Examples of document ranking systems that use a learnt contex-
tual model to produce a word embedding can be found in [3,15,28]. However,
learning a contextual model requires considerable resource. The alternative is to
use an existing pre-trained contextual model to generate a word embedding for
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a given corpus. A popular choice of pre-trained contextual model is the Bidi-
rectional Encoder Representations from Transformer (BERT). BERT takes into
account the context of a target word using the surrounding words in a large cor-
pora; BERT has been used with respect to many downstream natural language
processing tasks including document ranking [15,26]. An alternative contextual
model that can be used is the embeddings from Language Model ELMo [21].
This model is based on deeply contextualized word embeddings which are cre-
ated from Language Models (LMs). BERT is a transformer-based architecture
while ELMo is Bi-LSTM Language model. BERT is purely Bi-directional and
ELMo is semi-bidirectional. However, with respect to the work presented in this
paper, because of BERT’s popularity and its ease of use in Python, a BERT pre-
trained model based sentence embeddings were used for the downstream task of
ranking scientific abstracts.

2.3 Knowledge Graph Document Ranking Models

The work presented in this paper assumes CDDs represented as literature knowl-
edge graphs. A knowledge graph is a collection of vertices and edges where the
vertices represent entities or concepts, and the edges represent a relationship
between entities and/or concepts. The reason for using knowledge graphs is that
they provide efficient storage and retrieval in the context of linked descriptions
of data. Some well known examples of knowledge graphs include Freebase [2] and
YAGO [22]. In the context of document knowledge graphs the concepts stored
at vertices represent semantic information which, it is argued here, can be used
in the form of knowledge graph embeddings for document ranking purposes.
Examples of recent work directed at knowledge graphs for document ranking
include the entity-based language models described in [8,9,27]. This existing
work has demonstrated the viability of knowledge graph based document rank-
ing. The work presented in this paper proposes a hybrid approach that combines
semantic document ranking with knowledge graph document ranking.

3 Problem Definition

A CDD is a data set of the form D = {d1, d2, . . . dn} where each di ∈ D is a
document (research article/paper). For the CDD to remain useful it is necessary
for it to be periodically updated by adding the set of recently published new
documents Q to D so that Dnew = D ∪ Q. The set Q is traditionally generated
using a systematic review process [7] applied to a larger data set U (Q ⊂ U).
Systematic reviews involve a detailed plan and search strategy with the objective
of identifying, appraising, and synthesizing all relevant studies on a particular
topic [7,25]. The challenge is to automatically generate Q in such a way that Q
contains as many relevant documents as possible. The anticipation is that it will
not be possible to automatically generate a set Q that contains all relevant doc-
uments and no irrelevant documents. The idea is therefore to apply a Learning
to rank model (LETOR) whereby U is ordered according to relevance score and
the top k documents selected for potential inclusion in D.
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4 BERT and Knowledge Graph Embeddings Based
Document Ranking

This section presents the proposed Knowledge Graph and BERT Ranking
(GRAB-Rank) approach. A schematic of the approach is presented in Fig. 2. The
input is a collection of documents U to be potentially included in D. The next
stage is to generate two sets of document embeddings: (i) document embeddings
generated from a random walk of a knowledge graph G generated from U , and
(ii) document embeddings generated using BERT. The first requires the trans-
formation of U into G, how this can be achieved is presented in Subsect. 4.1.
The process of generating document embeddings from G is then described in
Subsect. 4.2. The process for generating document embeddings using BERT is
described in Subsect. 4.3. Once we have the two types of document embeddings,
these are combined into a single embedding, by concatenating one to the other.
The concatenated embedding is then used as input to a LETOR model. With
respect to the evaluation presented later in this paper, and as indicated in the
figure, a Support Vector Regression (SVR) model was used to generate the doc-
ument ranking. A SVR model was used because this has been shown to produce
good results as evidenced in [12] and [16], a previously proposed approaches for
updating CDDs which also focused on the ORRCA CDD. SVR uses the same
principle as Support Vector Machines (SVMs) but with respect to regression
problems. The SVR LETOR model, once learnt, can be used to assign a ranking
value to each document in U . To obtain Q from U we then need a cut-off thresh-
old value σ. The work in [12] reported the results from a sequence of experiments
to establish the most appropriate value for σ. They found that 97% of relevant
abstracts can be identified by considering the top 40–45% of potential abstracts.
This was found to equate to a value of σ = 0.30. For the evaluation presented
in this paper, σ = 0.25 was used (so as to include a “safety margin”).

Fig. 2. Schematic of the GRAB-Rank approach.
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4.1 Knowledge Graph Construction

The prerequisite of the GRAB-Rank approach for the maintenance of CDDs is
a literature knowledge graph G = {V,E} where the set of vertices V represent
documents and concepts, and the set of edges E represent relationships between
the vertices. There are various mechanisms whereby G can be constructed; it
can be done manually, but is clearly better addressed in an automated manner.
One proposed solution, and that adopted with respect to this paper, is the
OIE4KGC (Open Information Extraction for Knowledge Graph Construction)
approach presented in [13]. The OIE4KGC solution commences by extracting
concept-relation-concept triples from a given document collection D (a CDD)
using the RnnOIE Open Information Extraction (OIE) tool [24]. The triples are
then filtered so that only the most relevant concepts are retained, each identified
by a unique label. The retained triples, are then used to construct G such that
the set of vertices V represents concepts and documents (in the following the
terms concept vertex and document vertex are used to distinguish between the
two), and the set of edges E comprises either: (i) the extracted relations from
one concept to another concept, or (ii) “mention” relationships from a document
to a concept. A mention relationship between a document and a concept implies
that a document “mentions” this particular concept. Similar concepts in the
knowledge graph were linked, using a biomedical entity linker.

4.2 Knowledge Graph Concept Embeddings Using a Random Walk

This section presents the process for generating concept embeddings from a liter-
ature knowledge graph (generated as described above); the first form of embed-
ding in the proposed hybrid embedding approach. The process commences by
generating a sequence of random walks (paths) linking concept vertices. The
random walk idea was first proposed in [19], where it was defined as a sequence
of elements creating a path in a mathematical space. Conceptually, a random
walk across a graph can be considered as a sequence of vertices. In the case of the
proposed approach each vertex in the sentence will be a “concept”. Therefore,
each walk generated from a concept vertex in G can be interpreted as a natural
language sentence comprised of the concepts covered by the walk. The “sen-
tences” can then be processed using a range of text machine learning models,
such as the “bag of words” model or the “skip gram” model [5]. Random walks
were generated for every concept node in G. It takes a high amount of compu-
tational resources to generate random walks for each vertex, hence a number
of 100 random walks was chosen for each vertex. The length of each generated
walk was restricted to k vertices. For the evaluation reported on in the following
section, Sect. 4, experiments were conducted using a range of values for k, from
k = 1 to k = 5 incrementing in steps of 1.

The foregoing was implemented using the node2vec framework [4] and the
skip-gram model. Using the node2vec framework random walks can be gener-
ated using a number of strategies, these can be broadly categorised as Breadth-
First Sampling (BFS) or Depth-First Sampling (DFS). The breadth-first strategy
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involves identifying all the immediate neighbours of a current vertex vi ∈ V , to
be included in the random walks to be generated and then moving on to immedi-
ate neighbours plus one, and so on until we reach random walks of length k. The
depth-first strategy involves generating each entire random walk in turn rather
than “in parallel”. A breadth-first strategy (BFS) was used for the proposed
GRAB-Rank approach.

4.3 BERT Contextualised Embeddings

This section discusses the contextualised embedding process, the second embed-
ding used with respect to the proposed GRAB-Rank approach. The idea is to
use transfer learning; the process of using a pre-trained deep language model to
generate document embeddings. There are a number of such language models
available, examples include ELMo [21] and BERT [15]. With respect to the eval-
uation presented later in this paper the BERT language model was used. The
advantage offered by these models, as noted in Sect. 2, is that they are context
aware; unlike many alternative models, such as GloVe [20], where each word
is represented using a single vector regardless of context. Using a pre-trained
language model, document embeddings are generated by replacing each word
in a given document with the corresponding (BERT) word embedding. All the
word vectors in the document are then concatenated to obtain a single document
embedding. Contextualised language models consist of multiple stacked layers of
representation (and an input layer); the greater (deeper) the number of layers
the greater the extent of the context incorporated into a word representation. To
generate word embeddings all layers can be used or the top n (most significant)
layers. With respect to the evaluation presented later in this paper results are
reported using all twelve BERT layers.

5 Evaluation

This section presents the evaluation of the proposed GRAB-Rank approach. For
the evaluation, the abstracts for the 2015 and 2017 systematic review updates
of the ORRCA CDD were used because: (i) a ground truth was readily available
(the abstracts eventually selected for inclusion in ORRCA were known); and
(ii) ORRCA had been used in previous LETOR studies, namely those presented
in [12] and [16], hence a comparison could be conducted. Two data sets were
generated using the 2015 and 2017 abstracts:

ORRCA-400. A small data set which could be manually inspected and anal-
ysed in the context of the proposed GRAB-Rank approach, referred to as
the ORRCA-400 data set because it comprised 400 abstracts, 200 abstracts
included in ORRCA and 200 excluded. Thus an even distribution.

ORRCA-Update. A much larger data set to test the scalability of the proposed
approach made up of the entire 2015 and 2017 ORRCA update collections,
11, 099 abstracts for the 2015 update (1302 included and 9797 excluded) and
14,485 for the 2017 update (1027 included and 13458 excluded).
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Both datasets were pre-processed by removing punctuation and stop words. For
stop word removal ntlk2 was used. For training and testing a 60:40 training-
testing split was used with respect to both data sets. Approaches similar to
GRAB-Rank [10,15] have used similar splits for training and testing document
ranking models.

The objectives of the evaluation were:

1. To conduct an ablation study to compare the operation of the proposed
GRAB-Rank approach with using only BERT embeddings and only knowl-
edge graph embeddings, so as to demonstrate that the proposed hybrid app-
roach outperformed the component approaches when used in isolation.

2. To compare the operation of the proposed GRAB-Rank approach with alter-
native traditional document ranking systems applied directly to the input
data, namely: (i) the Okapi BM25 ranking function based approach described
in [23]; and (ii) the n-grams approach, with a SVR ranking model, presented
in [12] and [16]. Both were discussed previously in Subsect. 2.1.

3. To investigate the effect of the parameter k, the random walk length, on the
operation of the GRAB-Rank approach.

The evaluation was conducted using a NVidia K80 GPUs kaggle kernel. The
evaluation metrics used were precision and recall. Our dataset was labelled in a
binary manner (relevant and not relevant) hence traditional document ranking
metrics which require a “ground truth” ranking, such as MAP, MRR and NDCG,
could not be used. For generating BERT embeddings all BERT Layers, as sug-
gested in [21], were used. This was because using all layers produces a richer
result, at the expense of increased run time. However, runtime is not an issue in
the context of CDD maintenance as it is an activity not conducted frequently.
In the case of the ORRCA CDD this is typically updated once every two years
(because of the significant human resource involved). For the initial experiments
conducted with respect to Objectives 1 and 2 above, σ = 0.25 was used with
respect to the SVR LETOR models generated for reasons given previously in
Sect. 5.

The results with respect to the first two objectives are given in Table 1.
From the table it can be seen that in all cases the proposed GRAB-Rank hybrid
approach produced the best performance with respect to both evaluation data
sets and with respect to both recall and precision. From Table 1 it can also be seen
that BERT only embedding tended to outperform knowledge graph embedding.
The precision values are relatively low for the ORRCA-Update dataset. It is
conjectured that this is because the ORRCA-Update dataset (25,584 documents)
was significantly larger the ORRCA-400 dataset (400 documents).

To determine the most appropriate value for k experiments were conducted
using a range of values for k from k = 1 to k = 5 incrementing in steps of 1.
The results are presented in Table 2. From the table it can be seen that the best
precision was obtained when k = 2 for the ORRCA-400 dataset, and k = 3 for
the ORRCA-Update dataset. There was no clear best value for k with respect to

2 https://www.nltk.org/.

https://www.nltk.org/
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Table 1. The performance of GRAB-Rank in comparison with using BERT embed-
dings or knowledge graph embeddings in isolation, and with using the BM25 and SVR
ranking models with n-grams (best results in bold font).

Document ranking technique ORRCA-400 ORRCA-Update

Precision Recall Precision Recall

GRAB-Rank with SVR 0.81 0.50 0.26 0.88

BERT embeddings only with SVR 0.76 0.47 0.23 0.80

Knowledge graph embeddings only with SVR 0.75 0.46 0.26 0.87

word2vec vectors with BM25 ranking 0.53 0.33 0.16 0.54

word2vec for n-grams with SVR 0.79 0.49 0.07 0.49

recall. From the table it can also be seen that a low value of k (k < 2) produced
poor recall. This could be attributed to the fact that the higher the value for k
the more similar concepts that are included in the knowledge graph embedding
and hence the better the recall (greater number of relevant documents at the
top of a ranked document list).

Table 2. The performance of GRAB-Rank with using a range of values for k, the
random walk length (best results in bold font).

k ORRCA-400 ORRCA-Update

Precision Recall Precision Recall

1 0.68 0.42 0.17 0.59

2 0.75 0.46 0.24 0.83

3 0.74 0.46 0.26 0.87

4 0.73 0.45 0.26 0.86

5 0.74 0.46 0.26 0.86

6 Future Work and Conclusion

This paper has presented the GRAB-Rank approach to partially automate the
process of maintaining CDDs which would otherwise need to be maintained
using a manual systematic review process. GRAB-Rank is a LETOR mechanism
founded on a hybrid representation comprised of a literature knowledge graph
embedding generated using a random walk of length k and a BERT contextual
embedding. The hybrid embedding was then used as an input into a LETOR
mechanism. For the presented evaluation SVR was used to generate the desired
LETOR model. The hypothesis was that a hybrid document embedding app-
roach would produce a better ranking than if the component embeddings were
used in isolation. The GRAB-Rank approach was evaluated using two datasets
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extracted from the data used for the maintenance of the ORRCA CDD. The
evaluation results obtained indicated that the hypothesis was correct, hybrid
embedding outperforms individual embeddings used in isolation. The operation
of GRAB-Rank was also compared with two forms of traditional approach, one
based on BM25 and the other on n-gram based SVR. Grab-Rank was shown
to outperform the traditional approaches. For future work the authors plan to
improve the document ranking model by conducting further experiments, using
the ORRCA CDD, with other pre-trained language model such as GPT-2 and
GPT-3 for creating document embeddings.

References

1. Bagheri, E., Ensan, F., Al-Obeidat, F.: Neural word and entity embeddings for ad
hoc retrieval. Inf. Process. Manag. 54(4), 657–673 (2018)

2. Bollacker, K., Evans, C., Paritosh, P., Sturge, T., Taylor, J.: Freebase: a collabo-
ratively created graph database for structuring human knowledge. In: Proceedings
of the 2008 ACM SIGMOD International Conference on Management of Data, pp.
1247–1250 (2008)

3. Dai, Z., Xiong, C., Callan, J., Liu, Z.: Convolutional neural networks for soft-
matching n-grams in ad-hoc search. In: Proceedings of the Eleventh ACM Inter-
national Conference on Web Search and Data Mining, pp. 126–134 (2018)

4. Grover, A., Leskovec, J.: node2vec: scalable feature learning for networks. In: Pro-
ceedings of the 22nd ACM SIGKDD International Conference on Knowledge Dis-
covery and Data Mining, pp. 855–864 (2016)

5. Guthrie, D., Allison, B., Liu, W., Guthrie, L., Wilks, Y.: A closer look at skip-gram
modelling. In: LREC, vol. 6, pp. 1222–1225. Citeseer (2006)

6. Jabri, S., Dahbi, A., Gadi, T., Bassir, A.: Ranking of text documents using TF-IDF
weighting and association rules mining. In: 2018 4th International Conference on
Optimization and Applications (ICOA), pp. 1–6. IEEE (2018)

7. Kearney, A., et al.: Development of an online resource for recruitment research in
clinical trials to organise and map current literature. Clin. Trials 15(6), 533–542
(2018)

8. Li, Z., Guangluan, X., Liang, X., Li, F., Wang, L., Zhang, D.: Exploring the impor-
tance of entities in semantic ranking. Information 10(2), 39 (2019)

9. Liu, Z., Xiong, C., Sun, M., Liu, Z.: Entity-duet neural ranking: understanding the
role of knowledge graph semantics in neural information retrieval. arXiv preprint
arXiv:1805.07591 (2018)

10. MacAvaney, S., Yates, A., Cohan, A., Goharian, N.: CEDR: contextualized embed-
dings for document ranking. In: Proceedings of the 42nd International ACM SIGIR
Conference on Research and Development in Information Retrieval, pp. 1101–1104
(2019)

11. Mitra, M., Chaudhuri, B.B.: Information retrieval from documents: a survey. Inf.
Retrieval 2(2–3), 141–163 (2000). https://doi.org/10.1023/A:1009950525500

12. Muhammad, I., Bollegala, D., Coenen, F., Gamble, C., Kearney, A., Williamson,
P.: Maintaining curated document databases using a learning to rank model: the
ORRCA experience. In: Bramer, M., Ellis, R. (eds.) SGAI 2020. LNCS (LNAI),
vol. 12498, pp. 345–357. Springer, Cham (2020). https://doi.org/10.1007/978-3-
030-63799-6 26

http://arxiv.org/abs/1805.07591
https://doi.org/10.1023/A:1009950525500
https://doi.org/10.1007/978-3-030-63799-6_26
https://doi.org/10.1007/978-3-030-63799-6_26


Document Ranking for Curated Document Databases Using GRAB-Rank 127

13. Muhammad, I., Kearney, A., Gamble, C., Coenen, F., Williamson, P.: Open infor-
mation extraction for knowledge graph construction. In: Kotsis, G., et al. (eds.)
DEXA 2020. CCIS, vol. 1285, pp. 103–113. Springer, Cham (2020). https://doi.
org/10.1007/978-3-030-59028-4 10

14. Nalisnick, E., Mitra, B., Craswell, N., Caruana, R.: Improving document ranking
with dual word embeddings. In: Proceedings of the 25th International Conference
Companion on World Wide Web, pp. 83–84 (2016)

15. Nogueira, R., Cho, K.: Passage re-ranking with BERT. arXiv preprint
arXiv:1901.04085 (2019)

16. Norman, C.R., Gargon, E., Leeflang, M.M.G., Névéol, A., Williamson, P.R.: Evalu-
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Abstract. This study introduces an NLP framework including deep lan-
guage models to automate the contextual and behavior factors extrac-
tion from a narrative text that describes the environment and pedestrian
behaviors at the pedestrian encounter scenes. The performance is com-
pared against a baseline BiLSTM-CRF model trained for each factor
separately. The evaluation results show that the proposed NLP frame-
work outperforms the baseline model. We show that the proposed frame-
work can successfully extract nested, overlapping, and flat factors from
sentences through the case studies. This model can also be applied to
other descriptions when physical context and human behaviors need to
be extracted from the narrative content to understand the behavioral
interaction between subjects further.

Keywords: Information extraction · Deep learning · Human
behavior · Natural language processing · Autonomous vehicles

1 Introduction

According to [10], more than 6,500 pedestrians are killed in the year 2019, being
the highest number in the last 30 years. The number is increased by more than
53% since 2009. Considering this upward trend, one of the primary purposes
of deploying autonomous vehicles (AVs) is to reduce accidents and casualties to
human pedestrians. The factors drawing human drivers’ attention while interact-
ing with the pedestrians are essential to adjust the importance of features while
training the decision-making algorithms. One systematic way to study the rea-
soning process is through analyzing the drivers’ descriptions of thoughts when
assessing the pedestrian-vehicle encounters. Languages are the best-embodied
knowledge of human intelligence. It is common to extract human factors dur-
ing social or human-computer interactions by analyzing their verbal languages or
written texts. In this research, we worked with human subjects who first watched
a video recorded from the driver side and has a pedestrian encounter scene, then
describe the context of the scene includes (1) The factors of the environment
that influence the pedestrian-vehicle interaction, such as road structures, signal,
c© Springer Nature Switzerland AG 2021
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time of day, etc. (2) The features that dictate the interaction are between driver
and pedestrian. (3) Pedestrian behaviors, such as walking patterns and so on.
Figure 1 shows the one sentence in a description, in which ‘looked at driver and
started running’ is an implicit communication between driver and pedestrian,
‘started running across the crosswalk’ is a pedestrian walking pattern, ‘cross-
walk’ is a road structure, and ‘signal is green’ is a signal. Both ‘crosswalk’ and
‘signal is green’ are contextual factors of the environment. All these are impor-
tant to understand the scene and advise the future development and deployment
of autonomous vehicles. Our objective is to develop an NLP framework to extract
these factors from pedestrian encounter descriptions in this research.

Fig. 1. A sentence in the pedestrian encounter description (Color figure online)

Named Entity Recognition (NER) has been used to identify and extract con-
cepts from narrative text in various domains [1,4]. The recent neural network-
based NER models show superior performances to the traditional ones. However,
with a typical NER model, each word in the sentence is predicted to be part
of a concept of one category. For example, given a sentence ‘The pedestrian is
walking slowly towards the traffic light.’, ‘walking slowly’ is pedestrian speed,
and ‘traffic light’ is signal. They belong to two different categories, and there
is no overlapping between these two concepts. NER models can be trained to
extract both concepts. However, if the concepts belong to multiple categories are
nested or overlapped, shown as Fig. 1, the typical NER model has limitations
on extracting all concepts correctly. The reason is that the number of cate-
gories for each word is different, and there can be multiple BIOE tags for each
word corresponding to different categories. In this research, we call it multiclass
multilabel concept extraction. Recently, NER models worked with pre-trained
contextual embeddings such as Word2Vec [7], Glove [8] or BERT [2]. Fisher et al.
[3] introduced a model first to identify the boundaries of the named entities and
the nesting situation at different levels using the BERT embedding. This app-
roach is not applicable to the overlapping entities. Shibuya et al. [11] proposed
a sequence decoding algorithm with a CRF model to extract the nested entities.
Strakova et al. [12] compared a sequence-to-sequence model with LSTM-CRF
for nested entity recognition and concluded that the sequence-to-sequence app-
roach worked better. However, multiple sequence-to-sequence models need to be
trained for each category to solve the multilabel multiclass issue.

To solve multilabel and multiclass concept extraction challenges, we propose
an NLP framework explained in Sect. 2. The returned results show that our
approach works better than the baseline approach.
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2 Methodology

Figure 2 shows an overview of the proposed framework. First, a NER model –
BiLSTM-CRF [5,6] is used to extract text chunks that contain one or more
concepts. BiLSTM-CRF takes word embeddings and tags the text chunks using
the BIOE scheme (B-, I-, E-represents the start, internal, and end of a text
chunk, and O- tags the word outside of a text chunk).

Fig. 2. Contextual and behaviour factors extraction framework

Then, syntactic dependencies are analyzed to obtain the possible concepts
from the text chunks. Syntactic dependency analysis [13] is used to extract candi-
date concepts from the text chunks identified by BiLSTM-CRF. In our approach,
we generate candidate concepts with a noun or a verb as a centered word. Taken
a noun or verb as a target word (wi) in a sentence, we first identify all the direct
and indirect incoming and outgoing edges (E) from the word, then we extract
all the candidate concepts based on the edge connections to the target words.
For example, if the word ‘pace’ is taken as a target word, E are edges shown
in Fig. 3. A candidate concept is defined as c = {w0, . . . , wi, . . . , wj}, and edge
e = (wi, wj), e ∈ E between any two words in the c. Based on the words and
edges in Fig. 3 and the following candidate concepts can be extracted: ‘pace’,
‘fast pace’, ’at fast pace’, ‘walking at a fast pace’, and ‘begins walking at fast
pace’.

After concept extraction, a transformer-based embedding generation is
employed to generate vector representations of all concepts. The embedding
techniques are used in various research to generate word or phrase representa-
tions. In this research, the sentence transformer (SBERT) based on RoBERTa
[9] is used to generate embeddings for the candidate concepts.

Finally, the vector representations of the concepts are fed into different clas-
sifiers for concept classification and prediction. We implement four different
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Fig. 3. An sentence example for syntactic analysis

classifiers: logistic regression, random forest, K-nearest neighbor, and multi-
layer perceptron classifier to classify the concept embeddings into correspond-
ing categories of the concepts. A soft majority voting is implemented to aggre-
gate the output probabilities from different classifiers for the categories. The
soft majority voting is defined as: Given M classifiers D = {D1, . . . , DM}, let
yj(xi), i ∈ [1, N ]; j ∈ [1,M ] being the normalized probability output from the
classifier j, i is an input sample from x. The soft majority voting is calculated
as Eq. 1.

M∑

j=1

yj(xi) (1)

3 Experimental Setting and Results

3.1 Dataset and Hyperparameters

In this research, we recruited 30 human subjects to describe 100 different pedes-
trian encounter scenes. To develop the labeled dataset, two annotators worked
separately to annotate the sentences in the descriptions to identify the contex-
tual and behavior factors belongs to 13 different categories given in Table 1. In
total, we have 1005 sentences to evaluate our concept extraction framework. The
overall data set is split into train, test, and validation, with 70%, 20%, and 10%
of the sentences, respectively. For both the baseline and our model, 100 neurons
are set for BiLSTM, and ten epochs are used for training. For the random forest
classifier, the number of trees is set to 100. The k is set to 5 for the k-nearest
neighbor classifier. For logistic regression, multiclass is set to multinomial. For
the multilayer perceptron classifier, there is only one hidden layer with 100
neurons.

3.2 Results

The BiLSTM-CRF is trained for each category as the compared baseline method.
The precision, recall, and F1 results are calculated using the test set for both the
baseline model and our model, shown in Table 1. Our framework works better
than the baseline method on most categories, including those with very few
instances, such as ‘lighting condition’, and ‘scene location’. Our model also works
better on the categories that have nested or partial overlapping content.
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Table 1. Comparison of results between baseline and our approach on test data

Category Number BiLSTM-CRF Our model

Precision Recall F1 Precision Recall F1

Pedestrian walking pattern 218 0.71 0.63 0.66 0.75 0.85 0.8

Pedestrian speed 92 0.72 0.63 0.67 0.27 0.32 0.29

Road structure 169 0.25 0.33 0.29 0.96 1 0.98

Time of day 17 0 0 0 0.86 0.86 0.86

Signal 61 1 0.1 0.18 0.97 0.93 0.95

Vehicle trajectory 117 0.55 0.34 0.42 0.51 0.87 0.64

Vehicle speed 61 0.55 0.34 0.42 0.95 0.42 0.58

Lighting condition 14 0 0 0 0.5 0.5 0.5

Scene location 30 1 0.2 0.33 1 0.71 0.83

Vehicle type 79 0.83 0.69 0.76 1 1 1

Pedestrian attention 30 0.5 0.09 0.15 1 0.36 0.53

Explicit communication 33 1 0.17 0.29 0.77 0.59 0.67

Implicit communication 201 0.55 0.27 0.36 0.56 0.88 0.68

Fig. 4. Case 1 - baseline model Fig. 5. Case 1 - our model

Fig. 6. Case 2 - baseline model (Color
figure online)

Fig. 7. Case 2 - our model (Color figure
online)

Figures 4 and 5 show a sentence with concepts of four different categories.
Our model can correctly identify all concepts to the corresponding categories.
‘begins walking’, ‘intersection’, ‘fast pace’ and ‘begins walking across intersection
at a fast pace’ are identified as implicit communication, road structure, pedes-
trian speed, and pedestrian walking pattern, respectively. The baseline model
can only identify ‘begins walking across intersection at fast pace’ as pedestrian
walking pattern and ‘intersection’ as road structure. Figures 6 shows that the
baseline model can extract ‘approaching an intersection with a green light’ as
‘vehicle trajectory’, but it can not identify other concepts nested in this long
description. As shown in Fig. 7, our approach not only can extract ‘approach-
ing an intersection with a green light’ as vehicle trajectory but also extracts
‘intersection’ as road structure and ‘green light’ as a signal. This case also shows
that our approach can successfully extract all the nested concepts from a long
description without sacrificing the accuracy of any categories.
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4 Conclusions and Future Work

This research investigates an NLP framework to extract contextual and behav-
ior factors from descriptions about pedestrian encounters in traffic scenes. The
concepts that describe the factors can be nested, overlapping, or flat in the same
sentence. The objective is different from the traditional NER tasks, which gen-
erally work with name entities. The results show that our model works better
than the baseline model on most of the categories, especially those nested within
or overlapping with other categories. The limitation of our model is that when
two concepts that belong to multiple categories are the same with different tar-
gets, such as vehicle speed and pedestrian speed, our model cannot differentiate
them properly. The future work is to enhance the system to analyze the context
around those concepts through integrating syntactic and semantic analysis.
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12. Straková, J., Straka, M., Hajič, J.: Neural architectures for nested NER through

linearization. arXiv preprint arXiv:1908.06926 (2019)
13. Vasiliev, Y.: Natural Language Processing with Python and SpaCy: A Practical

Introduction. No Starch Press (2020)

http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1907.00464
http://arxiv.org/abs/1301.3781
https://arxiv.org/abs/1908.10084
http://arxiv.org/abs/1909.02250
http://arxiv.org/abs/1908.06926


Spark Based Text Clustering Method
Using Hashing

Mohamed Aymen Ben HajKacem1(B), Chiheb-Eddine Ben N’Cir1,2,
and Nadia Essoussi1

1 LARODEC, Institut Supérieur de Gestion de Tunis,
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Abstract. Text clustering has become an important task in machine
learning since several micro-blogging platforms such as Twitter require
efficient clustering methods to discover topics. In this context, we propose
in this paper a new Spark based text clustering method using hashing.
The proposed method deals simultaneously with the issue of clustering
huge amount of documents and the issue of high dimensionality of tex-
tual data by respectively fitting parallel clustering of large textual data
through Spark framework and implementing a new document hashing
strategy. Experiments performed on several large collections of docu-
ments have shown the effectiveness of the proposed method compared to
existing ones in terms of running time and clustering accuracy.

Keywords: Textual data · K-means · Spark · Hashing

1 Introduction

Text clustering also known as document clustering, aims to group text docu-
ments, described by set of terms, into clusters so that documents within a cluster
discuss similar topics. Several clustering methods were proposed in the literature
[11] which can be categorized into hierarchical, density-based, grid-based meth-
ods, model-based and partitional [7]. Among these categories, hierarchical and
partitional categories are the widely used in text mining applications because of
their efficiency [9].

Although the attested performance of existing text clustering methods, they
suffer from the scalability issue. Given the continuous growth of large documents,
designing a scalable text clustering method becomes an important challenge since
conventional clustering methods cannot process such large amount of documents.
For example, k-means clustering method, does not scale with huge volume of
documents. This is explained by the high computational cost of these methods
which require unrealistic time to build the grouping.

To deal with large scale data, several clustering methods which are based
on parallel frameworks have been designed in the literature [2–4,16]. Most of
c© Springer Nature Switzerland AG 2021
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these methods use the MapReduce to distribute computing across a cluster of
machines. For instance, Zaho el al. [16] proposed fitting k-means method through
MapReduce framework [5]. This method first assigns each data point to the
nearest cluster center in the map phase and updates the new cluster centers in
the reduce phase. Then, this method iterates calling the two phases several times
until convergence. Cui et al. [4] also proposed an optimized MapReduce-based
k-means method, which is based on generating data sample from data using
probability sampling to improve the efficiency of clustering when dealing with
large scale data. Another parallel method was also proposed by Ben HajKacem
et al. [2], which is based on a pruning strategy to reduce the number comparisons
between data points and cluster centers.

Despite existing parallel methods providing an efficient analysis of large scale
data using MapReduce, they are not explicitly designed to deal with huge amount
of textual data. In addition, MapReduce framework is unsuitable to run iterative
algorithms since it requires at each iteration reading and writing data from
disks. On the other hand, the application of these methods to text clustering
needs to prepare the collection of documents for a numerical analysis by using
text representation method such as the vector space model (VSM) [10] which
is one of the widely used text representation method in information retrieval
and text mining applications [8]. In fact, the construction of this representation
is time consuming especially when dealing with large documents. Furthermore,
this representation suffers from the high-dimensionality resulted feature space,
which makes calculations in the vector space computationally expensive.

To deal with all these issues, we propose in this paper a new Spark based
Text Clustering Hashing, referred to as STCH. The proposed method is based
on distributing data across several machines and parallelizing the text clustering
process to be executed on each local machine using Spark framework [15] which
has showed faster execution of parallel tasks compared to MapReduce [13]. Fur-
thermore, to improve the efficiency of parallel text clustering tasks, we propose
a new document hashing strategy which is based on reducing the dimensionality
of feature space using the hashing trick technique [14].

The remainder of this paper is organized as follows: Sect. 2 presents the hash-
ing trick technique. After that, Sect. 4 describes the proposed STCH method
while Sect. 5 presents experiments that we have performed to evaluate the effi-
ciency of the proposed method. Finally, Sect. 7 presents conclusion and future
works.

2 The Hashing Trick

The hashing trick was first presented in [14] and then extended in [1]. Given X a
representation of data in a t-dimensional feature space, indexed by [t]={1 . . . t}
and let h:[t]→ U={1 . . . u} with u � t be a hash function drawn from a family
of pairwise independent hash functions. Given x ∈ X a vector, the hashing trick
maps the original representation x to a new hashed representation φ(x) in the
new low dimensional space indexed by U , where the elements of φ(x) are defined
as follows:
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φ(x)i =
∑

j:h(j)=i

xj , (1)

3 Spark Based Text Clustering Method for Large Textual
Data

The proposed method deals with the issues of clustering huge amount of doc-
uments and also with the high dimensionality of textual data by respectively
distributing clustering process through Spark framework and implementing a
new document hashing strategy.

STCH method consists of two MapReduce jobs namely; Document hashing
and Document clustering. The document hashing MapReduce job is devoted
to build a hashed low-dimensional feature space of documents from a set of
documents. The document clustering MapReduce job consists of clustering the
new feature space to look for documents representatives.

3.1 Document Hashing MapReduce Job

This job aims to generate an approximate low dimensional feature space rather
than the high original dimensional space of the set of documents. First, doc-
uments are divided into set of m chunks where each chunk is mapped to a
low dimensional feature space using the hashing trick technique. Then, the m
intermediate dimensional feature spaces are collected and grouped in the reduce
phase. In order to explain this MapReduce job, we first explain how we per-
formed the document hashing and then, we explain how we implemented this
job through Spark framework.

Document Hashing Strategy: We present in this section the proposed
distributed strategy to approximate the TF representation using hashing. An
important advantage of this strategy is its ability to compute the hashed rep-
resentation by simply scanning the words in d one by one, without building
vocabulary and without generating the TF representation (VSM construction).
Note that the hashing function h:W → U = {1, 2 . . . u} operates directly on words
by summing the ASCII values of the letters in given word. Hence, each docu-
ment d is hashed to φ(d) by summing ASCII values of letters in each word in
this document. The element φ(d)g of the new hashed representation is defined
as follows:

φ(d)g =
∑

w:h(w)=g

TF (w, d), (2)

where g is the index assigned to the word w using hash function h and TF (w, d)
is the number of occurrences of the word w in document d.
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Parallel Implementation: We present in this section the implementation of
the document hashing strategy through Spark framework. Given that each doc-
ument has its independent hashed representation, we propose to execute these
hashing processes in parallel by implementing a MapReduce job and using the
distributed Spark framework. First, an RDD object with m chunks is created
from input documents D. In the following we detail the map and reduce phases.

– Map phase: During this phase, each map task picks a chunk, computes the
hashed TF representation for each document and generates the intermediate
hashed feature spaces from this chunk. Then, it emits the intermediate feature
space as the output.

– Reduce phase: Once the map phase is finished, a set of intermediate feature
spaces is emitted to a single reduce phase. The reduce phase collects the set
of intermediate feature spaces and returns the final feature space of input
document dataset as the output.

3.2 Document Clustering MapReduce Job

Once the resulted feature space is generated, the next step is to built the dis-
tributed partitioning of documents in a separate MapReduce job containing map
and reduce phases. First, an RDD object with m chunks is created from the
resulted hash space Φ. In the following we detail the map and reduce phase.

– Map phase: During this phase, the map function takes a chunk, executes
k-means on this chunk and extracts the cluster documents representatives.
Then, the map function emits the extracted intermediate cluster documents
representatives as the output to a single reduce phase.

– Reduce phase: The reduce phase takes the set of intermediate cluster docu-
ments representatives, executes again the k-means and returns the final clus-
ter documents representatives as the output.

4 Experiments and Results

4.1 Methodology

In order to evaluate the performance of STCH method, we performed experi-
ments on real large text datasets. During the evaluation, we tried to figure out
this point: How much is the efficiency and the speed of STCH when applied to
collections of large documents compared to existing methods namely, MapRe-
duce based k-means (MRKM) [16] and Min-batch k-means (MBKM) [12]?

4.2 Environment and Datasets

The experiments are performed on a cluster of 8 machines where each machine
has 1-core 2.30 GHz CPU E5400 and 1GB of memory. The experiments are real-
ized using Apache Spark version 1.6.2, Apache Hadoop 1.6.0 and Ubuntu 14.04.
We conducted experiments on Hitech, 20newsgroups (20newg) and Reuters
datasets which are summarized in Table 1.
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Table 1. Summary of the document datasets

Dataset Number of documents Number of terms Number of classes

Hitech 2.301 13.170 6

20newg 4.345 54.495 20

R52 6.532 15.596 52

R8 5.485 14.009 8

4.3 Results

In this section, we first evaluate the running time of STCH with existing meth-
ods based on VSM representation. The results are reported in Table 2. These
results show that STCH is always faster than existing methods for all datasets.
For example, Table 2 shows that STCH method is 5 times faster than MRKM
for R8 dataset. Then, we evaluate the clustering quality of the proposed method
compared to existing ones. We used external validation measures namely Preci-
sion, Recall and F-measure. The obtained results show that STCH produces a
comparable accuracy compared to existing methods for all datasets.

Table 2. Comparison of the results of STCH with existing methods on real datasets

Dataset Method Running time (seconds) Precision Recall F-measure

R8 MRKM 66.27 0.834 0.565 0.568

MBKM 82.27 0.188 0.180 0.158

STCH 13.08 0.755 0.441 0.481

R52 MRKM 70.27 0.834 0.565 0.568

MBKM 83.77 0.188 0.328 0.196

STCH 12.53 0.817 0.368 0.366

Hitech MRKM 77.17 0.834 0.565 0.568

MBKM 84.94 0.188 0.328 0.196

STCH 18.12 0.249 0.242 0.224

20newg MRKM 704.27 0.834 0.565 0.568

MBKM 87.09 0.194 0.184 0.182

STCH 35.27 0.656 0.339 0.423

5 Conclusion

In order to deal with the issues of identifying clusters of text documents and
also with the high dimensionality of textual data, we have proposed a new par-
allel text clustering method which is based on fitting text clustering process
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through Spark framework and implementing a new document hashing strategy.
The obtained results on large real text datasets show the efficiency of the pro-
posed method compared to existing ones using VSM. The application of STCH
to large text documents gives a promising result which could be improved by
integrating external knowledge such as Wordnet or Wikipedia. In addition, the
STCH could be improved by quantifying the relatedness of a term to a cluster
by its discrimination information.
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Abstract. The present work aims to develop a text summarisation sys-
tem for financial texts with a focus on the fluidity of the target language.
Linguistic analysis shows that the process of writing summaries should
take into account not only terminological and collocational extraction,
but also a range of linguistic material referred to here as the “support lex-
icon”, that plays an important role in the cognitive organisation of the
field. On this basis, this paper highlights the relevance of pre-training
the CamemBERT model on a French financial dataset to extend its
domain-specific vocabulary and fine-tuning it on extractive summarisa-
tion. We then evaluate the impact of textual data augmentation, improv-
ing the performance of our extractive text summarisation model by up to
6%–11%.
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Natural language processing · Corpus linguistics · Deep learning

1 Context and Objectives

The work presented here is part of a larger project conducted at the University
of Burgundy, at the crossroads between the language sciences and data science.
The main research question is how to extract patterns from their environment
in order to improve the readability of automatic summaries within the field of
finance. The project also questions, as in the following case study around what
we propose to call the “support lexicon”, the limits of strictly terminological
and/or collocational inputs when dealing with specialised discourses. We explore
a set of economic reports from the Banque de France, which are “serial texts”
that combine various statistics with more explicative sequences. The extraction
based on the usual approaches in terminology quickly showed that an essential
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part of the lexicon was neglected. We therefore considered this to be a limit of
such approaches and explored the possibilities of focusing on the support lexicon
and the information it conveys, especially for deep learning. Thus, we present
an extractive summarisation model for French based on self-attention. In this
paper, we highlight our method of extracting lexico-grammatical patterns using
the attention mechanism, which is a part of a neural architecture capable of
highlighting relevant features in the input data. Because of the limited number of
monthly reports available, we used the data augmentation principle to generate
artificial data from the original dataset. The augmented corpus, composed of 226
initial reports and 226 artificial reports, allowed us to improve the performance
of the fine-tuned model.

The corpus belongs to a discourse type that can be qualified as “conjunc-
ture discourse” [1,6,20] and is produced by national central banks. It generally
presents a very high degree of recurrence: both at the level of the contents them-
selves and of the form, with a very rigid macrostructure. The corpus is in French,
and each report has its own summary. From a quantitative perspective, the cor-
pus contains 323 monthly reports published between 1994 and 2020, and is made
up of 6,554,396 words, 4,070,955 lemmas and 317,076 sentences. Each report has
an average length of 1500 words, and each summary has an average length of
200 words. The remainder of this paper is structured as follows. Section 2 pro-
vides elements about the limits of terminology-based models and introduces
automatic text summarisation. Section 3 presents the approach adopted here to
produce summaries, starting with an explanation of the pre-training and the
fine-tuning processes, as well as the extraction of syntactic and semantic pat-
terns. It ends with the data augmentation method. Section 4 describes the results
and evaluations.

2 Background

Pattern extraction based solely on the terminological approach has been revealed
to be limited. The extraction of lexico-grammatical patterns based on attention
mechanisms therefore seemed to be a solution to improve the idiomaticity of the
summaries produced.

2.1 From Terminology to Patterns and Constructions

Recent work on specialised discourses has very clearly emphasised the limits
of approaches based on words as isolated units. The continuous extension of
the field of “phraseology” [5,8,13,14] aims to capture recurrent segments that
are more significant than words. Three holistic approaches are currently imple-
mented in this field, revealing the role played by support lexicon, as a lexicon
which does not fall within traditional terminology but is “applied”, through
patterns, to other terminology-collocational structures [12].



Impact of Textual Data Augmentation on Linguistic Pattern Extraction 145

Frame Semantics already implemented in terminology, is a cognitive linguis-
tics paradigm aimed at an organised representation of knowledge linked to a
concept that results from the experience of the speaker. Frames lead to par-
ticular encodings in language through combinatorics and preferential syntactic
productions. Lexico-grammatical patterns challenge the traditional view of
lexical modules (dictionaries), on which grammatical rules operate. Not only
does the type of constrained text studied here implement a restricted repertoire
of the French grammatical language system, but it does so only in synergy with
the lexicon concerned with building blocks of meaning [7]: “The typical linguis-
tic features of ESP cannot be characterised as a list of discreet items (techni-
cal terminology, the passive, hedging, impersonal expressions, etc.), rather the
most typical features of ESP texts are chains of meaningful interlocking lexical
and grammatical structures, which we have called lexico-grammatical patterns”.
They are the markers of a double idiomaticity in the corpus: idiomaticity of
the language, and idiomaticity of the field allowing the experts to convey field-
related information without ambiguity. Construction grammars represent the
highest degree of abstraction and generalisation of frames and allow the syntax-
semantic interface to be modeled with a high degree of granularity. As they are
usage-based, they also have their starting point in recurring patterns.

2.2 Text Summarisation

Text summarisation consists of creating a short version of a text document by
extracting the essential information. There are two main approaches: extractive
and abstractive. The extractive approach extracts the document’s most salient
sentences and combines them into a summary. In contrast, the abstractive app-
roach aims to generate a summary as humans do, by extracting and paraphrasing
the original text. There are relatively few works on text summarisation in French
compared to other languages, and they focus mainly on extractive approaches
by scoring sentences and selecting the highly scored ones for the summary. The
lack of a French benchmark corpus makes evaluation for French summarisation
more difficult. CamemBERT [17] is the first BERT-type [2] language model. It
was trained on a French dataset containing the texts of numerous web pages.

3 Methodology

Fundamentally, the BERT-type model is a stack of Transformer encoder layers
[23] that consist of multiple self-attention “heads”. For every input token in a
sequence, each head computes key, value, and query vectors, used to create a
weighted representation. The outputs of all heads in the same layer are com-
bined and run through a fully connected layer. Each layer is wrapped with a
skip connection and followed by layer normalisation. The input representations
are computed as follows: Each word in the input is first tokenised with Senten-
cePiece [11], and then three embedding layers (token, position, and segment)
are combined to obtain a fixed-length vector. Special token [CLS] is used for



146 A. Laifa et al.

classification predictions because it stores the combined weights provided by the
heads of each sentence, and [SEP] separates the input segments. We will break
down our approach into two essential stages, pre-training and fine-tuning. We
first continued the training of the original CamemBERT model on the finan-
cial dataset using the masked language modeling task. Then, we fine-tuned our
pre-trained CamemBERT model on an extractive summarisation task.

3.1 Pre-training the Original CamemBERT on a Financial Dataset

In this method, we inserted all the corpus texts except the summaries into the
model. The model learned the domain-specific financial vocabulary as well as
the reports’ lexico-grammatical patterns by predicting the randomly masked
input tokens. The idea behind this method is to expand the knowledge of the
original CamemBERT and to create a new French CamemBERT model that can
understand and evaluate textual data in the field of finance.

3.2 Fine-Tuning of Our Model on Extractive Summarisation

The fine-tuning method consists of adding a sentence classifier on top of the final
encoder layer to predict which sentences should be included in the summary.
For this, we converted our summarisation dataset, which consists of report-
summary peers, to an extractive summarisation dataset by assigning a label
1 to each sentence of the report included in the summary and a label 0 to the
other sentences in the report. Then, we divided the corpus into a training (226
reports), a validation (48 reports) and a test dataset (49 reports), in order to
train and test the sentence classifier. At the end of this process, we froze our
model so that only the parameters of the sentence classifier were learned from
scratch. The model was pre-trained for 2 epochs over 44,800 steps on 1 GPU
(Tesla K80) with a learning rate of 5e−5, setting a batch size for training to
10 and 100 for fine-tuning. Model checkpoints are saved and evaluated on the
validation set every 500 steps. The sentence classifier was fine-tuned on the same
GPU for 3 epochs with a learning rate of 2e−5.

3.3 Heads with Linguistic Knowledge

CamemBERT uses 12 layers of attention, and also incorporates 12 attention
“heads” in every layer. Since model weights are not shared between layers,
the CamemBERT model has up to 12 × 12 = 144 different heads of attention
mechanisms. The question is: what is the capability of the encoder’s attention
mechanism in capturing linguistic knowledge as lexico-grammatical patterns?
We extracted the attention mapped from our pre-trained model with BertViz
[24] to explore the attention patterns of various layers/heads and to determine
the linguistic patterns that mapped to our understanding of lexico-grammatical
parsing.
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Syntactic Dependency. After extracting the attention maps, we evaluated
the prediction direction for each attention head: the direction of the head’s word
referring to the dependent and the opposite one. Three syntactic dependencies
were explored to emphasise the interdependence of vocabulary (lexis) and syntax
(grammar). Results: As Fig. 1 shows, in (A), heads 4 and 12 of layer 6 allowed
the verbs “redresser” and “inscrire” to correctly address their attention to their
subject. In (B), heads 4 and 11 of layer 4 allowed the noun’s determiner to
attend their noun, and in (C) the head 2 of layer 1 allowed the prepositions to
attend their complements. Our model’s attention heads performed remarkably
well, illustrating how syntactic dependencies can emerge from the pre-training
phase. We also noticed that other attention heads were able to capture these
syntactic patterns but with less significant attention. We also experimented with
the attention heads of the original CamemBERT on the financial data. The
results were not significant because the attention weights were dispersed over
the whole sequence without taking into account the grammar of the specific
domain, in particular for experiment (A).

Fig. 1. CamemBERT attention heads that correspond to some syntactic linguistic
phenomena. In this visualisation, the darkness of a line indicates the strength of the
attention weight. All attention to/from words is coloured according to the head’s colour,
which emphasises the attention pattern. Selected words are highlighted with a grey box.

Semantic Dependency. Coreference resolution is a challenging task that
requires context understanding, reasoning, and domain-specific perception. It
consists of finding all the linguistic expressions in a given text that refer to the
same real-world entity. This is why most of the linguistic phenomena studies
[10,16,25] have been devoted to BERT’s syntactic phenomena rather than its
semantic phenomena [3,22]. We used attention heads for the challenging semantic
task of coreference resolution. We evaluated the attention heads of our model on
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Fig. 2. Visualisation of coreference resolution attentions.

coreference resolution using the financial dataset. Results: As shown in Fig. 2,
we found that some heads (9–12) of layer 6 achieved excellent coreference reso-
lution performance, where “leurs” and “celle” correctly referred to their entities
“les enterprises d’assuranc” and “l’approche globale” respectively.

Compared to syntactic experimentation, we noticed that few attention heads
are specialised in capturing semantic phenomena (only the heads 9 and 12 of the
layer 6 in our case).

3.4 Data Augmentation in CamemBERT

BERT-type models have been pre-trained on the task of “masked word pre-
diction”, so that the input sentences will have some masked words, and the
model tries to predict them by suggesting adequate words according to the con-
text of the input sentence. In our case, we used our pre-trained CamemBERT
model for this task to obtain the artificial data. In doing so, we used a Stanford
part-of-speech tagger trained in French to read the dataset reports and assign
parts of speech to each word. Then, we selected all the modifiers (adjectives and
adverbs) in the reports to mask them and predict with our pre-trained Camem-
BERT model, which adjectives and adverbs could appropriately substitute the
masked modifiers (except the original ones). We thereby generated a synthetic
training dataset containing new modifiers which retained the same meaning and
patterns. We trained the model again on the new training dataset that included
both the original and the synthetic data. This technique was chosen because
our model considers the context of the sentence that includes the masked word
before predicting the appropriate word.



Impact of Textual Data Augmentation on Linguistic Pattern Extraction 149

4 Results and Evaluation

We evaluated the quality of the summary using ROUGE [15]. Unigram and
bi-gram overlap (R-1 and R-2) are reported as a means of evaluating informa-
tiveness and the longest common subsequence (R-L) as a means of evaluating
fluency. We compared the performance of the different CamemBERT models,
and we further included the Lead-3 [21] multilingual baseline that extracts the
first 3 sentences from any given article and the PyTextRank [19], considered as
multilingual baseline, which is an implementation that includes the TextRank
[18], PositionRank [4] and Biased TextRank [9] algorithms, used for extractive
summarisation by getting the top-ranked phrases from a text document.

Table 1. Fine-tuned CamemBERT model scores before and after data augmentation

Models R 1 R 2 R L

Lead-3 baseline 0.3342 0.1220 0.1735

PyTextRank baseline 0.3979 0.1269 0.2616

CamemBERT (Original) 0.4354 0.1056 0.2277

Fine-tuned CamemBERT (Without data augmentation) 0.5301 0.3238 0.4203

Fine-tuned CamemBERT (With data augmentation) 0.6136 0.4201 0.5102

Table 1 shows the significant advantage of training the model on our custom
financial dataset, where the model learned a new domain-specific vocabulary,
allowing us to generate more specific summaries. In addition, data augmen-
tation on the Bank of France’s textual monthly reports data contributed to
an improvement of 6% to 11% in terms of the model’s performance and the
automatically-produced summaries.

5 Conclusion

The extraction of lexico-grammatical patterns from the attention mechanisms
allowed our model trained on the bank reports to produce more accurate and
domain-specific summaries. We have highlighted the impact of textual data aug-
mentation on the model’s performance and on the extracted summaries. The
lack of data does not allow the model to cover all of the semantically relevant
aspects of the domain-specific data. More original financial data could improve
the model’s performance.
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Abstract. Irony detection is a text analysis problem aiming to detect
ironic content. The methods in the literature are mostly for English text.
In this paper, we focus on irony detection in Turkish and we analyze
the explainability of neural models using Shapley Additive Explanations
(SHAP) and Local Interpretable Model-Agnostic Explanations (LIME).
The analysis is conducted on a set of annotated sample sentences.

Keywords: Irony detection · Explainability · Sentiment analysis ·
Neural models · SHAP · LIME

1 Introduction

Irony detection on textual data is one of the most difficult subproblems of senti-
ment analysis. Irony is defined as the expression of one’s meaning by using lan-
guage that normally signifies the opposite, typically for humorous or emphatic
effect1 by the Oxford Dictionary. It is particularly a difficult problem since
opposition of the meaning is mostly implicit, and automated emotion detec-
tion methods lack the understanding of common sense that we humans share.
Irony detection on textual data can be considered as a classification task to
determine whether the given text is either ironic or non-ironic. In this work, we
focus on irony detection problem from explainability point of view, and we par-
ticularly explore the performance of neural models on Turkish text. In addition
to BERT and LSTM, we adapt Text-to-Text Transfer Transformer (T5 [6]) for
binary classification of irony.

Explainability is a popular topic on machine learning, aiming to provide
insight for the predictions generated by models. Models generated by some of the
algorithms, such as Decision Tree (DT), tend to explicitly provide such insight
due to the nature of the algorithm. However, neural network based models and
transformers generate black-box models. In this work, for explainability analy-
sis, we use Shapley Additive Explanations (SHAP [4]) and Local Interpretable
Model-Agnostic Explanations (LIME [7]) methods, both of which are model-
agnostic, hence can be applied on any predictive model.
1 https://www.lexico.com/en/definition/irony.
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Explainability of text classification is an emerging topic with a limited num-
ber of studies using LIME and SHAP. In [1], layer-wise relevance propagation
(LRP) has been used to understand relevant words in a text document. In [5],
theoretical analysis of LIME for text classification problem is examined. Accord-
ing to their analysis, LIME can find meaningful explanations on simple models
such as linear models and DTs, but the complex models are not fully analyzed.

As an important difference from such previous studies, we focus on irony
detection problem, which carries further difficulty as it involves a non-standard
use of natural language. As another difficulty, we conduct the analysis on a
morphologically complex language, Turkish. For the analysis, we use a new irony
data set in Turkish, which includes 600 sentences with balanced number of labels.

2 Methods

In this study, similar to the approaches used for English and Turkish in the
literature [2,8,9], Bidirectional LSTM (Bi-LSTM) neural model is used. Addi-
tionally, the masked language model BERT [3]2 is used with the BERT Base
Multilingual Cased pre-trained model and fine-tuned for the classification task
[2]. Different from the previous studies, Text-to-Text Transformer (T5) [6]3 is
also employed. T5 model is trained with an open-source pre-training TensorFlow
dataset of about 7 TB, Colossal Clean Crawled Corpus4 (C4).

The first explainability method we use is LIME [7], which is a local surro-
gate model. The basic idea behind the algorithm is perturbing a data instance,
then establishing new predictions with those perturbed data from the black box
model. By this way, LIME can explain decisions for instances locally. In this
work, we use LIME Text Explainer package5 for constructing and analyzing
BERT and T5 models. For LIME explainer, the number of words in each sen-
tence is used as the number of features. The number of perturbed samples is
set as 5000, which is the default parameter. The second explainability analysis
method is SHAP [4], which assigns importance values to features of the data.
In our study, we use SHAP Kernel Explainer6 with its default parameters for
the analysis of the Bi-LSTM model. With SHAP, we can examine not only con-
tribution of words, but also features of a data instance, such as existance of
exclamation mark (!) or a booster.

3 Experiments and Results

For the analysis, we use IronyTR Extended Turkish Social Media Dataset7,
which consists of 600 sentences. Data set is balanced with 300 ironic and 300

2 https://github.com/google-research/bert.
3 https://ai.googleblog.com/2020/02/exploring-transfer-learning-with-t5.html.
4 https://www.tensorflow.org/datasets/catalog/c4.
5 https://github.com/marcotcr/lime.
6 https://github.com/slundberg/shap.
7 https://github.com/teghub/IronyTR.
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Table 1. Comparison of methods on Turkish data set

Method Accuracy Precision Recall F1-score

LSTM 51.33% 55.09% 52.73% 53.88%

Bi-LSTM 50.16% 51.44% 62.07% 56.26%

BERT 69.00% 71.34% 65.75% 68.43%

T5 59.50% 59.21% 57.68% 56.85%

Fig. 1. Average and instance based feature impacts on Bi-LSTM Model (by SHAP
method).

non-ironic instances. Sentences in the data set are collected from social media
platforms either manually or by using the APIs of the platforms, and annotated
by 7 Turkish native speakers to set the ground truth through majority voting.

For each model used for irony detection, we present accuracy, precision, recall,
and F1-scores. All experiments are performed under 10-fold cross-validation.
Table 1 gives the performance of LSTM, Bi-LSTM, BERT and T5, comparatively.

For explainability analysis, we applied SHAP method on Bi-LSTM model,
LIME method on BERT and T5 models. The employed Bi-LSTM model uses
feature-based inputs as well as text as sequence input. In order to analyze the
effect of feature-based inputs, we preferred to apply SHAP for the analysis of
this model.

We present a comparative explainability analysis of the models over two sam-
ple sentences, one with irony label, and the other with non-irony label. However,
before this instance based comparison, we present the overall explainability anal-
ysis results by SHAP method on Bi-LSTM model.

General Analysis on Bi-LSTM by SHAP Method. In Fig. 1, the first
graphics (on the left) show the average impacts of the features on the outcome as
magnitudes, and the second graphics (on the right) shows the direct impacts. In
the second graphics, the x-axis shows SHAP values of the features per instance.
The orientations of the features’ effects are displayed as well. In the figures,
the most important feature on the model output is given as emoticon/emoji-
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Table 2. Sentences, sentence numbers and translations.

Sent. # Sentence

(a) Hafta sonu meteor yağmurları gözlemlenebilecek.

transl.: Meteor showers can be observed at the weekend.

(b) Evde bayram temizliği yapacağız diye beni dışarı yolladılar, yolda

fark ettim ki temizliğe benden başlamışlar çok üzgünüm şu an...

transl.: They sent me out to do holiday cleaning at home, I realized on the

way that they started the cleaning with me, I’m very sad now...

(c) Yağmurlu havada su birikintilerinden hızlı geçmeye devam edin

lütfen, ıslanmaya bayılıyoruz

transl.: Keep passing by through puddles fast in rainy weather please, we

love to get wet.

exists, which denotes if the sentence contains at least one emoji. According to
the second graphics, if the sentence contains at least one emoji, the instance’s
prediction tends to be non-ironic, as the blue nodes denote that the sentence
contains at least one emoji, whereas reddish nodes mean just the opposite. The
second most important feature is !- exists, which denotes the sentence includes
exclamation mark. According to the second graphics, if the sentence contains at
least one exclamation mark, the instance’s prediction tends to be ironic.

Analysis on Non-irony Sample. The non-irony sample we use is Sentence (a)
in Table 2. According to Bi-LSTM model, all words in the sentence are effective
for predicting the label as non-irony. The most effective words on the prediction
are yağmur (shower/rain) and meteor (meteor) whose absolute SHAP values are
maximum. Moreover, not only words but also the features ‘!’- exists, ‘!’- to-token,
‘?’- to-token, ‘. . .’- to-token, which are some of the most effective features given
in Fig. 1, have similar effects on the model as their SHAP values are negative.
The contribution of the words is higher than the features, as observed in the
magnitude of the SHAP values. According to the results of the LIME method
for BERT model, all the words in the sentence lead to non-irony label predic-
tion as in Bi-LSTM. Moreover, yağmur (shower/rain) is the most effective word
again, but the second most effective word is gözlemlenebilecek (can be observed)
which is the least effective word in Bi-LSTM. The word meteor (meteor) is the
third effective word. According to the result of the LIME method for T5 model
analysis, meteor (meteor), yağmur (shower/rain) and gözlemlenebilecek (can be
observed) effect the label prediction as non-irony, as in BERT, but hafta (at the
week) and son (end) affected the prediction oppositely. All three models pre-
dicted the sentence correctly as non-ironic.

Analysis on Irony Sample. For this analysis, we use Sentence (c) in Table 2.
According to the results of SHAP method on Bi-LSTM, the following 7 words
lead to prediction as non-irony : yağmur (rain/shower), hava (weather), birikinti
(puddle), hizli (fast), geçmek (pass by), devam (keep on) and islanmak (get wet).
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Table 3. SHAP scores for Bi-LSTM, LIME scores for BERT and T5 models on the
sample sentences.

Bi-LSTM Snt # # of pos. Avg of pos. Max pos. # of neg. Avg of neg. Max neg. Pred.

(a) 0 – – 5 −0,050 −0,081 TN

(b) 9 0,046 0,244 0 – – TP

(c) 3 0,029 0,033 7 −0,066 −0,098 FN

BERT Snt # # of pos. Avg of pos. Max pos. # of neg. Avg of neg. Max neg. Pred.

(a) 0 – – 5 −0,017 −0,028 TN

(b) 6 0,094 0,225 10 −0,025 −0,048 TP

(c) 3 0,032 0,043 8 −0,022 −0,054 FN

T5 Snt # # of pos. Avg of pos. Max pos. # of neg. Avg of neg. Max neg. Pred.

(a) 2 0,325 0,374 3 −0,308 −0,624 TN

(b) 9 0,033 0,075 7 −0,008 −0,018 TP

(c) 3 0,155 0,324 8 −0,158 −0,515 FN

On the other hand, the words su (water), etmek (to do/to make), and lütfen
(please) have positive SHAP values, and drive the model to irony. Additionally,
‘!’- exists, ‘!’- to-token, ‘?’- to-token, ‘. . . ’- to-token and booster-exists fea-
tures in the sentence lead the prediction as non-irony, as their SHAP values are
negative, whereas emoticon/emoji-exists has a positive SHAP value. The LIME
method for BERT model indicates that every word in the sentence except for su
(water) and bayilmak (love to) have the same effect on the model as in Bi-LSTM
model. The word su (water) has an opposite effect on the BERT model, and the
word bayilmak (love to) has an impact on the model to lead the prediction as
irony, but overall prediction of BERT model is non-irony. According to result
of LIME method for T5 model, given in Table 3, the only words that lead to
irony label prediction are birikinti (puddle), lütfen (please) and bayilmak (love
to). However, the sentence is misclassified again as the other words contribute
to non-irony for label prediction. Therefore, although the three models captured
some words that lead to irony, they all mispredicted the sentence as non-irony.

Analysis on Sample Sentences. In order to give a more general view, we
sampled 3 sentences as given in Table 2, where the first sentence is non-ironic,
and the rest are ironic. The summary of SHAP results statistics and class label
predictions as given in Table 3 for Bi-LSTM model. Similarly, summary of LIME
weights and irony label predictions for BERT and T5 are presented in Table 3
and Table 3, respectively. For each prediction model, we observe slightly different
effects of words. Considering the sentence (a), which is correctly labeled as non-
irony by all three models, it is seen that in Bi-LSTM and BERT, all the words
contribute to the correct label prediction, whereas in T5, although 2 of the words
contribute to irony class label, 3 of the words determine the class label, especially
one word with the maximum magnitude of −0,624. As another example, for the
sentence (b), which is correctly labeled as irony by all models, in Bi-LSTM,
again, all the words contribute to the correct label prediction. On the other
hand, in BERT, the majority of the words lead to incorrect labels with small
weights, whereas there is a word with the maximum weight of 0,225 to determine
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the class label as irony. As for T5, the behavior is similar but not as strong as
in BERT. It is seen that 7 out of 16 words have an effect towards non-irony
label, and the effect of the other 9 words lead to the correct prediction with a
maximum weight of 0,075. Overall, we can conclude that the effect towards the
label prediction is distributed over a set of words in Bi-LSTM, yet we see few
words providing a stronger effect for prediction in the transformer models.

4 Conclusion

In this paper, we investigate the explainability of LSTM, Bi-LSTM, BERT, and
T5 based irony detection models on Turkish informal texts using SHAP and
LIME methods. In terms of explainability, our analysis shows that, as expected,
usage of punctuations such as “!”, “(!)” and “...” is a sign of irony in the
detection models. The contribution of the words to the label prediction slightly
differs for the models. In Bi-LSTM, many of the words in a sentence contribute
to the prediction with comparatively smaller weights. On the other hand, for
BERT and T5, fewer number of strong words determine the class label. As
future work, using a multi-lingual model for T5 may be considered for irony
detection performance and explainability analysis.
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Abstract. Graph analytics is important in data science research, where
Python is nowadays the most popular language among data analysts. It
facilitates many packages for graph analytics. However, those packages
are either too specific or cannot work on graphs that cannot fit into
the main memory. Moreover, it is hard to handle new graph algorithms
or even customize existing ones according to the analyst’s need. In this
paper, we develop a general graph C++ function based on a semiring
algorithm including two math operators. The function can help solve
many graph problems. It also works for graphs that cannot fit in the main
memory. Our function is developed in C++, but it can be easily called
in Python. Experimental comparison with state-of-art Python packages
show that our C++ function has comparative performance for both small
and large graphs.

Keywords: Graph analysis · Data science · Python · Template
algorithm

1 Introduction

Graph analytics remains one of the most computationally intensive tasks in data
science research mainly due to large graph sizes and the structure of the graphs.
On the other hand, Python is the most popular system to perform data analysis
because of its ample library of models, powerful data transformation operators,
interpreted and interactive language. However, Python is slow to analyze large
data sets, especially when data cannot fit in RAM. Many research progress on
efficient analytic algorithms working on graph analytics engines, which frequently
needs data exporting and importing [3,4]. But exporting data sets from or to
a graph engine is slow and redundant. Even though many libraries in Python
enable graph analytics, these libraries require time to learn, or users need re-
programming existing functions, which limits their impact [1,5,6]. Moreover,
graph functions provided by Python packages are too specific. If a user needs a
new graph algorithm or customizes existing ones, none of the Python packages
can be helpful. Graph analytics highly depends on the APIs that packages pro-
vide. However, graph analytics is a rapidly developing research field, in which
there are many new graph metrics and algorithms appearing.
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In this paper, we prove that it is possible to identify a general graph C++
function that can solve lots of graph algorithms. we develop the C++ function
which is the most computationally intensive part in many graph analytics with
C++. The function is light-weighted and can be easily called in Python. Also, it
can efficiently work for both small and large graphs which cannot fit in the main
memory. Moreover, it is convenient to customize a graph algorithm or program
a new one with our function.

2 Related Work

Graph analytics in Python is becoming more important in data science research.
However, it is challenging because of large graph size and complex patterns
embedded in the graph. There are many graph packages developed recently.
Sciki-network is a package based on SciPy, and it provides state-of-the-art algo-
rithms for ranking, clustering, classifying, embedding and visualizing the nodes
of a graph [1]. Python-iGraph is a library written in C++, which provides an
interface to many graph algorithms [5]. The graph-tool is also an efficient pack-
age that is developed in C++ and it can works in multi-threads. GraphBLAS is
another popular packages, but it needs much time to learn [2,6]. Most of those
libraries cannot work for graphs that can not fit in the main memory. Also,
they provide too specific interfaces that we can not modify or customize graph
algorithms.

3 Definitions

Let G = (V,E) be a directed graph with n = |V | vertices and m = |E| edges,
where V is a set of vertices and E is a set of edges. An edge in E links two vertices
in V , has a direction and a weight. The adjacency matrix of G is a n×n matrix
such that the entry i, j holds 1 when exists an edge from vertex i to vertex j. In
sparse graph processing, it is preferable to store the adjacency matrix of G in
a sparse form, which saves spaces and CPU resources. There are many different
sparse formats, such as compressed sparse row, compressed sparse column, and
coordinate list, and other data structures. In our work, the input and output are
represented as a set of tuples (i, j, v) where i and j represent the source and the
destination vertex, and v represents the value of edge (i, j). The set of tuples
can be sorted by j or i. We denote Ei is a set of tuples sorted by i and Ej is
sorted by j. Since entries where v = 0 are not stored, the space complexity is
m = |E|. In sparse matrices, we assume m = O(n).

4 A Graph Analytics Function Based on a Semiring

We start by explaining classical graph problems, from which we derived the
general graph analytics function which is an algorithm of a semiring including
two math operators. Then, we introduce the architecture of the function. Finally,
we use it to implement different graph algorithms and show the function can solve
many graph problems.
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4.1 A General Graph Analytics Function

Graph metrics are about either local information or global information of a
graph. Some graph metrics such as in-degree and out-degree are about local
information. Many other graph metrics such as PageRank, centrality, reacha-
bility, and minimum spanning tree are about global information. Those graph
metrics require a part or full traversal of the graph. There are different ways
to obtain local information of a graph, and adjacent matrix-matrix or matrix-
vector operations [8] is one of the most commonly used solutions. For example,
the matrix product E · S, where S is an n-dimensional vector, helps finding the
vertices with highest connectivity. E · E is used to find paths whose lengths are
two.

To obtain the global information, we can repeat the matrix-matrix or matrix-
vector multiplication process. For example, the matrix product E ·E ·E can be
used to get all triangles in G, which has been identified as an important primi-
tive operation. The iteration of E · E, multiplying E k times (k up to (n − 1))
gets all paths with length k, from which we can filter the shortest/longest ones
by different aggregation operators and count them. Also, it gets all the inter-
mediate vertices on those paths in order, which is essential for path analysis,
such as betweenness centrality. Finally, E · E · ...E (n − 1 times) until a par-
tial product vanishes is a demanding computation returning G+, the transitive
closure (reachability) of G which gives a comprehensive picture about G connec-
tivity [7]. Besides connectivity and paths, other graph metrics such as PageRank,
closeness can also be computed as powers of a modified transition matrix. Note
that although we express those graph algorithms as matrix multiplication, they
are different semirings according to different graph algorithms. Semirings are
algebraic structures defined as a tuple R(R,⊕,⊗, 0, 1) consisting of a set R, an
additive operator ⊕ with identity element 0, a product operator ⊗ with identity
element 1. The regular matrix multiplication is defined under (R,+,×, 0, 1). A
general definition of matrix multiplication expands it to any semiring. For exam-
ple, (min, add) is used to solve shortest paths problem where min is the additive
operator, and add is the product operator. The boolean semiring, with ∨ (logical
OR) as the additive operator and ∧ (logical AND) as the product operator, is
frequently used in linear algebra to represent some graph algorithms. We use
⊕,⊗ to denote the additive and product operator in a semiring.

We can see that all algorithms mentioned above can be expressed as a matrix-
vector or matrix-matrix operation or an iteration of such operations under dif-
ferent semirings. The general algorithm is shown in Algorithm 1. We show it
based on a dense matrix multiplication to represent our general graph algo-
rithm. The number of loops can vary according to different graph algorithms.
Based on this mathematical foundation, we develop a general graph C++ func-
tion s(E,⊕,⊗,K) in Python which takes E as input and performs computation
according to two operators (⊕,⊗) of a semiring. For some graph algorithms,
we only want to traverse parts instead of the entire graph, especially when the
graph is large. So we use k to specify the maximum number of iterations. Inter-
mediate vertices are needed for graph metrics such as betweenness centrality,
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Input: E, V,⊕,⊗
Output: R

1 n ← |V |;
2 for i ← 1 to n do
3 for j ← 1 to n do
4 for k ← 1 to n do
5 R[i, j] = R[i, j] ⊕ (E[i, k] ⊗ E[k, j])
6 end

7 end

8 end
Algorithm 1: General graph algorithm

k-step betweenness centrality. In contrast, they are not required for other graph
metrics such as reachability and connectivity. So we add an optional boolean
parameter h which indicates whether intermediate vertices on paths need to be
recorded or not. The default value of h is false.

Input: s(E,⊕,⊗,K)
Output: R

1 k ← 0, i ← 1, j ← 1, Ei ← E sorted by i, Ej ← E sorted by j
for k < K do

2 while not end of Ei and not end of Ej do
3 read a block Rb if k �= 0 ;
4 read a column block Bj from Ej with j maximum index is jB ;
5 read a row block Bi from Ei with i maximum index is iB ; while

it < iB, jt < jB do
6 foreach pair it = jt do
7 Rb[i, j] = Rb[i, j] ⊕ ( Bi[i, jt] ⊗ Bj [it, j]);
8 end

9 end
10 periodically write the Rb[i, j] into disk;

11 end
12 Merge all Rb[i, j] into R;
13 k ← k + 1

14 end
Algorithm 2: The database algorithm of our graph C++ function

Now we show how to do graph analytics with our function. By specifying the
function as s(E,min, add, n), we can calculate shortest paths, where k equals
n because of traversing the full graph. Similarly, the reachability of all vertices
can be calculated with s(E,∨,∧, n). Using s(E, add,mul, n), we can obtain the
number of paths between each pair of vertices. If we want to calculate K-step
betweenness centrality which is not included in many Python packages, we can
use s(E,min, add,K, h = true) get all shortest paths in K steps with interme-
diate vertices along them. Even for many other graph metrics other than paths
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and connectivity, such as PageRank and closeness, the C++ function can also
be used to calculate the most computation intensive part. The function trig-
gers computation in a C++ environment. The results are written to disk. The
architecture of the function is discussed in the following section.

4.2 System Architecture for Function Processing

Our goal is to provide a general function running on a simple architecture to do
graph analytics in a data science language. The function is developed in C++
environment to achieve good performance. And we divide the input files into
blocks and process block by block when the computation involves a large graph,
so the function works for graphs that cannot fit in the main memory.

Input and Output: The graph is stored in (i, j, v) format, and we assume
that the input files are text files that are stored in disk. It can be in any text file
format like .csv, .txt, and so on. Before processing, we first sort the input by i,
then by j. The output file is also in (i, j, v) format and sorted by i.

Processing: When our function is called in Python, the computation process in
C++ will be triggered. It reads files from disk, performs computations according
to the input arguments specified in the function input, and writes the final results
into a text file format. If the graph is too big to fit in the main memory, the
C++ function will read and process input files block by block. The algorithm is
shown in Algorithm 2. Remember that Ei is sorted by i and Ej is sorted by j.

Fig. 1. An overview of our system

5 Experimental Evaluation

NumPy and SciPy are fast Python packages for processing matrices. SciPy has
a high performance and low memory use achieved through a mix of fast sparse
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matrix-vector. Those two packages have the basic matrix-matrix multiplication
operator. Thus, we choose them to compare with our C++ function. The com-
puter used for the experiments has an Intel Pentium(R) CPU running at 1.6 GHz,
8 GB of RAM, 1TB disk, 224 kb L1 cache, 2 MB L2 cache and running Linux
Ubuntu 14.04. We use both synthetic and real graph data sets for experimental
evaluation. The real graphs are from the Stanford SNAP repository. The com-
parison results are shown in Table 1. If the running time is more than one hour,
we put a “Stop” sign in the table. From Table 1, we can see that our function is
faster than NumPy, but it is slower than SciPy for small graphs. However, SciPy
crashes for large graphs because it assumes data can fit in the main memory.
Moreover, our function can perform matrix operations under different semirings
while most other packages can only perform matrix multiplication.

Table 1. Summary of results (time in seconds).

Dataset Type n m NumPy SciPy Our C++ function

synthgraph1 Synthetic 1.0K 100.0K 12.0 0.2 1.0

synthgraph2 Synthetic 5.0K 2.5M Stop 14.0 162.0

wiki-vote Real 8.0K 103.6K Crashed 0.1 1.6

webgoogle Real 875.0K 5.1M Crashed Crashed Stop

6 Conclusions

In this paper, we developed a powerful, yet easy to use function based on a semir-
ing algorithm running on an efficient system architecture to process big graphs
in a data science language. The function can be easily called in Python, and it
can be used for programming, modifying and customizing most of existing and
new graph algorithms. Moreover, it works for large graphs that cannot fit in the
main memory. We compared the performance of our function with state-of-art
graph analytic packages. The results show that our C++ function has compar-
ative performance for small graphs and large graphs that cannot fit in the main
memory.

For future work, we will study parallel processing, develop more efficient
algorithms when results fit in main memory (e.g. PageRank, Connected Compo-
nents). Finally, we plan to characterize which graph algorithms pattern fits our
semiring algorithm.
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Abstract. Clustering is a data analysis method for extracting knowl-
edge by discovering groups of data called clusters. Density-based clus-
tering methods have proven to be effective for arbitrary-shaped clus-
ters, but they have difficulties to find low-density clusters, near clusters
with similar densities, and clusters in high-dimensional data. Our pro-
posal consists in a new clustering algorithm based on spatial density and
probabilistic approach. Sub-clusters are constituted using spatial density
represented as probability density function (p.d.f) of pairwise distances
between points. To agglomerate similar sub-clusters we combine spa-
tial and probabilistic distances. We show that our approach outperforms
main state-of-the-art density-based clustering methods on a wide variety
of datasets.

Keywords: Density-based clustering · Probability density functions ·
Wasserstein distance

1 Introduction

Clustering methods are popular techniques widely used in machine learning to
extract knowledge from a variety of datasets in numerous applications [1]. Clus-
tering methods group similar data into a subset known as cluster. The clustering
[1] consists in partitioning a dataset annotated X = {x1, ..., xn} with n = |X|
into c clusters C1, ..., Cc, so that X = ∪c

i=1Ci. We only consider hard clustering
according to which ∀i ∈ [1..c],∀j �= i ∈ [1..c], Ci ∩ Cj = ∅.

In this paper, we focus on density-based clustering methods [2] that are able
to identify clusters of arbitrary shapes. Another interesting property of these
approaches is that they do not require the user to specify the number of clusters
c. Density-based clustering is based on the exploration of high concentrations
(density) of points in the dataset [3]. In density-based clustering, a cluster in
a data space is a contiguous region of high point density separated from other
such clusters by contiguous regions of low point density [2]. Nevertheless, density-
based clustering has difficulties to detect clusters having low densities regarding
high-density clusters. Low-density points are either considered as outliers or

c© Springer Nature Switzerland AG 2021
M. Golfarelli et al. (Eds.): DaWaK 2021, LNCS 12925, pp. 167–179, 2021.
https://doi.org/10.1007/978-3-030-86534-4_16
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included in another cluster. Moreover, near clusters of similar densities are often
grouped in one cluster. Finally, density-based clustering does not manage well in
high-dimensional data [4]. This paper tackles these challenging issues by defining
a new density-based clustering approach.

Among the most known density-based algorithms are DBSCAN [5], OPTICS
[6], HDBSCAN [7], DBCLASD [8], and DENCLUE [9]. Historically first, [5]
introduces density as a minimum number of points within a given radius to
discover clusters, but it poorly manage clusters having different densities. [6]
addresses these varying density clusters by ordering points according to a density
measure. [7] improved the approach by introducing a new density measure and an
optimization function aiming at finding the best clustering solution. Although
these approaches solve part of the problem of varying density clusters, they
suffer from unevenly distributed density and high-dimensional datasets. They
still mismanage low-density clusters by tending to consider them as outliers or to
merge them into a higher-density cluster. [8] introduces a probabilistic approach
of the density. It assumes that clusters follow a uniform probability law allowing
it to be parameter-free. However, it has difficulties to detect non-uniform clusters
because of this strong assumption. As [8] is a grid-based approach, its density
calculations are less precise when the dimension increases [3]. Finally, [9] detects
clusters using the probability density function (p.d.f) of points in data space.
[9] generalizes DBSCAN [5] and K-means [9] approaches. Therefore it inherits
of their difficulties to detect different densities and low-density clusters. The
common problems of the existing density-based clustering approaches are related
to the difficulty of handling low-density clusters, near clusters of similar densities,
and high-dimensional data. The other limit concerns their inefficiency to support
nested clusters of different shapes and uneven distribution of densities.

We propose a new clustering approach that overcomes these limitations. The
contributions of this article are as follows: (1) We define a new way to divide a
dataset into homogeneous groups of points in terms of density. (2) We propose
a new agglomerative approach for clustering based on Wasserstein metric and
pairwise distance p.d.f of sub-clusters. (3) We propose DECWA (DEnsity-based
Clustering using WAsserstein distance), a hybrid solution combining density
and probabilistic approaches. (4) We conducted experiments on a wide variety
of datasets, showing that DECWA outperforms well known density-based algo-
rithms in clustering quality by an average of 23%. Also, it works efficiently in
high-dimensional data comparing to the others.

2 DEnsity-Based Clustering Using WAsserstein Distance

Our approach considers a cluster as a contiguous region of points where density
follows its own law of probability. We represent a cluster Ci by a set of pairwise
distances between the points contained in the cluster Ci. This set is annotated Di

and follows any law of probability. Di is computed via any distance d : X ×X →
R

+ that has to be at least symmetric and reflexive.
Density-based clustering methods consider the dataset X defined in coordi-

nate space as a sample of a unknown probability density function. This function
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is a mixture of density functions, each corresponding to a group of points. The
purpose of these methods is to estimate this function to extract clusters. DECWA
also integrates this notion but applied to the space of pairwise distances instead
of the coordinate space that is usually used in this kind of method [10]. We
consider the distance space (associated with its coordinate space X) described
by the probability density function of distances. Reasoning on distances makes
it possible to detect different densities without suffering from the high dimen-
sionality [3]. Indeed, a subset of distances represents several separated areas of
similar densities in X. In Fig. 1, both representations are shown. Fig. 1(a) is the
coordinate space representation of Compound dataset as well as Fig. 1(b) is its
corresponding representation using the frequency of pairwise distances where
each color represents a level of density. In Fig. 1(a) the same density level is
shared by several separated groups of points in the coordinate space.

Fig. 1. a) Compound, a dataset with clusters of different densities, b) Histogram rep-
resentation of the distances in the MST for Compound dataset.

The proposed solution named DECWA consists of four consecutive steps:

1. The first step transforms the dataset X into a k-nearest neighbor graph
(knng) representation where nodes are points and edges are pairwise dis-
tances. The graph is then reduced to its Minimum Spanning Tree (MST ) in
order to keep significant distances.

2. The second step consists in calculating the p.d.f from the significant distances
of the MST. This p.d.f is used to determine the extraction thresholds used
to separate the different groups of spatial densities.

3. The third step consists of extracting sub-graphs from the MST according
to extraction thresholds and identifying corresponding sub-clusters homoge-
neous in terms of spatial density.

4. The fourth step is to agglomerate sub-clusters according to spatial and proba-
bilistic distances. Here, Wasserstein distance measures the similarity between
probability distributions to regroup similar clusters.
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2.1 Graph-Oriented Modeling of the Dataset

To estimate the distance p.d.f , we first calculate distances between the points
of the dataset. Our computation strategy of pairwise distances is based on the
k-nearest neighbor method [3]. The k-nearest neighbor graph highlights the local
relationships between each point and its surrounding points in the data space.
By extension, these relations make it possible to better capture the different
spatial densities with local precision.

Therefore, the first step is the construction of the k-nearest neighbor graph of
the dataset. From the dataset X, an undirected weighted graph annotated G =
(V,E) is constructed, where V = {v1, v2, ...} is the set of vertices representing
data points, and E = {eq = (vx, vy, wq)|vx ∈ V, vy ∈ V,wq ∈ R

+} is the set of
edges between data points. For each point, we determine k edges to k-nearest
neighbor points. The weight wq of each edge eq is the distance between the two
linked points vx and vy.

To gain efficiency and accuracy, it is possible to get rid of many unneces-
sary distances. We favor short distances, avoiding keeping too large distances in
the k-nearest neighbors. To obtain dense (connected) sub-graphs, we generate
a Minimum Spanning Tree (MST) from G. The MST consists in minimizing
the number of edges while minimizing the total sum of the weights and keeping
G connected. The interest of the MST in clustering is its capability to detect
arbitrary-shaped clusters [11]. As the MST, denoted Gmin, is built thanks to
the knng, therefore, k must be superior to a certain value so that the algorithm
has enough edges to construct an optimal MST. Otherwise, the value of k has
no further influence as the MST models the dataset. The value of k is studied
experimentally in the Sect. 3.2.

2.2 Probability Density Estimation

The overall objective of the p.d.f estimation is to extract new information to
delimit sub-clusters. Density-based methods search for the densest areas from
a p.d.f defined as f : X → R

+. They correspond in f to the areas around the
peaks (included) called level sets [10]. Let l > 0 be a density threshold, a level
set is a set of points defined as {xi|f(xi) > l}. This threshold l is on both sides of
the bell (level set) centered around the peak. The sets of points {xi|f(x) ≤ l} are
either considered as outliers or assigned to denser clusters. This approach is not
suitable for capturing clusters of different densities. Another solution [10], based
on the hierarchical approach, cuts f at different levels l to better capture clusters
of different densities. In our case, f is defined as f : D′ → R

+ with D′ the set
of distances. We consider in our case that a level set has two thresholds that are
not necessarily equal. Areas of f below these thresholds are not considered as
outliers. They are the less frequent distances that correspond to phenomenons
with fewer points such as overlapping areas or small clusters.

For estimating the p.d.f , we use the kernel density estimation (KDE) [12].
It makes no a priori hypothesis on the probability law of distances. The density
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function is defined as the sum of the kernel functions K on every distance.
DECWA uses the Gaussian kernel. The KDE equation is below:

̂fh(a) =
1

(n − 1)h

n−1
∑

i=1

K
(a − ai

h

)

With a and ai that correspond to the distances in Gmin; n = |X| is the
number of nodes, and n − 1 is the number of distances in Gmin. The smoothing
factor h ∈ [0;+∞], called the bandwidth, acts as a precision parameter that
influences the number of peaks detected in the p.d.f and therefore, the number
of different densities.

2.3 Graph Division

To separate different densities, the next step is to find where to cut the p.d.f . The
significantly different densities are detected with the peaks of the distance p.d.f
curve. We consider an extraction threshold as the mid-distance between each
maximum and its consecutive minimum, and conversely between each minimum
and its consecutive maximum. Mid-distances capture regions that are difficult to
detect (low-density regions, dense regions containing few points, and overlapping
regions that have the same densities). These regions are often very difficult to
capture properly, whilst our mid-distance approach makes it possible to detect
these cases. Once the mid-distances (ordered list called �) are identified on the
p.d.f. curve, we apply a process to treat successively the list of mid-distances in
descending order. We generate sub-clusters, from the nodes of Gmin, and sets of
distances of sub-clusters, from the edges of Gmin.

From Gmin, we extract connected sub-graphs ℘t where all the nodes that
are exclusively linked by edges greater or equal than the current mid-distance
lt. A node linked to an edge greater or equal to the lt and another edge less
than the lt is not included. A sub-cluster Ci is composed of points that belong
to one connected sub-graph. For each sub-cluster, we produce its associated set
of distances Di from edges between nodes of the sub-graph. A residual graph ℵt

is made up of edges whose distances are less than lt, and all the nodes linked by
these edges. This residual graph is used in the successive iterations. The residual
graph can consist of several unconnected sub-graphs. At the last iteration (i.e.
at the level of l1), the residual graph ℵ1 is also used to generate sub-clusters and
associated sets of distances. After this step, some sub-graphs are close to each
other while having a similar p.d.f . According to our cluster characteristics, they
should be merged. Figure 2 shows a comparison of the division result and the
ground truth clusters for jain dataset; (a) shows the result of the division and (b)
is the ground truth. The next step consists in identifying relevant sub-clusters
to be agglomerated.

The connected sub-graphs of Gmin have edge weights that are homogeneous
overall. Indeed, the weight values of a connected sub-graph, annotated sgi are
framed between consecutive thresholds lt ∈ �, lt+1 ∈ �, which guarantees its
homogeneity in terms of spatial density.
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Fig. 2. Comparison of the division result with actual clusters for jain dataset

Algorithm 1. Graph division process

Input: Gmin = (V min, Emin), � = {..., lt, lt+1, ...}
Output: ℘1

1: ℘|�| ← ∅
2: ℵ|�| ← (V min, Emin)
3: for t ← |�| − 1 to 1 do
4: Et ← {eq ∈ Et+1|wq < lt}
5: Vt ← {vq ∈ Vt+1|∃(vq, vy, wq) ∈ Et ∨ (vx, vq, wq) ∈ Et}
6: ℵt ← (Vt, Et)
7: ℘t ← ℘t+1 ∪ {(Vt+1 \ Vt, Et+1 \ Et)}
8: end for
9: ℘1 ← ℘1 ∪ ℵ1

To show with more details the above statement, let us consider the list of
mid-distances �, and a connected sub-graph sgi with the weighted edges Ei.
Suppose that � is iterated consecutively in descending order as illustrated in
Algorithm 1. In a given iteration t, the current threshold is lt. One of the two
following situations occurs: either ∀eq ∈ Ei, wq < lt, in which case no action
is taken on sgi; or else if ∃eq ∈ Ei, wq ≥ lt then from sgi is extracted a set
of connected sub-graphs called ℵt with wq < lt and another set of connected
sub-graphs ℘t with wq ≥ lt. At this point, for all edges into ℵt, wq ∈]0; lt[. At
the next iteration, ℵt undergoes the same processing for the threshold lt−1. If
∃wq ≥ lt−1, the set of sub-graphs ℘t−1 is extracted from ℵt. In this case, for all
edges into ℘t−1, lt−1 ≤ wq < lt.

2.4 Agglomeration of Sub-clusters

This step aims at generating clusters from sub-cluster agglomeration. The main
difficulty is to determine which sub-clusters should be merged. When two sub-
clusters are close, it is difficult to decide whether or not to merge them. To arbi-
trate this decision, we use their density, represented as the distance p.d.f . Only
sub-clusters with similar distance p.d.f will be merged. The agglomeration pro-
cess consists in merging every sub-clusters Ci and Cj that satisfy two conditions.
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The first condition is that Ci and Cj must be spatially close enough. To
ensure this, d(Ci, Cj) ≤ λ must be respected, with λ ∈ R

+. It is necessary to
determine the distance between sub-clusters (d(Ci, Cj)) to verify this condition.
However, calculating every pairwise distance between two sub-clusters is a time-
consuming operation. We consider that the value of the edge linking sub-graphs
corresponding to Ci and Cj as the distance between Ci and Cj . Because of the
MST structure, this distance is nearly the minimum distance between the points
of Ci and Cj .

The second condition relates to the similarity of the distance distributions Di

and Dj . The purpose of this condition is to ensure ws(Di,Dj) ≤ μ, with μ ∈ R
+,

and ws the Wasserstein distance. We have opted for the Wasserstein distance as
a measure of similarity between probability distributions. Two advantages led
us to its choice [13]; (1) it takes into account the geometric shape of the p.d.f.
curves, and (2) if the two distributions are very close, then the small difference
will be captured by Wasserstein, allowing a fine precision.

We introduce an iterative process for merging sub-clusters. First of all, it
identifies the edge set Eg ⊂ Emin containing only nodes whose respective sub-
graphs are different. Then it runs an iterative sub-process consisting in iterating
on the edges of Eg. For each edge eq ∈ Eg we verify that d(Ci, Cj) ≤ λ and
ws(Di,Dj) ≤ μ. In this case, Ci and Cj are merged. This is operated by the
union of Di, Dj and wq and considering the points of Ci and Cj as belonging
to the same sub-graph. Note that if min(|Di|, |Dj |) ≤ 1 then only the first
condition applies as ws can not be calculated with this cardinality. The iterative
sub-process is repeated until there are no longer merges. At last iteration the
points of the clusters whose cardinality is 1 are considered as outliers.

2.5 Making Hyperparameters Practical

In the merging phase, λ and μ are metric thresholds for d and ws. Therefore they
are defined in ]0,+∞[. It is difficult for users to operate with this unbounded
interval. In this sub-section, the objective is to map this interval to a bounded
interval defined between 0 and 1. We argue that a bounded interval is more
meaningful for users. We consider m ∈ R

+,M ∈ R
+ respectively the lower

bound and the upper bound of D′ the set of distances and γ, τ ∈]0, 1], so λ, μ
are simplified as follows:

λ = γ ∗ (M − m) + m (1)

μ = τ ∗ (M − m) + m (2)

So when merging sub-clusters, the spatial distance between sub-clusters can
never be greater than M and not smaller than m, hence the Eq. 1. The γ factor is
a hyperparameter that indicates the level of severity on the merge. If it is equal
to 1, the less strict value, it tends to allow all sub-clusters to be merged and
inversely if it is near to 0. Similarly, the factor τ (Eq. 2) is also a hyperparameter
and has the same effect on the probabilistic distance. Equation 2 is justified by
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the fact that the Wasserstein distance is bounded between 0 and (M − m). The
lower bound is 0 because Wasserstein is a metric. The following evidence proves
that the upper bound is (M − m).

Proof. Given U : Ω → D′ and V : Ω → D′ two random variables with D′ ⊂ R
+

and Ω the set of possible outcomes. D′ is the set of distances, U and V represents
two sub-clusters and their inner distances. According to [14] the first Wasserstein
distance between the distributions of U and V is ws(u, v) =

∫ +∞
−∞ |FU (u) −

FV (v)|dudv.
FU and FV are respectively the Cumulative Distribution Function (CDF )

of U and V . Let m be the lower bound of D′ and M the upper bound of D′,
so FU (u) = FV (v) = 0 for u, v ∈ I =] − ∞;m[ and FU (u) = FV (v) = 1 for
u, v ∈ I ′ =]M ; +∞[ according to CDF definition. Then,
ws(u, v) =

∫

I
|FU (u) − FV (v)|dudv +

∫ M

m
|FU (u) − FV (v)|dudv +

∫

I′ |FU (u) −
FV (v)|dudv =

∫

I
|0 − 0|dudv +

∫ M

m
|FU (u) − FV (v)|dudv +

∫

I′ |1 − 1|dudv

ws(u, v) =
∫ M

m
|FU (u) − FV (v)|dudv.

By definition, FU : D′ → [0; 1] and FV : D′ → [0; 1], therefore
∫ M

m
FU (u)du ≤

(M−m)×1 and
∫ M

m
FV (v)dv ≤ (M−m)×1. As FU and FV are positive functions,

ws(u, v) =
∫ M

m
|FU (u) − FV (v)|dudv ≤ ∫ M

m
FU (u)du ≤ M − m.

3 Experiments

We conducted experiments to show the effectiveness and the robustness of
DECWA compared to state-of-the-art density-based methods. It was applied to
a variety of synthetic and real datasets, using distances depending on the data.
First, an analysis comparing DECWA to other algorithms is performed, followed
by a study of the influence of the k-nearest neighbors (k) internal parameter.

3.1 Experiment Protocol

Algorithms. DECWA was compared to DBCLASD [8], DENCLUE [9] and
HDBSCAN [7]. Algorithm parameter values are defined through the repetitive
application of the random search approach (1000 iterations). This, in order to
obtain the best score that the four algorithms can have. DBCLASD (parameter-
free and incremental) was subject to the same approach but by randomizing the
order of the data points because it is sensitive to it. The hierarchical structure
proposed by HDBSCAN is exploited by the Excess Of Mass (EOM) method to
extract clusters, as used by the authors in [7].

Clustering quality is measured by the commonly used Adjusted Rand Index
(ARI). We also report the ratio of outliers produced by each algorithm.
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DECWA Environement. Several algorithms (e.g. Kruskal [15], Boruvka [16],
Prim [17]) exist to generate an MST. DECWA uses Kruskal algorithm to build
the MST, it has a complexity of O(|E|log(|E|)) with |E| the cardinal of edges.
Kruskal is faster than Boruvka and Prim in sparse graphs (few edges). As G is a
k-nearest neighbor graph, it is often sparse because of the small value of k which
is studied in Subsect. 3.2.

During the merging process, DECWA evaluates edges of Gmin in an order
which has a small influence over the result. Multiple sorting methods were tested
and DECWA is not very sensitive to the order. We obtained the best results by
sorting edges by weight in ascending order, therefore, we suggest this sorting
method for DECWA.

To cut p.d.f , different methods are tested and evaluated. Inspired by Harti-
gan’s level set idea, the minima in the p.d.f curve are tested to separate distance
groups (44% ARI on average). The G-means algorithm, based on Gaussian Mix-
ture Models, was tested to separate distance groups by considering them as
sub-populations of a Gaussian mixture distribution (57% ARI on average). Our
mid-distance solution has better performances (67% ARI on average).

Data Sets. The results are reported in the Table 1. LD column stands for
low-density, it means that the datasets have at least one low-density cluster
comparing to others. SD stands for near clusters of similar densities, it means
that the marked datasets have at least two overlapping clusters with similar
densities. The two-dimensional, jain, compound, pathbased, and cluto-t7.10k
datasets are synthetic. They contain clusters of different shapes and densities.
For these data, the Euclidean distance was used.

The Iris composed of 3 classes was used with the Manhattan distance. The
cardiotocography dataset is a set of fetal cardiotocogram records grouped accord-
ing to 10 classes. The Canberra distance was applied. Plant dataset consists of
leaves that are characterized by 64 shape measurements retrieved from its binary
image. There are 100 different classes and the Euclidean distance was used. A
collection of two very large biological datasets were added. GCM consists of 190
tumor samples that are represented by the expression levels of 16064 genes to
diagnose 14 classes of cancer. Kidney uterus is composed of 384 tumor sam-
ples that are expressed by 10937 genes to be classified into two classes. The
Bray-Curtis distance was applied. New3, a very high-dimensional dataset, is a
set of 1519 documents grouped into 6 classes. Each document is represented by
the term-frequency (TF ) vector of size 26833. The cosine distance was used to
measure the document similarities.
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Table 1. Characteristics of data sets.

Dataset Dimensions Size LD SD

jain 2 373

compound 2 399 x x

pathbased 2 300 x

cluto-t7.10k 2 10000

iris 4 150 x

cardiotocography 35 2126

plant 65 1600 x x

GCM 16064 190 x x

kidney uterus 10936 384 x

new3 26833 1519 x

3.2 Results and Discussions

The results are reported in the Table 2 (best scores are in bold). In many cases,
DECWA outperforms competing algorithms by a large margin on average 23%.
DECWA has the best results in datasets with LD clusters with an ARI margin
of 20% on average in favor of DECWA. Though datasets with high dimensions
are problematic for the other algorithms, DECWA is able to give good results.
There is an ARI margin of 29% on average in favor of DECWA for the three
high dimensional datasets. Near clusters of similar densities are also correctly
detected by DECWA. Some datasets like iris, kidney uterus and pathbased have
overlapping clusters and yet DECWA separates them correctly. There is an ARI
margin of 23% in favor of DECWA for these datasets.

The outlier ratio is not relevant in case of a bad ARI score because in this case,
although the points are placed in clusters, clustering is meaningless. DECWA
returns the least outliers on average while having a better ARI score.

Statistical Study. We conducted a statistical study to confirm the significant
difference between the algorithms and the robustness of DECWA. Firstly, a sta-
tistical test (Iman-Davenport) is performed to determine if there is a significant
difference between the algorithms at the ARI level. The p-value allows us to
decide on the rejection of the hypothesis of equivalence between algorithms. To
reject the hypothesis, it must be lower than a significance threshold α = 0.01.
The p-value returned by the first test is 5.38e−5. It is significantly small compared
to α meaning that the algorithms are different in terms of ARI performance.

Secondly, a pairwise comparison of algorithms is performed to identify the
gain of one method over the others. We use the Shaffer Post-hoc test. The p-
value is much lower than α when comparing DECWA to others (7.5e−4 with
DBCLASD, 4.6e−3 with DENCLUE and 3.0e−3 with HDBSCAN), which proves
that DECWA is significantly different from the others. For the others, the p-value
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is equal to 1.0 in all the tests concerning them, which statistically shows that they
are equivalent. The ranking of the algorithms according to the ARI was done by
Friedman’s aligned rank. DECWA is ranked as the best. Then we conclude that
DECWA having the best performing is significantly different from the others.

Table 2. Experimental results

Dataset DECWA DBCLASD DENCLUE HDBSCAN

ARI Outliers (%) ARI Outliers (%) ARI Outliers (%) ARI Outliers (%)

jain 0.94 0.00 0.90 0.03 0.45 0.06 0.94 0.01

compound 0.95 0.05 0.77 0.06 0.82 0.05 0.83 0.04

pathbased 0.76 0.00 0.47 0.03 0.56 0.00 0.42 0.02

cluto-t7.10k 0.95 0.03 0.79 0.06 0.34 0.00 0.95 0.10

iris 0.77 0.04 0.62 0.07 0.74 0.00 0.57 0.00

cardiotocography 0.47 0.04 0.24 0.17 0.47 0.02 0.08 0.28

plant 0.18 0.03 0.04 0.07 0.14 0.17 0.04 0.38

GCM 0.46 0.05 0.18 0.18 0.24 0.06 0.27 0.27

kidney uterus 0.80 0.00 0.53 0.08 0.56 0.09 0.53 0.26

new3 0.41 0.01 0.09 0.45 0.08 0.13 0.13 0.27

Average 0.67 0.02 0.46 0.12 0.44 0.06 0.48 0.16

Study of the Influence of k. The MST can be used for agglomerative cluster-
ing [18], which is the case for DECWA. However, it is also pointed out that the
exact distances may be lost during the process of creating the MST. A connected
graph is recommended before applying an MST generation algorithm because it
contains inter-sub-cluster relationships. The value of k must be large enough for
the graph to be connected. The authors of [19] stipulate that for knng to be con-
nected, k is chosen to be of the order of log(|V |). In the rest of this sub-section,
we study the influence of k from three angles. First, we study the influence of
k on the number of connected sub-graphs in the MST. Then, we evaluate the
percentage of the inter-cluster distances retained by the MST that correspond
to the actual two closest points belonging to different sub-clusters. Lastly, we
evaluate the k influence on the results produced by DECWA. For each dataset,
DECWA is called with k = 3, k = log(|V |) and k =

√

(|V |). To find h, we use
the Elbow method [20] with regard to the number of peaks in order to limits the
number of peaks while keeping the most significant ones which correspond the
most to actual densities. γ and τ are set by using the random-search strategy. In
Table 3, we report the results of the experiments in relation to the three stated
angles. The numerical value of each cell in the table is the average of the results
for each dataset except for diff edges which is the total percentage. ncsb stands
for the number of connected subgraphs. As k grows, ncsb tends to decrease while
the ARI increases. If k = log(|V |) or k =

√

(|V |), even if the connectivity is not
fully ensured, DECWA remains efficient. Therefore, k = log(|V |) might be a
valid choice to consider rather than k =

√|V | if speed is required. Regarding
the second analysis angle (diff.edges), for k = 3 a notable percentage of edges
are different (2.3%), however it decreases as k gets bigger (0.2% for k = log(|V |)
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and 0% for k =
√|V |). Concerning the third angle, we found that the greater

the k, the better the ARI. Between k = log(|V |) and k =
√

(|V |) the difference
is only of 0.02. Regarding the outlier ratio, the difference between k = log(|V |)
and others is negligible.

Table 3. Influence of k from various parameterizations

k ARI Outliers ncsb diff.edges

3 0.57 0.02% 3.50 2.3%

log(|V |) 0.65 0.03% 1.50 0.2%
√

(|V |) 0.67 0.02% 1.10 0.0%

4 Conclusion

Even if density-based clustering methods have proven to be effective for
arbitrary-shaped clusters, they have difficulties to identify low-density clusters,
near clusters with similar densities, and clusters in high-dimensional data. We
propose DECWA, a new clustering algorithm based on spatial and probabilistic
density. Our proposal consists of a new clustering algorithm based on spatial
density and probabilistic approach, using a novel agglomerative method based
on Wasserstein metric. We conducted an experimental study to show the effec-
tiveness and the robustness of DECWA. For data sets with low-density clusters,
near clusters and very high dimension clusters, DECWA significantly outper-
forms competing algorithms. Our ongoing research integrates the application of
DECWA on complex data as multivariate time series.
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16. Nešetřil, J., Milková, E., Nešetřilová, H.: Otakar bor̊uvka on minimum spanning
tree problem translation of both the 1926 papers, comments, history. Discrete
Math. 233, 3–36 (2001)

17. Prim, R.C.: Shortest connection networks and some generalizations. Bell Syst.
Tech. J. 36(6), 1389–1401 (1957)

18. Gower, J.C., Ross, G.J.S.: Minimum spanning trees and single linkage cluster anal-
ysis. J. Royal Stat. Soc. Ser. C 18, 54–64 (1969)
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Abstract. Datasets from different domains usually contain data defined
over a wide set of attributes or features linked through correlation rela-
tionship. Moreover, there are some applications in which not all the
attributes should be treated in the same fashion as some of them can
be perceived like independent variables that are responsible for the def-
inition of the expected behaviour of the remaining ones. Following this
pattern, we focus on the detection of those data objects showing an
anomalous behaviour on a subset of attributes, called behavioural, w.r.t
the other ones, we call contextual. As a first contribution, we exploit Mix-
ture Models to describe the data distribution over each pair of behavioral-
contextual attributes and learn the correlation laws binding the data
on each bidimensional space. Then, we design a probability measure
aimed at scoring subsequently observed objects based on how much their
behaviour differs from the usual behavioural attribute values. Finally, we
join the contributions calculated in each bidimensional space to provide
a global outlierness measure. We test our method on both synthetic and
real dataset to demonstrate its effectiveness when studying anomalous
behaviour in a specific context and its ability in outperforming some
competitive baselines.

Keywords: Anomaly detection · Mixture models · Correlation

1 Introduction

An outlier is usually perceived as an observation that deviates so much from
the others in the dataset that it is reasonable to think it was generated by a
different mechanism. In this paper, we start from the idea that the violation
of the law according to which the points of a dataset are distributed may be
a significant indication of anomaly, thus we design a strategy whose aim is to
catch the relations between attributes that are lost in anomalous objects.

Consider the example reported in Fig. 1a. In this context, an obvious correla-
tion exists between the two attributes and there could be many interpretations
of what an outlier is. A method based on the spatial proximity between a point
and its neighborhood will certain labels point A as an outlier, although it can be
just considered as the information about an high person with a normal weight.

c© Springer Nature Switzerland AG 2021
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https://doi.org/10.1007/978-3-030-86534-4_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-86534-4_17&domain=pdf
https://doi.org/10.1007/978-3-030-86534-4_17


ODCA: An Outlier Detection Approach to Deal with Correlated Attributes 181

Differently, point B is closer to other data samples but it is easy to note that it
violates the proportionality law. This example suggests that, to detect some sub-
tle anomalies, the distance, in the Euclidean sense, may not be enough: objects
that are distant from each other but agree with a certain law could be considered
closely as their compliance with the same law makes them similar. Particularly,
we propose to take into account the empirical correlations of attributes and per-
ceive a data sample as an anomaly w.r.t a certain pair of attributes if it deviates
from the expected correlation between them.

This approach is particularly suitably when a multidimensional dataset is
provided and only some attributes are perceived to be directly indicative of
anomaly while the other ones can have a direct effect on their expected distribu-
tion but would never be considered worth of attention for the outlier detection
task.

Suppose that, within a research about obesity, you have collected information
about weight, height and time spent playing sport by a group of teenagers.
Clearly, neither the height nor the time spent playing sport should never be taken
as direct evidence of anomaly on their own; and not even studying the correlation
between them looks interesting. On the contrary, these two variables can directly
affect the weight and detecting violations in their relation is interesting for the
research. In such a scenario, we say that the weight is a behavioural attribute
and call the other ones contextual attributes. The outlierness of an object will
arise from the abnormal behavioural attribute in its particular context.

Moreover, it is important to point out that in real cases more than one
correlation law may exists for a certain pair of attributes. Consider the example
in Fig. 1b. Cloud α exhibits an evident correlation law that is violated by point
A. As for cloud β, the relation between the features is weaker and points that
are most likely to be reported as anomalous are those that are far from the
distribution mean. Finally, cloud γ differs from the others in that it contains a
few points that do not seem to comply with any of the main laws.

The measure we propose through this paper has been designed to catch all
these ideas of anomaly and is strongly related to a clustering strategy able to
group points in a way that takes into account the co-relations between features.

The paper is organized as follows: Sect. 2 discusses some work related with
the present one; Sect. 3 formalize the problem and present the strategy we design
to detect outliers; Sect. 4 presents some experimental results and Sect. 5 draws
the conclusions.

2 Related Works

Outlier detection has been widely studied and some surveys are available to
get in touch with this topic [7,13]. For the purposes of our discussion, we have
identified some families of methods able to provide some interesting insights for
the development of our approach.

A common strategy to detect anomalies is the distance-based one: the out-
lierness score of each data point is evaluated by taking into account the object
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Fig. 1. Motivating example

distance from its neighborhoods assuming that outliers usually stand far from
other objects [3,4,9,14]. Similarly, density-based methods compare the density
of an object with the neighbors, claiming that lower density points are more
likely to be outliers [6].

Another family of techniques uses a statistical point of view and exploits the
deviation from the underlying generative distribution of the data [13]. Among
them, in [18] the notion of outlier is captured by a strong deviation from the data
dependent probabilistic distribution; instead, in [15] the data model is designed
through Gaussian Mixture Models and the Mahalanobis distance [8] is used
to measure the outlierness score of each object. The main drawback of these
methods is related to their loss of accuracy in datasets with a large number of
dimensions as a consequence of to the curse of dimensionality [2]. To deal with
high dimensional data, subspace outlier detection methods have been designed.
They rely on the projection of data into lower dimensional space [1] or focus on
finding the outlying sub-spaces [10].

A line of work strongly related to our correlation-based approach is that of
contextual/conditional outlier detection first introduced in [17]. In some appli-
cation domains, attributes perceived by the user as potentially highly related to
the outlier behavior are only a subset of the full dimensional space, while the
others only provide a context for the behavior. Starting from the idea that a
purely distance based approach tends to overestimate the outlierness of objects
with unusual context, in [17] a statistical approach is proposed to detect outliers
assuming that behavioral attributes conditionally depend on the contextual ones.
Gaussian Mixture Models are employed to model both contextual and behav-
ioral attributes and a mapping function is designed to capture their probabilistic
dependence. This approach is significantly different from our in that it models
data from a global point of view by learning multidimensional Mixture Mod-
els. In [12] the global expected behaviour coming from the inferred relationship
between behavioral and contextual attributes from a global point of view is
enriched by the concept of contextual neighborhood that take into account the
object behavior within its neighborhood. Finally, in [11] an application to sensor
data is presented and a robust regression model is developed to explicitly model
the outliers and detect them simultaneously with the model fitting.
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3 Problem Formulation

A training dataset D = {o1, . . . , oN} consists of multi-set of objects defined on
a set of attributes A = {A1, . . . , AM} and oh[Aj ] (or oj

h for the sake of brevity)
denotes the value that the object oh assumes on the attribute Aj . A test dataset
T is another multi-set of objects defined on the same set of attributes. The
training dataset is supposed not to contains anomalies and is used to learn
the model according to which the data are generated; the test dataset includes
subsequently observed points whose outlierness has to be checked. A user-defined
partitioning of A classifies the attributes into behavioural and contextual, thus
we will refer to the subset of the behavioural attributes with B ⊆ A and to the
set of the contextual ones with C ⊆ A.

A correlation pattern between a pair of attributes (Ai, Aj), with Ai ∈ C and
Aj ∈ B, is a set of statistical associations that define their dependence structure.

Our goal is to assign each point in T with an outlierness measure depending
on how much it deviates from the model that generates the data, in terms of the
violation of the relational pattern that describe the expected data behaviours.

We propose a method specifically designed to solve an Outlier Detection
problem in presence of Correlated Attribute, namely ODCA, that operates
essentially through three steps: (I) learning, (II) estimating, (III) combining.

First of all, it focuses on each pair of attributes (Ai, Aj), with Ai ∈ C and
Aj ∈ B, and learns from the objects in D their correlation pattern. Then, for
each bidimensional space, an estimation of the probability of observing each
point in T is provided, so that a quantitative measure of its behaviour on each
pair of attribute becomes available. Finally, such scores are combined to get an
overall image of the possible outlierness level for each data point.

3.1 Learning

Let D[{Ai, Aj}] be the projection of the data set on the attribute pair (Ai, Aj).
From here on we will assume that Ai ∈ C and Aj ∈ B. The first step of our
method consists in inferring the law according to which the projection of the
dataset on such a pair is distributed. It is important to point out that, in real
cases, it is difficult to note a global function according to which data is dis-
tributed, but it is more common to observe two or more data clusters; therefore,
we take the perspective that the data points are generated from a mixture of
distributions and we consider a Gaussian Mixture Model [5] to describe such a
generation process for each bidimensional space.

A Gaussian Mixture Model can be written as a linear combination of K
Gaussian each of which is described by the following parameters:

– A mean μk that defines its centre.
– A covariance Σk that defines its width.
– A mixing probability πk that defines how big or small the Gaussian func-

tion will be, i.e. the overall probability of observing a point that comes from
Gaussian k. Such coefficients must sum to 1.
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If we assume that the data points are drawn independently from the distri-
bution, then we can express the Gaussian Mixture Model in this form:

p(oi,jh |μ, Σ, π) =
K∑

k=1

πkN (oi,jh |μk, Σk) (1)

where oi,j
h is the projection of the object oh on the attributes (Ai, Aj).

Our goal is to determinate the optimal values for the parameters in Eq. (1),
so we need estimate the maximum likelihood of the model by optimizing the
joint probability of all object in D[{Ai, Aj}] which is defined as:

p(D[{Ai, Aj}]|μ, Σ, π) =
N∏

n=1

K∑

k=1

πkN (oi,jn |μk, Σk) (2)

We optimize the logarithm of Eq. (2) by means of the iterative Expectation-
Maximization (EM) algorithm. It starts by choosing some initial values for the
means, covariances, and mixing coefficients. In our experimental analysis, such a
choice has been performed by using the results obtained by preliminarily running
a K-Means clustering. Hence, for the choice of the number of clusters K we
rely on the Bayesian information criterion (BIC) [16]. The expectation (E-step)
and maximization (M-step) steps are repeated until the log-likelihood function
converges.

3.2 Estimating

Bidimensional Gaussian Mixure Model inferred during the learning step provides
a description of the training data. If we consider each distribution in the sum on
its own, we can get its principal axis v1

k ∈ R
2, i.e. the eigenvector associated with

the highest eigenvalue λ1
k of the covariance matrix. Moreover, each distribution

has its own correlation value ρk that provides information about the relation
between Ai and Aj and how strong this relation is. We exploit this knowledge
to design our probability function that, for each distribution with a high value
of ρk, rewards the points arranged along the line of greatest variance, otherwise
takes into account just the distance from the distribution mean.

Consider an object oh ∈ T and take its projection oi,j
h on the attribute pair

(Ai, Aj). The distance of oi,j
h from the kth distribution in the inferred model is

defined by exploiting the bidimensional Mahalanobis distance as follows:

D2D(oi,jh ,Nk) =

√
(oi,jh − μk)TΣ−1

k (oi,jh − μk)

where μk and Σk are respectively the mean and the covariance matrix of the
kth distribution, we indicate as Nk for the sake of simplicity. Remind that the
Mahalanobis distance uniquely determinates the probability density of an obser-
vation in a normal distribution. Specifically, the square of the distance follows
the chi-squared distribution with d degrees of freedom, where d is the number of
dimensions of the normal distribution. Thus, when dealing with 2-dimensional
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distributions, the probability of observing a data point whose Mahalanobis dis-
tance is less than D2D(oi,j

h ,Nk) can be expressed as:

F2D(oi,jh ;Nk) = 1 − e−D2D(o
i,j
h

,Nk)
2/2 (3)

To quantify the distance of oi,j
h from the direction of greatest variance we

consider the value in oi
h of the line passing through the mean μk of the kth dis-

tribution and whose slope is the principal component v1
k (see Fig. 2). In this way,

we get the value the object behavioural component would have if it respected the
correlation law stated by the kth distribution. Let call this value ôj

h. We invoke
again the Mahalanobis distance in its 1-d fashion so that the distance between
ôj

h and oj
h could be weighted by the variance Σ

(1,1)
k of the kth Gaussian along

the jth direction. Thus, such a distance is defined as follows:

D1D(oi,jh ,Nk) =

√
(ojh − ôjh)2/Σ

(1,1)
k

As for the 2D scenario, we invoke the exponential distribution as:

F1D(ojh;Nk) = 1 − e−D1D(o
j
h
,Nk)

2/2 (4)

Finally, we join the contribution coming from Eqs. (3) and (4) in a probability
function that involves all the K components of the mixture model describing
the bidimensional data distribution. Thus, the ODCA bidimensional score is
defined as:

pODCA(oi,jh |N , π) = 1 −
K∑

k=1

πk[(1 − |ρk|)F2D(oi,jh ;Nk) + |ρk|F1D(ojh;Nk)] (5)

Function (5) considers the K components of the data model and weights
each contribution through the mixing probabilities πk. Every addend includes
two parts weighted by the estimated value ρk. A high value for ρk suggests
that the kth Gaussian generates strongly correlated data points; in this case the
contribution coming from 1-d Mahalanobis term must be prevalent to make the
function able to detect points that violate the correlation. This is the case of
point A in Fig. 3. As regards to the 2-d Mahalanobis term, it will be prevalent
in case of low correlation. This is what happens to point B in Fig. 3: its distance
from the center of the distribution prevails over its closeness to the principal axis
as the correlation is weak.

Following this definition, we are able to automatically identify the most
appropriate strategy to intercept any violation and anomalous data points results
to be the ones with a low probability.

Consider again the distribution of points in Fig. 1b. We use such data both
as training and test set, evaluate our measure for each point and plot the dis-
tribution again in Fig. 3 choosing a chromatic shade depending on the obtained
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values. We run the EM algorithm with K = 3 and indicate the mean of each
distribution with a red dot, while the vectors represent their principal compo-
nents. It is important to point out that the mixture model does not provide a
hard clustering for the data points, thus every distribution contributes to the
evaluation of the overall measure of each point; however, the contribution of
farther distributions is slight and only the points on the boundary between two
or more distributions will be actually influenced by all of them.

Let focus on cloud α in Fig. 3. In this case the algorithm estimates ρα = 0.91,
thus its contribution will depend for the 91% from the 1-d Mahalanobis function
and only for the 9% from the other. For this reason, the points arranged closer
to the principal component have a lighter color than the outermost ones.

As for cloud β, the estimated correlation is ρβ = 0.28, thus there is no
strong dependency relationship and the outlierness evaluation is driven by the
2-d Mahalanobis function. Note that the influence of the distribution that gen-
erates cloud α is imperceptible in practice on cloud β as it is too far. On the
contrary, there is a zone in which the lines running along the principal com-
ponents of the two distributions intersect. The points in this area are correctly
influenced by both distributions.

Finally, the small cloud γ has ργ = 0.08. It includes very few points and their
color corresponds to low probability values. This is due to mixing probabilities
πk that make each of the K components contribute to the overall probability
according to the number of points for which they are responsible.

Fig. 2. 1-d Mahalanobis distance eval-
uation.

Fig. 3. Data points colored according
to their pODCA(·) score.

3.3 Combining

By performing the steps discussed above we are able to represent the outlierness
score of each object in T w.r.t any attributes pair, thus for a given behavioural
attribute we collect a set of scores quantifying the object’s outlierness in all the
bidimensional spaces in which such an attribute is involved.

We summarize this information by averaging the scores within the 25th per-
centile to sketch the information coming from the bidimensional spaces in which
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the object get lower scores, that is, where it behaves in an anomalous way. In this
way, we are able to provide a measure referred to each behavioural attribute and
rank objects based on this scores. Note that, to ensure that the scores coming
from different spaces become comparable, we need to standardize them before
averaging.

We argue that an anomalous object will obtain low scores on most bidimen-
sional spaces, thus the mean will confirm its anomalous nature; as for the inliers,
although a bidimensional space may exists in which the probability of observing
them is low, we expect that in most bidimensional space they will comply with
the correlation laws, thus their pODCA(·) score will tend to 1.

4 Experiments

In this section we discuss the experimental results obtained by running ODCA
on both synthetic and real datasets. Particularly, we use synthetic dataset to
go in depth with the kind of outlier the method is specifically tailored, then
we choose 6 real dataset and compare its performances with both state-of-art
methods and contextual outlier detector.

4.1 Synthetic Dataset

The goal of the analysis performed on synthetic datasets is that of testing the
effectiveness of the score definition we have provided and its ability in catching
the violation of the dependence structure relying normal samples.

We design the training datasets by generating samples from mixtures of Gaus-
sian distributions with specific covariance structures. Particularly, we consider
models with 2 or 4 Gaussians with different configurations of the mixing prob-
abilities πk. For the models with two Gaussians, we first choose πk equal to 0.5
for both the distributions and then test the configuration {0.75, 0.25}. As, for
the models with 4 Gaussians we first give the same mixing parameters to all
distributions and then consider the following configuration: {0.4, 0.3, 0.2, 0.1}.

To ensure that the attributes are variously correlated, we design the corre-
lation matrix in a way that the correlation between the jth and hth attribute is
given by ρjh = (−ρ̃)|h−j|. Here, ρ̃ represents the absolute value of the highest
correlation between the attribute pairs of the dataset. In the case of models with
2 Gaussian we use ρ̃ = 0.9 for the first distribution and ρ̃ = 0.5 for the other; in
case of 4 Gaussians the values for ρ̃ are {0.9, 0.7, 0.5, 0.3}.

For each dataset generated in this way, we train the model on the 90% of
its object and use the remaining 10% as test set. We perform each experiment
10 times by choosing different objects for the training and test set. We inject
outliers by sampling the 10% of the test objects, choosing a subset of attributes
and increasing or decreasing their values on such attributes of a certain quantity;
some little noise is added also on the remaining attributes.

We consider a 12-attribute dataset generated according to the strategy dis-
cussed above. Because of the approach we use to generate the correlation matrix,
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Table 1. Area under the ROC curve for different experimental settings. Columns refer
to the parameter settings used to generate the training set, while each row concerns
the attributes paired with the first one to generate the scores.

Equal mixing prob. No equal mixing prob.

n.2 Gaussians n.4 Gaussians n.2 Gaussians n.4 Gaussians

3-strong 0.9907 (±0.0135) 0.9726 (±0.0470) 0.9889 (±0.0199) 0.9587 (±0.0632)

6-strong 0.9915 (±0.0125) 0.9981 (±0.0038) 1.0000 (±0.0000) 0.9764 (±0.0268)

All 0.9844 (±0.0204) 0.9989 (±0.0019) 1.0000 (±0.0000) 0.9644 (±0.0325)

6-weak 0.9840 (±0.0183) 0.9876 (±0.0171) 0.9996 (±0.0013) 0.9511 (±0.0325)

3-weak 0.9200 (±0.0624) 0.9731 (±0.0280) 0.9978 (±0.0030) 0.9476 (±0.0420)

the correlation between the first attribute and the other ones is (−ρ̃)i with
i ∈ {1, . . . , 12}, therefore we decide to evaluate the pODCA score by first joining
the contribution obtained by pairing the first attribute with the three most cor-
related to it (3-strong) and the three least correlated (3-weak); we then consider
the six most (6-strong) and the six least (6-weak) correlated pairs, and finally
all the pairs involving the first attribute.

We rank objects in the test set according to the outlierness score and evaluate
the accuracy of our method in detecting outliers by the area under the ROC
curve as reported in Table 1. The method looks quite robust to all the different
scenarios. We argue that its strongness is the ability of taking into account, in
a completely autonomous way, whether an explicit correlation law exists or not
and evaluate the outlierness of each data point by the real relations binding the
attribute values.

4.2 Real Dataasets

The experiments have been performed on 6 public available real dataset whose
brief description is reported below. For each of them we have identified the
attributes that are reasonably perceptible as behavioral and used the others as
contextual.

1. AquaticToxicity1 (546 × 9). The dataset reports the concentration of 8
chemicals and the LC50 index, a parameter used in environmental science
to describe the toxicity of the environment. Such a parameter is used as
behavioural attribute.

2. Philips2 (677 × 9). For each of 677 diaphragm parts for TV sets nine char-
acteristics were measured at the beginning of a new production line. There is
no clear indication to choose an attribute as behavioural, so we analyse each

1 https://archive.ics.uci.edu/ml/datasets/QSAR+aquatic+toxicity.
2 https://www.rdocumentation.org/packages/cellWise/versions/2.2.3/topics/data

philips.

https://archive.ics.uci.edu/ml/datasets/QSAR+aquatic+toxicity
https://www.rdocumentation.org/packages/cellWise/versions/2.2.3/topics/data_philips
https://www.rdocumentation.org/packages/cellWise/versions/2.2.3/topics/data_philips
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attribute as a function of all the other ones and consider the median of the
accuracy we get from each experiment.

3. Housing3 (20640 × 9). It includes information on house prices in Califor-
nia w.r.t some environmental characteristics. The price has been used as
behavioural attribute.

4. Fish4 (908 × 7). The dataset reports the concentration of 6 chemicals and
a parameter describing the incidence in fish mortality. Such a parameter is
used as behavioural attribute.

5. Boston5 (506× 13). The data concerns housing values in suburbs of Boston.
We remove the binary variable about closeness to Charles River and choose
the Median value of owner-occupied homes as behavioural and the other
economic data as contextual.

6. BodyFat6 (252 × 15). The data contain estimates of the percentage of body
fat determined by underwater weighing and various body circumference mea-
surements for a group of people. The attribute on body percentage has been
used as behavioural and other physical features as contextual.

Each dataset has been analysed by each by our techniques and the competitor
ones using the same 10-fold cross-validation. For each fold, we divide the dataset
into ten blocks of near-equal size and, for every block in turn, each method has
been trained on the remaining blocks and tested on the hold-out one.

None of these datasets is equipped with a ground truth, so we inject outliers
within the test set. With this aim, we first calculate the outlierness scores of the
points in the hold-out block before the perturbation, then we randomly select
the 10% of the objects resulting to be inliers, i.e. whose scores is greater than the
median of all the scores, and increase or decrease their values on the behavioural
attributes; finally some little noise is added also on the contextual attributes.

As for the baseline methods to perform the comparative analysis, we consider
both state-of-art outlier detectors and methods specifically designed to detect
outliers complying to our definition; within this category we select ROCOD [12],
and consider both its linear and no-linear approach as it seems to be the most
competitive w.r.t the other baseline methods we have revised from literature.
Thus, we test the following techniques:

1. KNN [3]. Each point from the test set is scored according to the distance
from its kth neighbor among the points in the training set (we use k = 10 in
our experiments). A larger distance indicates a more anomalous point.

2. LOF [6]. The Local Outlier Factor of each test point is computed with respect
to the training dataset.

3. GMM [18]. A multidimensional Gaussian Mixture Distribution is used to fit
the data from the training set. The inferred density function is used to score
test set points and low-density points are perceived as outliers.

3 https://www.kaggle.com/camnugent/california-housing-prices.
4 https://archive.ics.uci.edu/ml/datasets/QSAR+fish+toxicity.
5 https://archive.ics.uci.edu/ml/machine-learning-databases/housing/.
6 http://staff.pubhealth.ku.dk/∼tag/Teaching/share/data/Bodyfat.html.

https://www.kaggle.com/camnugent/california-housing-prices
https://archive.ics.uci.edu/ml/datasets/QSAR+fish+toxicity
https://archive.ics.uci.edu/ml/machine-learning-databases/housing/
http://staff.pubhealth.ku.dk/~tag/Teaching/share/data/Bodyfat.html
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4. ROCOD-L [12]. An ensemble of local and global expected behaviour is used
to detect outliers. The local expected behavior of a test data point is com-
puted by averaging the values of the behavioural attributes of the subset of
training data point sharing a similar values on contextual attributes with the
test point. The global expected behaviour is modelled through linear ridge
regression.

5. ROCOD-NL [12]. A non-linear version of ROCOD which use tree regression
to model the global expected behaviour (Fig. 4).

Fig. 4. Accuracy bar plot. It reports the area under the ROC curve each method gets
on different dataset.

Traditional outlier detector like KNN and LOF are good in identifying those
objects that fall in low density areas as a result of the perturbation protocol.
However, their top ranked objects include also those data points that are extreme
on contextual attributes without violating any correlation law. Hence for GMM,
we argue that the increase in accuracy of our method is due to its ability of
going in depth with the point’s behaviour on each bidimensional space. Finally,
ROCOD, both in its linear and non-linear version, do not take into account the
presence of a mixture of laws describing the relation between behavioural and
contextual attributes, causing a loss in accuracy.

5 Conclusions

We have proposed an outlier detection method that attempts to detect outliers
based on empirical correlations of attributes. The method analyses the data
and learns which values are usual or typical for the behavioural attributes, so
that when a subsequent data point is observed it is labeled as anomalous or
not depending on how much its behaviour differs from the usual behavioural
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attribute values. As the correlation is well defined only between pairs of
attributes we take the perspective of studying each behavioural attribute paired
with a contextual one at a time. Moreover, the use of mixture models allow us to
detect complex correlation patterns. We move to a global viewpoint by joining
the bidimensional scores, however the combining strategy could be involved in
future researches aimed at improving the characterization of the outlier object
behaviour.
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Abstract. The problem of identifying the degree of semantic similarity
between two textual statements automatically has grown in importance
in recent times. Its impact on various computer-related domains and
recent breakthroughs in neural computation has increased the opportuni-
ties for better solutions to be developed. This research takes the research
efforts a step further by designing and developing a novel neurofuzzy app-
roach for semantic textual similarity that uses neural networks and fuzzy
logics. The fundamental notion is to combine the remarkable capabilities
of the current neural models for working with text with the possibilities
that fuzzy logic provides for aggregating numerical information in a tai-
lored manner. The results of our experiments suggest that this approach
is capable of accurately determining semantic textual similarity.

Keywords: Data integration · Neurofuzzy · Semantic similarity ·
Deep learning applications

1 Introduction

Data mining and knowledge discovery techniques have long been trying to boost
the decision-making capabilities of human experts in a wide variety of academic
disciplines and application scenarios. In addition, these techniques have greatly
facilitated the development of a new generation of computer systems. These
systems are designed to solve complex problems using expert-generated knowl-
edge rather than executing standard source code. However, this notion has been
evolving towards more effective and efficient models and offers more flexibility in
supporting the human judgment in decision-making. In this work, we look at the
field of semantic textual similarity. That is the possibility of boosting the capa-
bility of a human expert in deciding whether two pieces of textual information
could be considered similar. In this way, automatic data integration techniques
can be notably improved.
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Over the last two decades, different approaches have been put forward for
computing semantic similarity using a variety of methods and techniques [11].
In this way, there are already many solutions for automatically calculating the
semantic similarity between words, sentences, and even documents. Currently,
the solutions that can obtain the best results are those based on neural networks
such as USE [4], BERT [9] or ELMo [25]. However, there is still much room for
improvement since the development of these models is still in its infancy. Many
of the functions they implement are trivial, and it is to be expected that as more
sophisticated approaches are investigated, the results to be achieved could be
better.

For these reasons, we have focused on a novel approach that is slowly making
its way into the literature: neurofuzzy systems. Systems of this kind are built by
a clever combination of artificial neural networks and fuzzy logic. These systems
attract much attention because they can bring together the significant advan-
tages of both worlds [27]. However, its application in the domain of semantic
similarity remains unexplored.

We want to go a step further to design a new neurofuzzy approach that
might be able to determine automatically and with high accuracy the degree of
semantic similarity between pieces of textual information. To do that, we propose
to follow a concurrent fuzzy inference neural network (FINN) approach being
able to couple the state-of-the-art models from the neural side together with
the state-of-the-art from the fuzzy side. This approach is expected to achieve
highly accurate results as it brings together the computational power of neural
networks with the capability of information fusion from fuzzy logics. Thus, the
contributions of this research work can be summarized as follows:

– We propose for the first time a neurofuzzy schema for semantic similarity
computation that combines the ability of neural networks to transform pieces
of textual information into vector information suitable for processing by auto-
matic methods with the advantages of personalized aggregation and decoding
offered by fuzzy logics.

– We have subjected our proposal to an empirical study in which we compare
it with state-of-the-art solutions in this field. The results obtained seem to
indicate that our proposal yields promising results.

The rest of this paper is structured as follows: in Sect. 2, we present the
state-of-the-art concerning the automatic computation of semantic similarity
when working with textual information and recent solutions based on neuro-
fuzzy systems to solve practical application problems. In Sect. 3, we provide the
technical explanation on which our neurofuzzy approach is based. In Sect. 4, we
undertake an empirical study that compares our approach with those that make
up the state-of-the-art. Finally, we highlight the lessons that can be drawn from
the present work and point out possible future lines of research.
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2 State-of-the-Art

The semantic similarity field attracts much attention because it represents one
of the fundamental challenges that can advance several fields and academic dis-
ciplines [17]. The possibility that a computer can automatically determine the
degree of similarity between different pieces of textual information regardless
of their lexicography can be very relevant. This means that areas such as data
integration, question answering, or query expansion could greatly benefit from
any progress in this area.

To date, numerous solutions have been developed in this regard. These solu-
tions range from traditional techniques using manually compiled synonym dic-
tionaries such as Wordnet [15], to methods using the web as a large corpus
such as Normalized Google Distance [5] through the classical taxonomy-based
techniques [26] or the ones based on corpus statistics [13].

Besides, more and more solutions have been developed that are valid in a
wide range of domains of different nature. Some of these solutions are based on
the aggregation of atomic methods to benefit from many years of research and
development in semantic similarity measures [21]. Moreover, there have been
breakthroughs that have completely revolutionized the field of semantic simi-
larity. One of the most promising approaches has been word embeddings [23].
Where solutions of a neural nature have been able to reduce pieces of text to
feature vectors of a numerical nature so that they are much more suitable for
automatic processing by computers [14]. These approximations are so robust
that they can determine the degree of similarity of cross-lingual expressions [10].

Neurofuzzy systems have begun to be used in many application domains
due to the versatility they offer. Neurofuzzy systems have the great advantage
of combining the human-like reasoning of fuzzy systems through a linguistic
model based on IF-THEN rules with the tremendous computational power to
discover patterns of neural networks. Neurofuzzy systems are considered uni-
versal approximators because of their ability to approximate any mathematical
function, which allows them to be highly qualified for problems related to auto-
matic learning.

Concerning these neurofuzzy systems’ neural side, some neural approaches
have been recurrently used to work with text—for example, automatic trans-
lation or text auto-completion. The problem is that these models are usually
not very good at capturing long-term dependencies. For this reason, transformer
architectures have recently emerged [9]. This kind of architecture uses a partic-
ular type of attention known as self-attention [8].

However, all these architectures of neural nature that have been presented
have only used simplistic ways of aggregation and decoding of the last neural
layer to date. The operations that can be found recurrently in the literature
are cosine similarity, manhattan distance, euclidean distance, or inner product.
This is where our contribution comes into play since we propose a fuzzy logic-
based solution that can model a much more sophisticated interaction between
the numerical feature vectors generated by the neural part.
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3 A Novel Neurofuzzy Approach for Semantic Similarity

Fuzzy logic can offer computational methods that aim to formalize reasoning
methods that are considered approximate. We are here considering Mamdani
fuzzy inference [19] since it is considered an optimal method for developing
control systems governed by a set of rules very close to natural language. In
Mamdani fuzzy inference systems, the output of each rule is always a fuzzy set.
Since systems of this kind have a rule base that is very intuitive and close to
natural language, they are often used in expert systems to model the knowledge
of human experts.

The reason to use fuzzy logics is that rules can also be derived analytically
when it is impossible to count on the expert’s help, as is the case in our approach.
In our specific scenario, we use aggregation controllers. These controllers are
usually divided into several components including a database of terms such as
μ

˜S (x) that states the membership of x in ˜S =
{

∫ µ
˜S(x)

x

}

what is usually defined
as μ

˜S(x) ∈ [0, 1], and a non-empty set of rules. In this way, the terms associated
with the database can be used to characterize the rules.

Moreover, the input values need to be encoded according to the terms from
the controller, so that ˜I = μ1Q (x1) + μ2Q (x2) + ... + μnQ (xn), whereby μi is
the term associated with the transformation of xi into the set Q(xi).

Last but not least, we need to define the terms on the basis of membership
functions so that: ˜T =

{(

x, μ
˜T (x)

) | x ∈ U
}

. The great advantage of this app-
roach is that a wide range of membership functions can be defined by just using
a limited number of points which represents an advantage for us when coding
possible solutions in the form of individuals from an evolving population.

Working with Mamdani fuzzy systems [19] also means that the result of the
inference will be a set such as ˜O =

{

∫ µ
˜O(v)

v

}

. Therefore, the output might
be a real value representing the result of aggregating the input values. One of
the traditional advantages of Mandami’s models concerning other approaches,
e.g., Tagaki-Sugeno’s [28], is that they facilitate interpretability. This is because
the Mamdani inference is well suited to human input while the Tagaki-Sugeno
inference is well suited to analysis [7].

On the other hand, the neural side will use transformers that are suitable
models for translations between abstract representations. The transformer mod-
els consist of an encoder-decoder architecture. It is necessary to feed the encoder
with the input textual information. From there, the encoder learns to represent
the input information and sends this representation to the decoder. The decoder
receives the representation and generates the output information to be presented
to the user. The way of working is like this: for each attention item, the trans-
former model learns three weight matrices; the query matrix WQ, the key matrix
WK , and the value matrix WV . For each token i, the input embedding xi is mul-
tiplied with each of the three matrices to produce a query array qi = xiWQ, a
key array ki = xiWK , and a value array vi = xiWV . Attention weights are calcu-
lated using the query and key arrays in the following way: the attention weight
aij from token i to token j is the product between qi and kj . The attention
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weights are divided by the square root of the key arrays’ dimension,
√

dk, which
stabilizes gradients during training, and it is processed by a function softmax,
which normalizes the weights to sum to 1.

Figure 1 shows the mode of operation of a concurrent FINN architecture. The
input data is first processed by the neural network (i.e., transformer), which is
very good with the vectorization of the pieces of textual information into numer-
ical feature vectors. These feature vectors will correspond to the membership
functions of the fuzzy module at a later stage. The coupling of the modules of
neural nature with that of fuzzy logic nature should obtain good results once a
training phase has correctly calibrated all their parameters. This architecture is
more complex and more powerful than the more advanced neural models because
it adds the last layer that can process the results in a much more sophisticated
way.

Fig. 1. Architecture of our neurofuzzy approach. The neural and fuzzy models are
coupled together and then trained in order to be properly calibrated to solve the
scenario that we wish

The appropriate combination of the two approaches gives rise to a concurrent
FINN, which we intend to obtain good results with when trying to automatically
determine the degree of semantic similarity between two textual expressions that
are analogous but have been represented using different lexicographies. Also,
another great advantage of these systems is that they can be trained separately
or together. This allows them to benefit from great flexibility and versatility. For
example, not everyone needs to develop a neural solution from scratch because
the existing ones are of high quality and have been trained on hard-to-access
corpora.

Finally, it is worth mentioning that our learning process is guided by an
evolutionary strategy that tries to find the best parameters in the neurofuzzy
model, although trying to avoid an over-fitting situation. We have opted for the
classical solution for an elitist evolution model with a low mutation rate, which
allows automatically exploring of the solution space, although it also allows a low
rate of random jumps in search of better solutions [1]. The following pseudocode
shows the rationale behind this approach.

The evolutionary strategy allows us to optimally calibrate the following
parameters: the transformer model to be used, how the operations in the last



A Novel Neurofuzzy Approach for Semantic Similarity Measurement 197

Algorithm 1 . Pseudo-code for the evolutionary strategy to obtain optimal
FINN model
1: procedure Calculation of the best possible FINN model
2: RandomIndividuals (population)
3: calculateFitness (population)
4: while (NOT stop condition) do
5: for (each individual)
6: parents ← selectionOfIndividuals ()
7: offspring ← binCrossOver (parents)
8: offspring ← randomMutation (offspring)
9: calculateFitness (offspring)

10: population ← updatePopulation (offspring)
11: endfor
12: endwhile
13: return Model(population)

layer of the neural network will be computed, the fuzzy sets and membership
functions, the IF-THEN rules that best fit the input data, as well as the defuzzi-
fication method.

4 Experimental Study

This section describes our strategy’s experimental setup, including the bench-
mark dataset that we have used and the evaluation criteria that we are follow-
ing, and the configuration of the considered methods. After that, we perform
an exhaustive analysis of the different approaches considered and the empirical
results we have achieved. Finally, we offer a discussion of the results we have
obtained.

4.1 Datasets and Evaluation Criteria

We have used the most widely used general-purpose benchmark dataset in this
field to carry out our experiments. Our approach’s behavior concerning this
dataset will give us an idea of how our approach works. This benchmark dataset
is the so-called MC30, or Miller & Charles dataset [24] that consists of 30-word
pairs that everyone might use.

Evaluating the techniques to discover semantic similarity using correlation
coefficients can be done in two different ways. First, it is possible to use Pearson’s
correlation coefficient, which can measure the degree of correlation between the
background truth and the machine results, whereby a and b are respectively the
source and target pieces whose degree of semantic similarity is to be compared.

σ =
n

∑

aibi − ∑

ai

∑

bi
√

n
∑

a2
i − (

∑

ai)2
√

n
∑

b2i − (
∑

bi)2
(1)
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The second way to proceed is the so-called, Spearman Rank Correlation,
whereby the aim is to measure the relative order of the results provided by the
technique.

ρ = 1 − 6
∑

d2i
n(n2 − 1)

(2)

Being di = rg(Xi) − rg(Yi) the difference between the two ranks of each
array, and n is the size of both arrays.

The significant difference between the two correlation methods is that while
Pearson is much better at determining the total order of the dataset results,
Spearman is more suitable for determining a partial order.

4.2 Configuration

As we have already mentioned, the training phase is performed by an evolu-
tionary learning strategy. Therefore, we have had to perform a grid search to
determine which are the best parameters for that strategy. Since the search
space is really huge, we had to narrow down the search intervals. In this way,
the identified parameters of our evolutionary strategy are the following:

– Representation of genes (binary, real): real
– Population size [10, 100]: 42
– Crossover probability [0.3, 0.95]: 0.51
– Mutation probability [0.01, 0.3]: 0.09
– Stop condition: Iterate over (1,000–100,000): 100,000 generations

In addition, evolutionary learning techniques are non-deterministic in that
they rely on randomness components to generate initial populations and search
for model improvements through small mutation rates (9% in our case). There-
fore, the results reported are always the average of several independent runs, as
we will explain later.

It is necessary to note that the hardware used has been an Intel Core i7-8700
with CPU 3.20 GHz and 32 GB of RAM over Windows 10 Pro. Furthermore,
we rely on the implementation of Cingolani’s fuzzy engine [6] as well as the
implementations of USE [4], BERT [9], or ELMo [25] that their authors have
published initially. In that sense, training using different text corpora may indeed
yield different results. However, such a study is outside the scope of this work
and would be interesting future work. Finally, it is necessary to remark that the
average and maximum training times are reported in the following section.

4.3 Results

In this section, we show the empirical results that we have obtained. In Table 1,
it is possible to see a summary of the results we have obtained when solving the
MC30 benchmark dataset using the Pearson correlation coefficient. This means
that we are looking for the capability of the different solutions to establish a
total order. Please note that the results reported for our approach are based on
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Table 1. Results over the MC30 dataset using Pearson Correlation

Approach Score p-value

Google distance [5] 0.470 8.8 · 10−3

Huang et al. [12] 0.659 7.5 · 10−5

Jiang & Conrath [13] 0.669 5.3 · 10−5

Resnik [26] 0.780 1.9 · 10−7

Leacock & Chodorow [16] 0.807 4.0 · 10−8

Lin [18] 0.810 3.0 · 10−8

Faruqui & Dyer [10] 0.817 2.0 · 10−8

Mikolov et al. [23] 0.820 2.2 · 10−8

CoTO [20] 0.850 1.0 · 10−8

FLC [22] 0.855 1.0 · 10−8

Neurofuzzy (median) 0.861 4.9 · 10−9

Neurofuzzy (maximum) 0.867 1.0 · 10−9

ten independent executions due to the non-deterministic nature of the learning
strategy. So we report the median value and the maximum value achieved.

Table 2 shows the results obtained for Spearman’s correlation coefficient. This
means that we evaluate the capability of the existing approaches when deter-
mining a partial order between the cases of the MC30 dataset. Once again, we
report the median value and the maximum value achieved.

Table 2. Results over the MC30 dataset using Spearman Rank Correlation

Approach Score p-value

Jiang & Conrath [13] 0.588 8.8 · 10−3

Lin [18] 0.619 1.6 · 10−4

Aouicha et al. [2] 0.640 8.0 · 10−5

Resnik [26] 0.757 5.3 · 10−7

Mikolov et al. [23] 0.770 2.6 · 10−7

Leacock & Chodorow [16] 0.789 8.1 · 10−8

Bojanowski et al. [3] 0.846 1.1 · 10−9

Neurofuzzy (median) 0.851 1.0 · 10−9

Neurofuzzy (maximum) 0.868 4.6 · 10−9

FLC [22] 0.891 1.0 · 10−10

Finally, we offer a study of the time it takes to train our neurofuzzy systems.
Figure 2 shows the training that has been performed to obtain the Pearson corre-
lation coefficient. As we are working with non-deterministic methods, the results
presented are equivalent to an average of ten independent runs of which we plot
the minimum (red), the median (blue) and the maximum (black).



200 J. Martinez-Gil et al.

0 200 400 600

0

0.2

0.4

0.6

0.8

time(s)

F
it
ne

ss
(t
es
t)

Minimum
Median

Maximum

Fig. 2. Fitness evolution for the Pearson correlation. The red, blue, and black plots
represent the worst, median and best cases respectively (Color figure online)

While Fig. 3 shows the time taken to properly set up our approach to solve
the Spearman Rank Correlation. As in the previous case, the results we can see
in the plot are the result of ten independent runs of which we plot the minimum,
the median and the maximum values that we have achieved.
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Fig. 3. Fitness evolution for the Spearman Rank correlation. The red, blue, and black
plots represent the worst, median and best cases respectively (Color figure online)

As it can be seen, our approach presents several significant advantages con-
cerning the works that make up the state-of-the-art. As for techniques based on
neurofuzzy hybridization, no work has yet been done in this area to the best of
our knowledge. However, our previous experience designing solutions based on
fuzzy logic led us to think that combining the human-like reasoning of fuzzy logics
with neural networks’ learning capability would yield quite good results. Train-
ing a neurofuzzy system indeed involves a significant consumption of resources in
the form of time, but it is also true that once trained, the results are pretty good.
Moreover, the model can be reused. Even mature transfer learning techniques
can facilitate its application in analog-nature problems in different scenarios.
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5 Conclusions and Future Work

We have presented a novel approach for the automatic computation of the degree
of similarity between textual information pieces. Our approach is novel because
it is the first time that a neurofuzzy system is proposed to deal with the prob-
lem. We think that a neurofuzzy system is appropriate in this situation since it
can combine the high capabilities of neural nature solutions to extract and con-
vert features associated with text expressed in natural language with the ability
of fuzzy logics to aggregate and decode in a personalized way information of
numerical nature.

The results we have obtained show that our approach can achieve results
in line with the state-of-the-art, even without being specifically trained. These
promising results rely on solutions of neural nature whose accuracy is highly
contrasted together with fuzzy logic system, which has a great capacity to aggre-
gate intermediate results and decode them into the values for which it has been
trained.

Besides, the two parts that make up our system can be trained separately.
For example, we can use a highly constrained accuracy model such as BERT
combined with a classical Mamdani inference model, which usually gives out-
standing results. In this way, our system is built based on building blocks that
give it flexibility and versatility not known so far in semantic similarity mea-
surement.

As future work, we plan to explore other approaches to assess similarity
automatically. We have worked here with monolingual semantic similarity, i.e.,
all pieces of textual information were expressed in English. However, a pending
issue is to study the problem from a cross-lingual perspective. The other pending
issue would be how to improve the interpretability of the resulting system. Due
to the black-box model that is implemented in the neural part, a solution must
be found so that people can understand this model from the beginning to the
end.
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Abstract. Neither a compartmentalized vision nor coupling of process
data and organizational data favors the extraction of the evidence an
organization needs for their business process improvement. In previous
work, we dealt with integrating both kinds of data into a unified view that
could be useful for evaluating and improving business process. In this
paper, we exploit the capabilities of a data warehouse (DW) to analyze
such data. We describe the DW and the process for populating their
dimensions. We also show an application example from a real business
process, highlighting the benefits and limitations of our approach.

Keywords: Business process improvement · Integrated process and
organizational data · Data warehouse

1 Introduction

Organizations agree that their business processes (BPs) [5] are the basis of
their business. However, most BPs are handled manually or are implicit in
their information systems, and their data is coupled with organizational data.
Although supported by a Business Process Management Systems (BPMS), the
link between process data and its associated organizational data is not easy to
discover.

In [3,4], we define an integrated framework for organizational data science,
providing an organization with the full evidence they need to improve their oper-
ation. A key aspect of such a framework is integrating process and organizational
data into a unified view to get a complete understanding of BPs execution.

In this paper, we describe an approach for taking advantage of such an inte-
grated view with a generic and simple solution. We define a Data Warehouse
(DW) capable of analyzing integrated data from many perspectives. We analyze
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its capabilities by exploring the “Students Mobility” BP from [3], a real process
from our university.

The rest of this paper is organized as follows. In Sect. 2 we describe a moti-
vating example and, in Sect. 3, we describe our previous work. In Sect. 4, we
present the DW and, in Sect. 5, we present an application example. In Sect. 6 we
discuss related work. Finally, in Sect. 7 we conclude.

2 Running Example

In [3] we introduced the “Students Mobility” BP (Fig. 1), a real process from
our university describing the evaluation of mobility programs for students.

Fig. 1. Students mobility BP and its corresponding database changes

It is supported by an organizational data model containing process-specific
tables: mobility program (Program), student’s applications (Application) and
its state (State), scholarships assigned (Mobility) and applications’ courses val-
idation (Validation). It also contains general data: students (Student) and their
careers (Career), career courses (Course), the institute to which they belong
(Institute), and teachers that work in them (Teachers).

The process starts when a mobility program call opens. The register office
receives students’ applications for 15 days. A new application is registered in
the database for each one, also linking it with the corresponding open program
and student. Then, the applications are checked, and rejected applications are
no longer considered. Next, an evaluation board evaluates the applicants’ list,
marking them as holders or substitutes, and ranks them. After that, the school
board assesses the resulting list, approves it, and notifies the applicants who
must sign their contracts for receiving their payment and start the mobility.
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3 Integrating Process Data and Organizational Data

In [3] we dealt with integrating process data and organizational data, as part
of our integrated framework [4], based on three perspectives. We also discussed
issues regarding the ETL process and the matching algorithm we proposed. The
raw data perspective involves BPMS managing processes and an organiza-
tional database with its corresponding change log relating its data with BPMS
events through time. The model perspective involves defining an integrated
metamodel, whose schema is depicted in Fig. 2. It is composed of a process and
a data view, both with two levels of information: the definition of elements and
their instances. The process-definition quadrant describes processes, their corre-
sponding elements (e.g., tasks), user roles, and variables defined in design time.
The process-instance quadrant represents a process execution, i.e., process cases
which have element instances, some of them performed by users, that manip-
ulate specific instances of variables. The data-definition quadrant describes a
generic data model with entities and their corresponding attributes. Finally,
the data-instance quadrant describes instances of these elements containing spe-
cific values that evolve through time. The metamodel is populated using data
extracted from the raw data perspective. Once a model is loaded, a matching
mechanism deals with discovering the existing connections between process data
and organizational data. The DW perspective structures the information in
the metamodel into a DW, providing means for exploiting such integrated data.

Fig. 2. High-level definition of the metamodel (from [3])

4 Data Warehouse Approach

The DW was built to provide the basis for analyzing the integrated process
data and organizational data. A key element is providing a generic approach
to its design. Thus, no domain-specific elements regarding the process data or
organization are used; it is based solely on the relationships between process
data and organizational data previously discovered in the metamodel. The DW
logical design corresponds to a star schema whose dimensions and measures are
described next. The main dimensions are based on the metamodel quadrants.
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Process Dimensions. The process-definition dimension (Fig. 3(a)) takes concepts
from the quadrant with the same name. The elements represent a process defini-
tion with its elements and variable definitions. In the hierarchy, variable defini-
tions are in the lower level, and roll-up is allowed to element definitions and up to
the process definition level. The process-instance dimension (Fig. 3(b)) considers
case identification, element instances, and variable instances. Variable instances
are the lower level, and roll-up is allowed to element instances and up to the
process instances level.

(a) Process-definition quadrants and dimensions

(b) Process-instances quadrants and dimensions

Fig. 3. Process quadrants and their corresponding DW dimensions

Data Dimensions. Data dimensions are also based on the corresponding meta-
model quadrants. The data-definition dimension (Fig. 4(a)) considers entity
definition and its corresponding attributes. The lower level is represented by
attributes from which roll-up is allowed to entities in the defined hierarchy. The
data-instance dimension (Fig. 4(b)) considers entity instances and corresponding
attribute instances. Attribute instances represent the lower level in the defined
hierarchy from which roll-up is allowed to related entity instances.
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(a) Data-definition quadrants and dimensions

(b) Data-instances quadrants and dimensions

Fig. 4. Data quadrants and their corresponding DW dimensions

Other Dimensions. We defined two cross-quadrant dimensions. The User dimen-
sion takes concepts from the process quadrants regarding roles and user for
process execution. The lowest level corresponds to users from which roll-up is
allowed to role definition. The EntityRelation dimension takes concepts from
the data quadrants regarding relationships between entities, i.e., foreign keys.
The lower level is represented by relations between entity instances from which
roll-up is allowed to corresponding relations between entity definitions. Finally,
we defined a Time dimension to carry out analysis based on time ranks.

Measures. The fact table relates the dimensions mentioned before. We include in
the fact table process duration and element duration to analyze execution times
for both process and elements, i.e., cases execution from start to finish and
elements execution within all cases. We also included the value of attributes.

Discussion. Crossing data from the defined dimensions, we can answer ques-
tions from every critical perspective: processes performed, data managed, peo-
ple involved, and time, relating these perspectives for the analysis. The analysis
we provide is also generic in terms of domain objects. To perform a specific
domain analysis, we need to include dimensions regarding specific concepts and
relationships between organizational data. Although it would be interesting and
would enhance the domain analysis, keeping the DW generic provides several
advantages. In particular, it focuses on analyzing the relationship between data
dimensions. Also, we can define a mostly automated ETL process to obtain data
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from the source databases to populate the metamodel and from it to populate
the DW, with no human intervention.

5 Example of Application

We implemented the “Student Mobility” BP using Activiti 6.0 BPMS1 with a
MySQL 8.0.20 database2. We also defined a PostgreSQL3 database schema for
the metamodel, and we populated it with the data from the data sources. We
use Pentaho4 for its construction and the implementation of the ETL process
required for building the DW.

To show the capabilities for BP analysis the DW provides, and due to space
reasons, we chosen to describe how to answer the following question: which
courses (and from which careers) have been involved in cases that
took more than 15 days to complete? Notice that there is no individual
data source within the raw data perspective containing all the information to
provide such an answer.

The query over the DW should cross data filtered by the relation validation-
course, which defines the courses included in the applications over the process,
along with the case id and the corresponding attributes. Then, the filter for the
query includes the “existRelation” attribute from the “Entityrelation” dimension
set to “true”. The “Entityrelation” dimension is also used as a column filtered
by the “Name” attribute, selecting the “validation-course” relation over organi-
zational data. As rows, the selection includes the corresponding “id” attribute
from the “Entityrelation” dimension, the “idcase” attribute from the “ProcessIn-
stance” dimension, the “Entity name” and “Attribute name” attributes from
the “DataDefinition” dimension (filtered by attributes “idcourse” and “idca-
reer”), and attribute value from the “DataInstance” dimension. On the “Mea-
sures dimension”, the “Process duration” measure is selected and filtered by
duration over 200.000 ms (in this example, 15 days are equivalent to 200.000
ms).

Figure 5 shows a screenshot of Pentaho providing the results for the example
question. It can be seen that cases are related to validation and the identification
of the courses included in the corresponding student’s application. As the career
is not directly associated with the case, it is recovered from the relation course-
career existing only in the organizational database.

6 Related Work

In [3] we discussed proposals related to the integration of process data and
organizational data. Most of them observe the problem from the process mining
1 https://www.activiti.org/.
2 https://www.mysql.com/products/community/.
3 https://www.postgresql.org/.
4 https://www.hitachivantara.com/en-us/products/data-management-analytics/

pentaho-platform.html.

https://www.activiti.org/
https://www.mysql.com/products/community/
https://www.postgresql.org/
https://www.hitachivantara.com/en-us/products/data-management-analytics/pentaho-platform.html
https://www.hitachivantara.com/en-us/products/data-management-analytics/pentaho-platform.html
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Fig. 5. DW result answering the example question

perspective, not exploiting both sources of information altogether, e.g., business-
level activities are omitted, or the analysis is focused on process events.

In [9], the authors define a framework for an in-depth exploration of process
behavior combining information from the event log, the database, and the transac-
tion log. Although they analyze how elements can be connected, they only define
how this information can be exploited from a theoretical perspective. In [7], the
authors perform a literature review to identify the connection between process
mining and DW. Most works are focused on using DW from the perspective of
process mining, as the one in [1]. Few works consider both sources of information.
In [8] the authors propose a method for constructing a DW based on the infor-
mation used within the BP. This approach is discussed in some works [2,6] since
it allows a fine-grained analysis of domain data, but at the same time, it requires
the definition of a new DW and their reporting solution for each BP. In [2], the
authors define a generic DW process model and a strategy for mapping business
data (kept outside the DW) and the DW process model. This proposal needs a
deep understanding of the business logic to match the business data. Moreover, the
proposal is proprietary, and no technological solution is available. Finally, in [6],
the authors also provide a generic solution quite close to our proposal. They also
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define an integrated metamodel, without considering relations between business
objects as ours. They neither provide examples nor make the prototype available.

7 Conclusions

This paper presented a generic DW built upon a metamodel that integrates
process data and organizational data from different sources. Furthermore, the
DW allows crossing data from both points of view, allowing an integrated anal-
ysis over a complete picture of the corresponding data. Working with a DW
would ease the analysis for business people who know the domain and analyze
their daily operations. A further assessment is mandatory in this sense. Another
future work is to exploit DW reporting capabilities to automatize execution
metrics combining process data and organizational data.

We presented queries over the DW we built for the “Students Mobility” BP to
illustrate its use. We are working on extended examples to show more advanced
queries and views over the integrated data. Further study is also needed to
analyze how to simplify domain-specific queries in a generic structure. We are
also working on multiple extensions of the metamodel and thus on the answers
that the DW could provide, e.g., adding message interactions between inter-
organizational processes and considering non-relational databases.
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Abstract. In this work we explore the use of a blockchain as an
immutable ledger for publishing fact records in a decentralized data ware-
house. We also exploit the ledger for storing smart views, i.e. definitions
of frequent data cube computations in the form of smart contracts. Our
techniques model and take into consideration existing interdependencies
between the smart views to expedite their computation and maintenance.

1 Introduction

Many blockchain infrastructures utilize some form of “smart contracts”, as pieces
of code that are embedded in the ledger implementing binding agreements
between parties that can, for instance, auto-execute when certain conditions
are met. Building on smart contracts, in this work we envision a decentralized
data warehouse implemented on top of a blockchain, where smart contracts are
used as the means to describe data processing over the collected multidimen-
sional data. In essence, these contracts define aggregate views over the data and
we refer to them as smart views. Smart views can trigger computations enabling
complex data analysis workflows.

Using the smart views paradigm, organizations can implement a decentral-
ized data warehouse using the blockchain ledger for publishing its raw data (fact
records) as is depicted in Fig. 1. Smart views feed from this data and implement,
on local nodes, smaller data marts [7] that are used for specific analytical pur-
poses. For example, local node 1 in the figure can be utilized by data scientists
working on sales data, while local node n by executives analyzing inventory data.
Both user groups will need access to the distributed data warehouse repository.
Each user group may have its own analytical queries focusing on specific aspects
of the data. Their needs will be accommodated by their local node that (i) syncs
data updates from the shared data warehouse ledger, (ii) manages local user
inquires via the smart views API we provide and (iii) caches local results so that
subsequent queries are expedited. Queries that are common among the groups
will be shared at a semantic level, as their descriptions will be also stored in the
distributed ledger.

Smart views, much like traditional views in a database system, are virtual
up to the moment when they are instantiated by a user request. On each node, we
utilize a data processing engine (that can be a relational database or a big data
c© Springer Nature Switzerland AG 2021
M. Golfarelli et al. (Eds.): DaWaK 2021, LNCS 12925, pp. 216–221, 2021.
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Fig. 1. Using Smart Views for building a decentralized Data Warehouse.

platform) for doing the heavy lifting of computing their content. Additionally,
an in-memory database acts as a View Cache, providing fast access to their
derived data. This cache is used to serve multiple user requests on a node,
orders of magnitude faster than what a blockchain could provide. In addition
to engineering a solution that scales blockchains for processing data warehouse
workloads, we also propose and compare algorithms that can manage effectively
the smart views content cached in the in-memory database.

2 Smart Views

Preliminaries and Definitions: In order to simplify the notation used,
we assume that the data warehouse implements a set of dimensions D =
{d1, d2, . . . dn} and a single measure m. A smart view V is defined by projecting
the fact table records on a subset DV ⊆ D of the available dimensions and com-
puting a function FV on their measure values. For this discussion, we assume
that FV is one of the commonly used distributive or algebraic functions such as
MAX(),MIN(), SUM(), COUNT (), AV G(), STDEV (), topk(), etc. Option-
ally, the view may contain a set of conjunctive predicates PV on the dimensions
in set D − DV that can be used, for instance, in order to perform a slice opera-
tion [5]. Thus, a smart view can be described as a triplet V = {DV , FV , PV }.

As an example, assume a data warehouse schema with three dimensions
D = {customer, product, store} and one measure amount. A smart view may
compute the total sales per customer and product for a specific store S. Then,
DV = {customer, product}, FV = SUM() and PV = {′store = S′}.

Given two views Vi = {DVi
, FVi

, PVi
} and Vj = {DVj

, FVj
, PVj

}, we say that
view Vi is more detailed than view Vj (Vj � Vi) iff the following conditions hold

1. All dimensions in view Vj are also present in view Vi, i.e. DVj
⊆ DVi

.
2. Fi and Fj are the same aggregation function.
3. Database query Qj(PVj

) is contained in query Qi(PVi
), for every state of

the data warehouse fact table DW . Query Qi(PVi
) is expressed in relational

algebra as: πDVi
(σPVi

(DW )), and similarly for Qj(PVj
).
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As an example, for V1 = ({customer}, SUM(), {′store = S′}) and V2 =
({customer, product}, SUM(), ∅), it is easy to verify that V1 � V2.

On-Demand Materialization of Smart Views: A smart view is defined via
a smart contract stored in the blockchain. The smart view remains virtual, up to
the time when its content is first requested by a user, by calling a materialize()
API function published by the contract. For each smart view V , we maintain a
list of more detailed views Vi (V � Vi) also defined for the same data warehouse
schema via the smart contract. By definition, this list also contains view V . A
view Vi from this list, whose result cached(Vi) is stored in the View Cache can
be used for computing the instance of V , by rewriting the view query to use this
result, instead of the fact table DW . Nevertheless, we should also provision for
fact table records that have been appended to the blockchain after the computa-
tion of the cached instance of Vi. Let ti be the timestamp of the computation of
the cached result of Vi. Let deltas(ti) denote the records that have appeared in
the blockchain after timestamp ti. After retrieving the cached, stale copy of view
Vi and the deltas, the contents of the view are computed by executing the view
query over the union of the data in cached(Vi) and deltas(ti). This functionality
is provided by the SQL backend. The result of the smart view is returned to the
caller of function materialize() and is also sent to the View Cache.

We estimate the cost at the backend as wsql × (sizecached(i) + sizedeltas(i)),
for some weight parameter wsql that reflects the speed of the SQL backend.
Retrieval of records in deltas(ti) is performed by the application server that is
also running a blockchain node. We estimate this cost as wledger × sizedeltas(i).

In total, the cost of using smart view Vi in order to materialize view V is
estimated as

cost(Vi, V ) = wsql × (sizecached(i) + sizedeltas(i)) + wledger × sizedeltas(i)

which can be simplified as (wledger >> wsql)

cost(Vi, V ) = α × sizedeltas(i) + sizecached(i)

for some constant α >> 1. The formula suggests that stale results in the cache
are less likely to be used for future materializations of smart views.

Cost-Based View Eviction: Let V denote the set of views that have been
requested earlier by the application. For each view V ∈ V we also maintain the
frequency fV of calling function materialize(V ). For the calculations that follow,
we remove from set V those smart views that can not be computed using results
in the View Cache. Let costMat(V ) denote the minimum cost of materializing
view V and VC denote the set of all views presently stored in the View Cache.
Then,

costMat(V,VC) = min( min
Vi∈VC:V �Vi

cost(Vi, V ), costBC)

where costBC is the cost of computing V directly from the blockchain data.
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The amortized displacement cost dispCost(Vi) of cached result Vi is defined
as the cumulative increase in the materialization cost of all smart views V � Vi,
in case view Vi is evicted, divided by its size. Thus,

dispCost(Vi) =

∑
V ∈V:V �Vi

fV × (costMat(V,VC) − costMat(V,VC − Vi))
sizecached(i)

Our proposed cost-based view eviction policy (COST) lists the views in the
cache in increasing order of their amortized displacement cost. The eviction
process then discards views from the cache by scanning this list until enough
space is generated for storing the new result.

Eviction Based on Cube Distance. In order to capture locality exhibited
between successive requests for smart views, we propose an alternative evic-
tion policy (DIST) based on the data cube distance metric. The Data Cube
lattice [9] contains an edge (Vi, Vj) iff Vi � Vj and |D(Vj)| = |D(Vi)| + 1.
The Data Cube distance (distCube) in the lattice between two views is
defined as the length of the shortest path between the views. As an example,
distCube(Vproduct,store, Vproduct,customer) = 2. For a newly computed view V , we
order the views in the cache in decreasing order based on their distance from V
and discard views until enough space is generated as a result of these evictions.

3 Experiments

In this section we provide experimental results from a proof-of-concept imple-
mentation of our proposed system. Ganache was used for setting up a personal
Ethereum Blockchain and implementing the Smart Views API using Solidity
contracts. We used MySQL as a relational backend and Redis for implementing
and View Cache. The application server functionality was written in Node JS.

We used synthetically generated data using 5 dimensions with cardinality
1,000 integer values each. Each fact table record contained five keys (one for
each dimension) and one randomly generated real value for the measure. In order
to evaluate the performance of the View Cache we generated three workloads
consisting of 1000 queries (views) each. In the first, denoted as Wolap, we started
from a random view in the lattice and each subsequent query was either a roll-up
or drill-down from the previous one. The second workload Wrandom contained
randomly selected views from the lattice (with no temporal locality). For the
last workload, Wmix, a subsequent query was a roll-up or a drill-down from the
previous query or was a new randomly generated one. In order to test the View
Cache we implemented three eviction policies. The first two, cost based (denoted
as COST in the graphs), and distance-based (denoted as DIST in the graphs) are
discussed in Subsect. 2. We also implemented Least Recently Modified (LRM), a
simple policy that selects as a victim the cached view that has not been modified
for the longest time in the cache.
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(a) Wolap (b) Wrandom (c) Wmix

Fig. 2. Number of records fetched from the blockchain.

For each dataset, we started with a blockchain containing 100000 records.
We then run the experiment for 1000 epochs. During each epoch we inserted 100
new records and executed a query from the respective workload. Thus, at end
of the run, the blockchain stored 200000 fact table records. In Fig. 2 we plot the
number of blockchain records read for the three different eviction policies and the
three workloads used, as we varied the View Cache size from 10% up to 40% of
each workload result size in increments of 5%. As expected, the Wolap workload
resulted is much fewer reads from the blockchain, as successive queries target
nearby views in the Data Cube lattice due to the roll-up and drill-down opera-
tions. On the other hand, Wrandom contains queries with no temporal locality,
resulting in fewer hits in the cache. Nevertheless, the benefits of the cache are sig-
nificant, even for this random workload. Compared to not using the cache, even
the smaller cache size (10%) with the COST policy reduces the total number of
records fetched from the blockchain from 150M down to 55M, i.e. a reduction of
63%. The largest cache tested (40%) reduced this number by 97%. The results
for workload Wmix are in between, as expected. Comparing the three eviction
policies, we observe that the COST policy works better in constrained settings
(smaller cache sizes), as it avoids flashing from the cache, smart view results that
help materialize many other views in the workload. The DIST policy is often bet-
ter for intermediate cache sizes, while LRM performs worst, as it does not take
into consideration the interdependencies between the cached view results.

4 Related Work

Existing studies [2] show that blockchain systems are not well suited for large
scale data processing workloads. This has been our motivation for decoupling
in the proposed architecture the definition and properties of the smart views
(stored in the ledger) from their processing and maintenance that are handled
by appropriate data management modules. Our architecture differs from existing
solutions that either add a database layer with querying capabilities on top of a
blockchain [1,3] or, extend databases and, in some cases NoSQL, systems with
blockchain support [6,12,13]. A nice overview of these systems is provided in [11].
There are also proposals that aim to build verifiable database schemas [4,14] that
can be shared among mutually untrusted parties.
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The work on smart views is motivated by our previous work on view selection
in data warehouses [8–10]. Unlike traditional data warehouses, the raw data
required for deploying the smart views is stored in the ledger, while processing
and management of their derived aggregate results happens off-the-chain. As a
result, in this work we proposed a new cost model, tailored for our modular
architecture and implemented new view cache policies based on this model.

5 Conclusions

In this work we proposed a decentralized data warehouse framework for defining,
(re)using and maintaining materialized aggregate smart views using existing
blockchain technology. Our experimental results, based on a proof-of-concept
prototype we built demonstrate the effectiveness of smart views in reducing
significantly the overhead of fetching stored data from the distributed ledger.
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Abstract. Today’s data warehousing requires continuous or on-demand
data integration through a Change-Data-Capture (CDC) process to
extract data deltas from Online Transaction Processing Systems. This
paper proposes a workload-aware CDC framework for on-demand data
warehousing. This framework adopts three CDC strategies, namely
trigger-based, timestamp-based and log-based, which allows capturing
data deltas by taking into account the workloads of source systems. This
paper evaluates the framework comprehensively, and the results demon-
strate its effectiveness in terms of quality of service, including through-
put, latency and staleness.

Keywords: Change-Data-Capture · Workload-aware · Data
warehousing · Quality of service

1 Introduction

In data warehousing, the ETL (Extract-Transform-Load) process cleans, pro-
cesses and integrates data into a central data warehouse via various data pro-
cessing operators [4]. The CDC is a key component of an ETL process to achieve
continuous integration of incremental data. It can synchronise updates from a
source system, for example committed transactions from an online transaction
processing system (OLTP), to a data warehouse [2]. However, CDC processes
require some level of initial integration cost at runtime, which may compete for
resources with the source system, with negative implications. Depending on the
implementation of CDC processes (e.g. based on logs, triggers and timestamps)
and the configuration of the processes (e.g. number of concurrent CDC threads
and execution frequencies), the impact on performance can be quite significant
in terms of quality of service (QoS), such as transaction throughput. Therefore,
OLTP and CDC workloads should be reasonably scheduled to meet QoS require-
ments, for example, based on resource utilisation. In the test in this paper, we
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refer to QoS for OLTP workloads as transaction quality (QoT), and QoS for
OLAP queries as analysis quality (QoA).

In recent years, some attempts have been devoted to load-based, near-real
time or on demand data warehousing. For example, Thiele et al. developed
a partition-based workload scheduling approach for a live data warehouse [6].
Issam et al. proposed a feedback-controlled scheduling architecture for a real-
time data warehousing [1]. Shi et al. proposed a QoS-based load scheduling
algorithm for query tasks [5]. Vassiliadis et al. introduced the concept of near
real-time ETL for online data warehousing, which is capable of generating deltas
to update the target data warehouse incrementally [8]. Thomsen et al. proposed
a righ-time ETL that supports data request to source systems by specifying data
freshness in a data warehouse [7], and Liu et al. extended this work to support
update, insert and delete operations and state management [3]. However, these
efforts have built individual tools or platforms for data warehousing for a specific
purpose, e.g. with a shorter loading time, but without sufficiently addressing the
requirements of QoD and QoA. It is therefore necessary to build an “intelligent”
framework to extract deltas according to various workloads of source systems.

To address this need, in this paper we propose a workload-aware CDC frame-
work, which integrates three classical CDC methods, including trigger-based, log-
based and timestamp-based methods for data extraction. With this framework,
users can tune their CDC methods to meet different freshness demands with
given delays at runtime. We design the runtime configurations, by which users
can “gear” the CDC processes at runtime according to the the QoA requirement,
i.e., increase/decrease scheduling frequencies or execution parallelism.

2 Problem Analysis

The end-to-end latency of delta synchronisation starts with capturing source
deltas, their buffering in the staging area (CDC delay) and ends with merging
the deltas with the target data warehouse tables. This paper focuses only on
the CDC delay, ignoring the transformation and loading phases, as they do not
influence the QoT.

A source-side transaction Ti successfully commits at time tc(Ti) in an OLTP
source system while it is extracted and recorded at time tr(Ti) in the staging
area. The freshness of the OLTP source at time t is denoted as tfs(t) which is the
latest commit time, i.e., max(tc(Ti)). The freshness of data staging area at time
t is denoted as tfd(t) which is the newest commit time of the updates captured in
the staging area, i.e., max(tr(Ti)). A CDC request Ci arrives at time ta(Ci) with
a time window tw(Ci). This time window is the maximum time period which the
Ci can tolerate to wait for the CDC to deliver the complete set of deltas, thus
avoiding infinite suspension of OLAP queries due to limited resources in OLTP
systems. The deadline d(Ci) for the request Ci is calculated as the sum of the
request arrival time ta(Ci) and the time window of the request tw(Ci). In addi-
tion to the deadline specified in the request Ci, users can explicitly inform the
CDC the desired accuracy tfs(Ci) for an analytical query by invoking ensureAc-
curacy(...) through JDBC connection [7]. To fulfil the expected freshness, the
CDC processes should guarantee the following conditions, i.e., when the maxi-
mal waiting period is due, the freshness of the staging area should be equal to or
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greater than the specified freshness demand in Ci. Otherwise, the CDC request
expires and returns the results with specific staleness satisfying the following
conditions, tfd(t) ≥ tfs(Ci) and t ≤ d(Ci).

The staleness of request Ci is S(Ci), the difference between the expected
freshness and the actual freshness returned by Ci. If Ci is successfully fulfilled,
the difference is zero, i.e., S(Ci) = tfs(Ci) − tfd(t) and t = d(Ci) if Ci expires,
otherwise S(Ci) = 0. The latency L(Ci) is the time taken by the CDC to answer
the request Ci. If the request expires, L(Ci) is equal to the time window of Ci,
i.e., L(Ci) = tw(Ci) if Ci expires, otherwise L(Ci) = tr(Ti) − ta(Ci).

To better illustrate the impact of CDC processes on original OLTP systems,
we conducted an experiment which compared the QoT metric τ with the QoA
metric S (average staleness) using trigger-based CDC with two configuration
settings: high gear (schedule interval 20 ms, 2 threads) vs. low gear (schedule
interval 640 ms, 1 thread). As shown in Fig. 1, although the average staleness
S in the high gear performs better than that in the lower gear, the transaction
throughput τ is way worse and not satisfactory for OLTP workloads, i.e., deliv-
ering fresher deltas incurs significant overhead on transaction executions. This
experiment demonstrates the trade-off between QoT and QoA and the necessity
of a workload-aware CDC for trade-off balancing.

Fig. 1. The study of an illustrative CDC process example

To quantify the effectiveness of our workload-aware CDC, we analyse the
QoT and the QoA together and consider their trade-off, defined as bellow:

Gain(G) = w × α × τ + (1 − w) × β × 1
S × L × Er

(1)

Since τ drops with shrinking staleness S, latency L or expiration ratio Er, the
QoT value is directly set as τ while the QoA value is calculated as the reciprocal
of the production of S, L and Er. To compare QoT and QoA values, we introduce
two normalization coordinates α and β for them. User can set the weights for the
qualities of services, i.e., w, which can be adjusted at runtime. The performance
gain value G is the sum of weighted, normalized values of both QoT and QoA.
The objective of workload-aware CDC is to approximate max(G) at any time.
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3 Proposed Workload-Aware CDC Framework

Figure 2 shows the overall architecture. On the left-hand side, there are three
CDC approaches: trigger-based, timestamp-based and log-based. The source
deltas are extracted by the workload-aware CDC components (middle of the
figure) and propagated to an staging area via a messaging broker, e.g., Kafka
(right). Each CDC component runs as a separate ETL process, consisting of a
thread agent, a job queue and a thread pool worker. The agent thread generates
CDC tasks for a specific delta at a rate that can be customised at runtime (step
1). Each task is immediately added to the task queue (step 2), then executed
to fetch (step 3) and produce (step 4) source deltas when the thread pool has
an idle thread. To achieve workload awareness, the traditional Data Warehouse
(DWH) manager is extended with additional workload-aware CDC logic. The
DWH manager keeps calculating the performance gains for the current QoT and
QoA. The QoT, i.e., transaction throughput τ , is continuously reported to the
DWH manager by a source-side monitor while the QoA metrics, i.e., average stal-
eness S, latency L and expiration ratio Er, are measured over the final status of
the CDC requests sent to the DWH manager. With varying freshness demands
and deadlines set in incoming CDC requests, the DWH manager triggers the
CDC executions to switch to new gears immediately, e.g., by raising/shrinking
frequency or resource pool size, when the performance gain drops.
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Fig. 2. System architecture of the proposed workload-aware CDC framework
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The following describe the specific CDC methods for workload-aware:

Trigger-Based CDC. The trigger-based CDC is shown at the upper-left cor-
ner of Fig. 2. Triggers are the functions which are defined manually to specify
how the updates are tracked from committed transactions over source tables and
fired automatically whenever certain events occur, such as after/before insert,
delete or update operation. The captured updates are recorded in a separate table,
called audit table, which becomes visible when the original transactions commit.
The trigger-based CDC component (at the upper-middle of Fig. 2) fetches deltas
directly from the audit table by issuing SQL queries. To identify new deltas, the
audit table schema is designed to track the sequence ids of transactions. The agent
thread periodically reads the latest id and compares it with the cached maximum
sequence id read from the last time. If a new sequence id is found, a task is con-
structed with a sequence id range of (oldid, newid), i.e., lower and upper bounds
of the sequence ids of those new delta tuples that need to be fetched. When being
processed by a worker thread, a delta-fetching SQL query is generated with this
range as a predicate condition in the WHERE clause. The gears of the trigger-
based CDC are characterized by two properties: scheduling period i.e., how long
the agent stays idle in a period, and worker parallelism, i.e., the size of the worker
thread pool. High gear is set with short scheduling period and high parallelism
to keep the deltas up-to-date in the staging area. However, it imposes more SQL-
query load on the audit table and contends for the resources and the locks with
original OLTP transactions. Low gear is set with a long period and low parallelism,
which influences the sources in an opposite way.

Timestamp-Based CDC. The timestamp-based CDC extends the original
source table by adding an extra timestamp column, instead of using an audit
table. The timestamp of a tuple will be updated whenever the tuple is inserted or
updated, by which the modifications of a tuple can be tracked directly. However,
indexing on the timestamp column introduces extra index-maintenance overhead
for the OLTP transactions similar to audit tables. Besides, deletions cannot be
tracked as the timestamp will be deleted together with the tuples themselves.
Furthermore, intermediate updates of a tuple could be missed during two CDC
runs as the timestamp value could be overwritten by new ones at any time
before the change is captured. Similar to the trigger-based CDC, the agent of
the timestamp-based CDC component caches the latest timestamp recorded from
the last run and compares it with the maximum timestamp found in the current
run. The sequence id range is replaced with a timestamp range in the WHERE
clause of a delta-fetching SQL query. The gear settings are the same as those
used in the trigger-based CDC. In addition, the more frequently the CDC runs,
the more deltas are captured from a tuple as old versions would not be missed,
which also leads to more concise deltas, but more network bandwidths at the
source side.

Log-Based CDC. The log-based CDC makes use of a database management
system’s logging functionality (usually write-ahead logs (WAL)). Before run-
ning an INSERT/UPDATE/DELETE statement of a transaction, a log record
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is created and written into an in-memory WAL buffer. When the transaction
commits, the buffered log records are encoded as binary stream and flushed
(through fsync) into a disk-based WAL segment file. Log records of concurrent
transactions are sequentially written into the transaction log in commit order
and additional optimization work batches up log records from small transac-
tions in one fsync call, which amortizes disk I/O. The log-based method reads
the WAL segment files sequentially from disk (with I/O costs) and decodes the
binary WAL stream through vendor-specific API into a human-readable format
(using extra CPU cycles). Sequential read is fast as it saves disk seeking time
and rotational delay. With a read-ahead feature supported by most of operating
systems, subsequent blocks are pre-fetched into the page cache, thus reducing
I/O. As compared to the trigger-based and timestamp-based CDCs, the main
benefit of the log-based CDC is that there is no specific CDC extension needed,
i.e., no audit table or timestamp column at the source side, which can eliminate
the resource/lock contentions. The limitation of log-based approach is that the
log entries can only be read out in an sequence order, thus prohibiting CDC
worker parallelism. Therefore, gears of the log-based CDC are only determined
by the scheduling period set in the agent thread, which, for example, affects
source-side I/O bandwidths.

4 Experiments

The experiments are conducted on a cluster with 6 nodes, each of which is
equipped with 2 Quad-Core Intel Xeon Processor E5335, 4x2.00 GHz, 8 GB
RAM, 1TB SATA-II disk, Gigabit Ethernet. One node is used as the data
source node with PostgreSQL. The open-source database performance testing
tool BenchmarkSQL is deployed in one of the rest nodes and runs continuously.
Three nodes from the rest are used to simulate the CDC processes with the
same settings and competed for resources with the BenchmarkSQL processes on
PostgreSQL node. The last node runs a CDC-request simulator process to issue
CDC requests with varying freshness demands and deadlines, which distinguishes
different priority patterns in different time slots.

Evaluation of the Trigger-Based CDC. For the trigger-based CDC, we
compare the results of the following settings: three constant settings including
high gear (sleeping interval 20 ms, 2 threads), middle gear (sleep interval 160 ms,
2 threads), low gear (sleeping interval 320 ms, 1 thread) and a workload-aware
scheme with mixed gears.

As shown in Fig. 3, we find that neither the high gear nor the low gear is able
to balance the QoS for OLTP and OLAP workloads. When the high gear is used,
it can achieve the lowest latency (20 ms), keep the most up-to-date deltas in the
staging area (only about 10 ms delay) and complete all CDC requests on time.
However, its transaction throughput is the lowest, only about 36 K/min. The
slow gear presents the opposite results, which has the highest transaction rate,
about 40 K/min. But, the QoA measures are unsatisfactory, with the highest
staleness, almost 50% of the CDC requests expiring. The results of the middle
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gear are between the high and low gears, with the τ (39 K/min) and the latency L
(60 ms). However, the staleness S (30 ms delay) and the expiration ratio E (30%)
are not acceptable. In contrast, the proposed workload-aware CDC outperforms
the middle gear in terms of the S and the E, which are the same as in the
high gear. The latency τ is the same as the middle gear, even though the L is
slightly higher (80 ms). It is because the workload-aware scheme has taken into
account the source-side impact, and exploited the deadlines of incoming CDC
requests while delivering high delta freshness in time. Therefore, it can stop the
deteriorating trend in performance if an appropriate gear is switched at runtime.

Fig. 3. QoT & QoA of trigger-based CDC variants

Evaluation of the Log-Based CDC. As described earlier, the log-based CDC
cannot exploit worker parallelism due to sequential read of log files. We therefore
only compare the CDC settings between two constant scheduling frequencies:
high gear (sleeping interval 0 ms) and low gear (sleeping interval 120 ms) and
a workload-aware scheme of changing the two frequencies. Figure 4 shows the
results. Similar to the results of the trigger-based CDC, the log-based CDC pro-
cesses in the high gear and the low gear show two extreme cases: the transaction
throughput τ of low gear is better, while L, S and E of high gear are better.
In contrast, the proposed workload-aware log-based CDC can achieve almost
the same τ as the low gear while keeping most of the incoming CDC requests
achieving the median staleness and expiration ratio. We see that the overall QoS
can still benefit from the workload-aware approach without worker parallelism.
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Fig. 4. QoT & QoA of log-based CDC variants

Evaluation of the Timestamp-Based CDC. Figure 5 shows the results for
four timestamp-based CDC settings, high gear (sleeping interval 20 ms), mid-
dle gear (sleeping interval 640 ms), low gear (sleeping interval 1280 ms) and
the proposed workload-aware setting with mixed gears. As shown, the transac-
tion throughput τ under the workload-aware setting is very close to the highest
throughput corresponding to the low speed gear, while the average staleness E
remains as low as the high gear. These results correspond to the same conclu-
sions drawn from the trigger-based and log-based CDC variants presented above.
With the dynamic CDC settings customised at runtime, the performance gain in
the workload-aware scheme outperforms the other three constant CDC settings
throughout the experiment.
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Fig. 5. QoT & QoA of timestamp-based CDC variants

5 Conclusions and Future Work

Change Data Capture is a key component in achieving real-time data warehous-
ing for its ability of capturing incremental data from an OLTP system. However,
more computing resources are required where the loading cycle is reduced in a
CDC process. In this paper, we have addressed this challenge by implementing
a CDC framework that is aware of varying freshness demands and deadlines
specified in the OLAP queries while meeting QoS requirements on the data
source platforms. The proposed framework can adjust the so-called CDC gears
at runtime according to the performance gain as the feedback from both OLTP
and OLAP workload. We evaluated the framework and the results confirm that
the proposed workload-aware CDC framework is capable of reacting to varying
QoS requirements at runtime and balancing the overall QoS for both OLTP and
OLAP workloads.

For future work, it would be interesting to make CDC a standardised com-
ponent integrated into an ETL tool, to provide support for parallel processing,
and to support beyond the workload aware, for example, on the basis of business
criticality or data sensitivity.
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Abstract. A process for generating a unifying motif-based homoge-
neous feature vector representation is described and evaluated. The moti-
vation was to determine the viability of this representation as a unifying
representation for heterogeneous data classification. The focus for the
work was cardiovascular disease classification. The reported evaluation
indicates that the proposed unifying representation is a viable one, pro-
ducing better classification results than when a Recurrent Neural Net-
work (RNNs) was applied to just ECG time series data.

Keywords: Motifs · Feature extraction and selection · Cardiovascular
disease classification

1 Introduction

Time series classification is a common machine learning application domain
[5–7]. Using the computer processing power that is now frequently available the
size of the time series we wish to process has become less of a challenge. However,
for many time series applications, the data is presented in a range of formats,
not just time series. One example is Cardiovascular Disease (CVD) classification,
where typically the data comprises electrocardiogram (ECGs), echocardiograms
(Echo) and tabular patient data. Deep learners, such as RNNs, do not readily
lend themselves to such heterogeneous data. One solution is to train a number of
classifiers, one directed at each data format, and then combine the classification
results. However, this assumes that the data sources are independent. The alter-
native is to adopt a unifying representation so that a single classification model
can be generated. The most appropriate unifying representation, it is argued
here, is a feature vector representation because this is compatible with a wide
c© Springer Nature Switzerland AG 2021
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range of classification models. The challenge is then how to extract appropriate
features from data so as to construct the desired feature vector representation.

This paper explores the idea of generating a Homogeneous Feature Vector
Representation (HFVR) from heterogeneous data by considering how we might
extract features from time series that can be included in such a representation;
such as ECG time series. The idea promoted in this paper is the use of motifs as
time series features that can be coupled with other features in a HFVR. The chal-
lenge here is the computational complexity of finding exact motifs [4]. Recently
the use of matrix profiles has been proposed [8]. The mechanism proposed in this
paper is founded on matrix profiles, namely the Correct Matrix Profile (CMP)
technique described in [1]. A further challenge, once a set of motifs has been
identified, is to select a subset of these motifs to be included in the final HFVR.
The criteria here is the effectiveness of the generated classification model, we
want to choose motifs (features) that are good discriminators of class.

To evaluate the utility of the proposed unifying approach a cardiovascular dis-
eases classification application was considered; more specifically, the binary clas-
sification of Atrial Fibrillation (AF), the most common cardiac rhythm disorder.
For the evaluation the China Physiological Signal Challenge 2018 (CPSC2018)
data was used [3]. A SVM classification model was then generated using the
proposed unifying representation and the performance compared with that of
a classification models built using only the original time series data (an RNN
was used). The proposed HFVR approach, that allows the inclusion of features
from heterogeneous data sources, outperformed the time series only approach
even though only a small amount of additional information was incorporated
into the HFVR. It is anticipated that when further features from other data
sources, such as Echo data, are added the proposed approach will significantly
outperform classifiers built using only a single data source.

2 Application Domain and Formalism

Atrial Fibrillation (AF) can be identified from range of tests, but ECG analysis
is considered to be the most reliable [2]. An ECG indicates the electrical activity
of the heart in terms of a summation wave that can be visualised and hence
interpreted. A set of ECG records is of the form {R1, R2, . . . } where each record
Ri comprises a set of time series {T1, T2, . . . } associated with a patient. The
number of time series is usually 6 or 12 depending on whether six-lead or twelve-
lead ECG has been used. For model training and evaluation we turn this data
into an training/test data of the form D = {〈T1, c1〉, 〈T2, c2〉, . . . 〈tn, cn〉} where c
is a class label drawn from a set of classes C. For the evaluation presented later in
this paper a binary classification scenario is presented, thus C = {true, false}.
Each time series Tj comprises a sequence of data values [t1, t2, . . . , tn]. A motif
m is then a sub-sequence of a time series tj . M is set of motifs extracted from T,
M = {m1,m2, ...}. Not all the motifs in M will be good discriminators of class
so we prune M to give M ′ and then M ′′, the set of attributes for our feature
vector representation. The input set for the classification model generation thus
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consists of a set of vectors {V1, V2, . . . } where each vector Vi comprises a set of
occurrence count values m{v1, v2, . . . }, and a class label c ∈ C, such that there
is a one-to-one correspondence between the values and M ′′.

Fig. 1. Schematic of motif-based feature vector generation process.

3 Motif-Based Feature Vector Generation

This section presents the proposed motif feature extraction mechanism. A
schematic describing the mechanism is given in Fig. 1. The input is the set D
which is divided into D1 and D2, where D1 corresponds to class c1 and D2

corresponds to class c2. These are then processed to extract motifs. The motif
extraction will result in two sets of motifs M1 and M2 corresponding to D1 and
D2 respectively. We wish to identify motifs that occur frequently throughout
D1 and D2 as these are assumed to be good indicators of class. The next stage
is thus motif selection. This produces two refined sets of motifs M ′

1 ⊂ M1 and
M ′

2 ⊂ M2 which are combined to form M ′. We wish to identify motifs that are
good discriminators of class thus we want to remove motifs from M ′ that are
associated with both c1 and c2. The result is a pruned set of motifs, M ′′ which
is then used to generate our HFVR.

The adopted approach for motif discovery was founded on the Guided Motif
Search (GMS) algorithm [1]. The basic idea behind GMS is to discover mean-
ingful motifs that represent the user’s expected outcomes. That is achieved by
combining the Matrix Profile (MP) with an Annotation Vector (AV) to produce a
Correct Matrix Profile (CMP). The AV consists of real-valued numbers between
0 and 1 and has the same length as MP; there is a one-to-one correspondence
between AV and MP. A high AV value indicates the sub-sequence at position
i is a desirable motif. Each element cmpi in the CMP is calculated using Eq. 1
where: (i) MPi is the value in MP at position i, (ii) AVi is the value from AV
at position i, and (iii) max(MP ) denotes the maximum value in MP.

cmpi = MPi + ((1 − AVi) × max(MP )) (1)



238 H. Aldosari et al.

Thus if the AVi = 1 the cmpi value will be the same as the MPi value, otherwise
the cmpi value will be the MPi value increased by the max(MP ) value. The
cmpi value thus indicates whether position i contains a meaningful motif (to be
selected), or not.

The motif discovery process identifies a set of motifs M1 (M2). However, we
wish to retain motifs that are frequent across D1 (D2). There are a variety of ways
that this can be achieved. We could compare each motif mi ∈ M1 (mj ∈ M2)
with each time series in D1 (D2) and record the frequency with which each motif
occurs. However this would be computationally expensive. Instead we compare
each motif with every other motif and determine the frequency of occurrence
of each motif. Euclidean distance similarity was used for this purpose with a
similarity threshold σ. If the distance between two motifs was less than σ they
were deemed to match. For a motif to be selected it had to be similar to at least
k other motifs or more. The result was a motif set M ′ containing selected motifs
from both M1 and M2.

The set of motifs M ′ will hold motifs associated with either class c1 or class
c2, and motifs associated with both classes c1 and c2. The motifs associated
with both classes will not be good discriminators of class, hence these should be
pruned. Thus, we compared each motif in class c1 with every motif in class c2.
Euclidean distance with a σ similarity threshold was again used. If the Euclidean
distance similarity was less than σ the motifs being compared were deemed to
be representative of both class c1 and c2 and should therefore be excluded. The
result is a pruned set of motifs, M ′′ which contains unique motifs with respect
to classes c1 and c2 to be used in the desired HFVR.

The last stage in the proposed process was the feature vector generation
stage. During this stage the set V = {V1, V2, . . . } was generated using the iden-
tified set of motifs M ′′ and any additional features we might wish to add (forb
example age and gender). Each vector Vi = {v1, v2, . . . , c} ∈ V represents an
ECG time series Ti ∈ T. Each value vj is either the numeric occurrence count
of a motif mj in the time series Ti, or the value associated with some additional
feature. When classifying previously unseen records there will be no element c
in Vi as this is the class value we wish to predict.

4 Evaluation

For the evaluation, The China Physiological Signal Challenge 2018 (CPSC2018)
data set was used. For the proposed HFVR to be of value it needs to produce
a classification accuracy that outperforms mechanisms founded on a single data
source, such as only ECG time series. A SVM classification model was used with
respect to the proposed HFVR. An RNN was used with respect to the time series
only classification. The metrics used for the evaluation were accuracy, precision,
recall and F1. Ten fold cross-validation was used throughout. The objectives
of the evaluation were: (i) to identify the most appropriate value for σ, (ii) to
identify the most appropriate value for k, and (iii) to determine the effectiveness
of the proposed motif-based feature vector approach in comparison with an a
deep learner applied directly to the input ECG time series.
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To determine the most appropriate value for σ, a sequence of experiments
was conducted using a range of values for σ from 0.05 to 0.50 increasing in steps
of 0.05. The value of k used was 150 because preliminary experiments indicated
this to be an appropriate value. The best recorded F1 value was 73.33%, obtained
using σ = 0.15. This was thus the value for σ used for the further experiments
reported on in the following sub-sections.

To determine the most appropriate value for k, a further sequence of exper-
iments was conducted using a range of values for k from 50 to 250 increasing in
steps of 20. The results obtained indicated that the best F1 value of 75.05% was
obtained using k = 90. This was then the k used with respect to the additional
experiments reported on below.

To ascertain whether the proposed HFVR operated in an effective manner a
SVM classification model was generated and tested using the proposed represen-
tation and compared to a RNN generated from just the ECG time series data.
Experiments were conducted using the SVM with fixed parameters and with
GridSearch to identify best parameters. For the RNN the SimpleRNN algorithm
was used (available as part of the Keras open-source software Python library),
where the output for each time stamp layer is fed to next time stamp layer.
SimpleRNN was applied directly to the time series data. With respect to the
proposed representation experiments were conducted using: (i) just motifs, (ii)
motifs + gender, (iii) motifs + age, and (iv) motifs + gender + age.

Table 1. Comparison of proposed approach using SVM without GridSearch and RNN.

Accuracy Precision Recall F1

Proposed approached (motifs) 76.68% 72.96% 78.93% 74.32%

Proposed approached (motifs + gender) 77.61% 72.86% 80.58% 75.71%

Proposed approached (motifs + age) 85.09% 86.22% 84.71% 85.16%

Proposed approached (motifs + gender+age) 85.28% 86.26% 84.82% 85.28%

SimpleRNN model 81.17% 85.30% 75.33% 79.00%

The results using SVM are given in Tables 1 and 2; best results highlighted
in bold font. From the Table it can firstly be observed that motifs when used
on their own do not perform as well as when an RNN is applied to the time
series data directly. Secondly it can be observed that the inclusion of gender to
the feature vector representation does not make a significant difference, while
including age does make a significant difference. Using motifs and age, or motifs,
age and gender, produces a performance better than the time series only RNN
performance. Age is the most significant factor here; it is well known that AF is
more prevalent in older age groups. Thirdly, using GridSearch to identify best
parameters for SVM classification also serves to enhance performance. Fourthly
that best results are obtained when using GridSearch and a feature vector that
includes motifs + age. Finally, from the results, an argument can be made that
gender acts as a confounder, in that when GridSearch is used with feature vectors
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made up of motifs + age + gender the results are not as good as when using
feature vectors made up of motifs + age.

Table 2. Comparison of proposed approach using SVM with GridSearch and RNN.

Accuracy Precision Recall F1

Proposed approached (motifs) 79.57% 78.51% 79.45% 78.01%

Proposed approached (motifs + gender) 80.17% 77.52% 82.0% 79.22%

Proposed approached (motifs + age) 86.41% 87.27% 86.18% 86.37%

Proposed approached (motifs + gender+age) 85.49% 86.22% 85.26% 85.47%

SimpleRNN model 81.17% 85.30% 75.33% 79.00%

5 Conclusion

A mechanism for generating a motif-based feature vector representation for use
with CVD classification has beern presented. The motivation was that effective
CVD classification requires input from a number of sources (typically ECG,
Echo and tabular data) and that a feature vector representation would provide
a unifying mechanism for representing such heterogeneous data. The concept
was evaluated by comparing its operation, using motifs paired with age and/or
gender data, in the context of CVD classification, with that when using a RNN
applied on to the ECG time series alone. The most appropriate values for σ and
k were found to be 0.15 and 90 respectively. The classification results produced
indicated that using the proposed representation combing motifs + age, or motifs
+ age + gender, produced a better classification than when using the time series
on their own; thus indicating the benefits of the proposed unifying representation.
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Abstract. The amount of produced data in industrial environments
is continuously rising, containing relevant but also irrelevant or redun-
dant data. The size and dimensionality of gathered data makes it dif-
ficult to identify features that have a high influence on a given target
using domain information alone. Therefore, some kind of dimensionality
reduction is necessary to extract the most important features. To pro-
vide an explainable feature selection process and avoid the creation of
less explainable features, filter feature selection methods provide good
approaches. Existing surveys cover a broad range of methods, however
the provided comparative analysis is often restricted to a limited set of
methods or to a limited number of datasets. This paper will cover a broad
range of filter feature selection methods and compare them in three sce-
narios, ranging from low to high dimensional data, to determine their
usability in varying settings.

Keywords: Feature selection · Multi-variate data · Sensor data

1 Introduction

1.1 Background

Industrial digitization is expanding with a relatively fast pace, given that sen-
sors are getting continuously faster, better and cheaper [35]. For the control of
processes in process industry, the most important features have to be identified,
facing the problem of variable feature space dimensions as well as noisy, irrele-
vant, redundant and duplicated features [27]. The identification and extraction
of relevant features enable process operators to monitor and control selected vital
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process parameters instead of all parameters and additionally allow the efficient
training of machine learning models or further statistical evaluations [27]. Espe-
cially, machine learning models have difficulty in dealing with high dimensional
input features [29] and suffer easily the curse of dimensionality [28], resulting
in computationally expensive model training sessions as well as overfitting and
biased models. The integration of feature selection as an additional data pre-
processing step enables the advantages of better model interpretability, better
generalization of the model, reduction of overfitting and efficiency in terms of
training time and space complexity [21]. Feature selection methods essentially
divide into filter, wrapper and embedded methods. Filter methods select subsets
of variables or rank them as preprocessing step, completely independent of the
chosen predictor method. Wrapper methods utilize a black box to score subsets
of features according to their predictive power and have a high time complexity
due to their brute force nature [21]. Embedded methods are integrated into the
training process and are specifically designed for learning approaches [24], e.g.
decision trees or support vectors. Filter methods are working independently of
machine learning algorithms and score each feature individually, not projecting
them on a lower feature space [21], and avoid overfitting [24]. The methods use
mainly individual evaluation approaches and create ranked based outputs [9].

In this paper, we present various filter feature selection methods and compare
the most promising in experimental settings for low, medium and high dimen-
sional datasets based on their performance on multiple levels. The overall goal of
this paper is to provide a stable base for feature selection in industrial settings.

1.2 Previous Surveys

Many feature selection methods have been proposed in literature and their
comparative study might be a challenging task. Various surveys cover feature
selection methods tailored for classification tasks, including [8,13] and [29]. An
overview on feature selection methods for clustering tasks is covered in [14] and
[29]. Goswami et al. cover a broad base for feature selection in their survey,
including the processing of discrete, continuous, binary and ordinary data [21].

Most of the these surveys do not mention regression tasks, which are very
important in industrial scenarios. Furthermore, the methods were primarily
tested and compared on datasets with equal dimensions, avoiding comparisons
between low, medium and high dimensional data. This paper deals with these
missings.

2 Supervised Feature Selection Methods

The following section is dedicated to supervised feature selection methods. The
selected methods cover proven approaches and adaptations of such approaches,
e.g. if methods are based upon categorical data instead of numerical data. The
methods are partitioned, according to [13], into four categories: dependence mea-
sures, distance measures, information measures and consistency measures. Meth-
ods may fit into multiple categories, in which case the most suitable is selected.
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Dependence Measures. Dependence measures are often referred to as corre-
lation measures and incorporate the dependence between two or more features to
indicate the degree their redundancy [13]. Pearson’s and Spearman correlation
coefficients represent straightforward methods, which provide ranked features
as results. Pearson’s Correlation Coefficient (PCC) [5] detects linear relations
between numeric features and works in uni-variate settings [21]. Spearman cor-
relation coefficients (SCC) evaluate if a monotonic relationship between two con-
tinuous or ordinal variables is available [37]. Haindl et al. proposed a new mutual
correlation (MC) approach based upon an adapted correlation calculation for fast
and accurate results with high dimensional data [25]. Correlation-based feature
selection (CFS) is based on the fact that the most important features are cor-
related with the target and less with each other [26] and supports multi-variate
settings with all types of data [21]. The fast correlation-based filter (FCBF) is
a fast multi-variate filter method that can identify relevant features as well as
redundancy among relevant features without pairwise correlation analysis [43].

A method called Minimum Redundancy - Maximum Relevance (MRMR) was
presented by Ding et al. and reduces mutual redundancy within a feature set to
capture the class characteristics in a broader scope. The method is applicable
for classification and regression tasks and supports multi-variate settings [17].

The Hilbert-Schmidt Independence Criterion (HSIC) [22] is often used as a
measure of dependence between the features and the target, e.g. for the methods
BAHSIC and FOHSIC [38,39]. Depending on the used kernels, the method is
applied to regression or classification tasks in multi-variate settings. Kernel-based
methods are particularly well suited for high dimensional data and a low amount
of samples. For higher numbers of samples, other methods, such as Mutual Infor-
mation (MI), are computationally more efficient [7]. Chang et al. propose a
method, which is robust to different relationship types of features and robust
to unequal sample sizes of different features [10]. The method supports multi-
variate settings but is computationally expensive for high dimensional datasets
and therefore less suitable for industrial use cases. The filter method ReliefF
detects conditional dependencies between attributes using neighborhood search
[36]. MICC combines Mutual Information (MI) and Pearson Correlation Coef-
ficient [23]. T-statistics, ANOVA, F-Test and Chi-square based filter methods
are also often used for feature selection [8,21]. Methods developed for high-
dimensional data are provided by Yu et al. [43] and Chormunge et al. [12].

Distance Measures. Distance measures are also known as divergence mea-
sures and are utilized more often for feature selection in classification scenarios
[13]. This type of ranked filter methods calculates the class separability of each
feature, where numeric values have to be discretized [8]. Methods are covering
Kulback-Leibler divergence [40], Bayesian distance [11], Bhattacharyya coeffi-
cient [16], Kolmogorov variational distance [44] and the Matusita distance [6].
Other methods in this category are often wrapper methods, e.g. the Firefly opti-
mization algorithm by Emary et al. [18] or the invariant optimal feature selection
with distance discriminants and feature ranking by Liang et al. [31].
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Information Measures. Measures of this category are used to calculate the
ranked information gain from features [13]. Mutual information (MI) measures
the amount of information that one random variable has about another variable
[41]. CIFE is a filter method that maximizes the joint class-relevant informa-
tion by explicitly reducing the class-relevant redundancies among features [32].
CMIM maximizes the mutual information of features with the class to predict
conditional to any feature already picked. It ensures the selection of features that
are both individually informative and two-by-two weakly dependent [20]. DISR
uses as a criterion a set of variables that can return information on the output
class that is higher than the sum of the information of each variable taken indi-
vidually [34]. JMI finds the optimal viewing coordinates with the highest joint
mutual information and eliminates redundancy in input features [42]. MIFS takes
both the mutual information with respect to the output class and with respect
to the already selected features into account [4]. MIM uses the maximization of
mutual information [30] and NMIFS uses normalized mutual information [19].

Consistency Measures. Consistency measures are used to find minimally
sized subsets that satisfy an acceptable inconsistency rate [13,15]. FOCUS [1],
FOCUS2 [2], CFOCUS [3] and Liu’s consistency measure [33] are often used to
calculate these inconsistency rates and generate feature subsets.

3 Experiments and Discussion

This section covers a comparison of feature selection methods mentioned in
Sect. 2 regarding their speed, resource allocation, amount of selected features
and the accuracy on a machine learning model. The experiments are split into
low (81 columns × 21263 rows), medium (5380 columns × 2205 rows) and high
dimensional (43680 columns × 2205 rows) scenarios. Methods, which provide
ranked features, use a predefined amount of features for the evaluation of the
machine learning model depending on the highest amount of a subset feature
selection method to enable fair comparisons. The hardware used for the experi-
ments covers an Intel(R) Core(TM) i7-8665U CPU @ 1.9 GHz and 32 GB RAM.
The machine learning part uses the selected features to train a random forest
using 10-Fold cross validation, using the mean R2 value as accuracy of the model.

Low Dimensional Data. The low dimensional data scenario covers a use
case regarding superconductivity1 in an industrial environment. The features
are entirely numerical and multi-variate. The goal is to predict the critical tem-
perature of a superconductor. Table 1 contains the results for the experiment,
whereat the baseline R2 is 0.95. Most feature selection methods are able to exceed
this baseline with exception of CIFE. The resource allocation is relatively evenly
low, whereat FCBF needs slightly more resources compared to other methods.
The duration of selecting/ranking features is relatively low. MICC, MIM, DISR
and CFS needed more than a minute and were removed from the table.

1 https://archive.ics.uci.edu/ml/datasets/Superconductivty+Data#.

https://archive.ics.uci.edu/ml/datasets/Superconductivty+Data#
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Table 1. Results of the low dimensional use-case (21263 samples × 81 columns). The
baseline random forest model without feature selection has a R2 score of 0.95.

Method Duration (sec) Resources allocation # Sel. features R2 RF Category

FCBF 45 low/medium 3 0.9998 Dependence

F-Test 6 low 7 0.9977 Dependence

ReliefC 5 low 10 (ranked) 0.9997 Dependence

IG 5 low 10 (ranked) 0.9849 Information

HSIC 10 low 10 (ranked) 0.9936 Dependence

MI 11 low 10 (ranked) 0.9994 Information

CIFE 19 low 10 (ranked) 0.9453 Information

PCC 21 low 10 (ranked) 0.9915 Dependence

SCC 22 low 10 (ranked) 0.9918 Dependence

CMIM 53 low 10 (ranked) 0.9581 Information

JMI 57 low 10 (ranked) 0.9941 Information

MRMR 58 low 10 (ranked) 0.9991 Information

MIFS 60 low 10 (ranked) 0.9937 Information

Medium Dimensional Data. The medium dimensional data scenario covers
a subset of sensor records regarding the monitoring of hydraulic systems2 in an
industrial environment. It is numerical and multi-variate. Table 2 contains the
results for the second experiment, whereat the baseline R2 is 0.97. Durations
above 15 min were removed and affect PCC, SCC, MRMR, MIM and MIFS.
The resource allocation is higher for more complex approaches.

Table 2. Results of the medium dimensional use-case (2205 samples × 5380 columns).
The baseline random forest model without feature selection has a R2 score of 0.97.

Method Duration (min) Resources allocation # Sel. features R2 RF Category

FCBF 5 low/medium 5 0.9955 Dependence

F-Test 1 low 9 0.9951 Dependence

HSIC 1 low 10 (ranked) 0.9180 Dependence

ReliefC 1 low 10 (ranked) 0.9972 Dependence

IG 1 low 10 (ranked) 0.9907 Information

MI 3 low/medium 10 (ranked) 0.9983 Information

CIFE 10 low/medium 10 (ranked) 0.9923 Information

CMIM 10 low/medium 10 (ranked) 0.9916 Information

JMI 12 low/medium 10 (ranked) 0.9942 Information

High Dimensional Data. The high dimensional data scenario covers the entire
dataset of sensor records regarding the monitoring of hydraulic systems (see
Footnote 2) in an industrial environment. It consists numerical features and is

2 https://archive.ics.uci.edu/ml/datasets/Condition+monitoring+of+hydraulic+syst
ems.

https://archive.ics.uci.edu/ml/datasets/Condition+monitoring+of+hydraulic+systems
https://archive.ics.uci.edu/ml/datasets/Condition+monitoring+of+hydraulic+systems
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multi-variate. Table 3 contains the results for the third experiment, whereat base-
line R2 is 0.94. Due to taking more than 60 min, CIFE, CMIM, JMI, MIFS, MIM
and MRMR are removed. The remaining methods mostly performed better than
the baseline and are recommandable for usage in high dimensional scenarios.

Table 3. Results of the high dimensional use-case (2205 samples × 43680 columns).
The baseline random forest model without feature selection has a R2 score of 0.93.

Method Duration (min) Resources allocation # Sel. features R2 RF Category

FCBF 22 medium 12 0.9979 Dependence

HSIC 23 medium 7 0.8963 Dependence

F-Test 2 low/medium 12 (ranked) 0.9874 Dependence

ReliefC 2 low/medium 12 (ranked) 0.9920 Dependence

IG 2 low/medium 12 (ranked) 0.9619 Information

MI 19 low/medium 12 (ranked) 0.9952 Information

4 Conclusion

Due to the rising amount of gathered data in industry, feature selection gets more
important to extract relevant data and remove irrelevant, noisy and redundant
data for further processing. To provide an explainable feature selection process
and avoid the creation of less explainable features, filter feature selection meth-
ods provide promising approaches. This paper gives an overview of various types
of filter feature selection methods and compares them in low, medium and high
dimensional use-case scenarios regarding their duration and accuracy improve-
ments in machine learning models. In our experiments, FCBF, ReliefC and MI
appear that they are working well with varying data dimensions and select favor-
able features for further usage, e.g. model training.
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Abstract. The problem of mining high utility itemsets entails identify-
ing a set of items that yield the highest utility values based on a given
user utility threshold. In this paper, we utilize propositional satisfiabil-
ity to model the Top-k high utility itemset problem as the computation
of models of CNF formulas. To achieve our goal, we use a decompo-
sition technique to improve our method’s scalability by deriving small
and independent sub-problems to capture the Top-k high utility item-
sets. Through empirical evaluations, we demonstrate that our approach
is competitive to the state-of-the-art specialized algorithms.

Keywords: Top-k · High utility · Propositional satisfiabilty

1 Introduction

Mining High Utility Itemsets (HUIM) as a major keystone in pattern discovery
generalizes the problem of frequent itemsets (FIM). HUIM considers item weights
to identify the set of items that appear together in a given transaction database
and have a high importance to the user by using a utility function. An itemset
is a high utility itemset (HUI) if its utility value is greater than a user threshold;
otherwise, the itemset is a low utility itemset.

It is still difficult in practice for users to set an appropriate threshold value to
find the entire set of high utility itemsets. In other words, a low threshold may
entail a large number of patterns, whereas a high threshold value may give rise
an empty set of HUIs. To handle this limitation, the Top-k high utility itemset
mining (Top-k HUIM) is introduced. The user only needs to specify the desired
number k of HUIs. Several methods have been studied to tackle this problem:
the two phase based algorithms [4,5] in which computing the Top-k HUIs is done
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in two steps. In contrast, one-phase methods [6–8] aim to compute the entire set
of Top-k HUIs in a single phase without candidate generation.

In this paper, we introduce SATTHUIM (SAT based Top-k High Utility Itemset
Mining), an approach for efficiently mining Top-k high utility itemsets embedded
in a transaction database. This algorithm makes original use of propositional
satisfiability. Our main contribution is a method based on propositional satisfi-
ability to model and solve the task of mining the set of all Top-k HUIs. Then,
we employ a decomposition technique that allows us to derive smaller and inde-
pendent enumeration sub-problems to deal with the scalability issue.

2 Preliminaries

Let Ω denote a finite set of items. A transaction database D = {T1, T2, . . . , Tm}
is a set of m transactions such that each transaction Ti is composed of a set of
items, Ti ⊆ Ω, s.t. Ti has a unique identifier i called its transaction identifier
(TID). Each item a ∈ Ω has an external utility wext(a) and an internal utility
wint(a, Ti) in each transaction Ti.

Definition 1. Given a transaction database D, the utility of an item a in a
transaction (i, Ti) ∈ D is u(a, Ti) = wint(a) × wext(a, Ti). Then, the itemset’s
utility X in a transaction (u(X,Ti)), the utility of an itemset X in D (u(X)),
the transaction utility of the transaction Ti in D (TU(Ti)), and the transaction
weighted utilization of X (TWU(X)), are defined as follows:

u(X, Ti) =
∑

a∈X

u(a, Ti) (1) u(X) =
∑

(i,Ti)∈D | X⊆Ti

u(X, Ti) (2)

TU(Ti) =
∑

a∈Ti

u(a, Ti) (3) TWU(X, D) =
∑

(i,Ti)∈D | X⊆Ti

TU(Ti) (4)

Definition 2. Given a transaction database D and an itemset X. Then, X is
a high utility closed itemset if there exists no other itemset X ′ s.t. X ⊂ X ′, and
∀(i, Ti) ∈ D, if X ∈ Ti then X ′ ∈ Ti. In addition, X is called a Top-k high
utility itemset if there are less than k high utility itemsets of D with utilities
larger than u(X).

A Conjunctive Normal Formula (CNF) Φ is defined over a set of propositional
variables denoted V ar(Φ) = {x1, . . . , xn}. Φ consists of a conjunction of clauses,
where each clause c is a disjunction of literals. A literal is either a variable xi or
its complement ¬xi. A Boolean interpretation Δ of a formula Φ is defined as a
function from Δ(Φ) to {0, 1} (1 corresponds to true and 0 to false). A model of
a formula Φ is an interpretation Δ that satisfies Φ, i.e., Δ(Φ) = 1. The formula
Φ is satisfiable if it has a model. In the sequel, |= refers to the logical inference
and |=∗ the one restricted to unit propagation.
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3 Computing Top-k High Utility Itemsets Using SAT

In this section, we first review the formulation of HUIM into propositional sat-
isfiability [2]. The proposed encoding consists of a set of propositional variables
to represent both items and transactions in the transaction database D. Each
item a (resp. transaction identifier i) is associated with a propositional variable,
referred to as pa (resp. qi). The encoding of HUIM into SAT is obtained through
a set of constraints as summarized in Fig. 1.

Fig. 1. SAT Encoding Scheme for HUIM

Constraint (5) encodes the cover of the candidate itemset. This means that
the itemset is not supported by the ith transaction (i.e., qi is false) iff an item not
appearing in the transaction i is set to true. The linear inequality (7) expresses
the utility constraint of an itemset X in D using a threshold θ. Moreover, the
propositional formula (6) selects the set of closed HUIs. It ensures that if all
transactions where the candidate itemset X is involved contain the item a, then
a must appear in X. As shown in [2], the CNF formula (5) ∧ (7) encodes the
HUIM problem, while (5) ∧ (7) ∧ (6) models the closed HUIM task.

Now, we demonstrate how to use propositional satisfiability to find Top-k
HUIs in D. First, a set of k HUIs is generated. The utility of the kth itemset is
used to dynamically set the minimum utility threshold. Hence, each time a novel
itemset is found, the bound θ is fixed accordingly, and so on. Last, a SAT solver
is used as an oracle to compute all the models satisfying the required constraints.

To enumerate all models of the HUIM encoding, we employ an extension
of the procedure of Davis–Putnam, Logemann and Loveland (DPLL) (see Algo-
rithm 1). In this procedure, a non assigned variable p of the formula Φ is selected,
and the algorithm extends the current interpretation by assigning p to true. Next,
unit propagation is performed (lines 2–3). If all literals are assigned without con-
flict, then Δ is selected as a model of the CNF formula (line 8–9). The procedure
is repeated until a set of k HUIs are computed. Next, a minimum utility thresh-
old θ is fixed dynamically by using the utility of the kth most preferred itemset
w.r.t. utility and Φ is updated according to θ. Then, each time a new itemset is
discovered, the bound θ is fixed accordingly, and so on.

Next, we use a decomposition paradigm to solve the SAT-based Top-k HUIs
enumeration problem. Our aim is to avoid encoding the entire database and to
identify independent sub-problems of reasonable size that will be solved sequen-
tially. Precisely, the main idea is that solving a formula Φ can be splitted into
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Algorithm 1: DPLL Enum: A procedure for model enumeration
Input: Φ: a CNF propositional formula
Output: S: the set of models of Φ

1 Δ = ∅, θ = 0 , S = ∅
2 if (Φ |=∗ p) then
3 return DPLL Enum(Φ ∧ p, Δ ∪ {p})) ; /* unit clause */

4 end
5 if (Φ |=∗ ⊥) then
6 return False ; /* conflict */

7 end
8 if (Δ |= Φ) then
9 S ← S ∪ {Δ} ; /* new found model */

10 if (k ≤ |Δ|) then
11 sort(Δ);
12 θ ← utility(Δ[k − 1]);
13 update(Φ)

14 end
15 return False

16 end
17 p = select variable(V ar(Φ));
18 return DPLL Enum(Φ ∧ p, Δ ∪ {p}) ∨ DPLL Enum(Φ ∧ ¬p, Δ ∪ {¬p});
19 return S, θ;

the enumeration of models of Φ ∧ Ψ1, . . . , Φ ∧ Ψn, where {Ψ1, . . . , Ψn} is a set of
formulas defined over V ar(Φ) and satisfying the following properties:

(i), Ψi ∧ Ψj |= ⊥, ∀i �= j, and (ii) Ψ1 ∨ . . . ∨ Ψn ≡ �.
The formulas Ψ1, . . . , Ψn are defined such that Ψi = pai

∧ ∧
j<i ¬paj

(1 ≤ i ≤
n). Clearly, Ψi requires that the literal pai

to be assigned true, i.e., the itemset
should contain ai while the items aj with j < i are missing (paj

is false ∀j < i).
Such problem can be found by encoding only transactions containing ai.

Algorithm 2 describes our decomposition technique to compute the set of
Top-k HUIs. During the decomposition, an item a is picked, and all transactions
that contain a are selected. All items b with TWU(b,Dai

) < θ are excluded
from such transactions. In the Top-k HUIM, θ is fixed to zero until k itemsets
are detected. Because θ is fixed uniquely when k HUIs are discovered, we must
begin by solving simpler problems until we find a first interesting bound θ value.

4 Experimental Results

We conducted an experimental evaluation using six real-world databases used in
the HUIM task: Chess, Mushroom, Connect, Accidents, Chainstore and Retail
[1]. Our Experiments were carried out on an Intel Xeon quad-core processor
machine, 32 GB of RAM, and a clock speed of 2.66 GHz. The timeout is fixed
to 2 h. We compared our SATTHUIM algorithm to two specialized methods TKO
[6], and TKU [4]. We used the open-source data mining library SPMF (Sequential
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Algorithm 2: SAT based Top-k High Utility Itemset Mining (SATTHUIM)
Input: A transaction database (D)
Output: The set of all Top-k high-utility itemsets (S)

1 S ← ∅;
2 for i in n..1 do
3 if TWU(ai, Dai) ≥ θ then
4 Dai ← {(k, Tk) ∈ D | ai ∈ Tk} ;
5 Ω = 〈a1, . . . , an〉 ← items(Dai);
6 Γ ← ∅;
7 for b ∈ items(Dai) do
8 if TWU(b, Dai) < θ then
9 Γ ← Γ ∪ {b};

10 end

11 end

12 Φ ← encode huim cnf(Dai , θ) ∧ pai ∧
∧

1≤j<i

¬paj ∧
∧

b∈Γ

¬pb ;

13 S ← S ∪ DPLL Enum(Φ, θ);

14 end

15 end
16 return S;

Pattern Mining Framework) [1]. We also extend our approach to mine Top-k
closed HUIs namely SATTCHUIM. We used the MiniSAT [3] as an oracle SAT.

Figure 2 summarizes the empirical performances of our method compared
to baselines. In all cases, our method scales than the baselines to all datasets.
SATTHUIM achieves interesting results since it performs well in almost of databases
when k varies. Second, for some k values, all methods failed to carry out mining
tasks. More specifically, TKU fails on Chess dataset for k > 10, while TKO fails
on Connect for k > 10. On the other hand, our approach fails on Retail for k >
10000. For Retail, the performance of TKO algorithm was an order of magnitude
slower compared to our proposed SATTHUIM algorithm. From scalability point of
view, our method is able to scale for the different k values under the time limit for
large datasets, while TKO and TKU algorithms are not able to scale up on Retail,
and Accidents under the time limit. Lastly, our both approaches require nearly
the same time to find all Top-k models, except on Retail dataset where SATTHUIM
is clearly faster than SATTCHUIM and Chainstore dataset where SATTCHUIM is not
able to scale.
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Fig. 2. SATTHUIM and SATTCHUIM vs. baselines on different dataset.

5 Conclusion

In this paper, we tackled the Top-k (closed) high utility itemsets mining problem
using propositional satisfiability and a number of well-known established tech-
niques for SAT-based problem solving. Technically, the main idea was to model
the Top-k (closed) high utility itemset mining task as a CNF formula such that
each of its models corresponds to a Top-k (closed) high utility itemset of interest.
Thanks to the decomposition principle, our technique allows to efficiently enu-
merate the set of Top-k models of the encoding. Despite our promising obtained
results, we plan to develop a parallel version to improve the scalability of our
SAT-based approach for computing Top-k HUIs for large real-world databases.
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Abstract. Multi-label classification deals with a special supervised clas-
sification problem where any instance could be associated with multiple
class labels simultaneously. As various applications emerge continuously
in big data field, their feature dimensionality also increases correspond-
ingly, which generally increases computational burdens and even deterio-
rates classification performance. To this end, feature selection has become
a necessary pre-processing step, in which it is still challenging to design
an effective feature selection criterion and its corresponding optimization
strategy. In this paper, a novel feature selection criterion is constructed
via maximizing label correlation-aware relevance between features and
labels, and minimizing redundance among features. Then this criterion is
optimized using binary particle swarm optimization with mutation oper-
ation, to search for a globally optimal feature selection solution. The
experiments on four benchmark data sets illustrate that our proposed
feature selection algorithm is superior to three state-of-the-art methods
according to accuracy and F1 performance evaluation metrics.

Keywords: Multi-label classification · High-dimensional features ·
Symmetrical uncertainty · Particle swarm optimization · Mutation
operation

1 Introduction

Multi-label classification is a particular supervised classification task in which
an instance could belongs to multiple class labels simultaneously and the classes
are not exclusive one another [4]. Its application domains cover text cate-
gorization, music emotion classification, image annotation and bioinformatics.
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As many applications emerge continuously, besides large instance size, their fea-
ture dimensionality also goes high and high, which unavoidably includes some
possible redundant and irrelevant features. This situation usually increases com-
putational costs, and even deteriorates classification performance. To cope with
this difficulty, feature selection (FS) originally used in single-label paradigm
is also applied to multi-label case, to select some most discriminative features
[6,15]. Therefore, multi-label FS task has become a hot issue in big data [6,15].

As in single-label case, existing multi-label FS techniques are categorized
into three groups: embedded, wrapper and filter methods, according to whether
a specific classifier is directly involved in FS stage [6,15]. Embedded methods
execute a complicated optimization process to both realize FS selection and clas-
sifier design. Wrapper methods detect some discriminative features according to
the classification performance of some fixed classifier. Filter methods evaluate
the quality of features (or feature subset) on the basis of the intrinsic charac-
teristics and structures of data, without using any classifier. Generally, the last
group of FS methods are more efficient than, and as effective as the first two
ones, therefore filter methods become a hot research point in multi-label FS field.

For filter FS methods, there are two basic elements: a proper feature (or
feature subset) evaluation criterion and a related optimization technique, which
is associated with the effectiveness and efficiency of FS methods greatly. As we
known, mutual information (MI) and its variants are some widely-used informa-
tion theory based FS criteria, resulting in three kinds of effective and efficient
FS methods via simple ranking, greedy search and evolutionary computation
optimization strategies [15,18].

Ranking based methods evaluate relevances between features and labels, then
sort them in descending order, and finally select some top ranked features as an
FS solution. Pruning problem transformation (PPT) is a special data decom-
position that deletes some label combinations with a few instances. Based on
PPT, PPT-MI is introduced as a byproduct in [8], which directly applies MI to
evaluate relevance. To depict label correlations, Lee and Kim [9] further esti-
mate relevance between one feature and two labels based on three variable MI,
which results in an efficient ranking-based FS method (FIMF). However, these
methods do not characterize redundance among features explicitly.

Greedy search based methods search for a discriminative feature subset step
by step, where sequential forward selection (SFS) is a widely-used optimization
strategy. Besides the first-order relevance between one feature and one label,
PMU [8] takes second-order interaction in account. This criterion is extended
to high-order interaction between features and labels in MAMFS [10]. Both
maximizing relevance and minimizing redundance (mRMR) via SFS strategy
are one of most cited single-label FS methods [14], which is generalized to deal
with multi-label FS task using different ways. In MDMR [12], a three variable MI
term is added to its redundance. In GFS-ML [11], the converted label granules
substitute for original labels for estimating relevance. These SFS-based multi-
label FS methods theoretically only find out a locally optimal feature subset.
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Evolutionary computation based methods apply evolutional algorithms (e.g.,
genetic algorithm (GA)) and swarm intelligence (e.g., particle swarm optimiza-
tion (PSO), ant colony optimization (ACO), and bat algorithm (BA)), to find
out a globally optimal FS subset [13]. In [2], MI is normalized into symmetrical
uncertainty for single-label FS case. After this criterion is extended to multi-
label case using problem decomposition, both GA and BA are applied in [5,17],
respectively. Besides maximizing relevance in [8], minimizing redundance among
features is added in [19], which is optimized by binary PSO. A similar mRMR
criterion for multi-label FS case is optimized by ACO [3]. Due to possible global
search ability, improving this kind of optimization techniques and designing a
novel FS criterion are still an open problem for multi-label FS task.

In this paper, we apply symmetrical uncertainty [2] to depict relevance
between features and labels and redundance among features, and Jaccard coef-
ficient to characterize label correlation, to construct a new FS criterion (simply
SUC) to maximize label correlation-aware relevance and to minimize redun-
dance. Then a modified particle swarm optimization (i.e., MBPSO) is built,
which includes a round and modular operation to binarize continuous positions
and a mutation operation to adjust the number of selected features. Finally a
novel multi-label FS selection is proposed via combining SUC with MBPSO,
which is named as SUC-PSO concisely. Our experiments from four benchmark
data sets show that our proposed FS method performs better than three exist-
ing approaches [8,9,19] according to two instance-based performance metrics:
accuracy and F1.

2 A Novel Multi-label Feature Selection Method

2.1 Preliminaries

There is a given multi-label training data set which consists of a real feature
matrix X ∈ RD×N and a binary label matrix Y ∈ {0, 1}C×N , i.e.,

X = [x1, ...,xi, ...,xN ] ,Y = [y1, ...,yi, ...,yN ] (1)

where N, D and C are the numbers of instances, features and labels, respectively.
The i-th instance is represented by its column feature vector xi = [xi1, ..., xiD]T

∈ RD and label one yi = [yi1, ..., yiC ]T ∈ {0, 1}C . The original feature and label
index sets are F = {f1, ..., fD} and L = {l1, ..., lC}, respectively. The multi-label
feature selection chooses a discriminative feature subset S of size d from F (d <
D) to remain those highly relevant and lowly redundant features.

2.2 Feature Selection Criterion Based on Symmetrical Uncertainty

For two random variables A and B, the information entropy H(A) measures
the uncertainty of random variable A only, and the mutual information I(A,B)
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describes the shared information between A and B [18]. To execute feature selec-
tion task better, the symmetrical uncertainty [2] is defined as:

SU(A,B) = 2I(A,B)/(H(A) + H(B)) (2)

which will be used to describe the relevance between features and labels, and
redundance among features, in this study.

In single-label FS situation, a widely-used FS criterion is to minimize redun-
dance among features, and to maximize relevance between features and labels
(mRMR) in [14], which is described as follows:

max
1

|S|
∑

fi∈S

∑

lj∈L
I(fi, lj) − 1

|S|2
∑

fi,fj∈S
I(fi, fj) (3)

where |S| is the size of subset S. This mRMR is executed by SFS strat-
egy, resulting in a locally optimal FS solution. For our multi-label case, to
depict possible correlation among labels, the following correlation label matrix
Θ = [θij |i, j = 1, ..., C] with Jaccard correlation coefficients [16] is adopted

θij =

{
0, if i = j

‖yi◦yj‖1
‖yi‖1+‖yj‖1+‖yi◦yj‖1

, otherwise
(4)

where “◦” is the Hadamard product of two vectors and || · ||1 is the 1-norm of
vector. Then the above criterion (3) is extended as

max
∑

fk∈S

∑
li,lj∈L,j �=i

I(fk; li)θ(li, lj) +
∑

fk∈S

∑
li∈L

I(fk; li) − ∑
fi,fj∈S

I(fi; fj). (5)

Due to θii = 0, we introduce a quantity θ̄(li)(i = 1, ..., C):

θ̄(li) =
∑

lj∈L θij (6)

to estimate the correlation of the i-th label over all labels but itself, and then
simplify the above criterion (5) into

max
∑

fk∈S

∑
li∈L

I(fk; li)(1 + θ̄(li)) − ∑
fi,fj∈S

I(fi; fj). (7)

Further, we substitute SU (2) for MI to define a new multi-label FS criterion:

max
∑

fk∈S

∑
li∈L

SU(fk, li)(1 + θ̄(li)) − ∑
fi,fj∈S

SU(fi, fj). (8)

This criterion (simply SUC) is to minimize redundance among features and
maximize relevance between features and labels, under consideration of label
correlation information, according to symmetrical uncertainty.
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Table 1. Four multi-label benchmark data sets used in our experiments.

Dataset #Domain #Training Testing #Features #Classes #Average labels

Emotions Music 391 202 72 6 1.87

Image Image 1200 800 294 5 1.24

Virus Biology 124 83 440 6 1.22

Yeast Biology 1500 917 103 14 4.24

Table 2. Comparison of four algorithms on Emotions data set

Method Metric 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

FIMF AC(↑) 42.61 45.66 44.52 40.98 48.07 48.44 48.72 49.05 55.56* 50.08

F1(↑) 50.67 52.92 52.93 48.97 55.59 55.92 55.80 58.20 64.43* 58.46

PMU AC(↑) 31.85 48.18 47.24 47.07 47.38 43.61 47.81 47.54 51.11* 50.08

F1(↑) 38.05 55.86 54.77 54.50 54.54 51.57 56.25 55.02 59.59* 58.46

MMI-PSO AC(↑) 22.93 36.38 43.11 43.06 47.77 50.53* 49.50* 54.12* 53.01* 50.08

F1(↑) 28.59 43.56 51.93 51.60 56.58 58.89* 57.62* 62.82* 61.30* 58.46

SUC-PSO AC(↑) 26.56 47.97 47.97 52.18* 50.78* 52.51* 51.85* 54.92* 57.74* 50.08

F1(↑) 32.62 55.49 56.79 59.93* 58.54* 60.46* 59.67* 61.94* 58.20* 58.46

2.3 Multi-label Feature Selection Algorithm with Binary Particle
Swarm Optimization with Mutation Operation

To optimize the aforementioned FS criterion (8), we apply and modify particle
swarm optimization (PSO) to search for a globally optimal feature subset.

The original PSO is a population-based stochastic method for solving con-
tinuous optimization problems. In such a PSO, its each individual is called as
a particle, which moves in the search space of a given optimization problem.
The position zi of the i-th particle represents a possible solution. Each particle
tries to find out its better positions in the search space by changing its velocity
according to some rules inspired by behavioral models of bird flocking [1,13].

For our feature selection task, the previous continuous solutions need to be
reduced into a binary one, where 1 or 0 means whether a feature is selected or
not. Therefore binary PSO (simply BPSO) was proposed [13], via the sigmoid
function and a proper threshold. In this study, we adopt a new binarization way
originally for artificial bee colony algorithm [7], which applies round operator
and double modular process:

zij = round(|zij |mod 2)mod 2 (9)

where zij denotes the j-th component of zi, which is added into the above original
PSO to construct BPSO in this paper.

The aforementioned BPSO could find out a solution with an optimal fitness
function value. However, due to random optimization strategy, the number of
“1” components or selected features is not fixed during its executing procedure.
In this paper, to choose a fixed size for feature subset, we further add a mutation
operation from GA to adjust the number of “1” components to be a fixed value
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Table 3. Comparison of four algorithms on Image data set

Method Metric 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

FIMF AC(↑) 19.58 24.00 31.18 33.22 33.91 38.56 43.12 45.72 47.35 47.54

F1(↑ 21.20 25.43 33.02 34.87 35.75 40.83 45.47 48.27 49.75 50.12

PMU AC(↑) 33.08 35.65 33.98 40.58 41.88 43.71 41.02 45.08 46.38 47.54

F1(↑) 34.92 37.67 35.65 42.73 44.25 46.06 43.02 47.35 48.83 50.12

MMI-PSO AC(↑) 40.16 41.29 48.97 46.39 45.72 48.33 45.87 42.22 47.04 47.54

F1(↑ 42.33 44.00 50.93 49.02 48.08 50.08 48.33 44.62 49.77 50.12

SUC-PSO AC(↑) 34.85 46.31 46.60 42.85 50.54* 45.04 50.58* 46.66 49.71* 47.54

F1(↑) 36.91 49.45 49.45 45.29 53.33* 47.58 53.60* 49.22 52.69* 50.12

Table 4. Comparison of four algorithms on Yeast data set

Method Metric 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

FIMF AC(↑) 40.28 42.19 44.47 44.80 46.04 46.63 45.31 46.96 50.01* 49.20

F1(↑) 51.92 53.42 55.11 55.50 56.59 57.37 55.89 57.70 60.59* 59.92

PMU AC(↑) 44.39 44.29 43.48 44.80 46.04 46.63 45.31 46.96 50.01* 49.20

F1(↑) 55.66 55.04 54.19 55.50 56.59 57.37 55.89 57.70 60.59* 59.92

MMI-PSO AC(↑) 40.50 43.49 46.80 48.73 46.71 48.15 49.65* 49.02 49.14 49.20

F1(↑) 51.88 54.33 58.11 59.75 57.36 59.12 60.71* 59.86 59.96* 59.92

SUC-PSO AC(↑) 46.11 47.18 45.48 49.86* 49.86* 49.28* 49.28* 50.19* 50.23* 49.20

F1(↑) 57.20 58.40 56.61 60.61* 60.56* 60.15* 59.93* 60.83* 60.80* 59.92

d, through removing and adding “1” elements correspondingly. We referred to
our above stated PSO version as MBPSO simply in this paper.

Finally, we apply our MBPSO to optimize our FS criterion SUC (8) to con-
struct a novel multi-label FS approach (simply SUC-PSO).

3 Experiments and Analysis

In this section, we evaluate our FS method SUC-PSO using four multi-label
benchmark data sets via comparing with three existing FS methods (FIMF [9],
PMU [8] and MMI-PSO [19]).

3.1 Four Benchmark Data Sets and Two Evaluation Metrics

In this paper, we downloaded four widely-validated benchmark data sets: Emo-
tions, Image, Virus and Yeast form1, to evaluate and compare our algorithm
and other existing feature selection methods, as shown in Table 1. This table
also provides some important statistics for these sets.

Further, we utilize two multi-label classification performance metrics (accu-
racy (AC) and F1) from multi-label k nearest neighbor method (ML-kNN) [20]
with its recommended setting (k = 10 and the smooth factor is 1), to evaluate
and compare the performance of different FS methods. On the definitions of two
metrics, please refer to [4]. The higher such two metrics are, the better the FS
methods work, as shown in upper arrow (↑) in our experimental tables.
1 http://ceai.njnu.edu.cn/Lab/LABIC/LABIC Software.html.

http://ceai.njnu.edu.cn/Lab/LABIC/LABIC_Software.html
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Table 5. Comparison of four algorithms on Virus data set

Method Metric 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

FIMF AC(↑) 43.36 45.62 48.41 48.99 50.77 52.20 49.90 52.07 57.09* 54.91

F1(↑) 41.95 43.40 42.95 43.08 43.21 43.53 43.97 44.41 45.61 45.84

PMU AC(↑) 49.46 48.83 46.71 48.99 50.77 52.20 49.90 52.07 57.09* 54.91

F1(↑) 42.61 42.93 43.45 43.08 43.21 43.53 43.97 44.41 45.61 45.84

MMI-PSO AC(↑) 44.18 47.97 52.73 56.13 51.61 54.58 57.07* 55.92* 54.98* 54.91

F1(↑) 42.37 42.49 44.45 44.31 44.21 45.32 45.82 45.60 45.70 45.84

SUC-PSO AC(↑) 51.87 54.57 51.19 57.42* 56.49* 55.83* 55.63* 56.58* 57.16* 54.91

F1(↑) 43.80 43.99 43.33 44.68 46.05* 45.48 46.16* 45.75 45.86* 45.84

Table 6. Comparison of “top” and “win” for four compared FS techniques

Index FIMF PMU MMI-PSO SUC-PSO

Top 4 0 9 61

Win 3 5 14 39

3.2 Experimental Results and Analysis

In this sub-section, we report our experimental results from four methods and
four data sets. To evaluate the classification performance of each method com-
prehensively, we regard two metrics as functions of the proposition of selected
features from 10% to 90% with a step 10%, as shown in Tables 2, 3, 4, 5. We
show two special annotations for these tables. One is the bold font to indicate
which method perform the best across four method at the specific feature propo-
sition. The other is the red star (*) to indicate that a specific method achieves
better value at some proposition, compared with the last column value with all
features.

From these four tables, it is observed that at most of propositions of selected
features, our SUC-PSO performs the best, compared with three existing meth-
ods. In order to compare these four multi-label FS methods extensively, we use
two indexes: top and win, where the top indicates how many times some FS
method performs the best among four methods, i.e., the number of metric val-
ues in bold font, and the win represents how many times some FS method is
superior to ML-kNN without FS, i.e., the number of metric values with red star.
These two indexes are shown in Table 6. It is found out that SUC-PSO obtains
61 tops and 39 wins, respectively, which are much higher than the sum from
other three FS methods.

Overall, from the above experimental results and analysis, it could be illus-
trated that our proposed FS method is more effective, compared with three
state-of-the-art methods (FIMF, PMU and MMI-PSO).

4 Conclusions

In this paper, on the one hand, we design a new multi-label feature selection cri-
terion to maximize label correlation-aware relevance between features and labels,
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and minimize redundance among features, according to symmetrical uncertainty.
On the other hand, we propose a special particle swarm optimization version
via round and modular operation based binarization and mutation operation to
search for a fixed size feature subset. Integrating such two techniques is to con-
struct a novel multi-label feature selection approach. Our extensive experimental
results on four benchmark data sets show the effectiveness of our proposed FS
method, compared with three state-of-the-art existing FS approaches, according
to two performance evaluation metrics (accuracy and F1). For future work, we
will execute more experiments on more data sets and compare more existing FS
techniques to validate classification performance of our method in this paper.
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Abstract. Episode rule mining is a popular data analysis task that aims
at finding rules describing strong relationships between events (or sym-
bols) in a sequence. Finding episode rules can help understanding the
data or making predictions. However, traditional episode rule mining
algorithms find rules that require a very strict ordering between events.
To loosen this ordering constraints and find more general and flexible
rules, this paper presents an algorithm named POERMH (Partially-
Ordered Episode Rule Mining with Head Support). Unlike previous algo-
rithms, the head support frequency measure is used to select interest-
ing episode rules. Experiments on real data show that POERMH can
find interesting rules that also provides a good accuracy for sequence
prediction.

Keywords: Episode rules · Partially ordered rules · Head support

1 Introduction

Discrete sequences of events or symbols is a data type found in many domains.
For instance, a sequence may represents words in a text, nucleotides in a DNA
sequence, and locations visited by a tourist in a city. To analyze a sequence
of symbols, a popular data science task is episode mining [1,5–7]. The aim is
to find subsequences that appear many times, called episodes, and rules called
episode rules. These rules indicate strong sequential relationships between events
or symbols in a sequence, and can help humans to understand the data take
decisions, and also be used to predict the next symbol (event) of a sequence [1,
3,6,7].

Though several episode rule mining algorithms were proposed, a problem
is that they enforce a very strict ordering of events [3]. For instance, a rule
〈e, f〉 → 〈a〉 indicates that if symbol e is followed by f , then it will be followed
by a. Though this rule is easily understandable, the ordering between events is
very strict and thus a similar rule with a different ordering such as 〈f, e〉 → 〈a〉
is viewed as different. As a solution to this issue, an algorithm named POERM
was proposed to discover a more general type of rules, called partially-ordered
c© Springer Nature Switzerland AG 2021
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episode rules (POER) [3]. A POER has the form X → Y , indicating that if some
symbols X appear in any order, they will be followed by some symbols Y .

Even though POERM was shown to find interesting rules in real data, a draw-
back is that each rule is evaluated by only counting its non-overlapping occur-
rences. But it was argued in other data mining studies that counting occurrences
of episodes based on a concept of sliding windows has several advantages over
counting non-overlapping occurrences [6]. For this reason, this paper introduces
a modified version of POERM, called POERMH (POERM with Head support),
that relies on the head support measure [6] to find episode rules.

The rest of this paper is divided into four sections. Section 2 describes pre-
liminaries and the problem definition. Section 3 presents the designed POERMH
algorithm. Section 4 reports results of experiments. Finally, Sect. 5 presents a
conclusion and discusses future work.

2 Problem Definition

Episode mining aims at finding interesting patterns in a sequence of events,
annotated with timestamps. Let E = {e1, e2, . . . en} be a finite set of event
types. A set of distinct events R ⊆ E is called an event set. An event pair is
a tuple P = (t, R) indicating that a non empty set of events R ⊆ E occurred
at some time t. An event sequence S = 〈(t1, R1), (t2, R2), . . . , (tm, Rm)〉 is a
time-ordered list of event pairs, where Ri ⊆ E for 1 ≤ i ≤ m and 0 ≤ t1 < t2 <
. . . < tm. For instance, consider the following event sequence: S = 〈(1, {c}), (2,
{a, b}), (3, {d}), (5, {a}), (6, {c}), (7, {b}), (8, {d}), (10, {a, b, c}), (11, {a})〉. This
sequence contains nine event sets having timestamps ranging from 1 to 11, and
five event types E = {a, b, c, d, e}. The sequence means that event c appeared at
time 1, was followed by events a and b at time 2, then by d at time 3, and so on.

In recent work, it was proposed to discover a novel type of episode rules
called partially-ordered episode rules (POERs) [3] to loosen the strict ordering
constraint of traditional episode rules. A partially-ordered episode rule has
the form Y1 → Y2, where Y1 and Y2 are two event sets such that Y1 �= ∅ and
Y2 �= ∅. Such rule is interpreted as if the events in Y1 are observed, they are
followed by those of Y2.

Two evaluation functions have been proposed to find interesting POERs in a
sequence of events, which are the non-overlapping support and confidence. They
are defined as follows, based on the concept of occurrence.

Definition 1 (Occurrence). Let there be a sequence S = 〈(t1, R1), (t2, R2),
. . . , (tv, Rv)〉 and three user-specified time constraints η, winlen, α ∈ Z

+. More-
over, let there be an event set Y and a POERY1 → Y2. The set Y has an
occurrence in S for the time interval [ti, tj ] if Y ⊆ Ri ∪ Ri+1 . . . ∪ Rj. The
rule Y1 → Y2 has an occurrence in S for the time interval [ti, tj ] if some
timestamps tv and tw exist such that Y1 has an occurrence in [ti, tv], Y2 has an
occurrence in [tw, tj ], ti ≤ tv < tw ≤ tj, tj − ti < winlen, tj − tw < η, and also
tv − ti < α.
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Definition 2 (Non-overlapping support and confidence.). Let there be a
sequence S, an event set Y , and a rule Y1 → Y2. The set of occurrences of Y in
S is denoted as occ(Y ). And the set of occurrences of Y1 → Y2 in S is denoted as
occ(Y1 → Y2). An occurrence [ti1, tj1] is called redundant in a set of occurrences
if there is an overlapping occurrence [ti2, tj2] where ti1 ≤ ti2 ≤ tj1 or ti2 ≤
ti1 ≤ tl2. Let nocc(Y ) denotes the set of all non redundant occurrences
of Y . Moreover, let nocc(Y1 → Y2) denotes the set of all non redundant
occurrences of Y1 → Y2 in S. The non-overlapping support of Y1 → Y2 is
defined as sup(Y1 → Y2) = |nocc(Y1 → Y2)|. The non-overlapping confidence
of Y1 → Y2 is defined as conf(Y1 → Y2) = |nocc(Y1 → Y2, S)|/|nocc(Y1)|.

Then, the goal of episode rule mining is to find all episode rules having a
support and confidence that is no less than some minimum thresholds minsup
and minconf [3]. Though this definition can be useful, it was argued in other
papers that considering a window based definition of the support may provide
more interesting patterns [6]. Hence, this paper defines two novel measures to
replace the non-overlapping support and confidence.

Definition 3 (Head support). Let there be a POER Y1 → Y2. The head sup-
port of Y1 → Y2 in a sequence S is defined as sup(Y1 → Y2, S) = |wocc(Y1 →
Y2)| where wocc(Y1 → Y2) is the number of occurrences of the rule that have
distinct start points.

Definition 4 (Head confidence). Let there be a POER Y1 → Y2. The
non-overlapping confidence of Y1 → Y2 is defined as conf(Y1 → Y2) =
|wocc(Y1 → Y2, S)|/|wocc(Y1)|, where wocc(Y1) is the number of occurrences of
the rule that have distinct start points.

Then, the problem studied in this paper is to find all episode rules having a
head support and confidence that are not less than some minimum thresholds
minsup and minconf [3].

For instance, Let there be minsup = 3, minconf = 0.6, α = 3, winlen = 5,
η = 1 and the sequence: S = 〈(1, {c}), (2, {a, b}), (3, {d}), (6, {a}), (7, {c}),
(8, {b}), (9, {a}), (11, {d}) 〉.

The event set {a, b, c} has three occurrences in S, which are wocc({a,
b, c}, S) = {[t1, t2], [t6, t8], [t7, t9]}. The start points of these occurrences are
t1, t6 and t8, respectively. The rule r : {a, b, c} → {d} has two occurrences:
wocc(r, S) = {[t1, t3], [t7, t11]}. Hence, supp(r, S) = 3, conf(r, S) = 2/3, and R
is a POER.

3 The POERMH Algorithm

POERMH receives as input an event sequence and parameters minsup,
minconf , α, winlen, and η. The first step of POERMH is to find the frequent
rule antecedents. Because POERMH only considers frequent events, the algo-
rithm scans the input sequence to discover frequent 1-event sets and record their
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position lists. Then, for each frequent 1-event, POERMH scans its position lists,
and for each position, POERMH tries to extend it to make 2-event sets. Then,
for each i-event set, POERMH counts its head frequency occurrences, record
the frequent event sets and extends them into i + 1-event sets. This process is
applied until all frequent event sets are found.

To count the head frequency occurrences, each event sets’ position list is read.
Firstly, the algorithm applies the quick sort algorithm to positions by ascending
start point. Then, a variable started is initialized with the default value of −1.
This variable contains the most recent starting point that is covered. Then, the
sequence is read and each position that has a starting point that is less than
started is ignored. For any other starting point, it is used to update started.
At the same time, the number of valid positions is stored in a variable named
support. After scanning the position list, support contains the head frequency
occurrences of this event set.

The second step of POERMH is to find all consequents for each antecedent
event set to make rules. This process is similar to the POERM algorithm but has
some differences. For each position of an antecedent event set, it is expressed in
the form of [pos.start, pos.end], and POERMH searches the position [pos.end+1,
winlen − pos.start] to find the consequent event sets. Different from POERM,
as long as the location of one antecedent’s occurrence is fixed, the range of
its consequents is also fixed. Hence, a bitmap can be used for each event set
to represent whether it appears after a certain position in the antecedent event
sets. Then, two event sets can be compared by applying the AND operation with
those two bitmaps to get a new bitmap representing the new event sets’s head
frequency occurrences. Then the support divided by the antecedent’s support
is calculated to get the confidence. If the confidence is greater than minconf ,
a valid POER is obtained. After searching all the antecedents, the algorithm
terminates by returning all the valid rules.

The process of calculating the head frequency of occurrences using a bitmap
is as follows. For each sorted position list obtained during the first step, a vari-
able started rule is initialized with the default value of −1. It stores the most
recent starting point that is covered. Moreover, a variable support rule is used
to record the rule’ support. Then the sorted position list is traversed to find a
position such that its corresponding position in the bitmap is marked as 1. If
the position’s starting point is greater than started rule, the support rule vari-
able is increased by one and the started rule variable is updated to the starting
point. And finishing scanning the position list, started rule contains the head
frequency occurrences of the rule.

The detailed pseudocode of POERMH is not shown due to space limitation
but the Java source code is available in the SPMF pattern mining library [4].

4 Experiments

Due to space constraints, the paper only compares the performance of the
POERM and POERMH algorithms on two public datasets often used in episode
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and pattern mining studies. Those datasets can be downloaded from the SPMF
pattern mining library [4]. The FIFA dataset is a sequence of 710,435 click events
on the FIFA World Cup 98 website, where there are 2,990 distinct event types.
The Leviathan dataset is a sequence of words obtained by transforming the
Leviathan novel written by Thomas Hobbes (1651). The sequence has 153,682
words from 9,025 distinct word types.

Each dataset was split into two files: a training file (the first 75% of a
sequence) and a testing file (the remaining 25% of the sequence). The training
file is used to discover episode rules, while the testing file is used to assess the
quality of predictions using these rules. For this experiment, a window of a
length called winlen is slide over the test sequence. For each position of that
window, given the first prefix length items, the goal is to predict the event
following the prefix length but within winlen using the rules. Based on the
prediction results, two measures were calculated. The accuracy is how many
good predictions were done divided by the number of opportunities for prediction
(the number of windows in the test set). The matching rate is how many good
or bad predictions were done, divided by the number of prediction opportunities.

The experiment consisted of varying the prefix size and applying the POERM
and POERMH algorithms with a minimum confidence of 30% and 70% to assess
the influence of these parameters on the accuracy and matching rate. Figure 1
shows the results obtained by varying the prefix size parameter from 2 to 6 on
the two datasets. It is observed that the prefix length has a strong influence
on results. Increasing the prefix length generally results in more rules, which
increases the matching rate. But at some point increasing the prefix size has less
and less influence, which is reasonable. In terms of accuracy, it can decreases
when the prefix length is increased but this is due to the increase in matching
rate. In terms of confidence, it is found that POERM and POERMH have better
accuracy and matching rate when run with a minimum confidence of 30% instead
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of 70%, as more rules are found. On overall, POERMH’s accuracy and matching
rate are respectively up to 5% and 17% higher than POERM.

Due to space constraints, results about the time efficiency and memory usage
are not presented. But in general, the time and space consumed by POERM and
POERMH are about the same. POERMH thus provides an improvement over
POERM as it can obtain higher accuracy and matching rate while consuming
about the same amount of resources.

5 Conclusion

This paper has presented a new algorithm to find partially-ordered episode rules
named POERMH. This algorithm relies on the head support measure to identify
interesting episode rules. Experiments have shown that the algorithm has good
sequence prediction performance compared to the benchmark POERM algo-
rithm. In future work, we will consider adding other optimizations to POERMH,
developing a version for distant event prediction [2] and for online mining [9],
and finding other types of episode rules [8].
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Abstract. The electricity demand has increased due to the rapid devel-
opment of the digital economy. The mechanisms of demand-side man-
agement are thus proposed to reduce the consumption while electricity
companies forecast the appearance of excessive peak load which may
incur the instability of electrical grids. However, DSM solutions are gen-
erally devised as the way of compulsively controlling home appliances
but the interruption is not a pleasurable mechanism. To address this
issue, we figure out an advertising strategy based on the residential elec-
tricity data acquired from smart meters. By recommending preference-
related coupons to residents, we can induce residents to go outside to use
the coupon while helping the peak load reduction with pleasure, lead-
ing to the win-win result between users and electricity companies. In this
paper, we propose a novel framework, called DMAR, which combines the
directed inference and the mediated inference to infer residents’ prefer-
ences based on their electricity usage. Through experimental studies on
the real data of smart meters from the power company, we demonstrate
that our method can outperform other baselines in the preference infer-
ence task. Meanwhile, we also build a line bot system to implement our
advertisement service for the real-world residents. Both offline and online
experiments show the practicability of the proposed DMAR framework.

1 Introduction

In order to pursue the goal of energy saving while preserving the comfortable
living need, the demand of electricity surges worldwide, leading to the emer-
gent need of DSM (demand-side management) technologies. Unfortunately, DSM
mechanisms are not generally available in most of households due to the high
initial cost. In addition, the incentive for users to join the DR program1 is not

1 Users may generally gain the extra reward according to their reduction amount.

c© Springer Nature Switzerland AG 2021
M. Golfarelli et al. (Eds.): DaWaK 2021, LNCS 12925, pp. 272–279, 2021.
https://doi.org/10.1007/978-3-030-86534-4_27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-86534-4_27&domain=pdf
https://doi.org/10.1007/978-3-030-86534-4_27


Online Advertisement Strategies 273

enough to strike the best compromise for users allowing the interruption of their
comfortable life. How to achieve the goal of demand-side management still calls
for the development of effective strategies for users being willing to reduce their
electricity consumption.

In this paper, we propose a new solution to extract the user behavior and
demonstrate how to further identify their interests for online advertisement of
sending discount e-coupons. The goal is to make a win-win strategy that users
would like to go outside for using the desired coupon and electricity company pay
similar cost to accomplish the task of demand side management. For example,
the coffee shop can provide coupons to attract customers visiting during their off-
peak hours. At the same time, the electricity company may forecast the stressful
emergent peak load of electricity consumption and would like to execute the DR
program to reduce the peak load. While the electricity company can precisely
know whether a user, who is using air conditioner now, would like to take a
coffee with discount, the coupon can send to the user via online bot or APP to
motivate the user going outside and certainly turn off the air conditioner. This
business scenario can be beneficial to the electricity company, the coffee shop,
and users.

However, it is a challenging issue to infer residents’ preferences from their
electricity usage data. To resolve this issue, we proposed a novel framework,
called DMAR, to explore the correlation between electricity behaviors and pref-
erences. In the DMAR framework, we consider two kinds of inference approaches
to figure out a resident’s preference scores for products. The first one is called
Directed Inference. We assume that different product preferences can be par-
tially inferred by a resident’s specific electricity behaviors. The second way is
the Mediated Inference, which basically considers that a group of residents with
similar daily routines may be interested in the same product. The objective of
DMAR is to infer a resident’s preference scores for products, so that we can
recommend advertisements which a resident may be most interested in and may
want to go outside to purchase products.

One of the goals of existing online advertisement researches is the click-
through rate (CTR) prediction for Ads. The researches [2,4,6] predict CTR
by adopting the attention mechanism to capture user temporal interests from
history behavior sequence. The other goal of the online advertisement is to pre-
dict user interest and propose the recommender system [1,3]. However, most of
the online advertising mechanisms construct the advertising strategy based on
users known interests or their historical interest-related behaviors (e.g., searching
records, purchasing records). In our work, we aim to discover a target resident’s
preference by analyzing his/her electricity usage without knowing a target res-
ident’s preference. Therefore, these studies are orthogonal to our work. To the
best of our knowledge, this is the first paper to address the mechanism of infer-
ring residents’ preferences through electricity usage data.

The structure of this paper is summarized as follows. We present the proposed
DMAR framework in Sect. 2. The experimental results are exhibited in Sects. 3,
and 4 concludes this work.
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2 The DMAR Model

2.1 Problem Definition

Before introducing our framework, we first give the description of the necessary
symbols and definitions. First, let R = {r1, r2, ...} be a set of residents, and
P = {p1, p2, ...} be a set of products. The electrical feature set of a resident r
is defined as Xr = {x(t1), x(t2), ...}, where each ti represents a time period, and
each x(ti) represents an average electrical usage in the i-th time period.

Problem Statement: Given residents R, residents’ electrical features X =
{Xr|r ∈ R}, and products P = {p1, p2, ...}, our goal is to infer preference scores
of products for target residents. We aim to infer the scores S = {Sr|r ∈ R},
where each Sr = {sr

p1
, sr

p2
, ...} represents preference scores of all products of a

resident r. According to the preference scores, our advertising mechanism can
suggest product-related coupons (such as advertisements of the first ranked prod-
uct) which may strike a chord with the target user and motivate the user moving
outside along with turning off electrical appliances.

2.2 Framework

In this section, we introduce the structure of our advertising mechanism and
present the DMAR (Directed-Mediated Advertising Recommendation) frame-
work to infer residents’ preference scores of products from the electricity usage
data. The DMAR framework combines the directed inference and the mediated
inference. In the directed inference, we aim to find the direct correlations between
residents’ specific electricity behaviors and their preferences, while we put empha-
sis on discovering the similarity between residents’ daily electricity behaviors and
inferring preferences based on the group interest in themediated inference. Finally,
we use an adaptive association method to combine two inference methods.

The Directed Inference. According to the previous researches [5], there exist
some correlations between product preferences and specific lifestyles. Hence, in
the direct inference, we expect that some electricity behaviors in specific time
periods have a direct influence on product preferences. We perform a one-way
ANOVA F-test to discover electricity features in which time periods could be
the most influential to preference inference in the training set. A new feature
set F p for each product p is selected, where each element fp

r ∈ R
1×|Tp| in F p

represents selected of electrical features of a resident r for a product p.

Conditional Weighted Regression: In order to model the relationship
between residents’ preference scores of products and the selected electrical fea-
tures, we adopt the linear regression technique. Given a target product p, a train-
ing feature point frp, and a target feature point fp, the hypothesis function is
defined as hθp

(frp) = θpfrp +εr, where θp denotes the coefficient vector of the linear
equation for each p, and εr denotes an error variable. We proposed a similarity-
based weight and expect that if the similarity of a pair of feature points is big-
ger than a threshold value which means two feature points are very dissimilar,
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a distance-decay weight will be assigned to the regression model. The similarity-
based weight wr

p assigned to a pair of feature point (frp, fp) is defined as follow:

wr
p =

⎧
⎨

⎩

1 , if g(fr
p , fp) > ϕ

exp
(

− (frp−fp)
�(frp−fp)

2τ2

)

, otherwise
, (1)

where g(·) represents the cosine similarity measure, ϕ is the similarity thresh-
old, and τ is the bandwidth parameter. When g(fr

p , fp) ≤ ϕ, we defined the weight
functions as a Gaussian kernel function, which can gain higher values for closer
feature points and lower values (tend to zero) for feature points far away. The
objective function can be written as: minθ,ε

∑
p∈P

∑
r∈R wr

p

(
hθp

(fr
p ) − ŝr

p

)2
,

where ŝr
p is the real product preference score for an electrical feature point fr

p ,
and θ = {θp|p ∈ P} ∈ R

1×|P |. The goal of our regression model is to find the
best coefficient vectors θ. Finally, we can gain the inferred product preference
scores for a target electrical feature of a resident.

The Mediated Inference. The basic assumption of Collaborative Filtering
(CF) is that similar people tend to have similar preference. We follow the same
observation in the mediated inference to assume that those who have similar daily
electricity behaviors tend to have the similar product preferences. Therefore, in
order to find similar “neighbors” for a target resident, we first divide residents
into different groups and infer the product preference scores of a target resident
based on the group preference.

Similarity-Based Clustering: To represent the daily electricity behavior of
a resident, we average a resident’s electricity usages for each day and define a
feature vector xr as a resident r’s average electricity usage in each time period
within a day. We design the distance function to represent how similar are resi-
dents’ electrical behaviors based on two kinds of properties: (1) what time period
does a resident usually use electrical appliances, and (2) how much electricity
usage does a resident usually use in each time period. Hence, based on the K-
Means model, we propose a similarity-based clustering. The objective function at
each iteration can be formulated as minM

∑
μo∈M

∑
xr∈Co

‖xr − μo‖2D , where
xr is a feature point of a resident r, and μo is its assigned cluster centroids.
For each cluster Co, our method aims to minimize the sum of distances between
xr and μo. In order to consider the two kinds of aforementioned similarity, the
proposed distance function ‖·‖D of our similarity-based clustering is designed as
the following formula:

‖xr − μo‖D =
‖xr − μo‖2

Δx2
max

(
1 − gn(xr,μo)

)
, (2)

where ‖·‖ is the L2 norm and Δxmax is the maximum value of ‖xr − μo‖ for
all pairs of (xr,μo). The function gn(·) is the cosine similarity measure and the
value is normalized between 0 to 1. By using the proposed distance function, our
clustering method can form a group of residents with similar electricity using
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times and electricity usages, which means residents who are in the same group
have similar daily electricity behaviors. Applying the concept of CF, a target
resident’s preference scores can be evaluated by averaging scores of all residents
who are in the same cluster.

Adaptive Association. After gaining the results of the directed inference and
the mediated inference, we combine two inference methods by adopting a pro-
posed weighted function. The weight ωr

D is to decide the importance of the
mediated inference for a resident r, which is based on the dissimilarity between
the electricity feature xr of a resident r and the assigned group Co. The weight
ωr

D be formulated as follow:

ωr
D =

{
1 , if ‖xr − μo‖D ≤ δ

1 − ‖xr − μo‖D , otherwise
, (3)

where ‖·‖D is the proposed distance function defined in the Eq. (2), and δ is
a dissimilarity threshold value which is defined as

∑
xr′∈Co

‖xr′ −μo‖D

|Co| (r �= r′).
Hence, we can derive our combined preference scores. The two scores yp

dir, yp
med

are defined as a resident’s preference scores of a product p inferred by the
direct inference and the mediated inference, respectively. The combined pref-
erence score can be derived as sr

p = (1 − ωr
D)yp

dir + ωr
D · yp

med. Therefore, our
proposed framework DMAR can get an associated inference scores with an adap-
tive weight.

3 Experiments

In this section, we conduct extensive experiments to evaluate the effectiveness of
the proposed DMAR framework. In our experiment, we conduct both offline and
online experiments to reveal the effectiveness of DMAR. The offline experiment
is implemented to answer the first and the second questions, while the online
experiment is conducted to answer the third question.

Dataset: We apply a real-world from a power company providing electricity
usage data for 39 residents during seven months. We also investigate these res-
idents’ preference scores (from 1 to 5) for 15 different kinds of products. These
products are classified into 5 categories: drink, meal, snack, entertainment sup-
ply, and daily necessity, which are denoted as C1, C2, C3, C4, and C5 respectively.
Besides, we conduct a 7-day online experiment on 39 residents. Based on the
preference inference results from our DMAR framework, we build a LINE bot
system which sends advertisements to each resident three times a day. Residents
can choose whether they like the recommended products or not in our LINE bot
service, and if they like, they can choose whether they would be willing to go
outside for purchasing the products.

Comparative Methods: In our experiment, we compare with the following
baselines. SBC is the method which only uses the proposed similarity-based
clustering; CWR is the method which only utilizes the proposed conditional
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weighted regression; DM, DM-C, and DM-R are those methods which do not
use the adaptive weight for the inference association but with different weights
for SBC and CWR ((0.5, 0.5), (0.8, 0.2), and (0.2, 0.8) for DM, DM-C, and
DM-R, respectively).

DMAR Performance: We compareDMAR with aforementioned baselines. The
comparison of DMAR and baselines are summarized in Table 1. Convincingly,
our DMAR framework, which aggregates the directed inference and the mediated
inference, and utilizing the proposed adaptive weight for the inference associa-
tion, can achieve the smallest error value for the preference inference. From the
experimental results of SBC and CWR, we can see that only using the directed
inference or the mediated inference lead to the worst performance. The results of
DM, DM-C, and DM-R, which consider both inference methods without applying
the proposed adaptive weight, also are not as good as our method.

Table 1. Comparison of MAE performance.

MAE performance

Category SBC CWR DM DM-C DM-R DMAR Improve

C1 1.4829 1.3351 1.2961 1.3860 1.2796 0.7745 [65.2%–91.4%]

C2 1.2993 1.2501 1.1137 1.2165 1.1605 0.5282 [110.8%–145.9%]

C3 1.2998 1.2607 1.1377 1.2090 1.1956 0.6529 [74.2%–99.0%]

C4 1.1941 1.2375 1.0911 1.1378 1.1581 0.6341 [72.0%–95.1%]

C5 1.1396 1.7778 0.9850 1.0504 1.0707 0.5559 [77.1%–219.8%]

Average 1.2832 1.2522 1.1247 1.1999 1.1729 0.6291 [78.7%–103.9%]

Online Evaluation: We conduct a 7-day online experiment by implementing
the proposed advertisement strategy on our LINE bot system. To prove that our
mechanism can really recommend product advertisements in which residents
are interested and induce residents to go out, we organize residents’ responses
after receiving our advertisement recommendation from our LINE bot, which is
shown in Fig. 1. In Fig. 1(a), we show the percentages of residents who like our
recommended advertisements (‘Like’) and are willing to go outside to purchase
products (‘Go out’). We can see that the percentages of ‘Like’ and ‘Go out’ are
nearly the same in each day. Meanwhile, Fig. 1(b) shows the percentages of ‘Not
Go Out’ and ‘Go out’ for different category recommendations. It is obvious that
the percentage of ‘Like’ is over 60% and the percentage of ‘Go out’ is over 30%
for each day and for each category. The average percentages of ‘Like’ and ‘Go
out’ are 0.7559 and 0.4047 in our online experiment, which means that residents
are interested in most of our recommendations, and about 40% of residents are
willing to go outside to purchase products.

Furthermore, we conduct a simulated experiment to prove that our adver-
tisement strategy has the potential to solve peak load problem. We pick the
electricity data and residents’ feedback during the 7-day online experiment. Our
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Fig. 1. The results of the online experiment.

scenario is that the LINE bot will send product advertisements to residents
before the electricity peak time, and the peak load value will be shifted based on
residents’ percentages of being willing to go out. Based on the result in Fig. 1,
we expect that a resident has 40% probability to go outside at the electricity
peak time and will come back home in several hours, which means the electricity
usages of residents, who will go outside to purchase products, will be shifted to
other time periods. The experimental result shows that our advertisement strat-
egy can reduce about 28.92% electricity load at the peak time and also keep
total electricity usage nearly the same. That is to say, residents do not need to
pay extra charges for exceeding the contract capacity, and the electrical company
is also able to make the grid system stable.

4 Conclusions

In this paper, we investigate how to infer a resident’s preference scores based on
electricity behaviors. In the proposed DMAR framework, we conduct both the
directed inference and the mediated inference to consider different factors which
may affect a resident’s preferences. In addition, we define the adaptive association
to combine two inference methods based on the dissimilarity measure. Finally, we
conduct the offline and online experiments to prove that DMAR can outperform
other baselines and has the potential to resolve the peak load problem.
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