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Abstract. Many studies have established that microblog streams, e.g., Twitter
and Weibo, are leading indicators of emerging events. However, to statistically
analyze and discover the emerging trends around these events in microblog mes-
sage streams, e.g., popularity, sentiments, or aspects, one must identify messages
related to an event with high precision and recall. In this paper, we propose a novel
problem of automatically discovering meaningful keyword rules, which help iden-
tify the most relevant messages in the context of a given event from fast moving
and high-volume social media streams. For the specified event, such as {#trump}
or {#coronavirus}, our technique automatically extracts the most relevant key-
word rules to collect related messages with high precision and recall. The rule set
is dynamic, and we continuously identify new rules that capture the event evolu-
tion. Experiments with millions of tweets show that the proposed rule extraction
method is highly effective for event-related data collection and has precision up
to 99% and up to 4.5X recall over the baseline system.
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1 Introduction

The real-time and high-volume nature of microblog streams such as Twitter makes it a
great source of information about recent or emerging events. In many existing works
[22, 23], an event has been defined as 5W1H tuple – “What?”, “Where?”, “When?”,
“Who?”, “Why?” and “How?”. However, we use a more relaxed definition of an event
as “messages, posted by multiple users, in the same context, within a bounded time
window” [3, 10, 18, 24]. The “context” can be a real-world event, such as an earthquake or
a football match or an abstract topic (e.g., a group of people discussing “climate change”
on a particular day). Given an event, identifying the messages (e.g., tweets) related to
the event can be useful for multiple applications such as understanding the sentiments
towards the event [13], knowing the current hype around the event and predicting its
future popularity [3], summarizing the event to obtain social news [4], predicting event
location [5, 9], predicting election outcomes [12], detecting disaster events [24] and
sending warnings [10], etc. For such applications, identifying the tweets or messages
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with a high recall is of utmost importance. Thus, a high-precision and high-recall system
to collect event related tweets is a pre-requisite for such applications [30, 31].

Given an incoming Twitter message stream, a naïve way to obtain related tweets
for an event is to query the stream using the event words or hashtags. For example,
“#brexit” could be used to extract tweets for the event “United Kingdom withdrawal
from the European Union”. In many recent works [12, 24, 25], the tweets related to the
events are collected using a small number of known hashtags. Similarly, most of these
illustrative applications rely on hand crafted keyword rules [3, 12] (we refer to words and
hashtags collectively as keywords). However, such a system would clearly have a poor
recall, especially for events that are geographically and culturally diverse since events can
have multiple popular representative words and/or hashtags used by potentially disjoint
sections of Twitter users. Hence, such approaches are not only susceptible to bias, but
also inadequate due to the dynamicity of real-world events.

Another method to collect event related tweets is to identify other keywords that
co-occur frequently with the main event keyword [26, 30, 31], and fetch the tweets con-
taining them. However, this results in low precision as frequently co-occurring words are
also often part of other events. For example, in [26], the most frequently co-occurring
words for the main event words {‘thanksgiving, turkey’} were {‘hope’, ‘happy’}. How-
ever, the tweets fetched based on just the keywords ‘happy’ or ‘hope’ will lead to low
precision. Similarly, in [26], for main event words {‘tiger’, ‘woods’}, the frequently co-
occurring words found were ‘accident’ and ‘crash’ for a Tweet corpus from November
2009, when Tiger Woods had met an accident. Clearly, tweets fetched on just ‘accident’
will lead to low precision related to tweets about the event ‘tiger wood car accident’. But,
if we search for tweets containing the words {‘tiger’, ‘accident’}, the collected tweets
will be highly relevant. In this paper, a set of such keywords, used to fetch tweets related
to an event with high precision, is called a rule. If we also use an additional rule {‘tiger’,
‘crash’}, we get further tweets related to the main event.

If such rules related to an event can be identified automatically, the tweets related to
the event can be collected with high precision and recall. Naturally, as the event evolves,
the rules must also evolve accordingly.

In this paper, we propose a novel problem: For a given event, automatically identify
a set of keyword rules such that these rules can be used to collect the event related tweets
with high precision and high recall. The rule set is dynamic, and rules are added and
removed from this rule set as the event evolves. It is natural that the keywords in the
discovered rules also act as an event word cloud, and hence can be used to track the event;
but the reverse is not true. Such a system is particularly useful for many applications to
gauge the intensity, popularity, sentiments of an event or event summarization.

In summary, an event is represented using a disjunction of rules where each rule is
a conjunction of multiple keywords. The characteristics of the rules are:

– The keywords must have high contextual frequency, i.e., they must occur in event
related tweets with a high frequency.

– Keywords within a rule must be cohesive and representative of the event of interest.
– Rules should be able to capture the event evolution and the event drift, and hence must
be dynamically updated.
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The organization of this paper is as follows: In Sect. 2, we present the related work.
In Sect. 3, we present our methodology, followed by description of the baseline system
in Sect. 4. Next, we present the experimental results in Sect. 5. Finally, we present the
conclusion in Sect. 6.

2 Related Work

In one of the earliest works, Li et al. [30], highlighted the need of a search system
with high precision and high recall in the context of medical search, legal search, and
social search, etc., and proposed a double-loop human supervised method. Similarly, in
[31], authors presented a high precision, high recall system to extract tweets related to a
given event and proposed a semi-supervised approach to identify the relevant keywords
based on a word importance score. Finally, in a recent work [21], the authors proposed
a supervised method to maximize the information coverage (i.e., high recall) for long
running events and propose a human assisted method.

In summary, there exists a significant body of work to build a high precision and high
recall system, to extract related traffic for the event of interest. However, the existing
methods 1) mostly rely on supervised mechanism to come up with set of event related
keywords, and 2) more importantly, each single keyword in this set is used as Boolean
filter to extract event related traffic. Such systems either result in a low precision if a
keyword is toogeneric, or a low recall ifonly highly informative keywords are discovered.
In this paper, we propose to discover the rules comprising multiple keywords.

There has been significant work on tracking user specified or automatically discov-
ered events. Thiswork is collectively termed ‘Event Tracking’ [15–17, 27]. The objective
of such systems is to monitor the evolving events. However, all these systems invariably
identify and track the word cloud related to the source event, but their objective is not
to collect event related tweets with high precision and recall. Although the word cloud
evolves as the event progresses, it cannot be used to automatically create the rules unless
a principled mechanism is defined to convert them into such rules. If a keyword rule is
too complex (e.g., contains most of the keywords in an event word cloud), it will have a
poor recall and if is it too simple, e.g., every keyword in the event word cloud becomes
a rule by itself, it will have a poor precision.

Another relevant and well-studied problem is Query Expansion Techniques [7, 11,
19]. Existing works on query expansion techniques use keywords [1, 10, 13, 20], topic
words [1, 8, 10], social factors [2], or visual contents [2]. Though query expansions
methods overMicroblog streams [6, 20, 21] appear close to our goal, the objective of such
methods is to expand aquery to retrieve additional semantically relevant tweetsonly in the
context of the given query. On the other hand, our objective is to continue to retrieve the
keyword rules for the entire event lifecycle. Thus, the query expansion methods cannot
be trivially adapted to an event data collection system. Further, the objective of query
expansion methods is to identify semantically similar alternate queries for improving
the recall, whereas the keywords rules can be semantically different, covering different
event aspects.
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3 Methodology

The rule extraction problem is defined as follows.

Input: A set of one or more rulesR0 representing an event E that needs to bemonitored.

Output: A dynamic set of rules R for gathering the tweets related to the event E with
high precision and recall during the event lifetime.

We consider N tweets at a time (called batch) over the input tweet stream.

Definition: Given a rule setR, a tweet t is related to an eventE, if∃r ∈ R such that {r} ⊆
{t}. {r} is the set of keywords in the rule r and {t} is the set of keywords in tweet t.

Let TRi be the set of tweets filtered based on the rule set Ri in batch i. Note that, the
rule set R0 (e.g., R0|‘r= #brexit’) is defined by the user (specifying the event). Thus, the
tweets in the set TR0 represents the best estimate of ground truth. Similarly, we assume,
tweets in batch i, matching the current rule set Ri represent the best estimate of ground
truth for batch i.

We propose a two-step approach. In first step, we identify a set of candidate rules
CR. In second step, a rule r ∈ CR is added as the final rule if (benefitr/costr) ≥ α,where
the benefit and cost of a rule r is calculated over the tweets collected based on this rule.
Our premise is that the keyword distribution in set TRi is the representative distribution
of the event in iteration i. For a new rule r to be admitted into the rule set in iteration
i+ 1, the distribution of the keywords in the tweet set Tr , filtered based on rule r, should
be similar to this distribution. We next explain our detailed methodology.

First, we extract the set of frequent wordsWi and hashtags Hi from tweets in TRi in
batch i. For a given fraction threshold f, the keywords KRi = {Wi ∪Hi|f } are considered
where KRi is set of top f fraction of keywords in the batch (if f = 0.05, we consider top
5% most frequent keywords in set KRi ). Wi represents the set of words and Hi is set of
hashtags in KRi . A new rule is subset of keywords in KRi , r = {

w|w ∈ KRi

}
.

Partitioning Keywords Based on Their Frequency: Next, we partition the set of key-
words into buckets such that approximately similar frequency keywords are in the same
bucket. Towards that, we sort the list of keywords in set KRi in non-increasing order of
their frequency. If the frequency of two keywords is vastly different, one of them cannot
be frequently co-occurring with the other in the tweets. Therefore, to identify the set
of keywords with similar frequencies, we identify the change points on the frequency
distribution curve of the keywords in KRi . A change point over a frequency distribution
is a point where the mean frequency within a small window around it changes signifi-
cantly. We use the classical CUSUM algorithm [28] to detect the change points over the
frequency distribution. Keywords, corresponding to frequencies between two change
points are put in the same bucket, representing a set of keywords with similar frequency.

Building Co-occurrence Graph: For each bucket of keywords, we induce a graph
G(V ,E) over the keywords in the bucket such that each keyword is a node in G. Two
keywords A and B have an edge between them if their co-occurrence score |TA∩TB|

|TA∪TB| ≥ γ ;
γ (0 < γ ≤ 1) is the user specified threshold. Without loss of generality, TA is set of
tweets containing keyword A in batch i.
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We identify all the cliques of size greater than one in the graph G(V ,E), such that
the frequency of the clique is above a threshold th:

th = 2fNγ

1 + γ
(1)

Thus, each pair of keywords in the clique must appears in ≥ th tweets together.
Note, 2γ

1+γ
≤ 1, and for a given fraction f, and a batch size of N, the minimum number

of tweets in which a keyword appears is f.N. Thus, the threshold th ensures that the
words in a clique are mostly co-appearing in the tweets. There is no limit on the clique
size, however, due to limit on the tweet size, we find that cliques are no larger than six
keywords.

The keywords in a clique become the candidate rules. Hence, a rule contains at least
two keywords. However, if a clique of size one, with frequency greater than 2th (i.e.,
2fN ) is a hashtag, it is also a rule. Note, popular hashtags for an event are likely to appear
as single keyword rules (as they co-appear with many keywords).

Keyword Quality under a Rule Set: Given the ith batch of N tweets, a keyword k and
a rule set Ri, we define the quality of keyword k under Ri as

Q(k|Ri) = |T (k|Ri)|
|Tk | (2)

Tk is the set of tweets containing keyword k in batch i (of N tweets) and T (k|Ri) is
set of tweets containing keyword k in set TRi .

Tweet Quality under a Rule Set: Given the ith batch of N tweets, a tweet t and a rule
set Ri, we define the quality of the tweet t under the rule set Ri as

Q(t|Ri) =
∑

k∈KRi∩k∈t Q(k|Ri)
∣∣k ∈ KRi ∩ k ∈ t

∣∣ (3)
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A candidate rule r is accepted as the final rule if in (i + 1)th batch, (a) it adds many
novel tweets containing hashtags andwords in setKRi (high benefit). Benefit is calculated
as

∑
t∈Tr Q(t|Ri) and (b) if the increase in frequency of hashtags/words in setKRi is more

than the increase in frequency of hashtags not in KRi (low cost). Cost is calculated as∣∣TRi+1∪r − TRi+1

∣∣. We define α as the ratio of benefit and cost. Thus, a rule is discovered
in batch i, and if its impact is positive in batch i + 1, it is accepted. The updated rule set
is used to collect the matching tweets from the next batch of N tweets and the process
continues. The overall method is illustrated in Algorithm 1.

4 Baseline

We choose the system presented in [19] as the baseline, as it comes closest to the ob-
jective of our system. The objective in [19] is to search about an event retrospectively,
given query term(s). The twitter corpus is divided into batches of fixed time length,
called timespan. A burstiness score of a word w, b(w|Ti) = P(w|Ti)

P(w)
is calculated for each

word appearing in a timespan Ti where P(w|Ti) = fw|Ti+μ
fw
N|Ti+μ| and P(w) = fw+K

N+K |V | . fw is
the frequency of word w in the entire corpus, and fw|Ti is the frequency of the word w
in Ti. N is the total number of terms in the entire corpus, |Ti| is the number of terms in
timespan Ti. |V | is the total size of the vocabulary.µ andK are the smoothing parameters.
Top-k words are used to expand the initial

They divide the twitter timeline into batches, and consider keyword co-occurrence
scores to identify correlated keywords, similar to our system. The key difference is, they
consider all temporally correlated keywords. The assumption that temporally correlated
keywords are related to the same event may not hold for disjoint events which, nonethe-
less, occur together. On the other hand, we consider temporally and spatially related
terms (i.e., appearing in the same tweet) in the context of the event specific rule set.
Further, unlike our system, where we dynamically discover rules, their system works on
entire tweet corpus, and it is not a live system.

5 Experiments

5.1 Dataset

We consider two datasets: DS 1) 71.7 million tweets, from 17th Oct 2016 to 16th Dec
2016. DS 2) 61.5 million tweets from 5th March 2020 to 30th April 2020. Both these
sets were collected using Twitter 1% traffic API. The two time periods were selected
carefully, to represent tweets from two different periods, before Twitter changed its
character limit from 140 to 280 characters per tweet in 2017. We used a small set of
stop-words, to discard certain frequently occurring keywords.

Given a rule set Ri in ith batch of tweets, the precision of a rule is defined as

prec(r|Ri) =
∑

t∈Tr Q(t|Ri)

|Tr| (4)
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Thus, each tweet contributes to the precision proportional to the quality of keywords
it contains, w.r.t. rule set Ri. Recall of rule r is computed as

rec(r|Ri) =
∑

t∈Tr Q(t|Ri)
∑

t∈TRi ∪ r
Q(t|Ri)

(5)

Thus, we compare the quality of the tweets collected due to a new rule r with the
quality of all the tweets collected due to combined rule set of r and existing rules. As
defined earlier, we consider the current rule set as the ground truth. Note, all tweets at
R0 (e.g., R0|“r = #brexit”) are considered related to Brexit event. We considered three
types of events, 1) Point events with lifespan of a day; 2) Medium term events, with
lifespan of approximately a week; 3) Long term events, spread over multiple weeks.

5.2 System Configuration

We Apache Flink [14], a stream processing framework and deployed in local mode,
supporting Java 11 to implement the described rule extraction framework. For each of
our experiments, we set the following parameters, unless specified otherwise: γ = 0.2,
α = 0.1, f = 2.5% (top 2.5% keywords sorted on frequency are selected, in a batch).
Note, the number of tweets collected by our system and base-line are different. Since we
have a fixed batch size, the two systems may cover different number of batches (x-axis
in Figs. 1, 2, 3 and 4).

5.3 Short Term Events

We evaluate a point event, #earthday (DS2). We set batch size N = 800 and γ = 0.2.

Fig. 1. Precision and recall for event #earthday

In Fig. 1, we plot the precision-recall of our system w.r.t. baseline. Note that, the
first batch of tweets will always have a precision of 100% because we start with the
event hashtag as the only seed rule. We see, the recall of our system improves quickly.
The precision for our system drops due to addition of spurious rules, but then improves
subsequently with addition of better rules. The baseline precision is low because of the
presence of many unrelated keywords.
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5.4 Medium Term Events

Weselected the eventwithmedium term impact, of up to seven days, namely #blackfriday
(DS1). Figure 2 shows the trends due to #blackfriday event.

Fig. 2. Precision and recall for event # blackfriday

We see, the baseline trends are because of many keywords discovered as rules related
to another event, namely, #thanksgiving. This leads to a significant drop in precision as
well as recall. our system starts with a low recall but steadily improves. The precision
of our system remains high throughout.

5.5 Long Term Events

We cover two long term events, #trump (during the trump election campaign) in DS1
(Fig. 3), and Covid-19 Virus (#coronavirus), in DS2 (Fig. 4).

Fig. 3. Precision and recall for event # trump

We see, our system starts with low F1Score for #coronavirus, which improves slowly
initially but subsequently adds many relevant rules.

For such long running events, determining the ground truth rules is difficult (as
events change fundamentally multiple times over its lifespan), therefore, it is difficult
to compute the precision-recall curve for the whole event. We, thus, zoom in around
the time where they were most popular for a period of one week. Assuming that these
long running events are relatively stable during the zoomed in period, we compare the
baseline with our system in this time period.
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Fig. 4. Precision and recall for event # coronavirus

5.6 System Performance

We have primarily two tunable parameters, Score threshold α, and similarity threshold
γ . The batch size variation did not impact the performance much, as in a short span, the
event characteristics do not change much. A smaller value of γ and α implies more rules
are added in the system. In the heatmap plot, in Fig. 5, we see, as α and/or γ reduce, the
recall of our system improves, while reverse is true in case of precision.

Fig. 5. System Performance under Parameter Tuning

Our system is very efficient: we could process the popular event #trump in 40 min.
Since, the event is spread over the entire dataset, comprising ~71.7 million tweets, we
get the processing speed of ≈30k tweets per second.

5.7 Human Judgements

In this experiment, the tweets retrieved by our system and the baseline system are judged
by the human judges. We analyzed the rules over one day of peak period for each event.
For an event, the systems discover multiple rules. We sample the rules and for each
sampled rule, we uniformly randomly sampled m tweets, out of all the tweets filtered
based on that rule, which were then presented to the judges. Thus, if an event has k rules
discovered, up to k.m tweets were judged (some rules filtered less than m tweets). The
judges were trained in the task, i.e., they were briefed about the event, and asked to judge
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if a tweet is related to the event or not. m is set to 20. We considered a rule relevant, if
80% or more tweets filtered based on the rule are considered relevant to the event by the
judge. For relevant rules, we multiply the relevance score (for 80% threshold, it ranges
from 0.8 to 1.0) with the numbers of tweets filtered based on that rule, to compute the
final number of relevant tweets. The results are presented in Table 1 for 80% relevance
threshold. We show relevant tweets vs. all tweets by two systems.

Table 1. Precision and recall (baseline vs. ours)

Event name Rule precision
(our system)

Rule precision
(baseline)

Relevant/All (our
system)

Relevant/All
(baseline)

#earthday 45/58 2/11 5696/7148 2040/4722

#coronavirus 73/74 6/11 45216/47167 10334/14081

#trump 80/80 7/10 65043/65534 97901/121277

#blackfriday 14/16 3/11 6554/7772 3570/17616

For events #trump, our recall was inferior to the baseline. However, our precision at
99% was better. For #earthday and #coronavirus both the recall as well as precision are
improved over baseline. For event #coronavirus, the recall was 4.5X over the baseline.
However, as we would analyze next, even for #trump and #blackfriday, the quality of
our rules is significantly better.

Table 2. Rules discovered by our system and baseline (rules in bold are relevant)

Event name Rules – baseline Rules – our system

#earthday @adamcvean, @coco_who, @lowkeyel, @_mthegem,
#earthday, #earthday2020

‘earth, mother’, ‘planet, protect’, ‘pledge, save,
water’, ‘first, years’, #earthday, #earthday2020, ‘50th,
anniversary’, ‘come, every’, ‘plant, trees’

#coronavirus italians, cancellations, sanitizer, panicking, #bestlyrics,
#coronavirus, #kca

‘actually, people’, ‘house, president’, ‘declares,
emergency’, ‘got, shit’, ‘know, one’, ‘negative, tested,
trump’, ‘covid19, news’, #coronavirus, ‘#covid19,
#covid’

#trump elected, bernie, protest, obama,michelle, #trump,
#mannequinchallenge

‘president, states, united’, ‘racism, win’, ‘hope, win’,
‘make, today’, ‘lives, matter’, ‘america, great, make’,
#trump, #notmypresident, ‘#electionnight,
#election2016’

#blackfriday moana, inner, friday, recount, deals, #blackfriday,
#pizzagate, #thanksgiving

‘chance, giveaway’, ‘like, people’, ‘black, friday’, ‘new,
one’ ‘free, shipping’, ‘#giveaway, #win’, #blackfriday,
‘#amazongiveaway’

In Table 2, we show some of the rules discovered by the two systems. For event,
#trump, tweetswere collected overNov 9th and 10th, 2016. The baseline system collected
more tweets than our system (as shown in Table 1), however, if we analyze the rules
generated by the two systems, we see, most of the rules by the baseline system were
Obama, Michelle, and Bernie. Even though, they were considered related to the event
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‘Election of Donald Trump’, but not precisely to the main intent #trump. Further, many
unrelated hashtags such as # mannequinchallenge, which were co-occurring, were also
identified. #protest was a mixed rule, with less than half of all the tweets related to
election of Trump. On the other hand, the rules discovered by our system never deviated
from the main intent. We identified rules related to all the major intents for this event,
such as ‘racism, win’ or ‘hope, win’. Even seemingly unrelated rules ‘make, today’ were
found to be related to the primary intent of the event.

Similarly, for #blackfriday (26–27 Nov 2016) many unrelated rules such as ‘moana’
(about a movie), or #pizzagate were found by the baseline system. Similarly, unrelated
rule #thanksgiving resulted into a huge loss of precision (Table 1). On the other hand,
except two rules, all the rules by our systemwere related to themain event intent. Further,
our system was able to remove co-occurring tweets related to #thanksgiving.

Finally, for #coronavirus, the rules discovered by our system covered varied intents.
For instance, rule ‘actually, people’ was about denying that anything serious called
Coronavirus exists. Even a rule like ‘got, shit’ that added 232 tweets was highly precise
rule. ‘house, president’ was a rule about ‘Coronavirus bill passed by the house’, etc.

6 Conclusion

Wepresented a novel system to automatically extract themeaningful keyword rules from
live data streams, in the context of a given event with the objective of collecting event
data with high precision and high recall. Ours is a first system that identifies conjunction
of multiple keywords as rules. Our system could identify meaningful rules for events
with varying dynamicity. The number of rules remained bounded. For long running
events, the rules automatically captured the event evolution with high precision. Further,
our system was highly efficient while computing the rules. Our future work direction is
to automatically identify the different event facets using the rules.
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