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Preface

The volume at hand represents the result of joint efforts of contributing researchers,
reviewers, and organizers, and contains the papers presented at the 32nd International
Conference on Database and Expert Systems Applications (DEXA 2021). This year,
DEXA was held for the second time as a virtual conference during September 27–30,
2021, instead of in Linz, Austria, as originally planned. The decision to organize
another virtual version of DEXA was driven by the intention to provide stable con-
ditions for all DEXA participants and set a good example in temporarily suspending
on-site meetings. We put our trust in the loyalty of DEXA community and look
forward to personal DEXA meetings in 2022.

We are proud to report that authors from 43 different countries submitted papers to
DEXA this year. The number of submissions was similar to those of the past few years.
Our Program Committee conducted more than 500 reviews. We would like to sincerely
thank our Program Committee members for their rigorous and critical, and at the same
time motivating, reviews of these submissions. Based on the total number of accepted
papers, we can report that the acceptance rate this year was 27%, a rate comparable to
DEXA conferences of the last few years.

The conference program this year covered a wide range of important topics such as
data management and analytics; consistency; integrity; quality of data; data analysis
and data modeling; data mining; databases and data management; information retrieval;
prediction and decision support; authenticity, privacy, security, and trust; cloud data-
bases and workflows; data and information processing; knowledge discovery; machine
learning; semantic web and ontologies; stream data processing; and temporal, spatial,
and high dimensional databases.

We tried to follow our on-site face-to-face format. Thus, the authors of the accepted
papers presented their research online using video conference software over four days.
Presentations were performed live in 12 different thematic clusters structured as 15
sessions, each one with an assigned session chair. The scientific presentations, dis-
cussions, and question-and-answer time were all live and part of each session. As we
were aware of time difference issues, for example, for participants from Australia or
South American countries having to present or participate during unusual times of the
day, we tried to minimize this inconvenience.

We would like to express our gratitude to the distinguished keynote speakers for
illuminating us on their leading-edge topics: Elisa Bertino (Purdue University, USA)
for her talk on “Privacy in the Era of Big Data, Machine Learning, IoT, and 5G”, Amit
Sheth (University of South Carolina, USA) for his talk on the third wave of AI, and
Torben Bach Pedersen (Aalborg University, Denmark) for his talk on “Extreme-Scale
Model-Based Time Series Management with ModelarDB”.

In addition, we had a panel discussion on “Big Minds Sharing their Vision on the
Future of AI” led by Bernhard Moser (SCCH, Austria), with Battista Biggio
(University of Cagliari, Italy), Claudia Diaz (Katholieke Universiteit Leuven,



Belgium), Heiko Paulheim (University of Mannheim, Germany), and Olga Saukh
(Complexity Science Hub, Austria).

As is the tradition of DEXA, all accepted papers were published in “Lecture Notes
in Computer Science” (LNCS) and made available by Springer. Authors of selected
papers presented at the conference will be invited to submit substantially extended
versions of their conference papers for publication in special issues of international
journals. The submitted extended versions will undergo a further review process.

The 32nd edition of DEXA featured six international workshops – three established
ones and three brand-new ones – covering a variety of specific topics:

– The 12th International Workshop on Biological Knowledge Discovery from Data
(BIOKDD 2021)

– The 5th International Workshop on Cyber-Security and Functional Safety in
Cyber-Physical Systems (IWCFS 2021)

– The 3rd International Workshop on Machine Learning and Knowledge Graphs
(MLKgraphs 2021)

– The 1st International Workshop on Artificial Intelligence for Clean, Affordable, and
Reliable Energy Supply (AI-CARES 2021)

– The 1st International Workshop on Time Ordered Data (ProTime2021)
– The 1st International Workshop on AI System Engineering: Math, Modelling, and

Software (AISys2021)

The success of the conference is due to the continuous and generous support of its
participants and their relentless efforts. Our sincere thanks go to the dedicated authors,
renowned Program Committee members, session chairs, organizing and steering
committee members, and student volunteers who worked tirelessly to ensure the
continuity and high quality of DEXA 2021.

We would also like to express our thanks to all institutions actively supporting this
event, namely:

– Institute of Telekooperation, Johannes Kepler University Linz (JKU), Austria
– Software Competence Center Hagenberg (SCCH), Austria
– Web Applications Society (@WAS)

We hope you have enjoyed the conference! We are looking forward to seeing you
again next year.

September 2021 Christine Strauss
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Abstracts of Keynote Talks



Privacy in the Era of Big Data, Machine
Learning, IoT, and 5G

Elisa Bertino

Samuel Conte Professor of Computer Science, Cyber2SLab, Director,
CS Department, Purdue University, West Lafayette, Indiana, USA

Abstract. Technological advances, such as IoT devices, cyber-physical systems,
smart mobile devices, data analytics, social networks, and increased commu-
nication capabilities are making possible to capture and to quickly process and
analyze huge amounts of data from which to extract information critical for
many critical tasks, such as healthcare and cyber security. In the area of cyber
security, such tasks include user authentication, access control, anomaly
detection, user monitoring, and protection from insider threat. By analyzing and
integrating data collected on the Internet and the Web one can identify con-
nections and relationships among individuals that may in turn help with
homeland protection. By collecting and mining data concerning user travels,
contacts and disease outbreaks one can predict disease spreading across geo-
graphical areas. And those are just a few examples. The use of data for those
tasks raises however major privacy concerns. Collected data, even if anon-
ymized by removing identifiers such as names or social security numbers, when
linked with other data may lead to re-identify the individuals to which specific
data items are related to. Also, as organizations, such as governmental agencies,
often need to collaborate on security tasks, data sets are exchanged across
different organizations, resulting in these data sets being available to many
different parties. Privacy breaches may occur at different layers and components
in our interconnected systems. In this talk, I first present an interesting privacy
attack that exploits paging occasion in 5G cellular networks and possible
defenses. Such attack shows that achieving privacy is challenging and there is
no unique technique that one can use; rather one must combine different tech-
niques depending also on the intended use of data. Examples of these techniques
and their applications are presented. Finally, I discuss the notion of data
transparency – critical when dealing with user sensitive data, and elaborate on
the different dimensions of data transparency.



Don’t Handicap AI without Explicit
Knowledge

Amit Sheth

University of South Carolina, USA

Abstract. Knowledge representation as expert system rules or using frames and
variety of logics, played a key role in capturing explicit knowledge during the
hay days of AI in the past century. Such knowledge, aligned with planning and
reasoning are part of what we refer to as Symbolic AI. The resurgent AI of this
century in the form of Statistical AI has benefitted from massive data and
computing. On some tasks, deep learning methods have even exceeded human
performance levels. This gave the false sense that data alone is enough, and
explicit knowledge is not needed. But as we start chasing machine intelligence
that is comparable with human intelligence, there is an increasing realization that
we cannot do without explicit knowledge. Neuroscience (role of long-term
memory, strong interactions between different specialized regions of data on
tasks such as multimodal sensing), cognitive science (bottom brain versus top
brain, perception versus cognition), brain-inspired computing, behavioral eco-
nomics (system 1 versus system 2), and other disciplines point to need for
furthering AI to neuro-symbolic AI (i.e., hybrid of Statistical AI and Sym-
bolic AI, also referred to as the third wave of AI). As we make this progress, the
role of explicit knowledge becomes more evident. I will specifically look at our
endeavor to support human-like intelligence, our desire for AI systems to
interact with humans naturally, and our need to explain the path and reasons for
AI systems’ workings. Nevertheless, the variety of knowledge needed to support
understanding and intelligence is varied and complex. Using the example of
progressing from NLP to NLU, I will demonstrate the dimensions of explicit
knowledge, which may include, linguistic, language syntax, common sense,
general (world model), specialized (e.g., geographic), and domain-specific (e.g.,
mental health) knowledge. I will also argue that despite this complexity, such
knowledge can be scalability created and maintained (even dynamically or
continually). Finally, I will describe our work on knowledge-infused learning as
an example strategy for fusing statistical and symbolic AI in a variety of ways.



Extreme-Scale Model-Based Time Series
Management with ModelarDB

Torben Bach Pedersen

Aalborg University, Denmark

Abstract. To monitor critical industrial devices such as wind turbines, high
quality sensors sampled at a high frequency are increasingly used. Current
technology does not handle these extreme-scale time series well, so only simple
aggregates are traditionally stored, removing outliers and fluctuations that could
indicate problems. As a remedy, we present a model-based approach for
managing extreme-scale time series that approximates the time series values
using mathematical functions (models) and stores only model coefficients rather
than data values. Compression is done both for individual time series and for
correlated groups of time series. The keynote will present concepts, techniques,
and algorithms from model-based time series management and our implemen-
tation of these in the open source Time Series Management System (TSMS)
ModelarDB. Furthermore, it will present our experimental evaluation of
ModelarDB on extreme-scale real-world time series, which shows that that
compared to widely used Big Data formats, ModelarDB provides up to 14x
faster ingestion due to high compression, 113x better compression due to its
adaptability, 573x faster aggregation by using models, and close to linear
scale-out scalability.



Big Minds Sharing their Vision on the Future
of AI (Panel)

Panelists

Battista Biggio, University of Cagliari, Italy
Claudia Diaz, Katholieke Universiteit Leuven, Belgium

Heiko Paulheim, University Mannheim, Germany
Olga Saukh, Complexity Science Hub, Austria

Moderator

Bernhard Moser, Software Competence Center Hagenberg and Austrian Society
for Artificial Intelligence, Austria

Abstract. While we are currently mainly talking about narrow AI systems, in
the future, neural networks will increasingly be combined with graph-based and
symbolic-logical approaches (3rd wave of AI).
How will this technological trend affect the key issues of security such as

integrity protection or privacy protection, and environmental impact? In this
context, in this interactive panel discussion, technology experts will discuss
current and envisioned challenges to AI from the research perspective of their
respective fields.
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Abstract. Researches on detecting Web spam are in full swing. However, very
high feature dimension and sensitive information leakage restrict the mining. In
this paper, a cascade feature selection for mining spam is proposed, which bases
on Privacy Preservation (PP) method and Genetic Algorithm (GA). Two crite-
ria, privacy protection degree and maximum classification reliability, are used
to pick the representative features to form an optimal minimum feature subset.
Discretization, data balancing, feature selection, and ensemble learning method
are integrated to detect Web spam. The approach not only greatly reduces the
data dimension but also protects the sensitive features from detection. Good spam
detection performance is achieved by using only 22 features.

Keywords: Web spam detection · Privacy Preservation · Feature selection ·
Genetic Algorithm

1 Introduction

Many researchers are working on detecting Web spam with data mining techniques.
For example, Zhuang et al. [1] introduced deep belief network for Web spam demotion.
Wang et al. [2] considered both time and network effect to detect collusive spammers
and their activities. Dou et al. [3] proposed an algorithm using reinforcement learning
for shallow graphs and behavior-based spam detectors. Wei et al. [4] proposed a cascade
detection mechanism based on entropy-based outlier mining (EOM) approach, where
280 features including Web quality features and Web semantic features are used for
improving performance. Nevertheless, performance improvement is often at the price
of the high dimensionality issue and huge sensitive information disclosure risk. USCS
[5] considered feature reduction in the Web spam detection system based on decision
tree, clone selection and undersampling. However, no single optimal feature subset is
generated for the detector and the feature number is still high to some extent.

In spam detection, sensitive information such as phone number or home address is
at risk of being leaked. To minimize the risk, feature selection is crucial. Pattuk et al. [6]
selected a set of specific features to generate view. However, choosing features during the
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view updating totally depends on the previous selected ones. Their algorithm is strongly
dependent on the application domain. Zhang et al. [7] added differential privacy noise to
the features, but the feature may not be effectively protected when the noise interference
is small. Sheikhalishahi et al. [8] balanced privacy and utility by removing irrelevant
features safely.

This paper proposes a cascade feature selection mechanism with sensitive feature
protection (PPGAFS) for spam detection. Our major work is summarized as follows:

a) Hiding essential sensitive features is generally in conflict with improving detection
performance. PPGAFS integrates the techniques such as entropy theory and genetic
algorithm for solving the problems in feature selection.

b) Rough set is applied for discretization, which can obtain better detection quality
than other traditional methods. Two uneven datasets are balanced by SMOTE.

c) AWeb spam detection mechanism is constructed, which utilizes the ensemble learn-
ing method Random Forest (RF). The performance is superior to that of related
algorithms in terms of fewer features and better privacy preservation.

2 The PPGAFS Approach

2.1 Preselecting Privacy-Preserving Features

Theproposed algorithm (PPGAFS) consists of two cascade steps, preserving data privacy
and selecting the optimalminimumfeature subset. Its key idea is to hide themost sensitive
features and at the same time disclose the necessary features (less sensitive or insensitive
ones) for spam detection.

Conditional entropy is suitable to represent for the variable privacy degree under the
increasing disclosed feature set Fsub = {fa, fb, . . .}. Based on the definition of [6], the
privacy protection degree (privacy) under Fsub is calculated with Eqs. (1–2).

privacy = −
∑n

i=1
P(Ci|Fsub) log2P(Ci|Fsub) (1)

P(Ci|Fsub)=NUM (drec,Ci|Fsub)
/
S (2)

where Ci denotes the class label (normal or spammed), n = 2. P(Ci|Fsub) means the
probability of each classCi under Fsub.NUM denotes the number of records ofCi under
a certain Fsub,S is the number of all records under the same Fsub, and drec is data record.

As to feature f j, the expected confidence is calculated by Eq. (3) in terms of its each
value vj. If the value vmax which produces maximal expected confidence is found and
the values of f j exactly contain vmax , f j is picked into Fsub. Fsub should be updated
with those features which enable the classifier to own the maximum classification reli-
ability (maximum confidence, ref. Eq. (4)). Eqs. (3) and (4) are inspired by the relevant
definitions of [6].

expected confidence = Pvj maxP(Ci|Fsub) (3)

confidence = maxP(Ci|Fsub ← fj) (4)
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The confidence threshold tsc and the privacy degree threshold tsp are determined
in advance through Random Forest (RF). In our PPFS-Algorithm, a feature subset Fsub

named PPFS is generated, where features are filtered from the original feature set FS
one by one. f is put into Fsub at end of each of iterations only when its values contain
vmax and the criteria privacy and confidence meet tsp and tsc, respectively.

2.2 Generating Minimum Feature Subset Based on the Improved GA

The feature number of PPFS should be further reduced. Twopoints are studied to improve
Genetic Algorithm (GA) for gaining the best feature subset in generations.

Firstly, a new encoding method is developed. Chro-Algorithm is developed to pro-
duce chromosome (feature set) chro. In order to encode all features in the original set FS,
(|Log2N|+1) bits are used to represent for one gene (feature), N is the feature number of
FS. Chromosome denotes a feature set, where each feature is a gene. For example, if 6
out of 200 features (N = 200) are chosen, the binary string length of a single feature is
dramatically reduced from 200 to 8 (as in Fig. 1). PPFS-Algorithm and Chro-Algorithm
are left out due to the space limitation.

f130 f45 f128 f1 f11 f77

10000010 00101101 10000000 00000001 0100110100001011

Fig. 1. Instance of new binary encoding for genes and the chromosome

Secondly, selection operator is also improved in ImpSel-Algorithm to optimize the
convergence speed and efficiency of GA. Roulette wheel method and the best individual
preservation are combined to generate the best chromosome in one generation, which
can be inherited by the next generation. The commonly used measure in classification,
auc, is as the fitness function.

ImpSel-Algorithm: The improved selection operator
Input: Population P; the best fitness value best-fit;

the chromosome best-chro which has the best fitness value.
Output: the population after selection PAS; the updated best-fit and best-chro. 
Begin

For each chro in P// P is the chromosome from Chro-Algorithm{
Decode chro. Calculate auc in terms of corresponding feature subset with RF classifier.
If auc > best-fit Then { best-fit = auc, best-chro = chro. }}

For each chromosome chro’  except the best-chro { 
Calculate the selection probability sp and cumulative probability cp based on auc. 
Generate random number r with 0-1 uniform distribution as roulette parameter.
If cp > r Then {add chro’ into PAS }} 

Put best-chro into PAS.
Return PAS. 

End
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PPGAFSAlgorithm produces an optimalminimal feature set based on the improved
GA.

PPGAFS Algorithm:
Input: feature number in FS num; number of selected features gn; crossover rate cross rate;
mutation rate mutation rate; number of evolutional generation P (count); The maximum evolu-
tion generation (mp). 
Output: the minimum feature subset PPOMFS
Begin

Use Random Forest classifier to adjust tsp and tsc. 
Call PPFS-Algorithm to preselect and obtain PPFS.
Set FS = PPFS.
Define best-fit as the largest AUC in each generation.
Define best-chro as the chromosome in terms of the maximal AUC.
Call Chro-Algorithm generate ip chromosomes for initial population P(count) on gn. 
Use PPFS Do { Call ImpSel-Algorithm to implement the selection operation.

Implement Crossover and Mutation.
count←count +1. } 

Until count = mp. 
Decode the best-chro to get the feature subset PPOMFS.
Return PPOMFS.

End

3 Spam Detection and Verification Experiment Analysis

3.1 Web Spam Detection Procedure

A novel mechanism for filtering Web spam is developed. At Stage 1, Z-score is used
for normalization, and equal frequency binning based on rough set method is applied to
the discretized data. Since the number of spam samples is much smaller than that of the
normal samples, SMOTE is used to balance the training set at Stage 2. Selecting feature
for privacy preservation and dimension reduction (Sect. 2) is carried out at Stage 3. Web
spam is detected with Random Forest approach at Stage 4.

3.2 Dataset and Evaluation Measures

WEBSPAM-UK2007 [9] has 137 features is applied to verify the proposed approaches.
The data set is preprocessed at Stage 1–2. Apart from Accuracy (Acc), TPR, TNR,
AUC and F1 measure, Compared Decision Ability (CDA) is defined to observe the
performance change based on the above criteria, where mi(dis) means the ith measure
after processing and mi(orig) means the ith original measure. H is indicator function. The
higher the CDA is, the better the classification results are. Privacy, confidence and the
computational time are additionally used to evaluate the PPOMFS generation procedure.
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CDA =
∑n

i
H × (mi(dis) − mi(orig))

2

H =
{−1, if mi(dis) < mi(orig)

1, if mi(dis) ≥ mi(orig)

(5)

3.3 Experiment Design and Result Analysis

Experiment 1. K-Means, equal-frequency binning (EFB), and entropy-based rough
set model (EBR) are applied to discretize the original data set. EBR used in our spam
detection produces the highest CDA value.

Experiment 2. In PPFS-Algorithm the privacy threshold tsp and the classification
capability (confidence) threshold tsc are key for preselecting a group of features. A
smaller tsc can significantly reduce the number of disclosed features and can terminate
the feature selection procedure early than a larger one. However, such a tscwill seriously
degrade the detection performance. Through experiments, two maximal values of the
confidence, 1 and 0.957, are obtained when tsc is fixed as 0.96. CDA is the highest when
privacy value 0.017 is smaller than tsp 0.2, while confidence value 1 is bigger than tsc
0.96. Therefore, 96 features are pre-selected and fed to next step of Stage 3.

Experiment 3. PPGAFS Algorithm is verified. The maximum evolution generation
(mp) and the initial population size (ip) are assigned as 100 and 10, according to the
experience. The number of the selected feature set gn varies from 5 to 30. Results are
shown in Fig. 2.

Fig. 2. The distributions of AUC and TPR for different feature numbers

The first maximum AUC is 0.835 and the corresponding TPR is relatively high
(0.543)when gn is 22. Therefore 22 features are chosen in the privacy-preserving optimal
minimum feature subset, which contains both link- and content-based features but no
private features.

Experiment 4. Our approach achieves good spam detection performance by using only
22 features and meanwhile protecting sensitive data (Table 1). In comparison, EOM
classifier performs the best AUC with 280 features, but has very high computa-tion cost
and privacy disclosure risk.



8 J.-Q. Wang et al.

Table 1. The comparison of different web spam detection methods

Methods Feature number Accuracy TPR AUC

Original-balanced data 137 0.929 0.400 0.735

USCS ensemble [5] 32 + 0.773 / 0.843

EOM [4] 280 0.886 0.752 0.867

PPOMFS-RF (this paper) 22 0.868 0.543 0.835

4 Conclusion

Less is more. This stand point is supported by our achievement on spam detection and
sensitive information protection with fewer features. The experimental results show that
effectively mining and privacy protection can be a good combination. In the future, the
approach will be further developed by exactly capturing and dealing with the influence
of sensitive features. The effectiveness of private feature protection and availability in
data mining should be studied comprehensively.

Acknowledgments. This work is supported by the Sichuan Science and Technology Program
(No 2019YFSY0032).
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Abstract. Cloud computing has garnered attention as a platformof query process-
ing systems. However, data privacy leakage is a critical problem. Chowdhury et al.
proposed Cryptε, which executes differential privacy (DP) over encrypted data on
two non-colluding semi-honest servers. Further, the DP index proposed by these
authors summarizes a dataset to prevent information leakage while improving the
performance. However, two problems persist: 1) the original data are decrypted to
apply sorting via a garbled circuit, and 2) the added noise becomes large because
the sorted data are partitioned with equal width, regardless of the data distribu-
tion. To solve these problems, we propose a new method called DP-summary
that summarizes a dataset into differentially private data over a homomorphic
encryption without decryption, thereby enhancing data security. Furthermore, our
scheme adopts Li et al.’s data-aware and workload-aware (DAWA) algorithm for
the encrypted data, thereby minimizing the noise caused by DP and reducing the
errors of query responses. An experimental evaluation using torus fully homo-
morphic encryption (TFHE), a bit-wise fully homomorphic encryption library,
confirms the applicability of the proposed method, which summarized eight 16-
bit data in 12.5 h. We also confirmed that there was no accuracy degradation even
after adopting TFHE along with the DAWA algorithm.

Keywords: Differential privacy · Differentially private summary · Fully
Homomorphic encryption · TFHE

1 Introduction

In recent years, cloud computing has garnered significant attention as a system that
facilitates query processing. However, data leakage is considered a serious problem,
especially when processing sensitive data on cloud servers. Contextually, we assume
three entities, namely data owners that provide original data to be analyzed, a cloud
server that processes the original data, and data analysts that perform arbitrary analysis
through the query responses of the cloud server. In this setting, the original data could
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be leaked to either or both the cloud server and data analysts. This paper aims to solve
the aforenoted problems by adopting fully homomorphic encryption [1] and differential
privacy [2].

Fully homomorphic encryption (FHE) [1] evaluates arbitrary functions in addition
and multiplication operations over encrypted data without decryption. By adopting FHE
to handle the original data on the cloud server, we can preserve the privacy of this
data. Note that homomorphic encryption (HE) is a limited version of FHE that enables
additions or multiplication, or an arbitrary number of additions and a limited (or few)
number of multiplications over encrypted data.

Differential privacy (DP) [2] is a promising privacy-preserving technique that hinders
the estimation of input data by adding noise to output data. In query processing systems,
we can adopt DP to preserve the privacy of individual data from query responses by
adding noise. DP gives an information theoretic privacy guarantee. However, we must
trust the cloud server because the cloud server handles the original data, whose privacy
must be maintained, to respond queries; this means that both the original data and the
query response data are revealed to the cloud server.

Research on combining HE and DP to take advantage of both techniques to preserve
both the privacy of the original data provided by data owners and the privacy of output
data has gained increasing research focus since around 2015 [3]. In 2020, Chowdhury
et al. [4] proposed a query processing system called Cryptε that protects original data
against both two cloud servers and data analysts by combining HE andDP. The DP index
that they proposed summarizes a dataset via DP to successfully bound the information
leakage. However, two problems persist: 1) the original data are decrypted to apply
sorting via a garbled circuit, and 2) the added noise becomes large because the sorted
data are partitioned with equal width, regardless of the data distribution.

To tackle these problems, we combine FHE and DP to protect the privacy of original
data against both two cloud servers and data analysts by summarizing the original data
without decrypting the original data, which we call DP-summary. We construct the DP-
summaries in advance from the original data over FHE, followed by decrypting them to
handle query processing. Then, the cloud server processes data analysts’ queries with
the DP-summaries, which are plaintext, to speed up the query response time such that
it is the same as that of Cryptε. Since all queries are processed on the DP-summaries
whose privacy is guaranteed by DP, data analysts cannot make statistical guesses about
the data owners’ original data even if they query many times. Moreover, we adopt a part
of the data-aware and workload-aware (DAWA) algorithm proposed by Li et al. [5] over
FHE to reduce the query response errors caused by DP, which is another characteristic
issue of Cryptε.

Our contribution is stated below:

– We combine FHE and DP to protect the privacy of original data owned by data owners
against both a cloud server and data analysts. During the process, we never decrypt
the original data until DP is adopted to enhance the security. Moreover, we adopt the
DAWA algorithm [5] over FHE to reduce the errors of query responses while Cryptε
exhibits substantial errors.
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This paper is organized as follows. Section 2 summarizes preliminary information
regarding HE and DP. Related work is discussed in Sect. 3. The details of the proposed
method are presented in Sect. 4, followed by the experimental evaluation in Sect. 5.
Finally, we provide conclusions and discuss future work in Sect. 6.

2 Preliminaries

2.1 Homomorphic Encryption

FHE [1], proposed by Gentry, enables an arbitrary number of multiplications and addi-
tions over encrypted data without decryption, whereas HE enables multiplications or
additions over encrypted data, or an arbitrary number of additions and a limited (or few)
number of multiplications over encrypted data. Generally, HE enables faster execution
thanFHE.Althoughwedo not need to decrypt the encrypted data even during the calcula-
tion by adopting HE, we cannot execute any branch operations because we cannot know
the Boolean conditions. Thus, complicated functions such as square root and trigono-
metric functions are difficult to implement. By contrast, the adoption of bit-wise FHE
such as torus fully homomorphic encryption (TFHE) [6] enables the implementation of
arbitrary functions by constructing circuits. In this study, we adopt TFHE.

2.2 Differential Privacy

DP [2] protects the privacy of data by adding noise.A trade off exists between the strength
of privacy preservation and the usefulness of differentially private data. Specifically,
while adding more noise improves the privacy preservation strength, the differentially
private data has a larger deviation from the original value, and the usefulness of the
differentially private data decreases.

DP has a thorough mathematical basis. It is said that a randomized mechanism m
satisfies ε-DP if and only if it satisfies Definition 1, given below. Then, ε is called a
privacy parameter and takes a real value larger than 0. The size of ε can be used to adjust
the privacy strength. Specifically, the smaller the value of ε, the stronger the guaranteed
privacy.

Definition 1 (ε-differential privacy [2]). A randomized mechanism m satisfies differen-
tial privacy if and only if the following holds:

Pr(m(D) ∈ S)

Pr(m(D′) ∈ S)
≤ exp(ε), (1)

where D and D′ are any pair of databases with d
(
D, D′) = 11, S is any subset of the

output of the randomized mechanism, and Pr() means the probability that the event in
() occurs.

1 d(D, D′) = 1 means that the two databases D and D′ are exactly the same except for one record,
and the rest of the records are the same.
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Here, a randomized mechanism, e.g., Laplace mechanism [2], is a function that adds
a random value to its input value to satisfy DP. The Laplace mechanism samples noise
according to the Laplace distribution with a zero mean as follow: mLAP(D) = q(D) + r,

where q is a query, r is sampled from Lap
(

�q
ε

)
, and �q is the sensitivity of query q.

Since the noise added byDP is sampled according to a probability distribution having
a mean of zero, collecting numerous differentially private output data can reconstruct its
statistical properties, i.e., attackers who collect numerous differentially private output
data can guess the original data probabilistically. Thus, the upper limit on the number of
times that add the randomized noise is controlled by setting a privacy budget to prevent
such attacks.

3 Related Work

3.1 Combination of Homomorphic Encryption and Differential Privacy

In 2020, Chowdhury et al. [4] proposed a privacy-preserving query processing system
called Cryptε by combining labeled homomorphic encryption (labHE) [7], an extension
of linearly homomorphic encryption, and DP. It consists of two cloud servers, one com-
putation server and one decryption server, as shown in Fig. 1. The system protects the
privacy of original data against both the two cloud servers and data analysts by applying
DP under labHE. The original Cryptε has the disadvantage of a slow query response time
because it performs homomorphic operations to apply DP after receiving a query. As
a countermeasure to the above disadvantage, Cryptε was amended with a differentially
private index, called a DP index, to accelerate range query responses. Once the DP index
is constructed, all the queries are executed with the DP index. However, building the
DP index requires the decryption of original data to apply sorting via a garbled circuit,
which means it is possible for the sorting result to be leaked to the computation server2.
Besides, the added noise becomes large because the sorted data are partitioned with
equal widths, regardless of the data distribution.

3.2 Range Queries Under Differential Privacy

The range query algorithm under DP proposed by Li et al. [5] in 2014 achieves low
errors for range queries corresponding to one-dimensional and two-dimensional data
represented by histograms. Low errors obtained via DP improve the accuracy of query
responses. The algorithm consists of two steps: 1) partitioning input data represented
by histograms into clusters, each of which consists of close values, and 2) optimizing
the response results for a set of range queries (i.e., workload) to reduce the error. The
DAWA [5] algorithm includes these two steps. Here, we call step 1) the data-aware
algorithm, and step 2) the workload-aware algorithm. In the data-aware algorithm, noise
is added to the total sum value corresponding to each cluster; then, the average over the
cluster is calculated. Hence, this step generates two types of errors, aggregation errors

2 Details of Cryptε’s possible privacy leakage are unknown because of no detailed implementation
described in the paper [4]; thereby, some other information might be leaked.
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Fig. 1. Cryptε system [4]

by averaging and perturbation errors by adding noise. To reduce the query response
errors, the data-aware algorithm seeks the best partitioning that minimizes both types of
errors. Therefore, the data-aware partitioning reduces the total amount of noise rather
than adding noise to the raw pieces of data. Recently, several workload-aware approaches
that have outperformed theDAWAalgorithmhave been proposed [8].However, our focus
is constructing a differentially private summary without given workloads. Among data-
aware approaches without given workloads, the DAWA algorithm is the state-of-the-art
in terms of average errors [9].

4 Proposed Method

4.1 Overview

In this section,wepropose a rangequeryprocessing system that responds to data analysts’
queries quickly, with no limit on the number of query responses, by constructing a
differentially private summary (DP-summary) over FHE in advance. Specifically, our
proposed method improves the query response time by responding to data analysts’
queries quickly using a pre-constructed DP-summary in plaintext. Moreover, it also
overcomes the limitation on the number of query responses, caused byDP, by responding
to all queries from the pre-constructed DP-summary instead of applying DP to the
response for each query. These advantages are the same as those of Cryptε with a DP
index.

Besides, our proposed method solves two problems of Cryptε with DP index: 1)
decryption of the original data before adoptingDP and 2) the large amount of added noise
caused by partitioning the sorted data with equi-width regardless of the data distribution
in the DP index. Our proposed method solves the problem 1) by applying DP over
FHE before decryption, which does not decrypt any original data until DP is adopted to
enhance data security. To tackle the problem 2), we reduce the amount of added noise
by adopting the data-aware algorithm, which optimizes the partitioning depending on
the data distribution over FHE.

Figure 2 shows an overview of our proposed method. We assume four entities: data
owners (DOs), a computation server (CS), a decryption server (DS), and data analysts
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(DAs). The DOs, CS, and DS are assumed to be semi-honest; that is, they follow the
protocol of our proposed system but attempt to steal the original data owned by the DOs.
The DAs are assumed to be untrustworthy. It is also assumed that the CS and the DS
collude neither with each other nor with other entities. Descriptions of each entity are
presented below. In the following descriptions, N and M are arbitrary positive integers
larger than or equal to 1.

• Data Owner (DO_j(∀j, 1 ≤ j ≤ N))

The number of DOs is N. DOs encrypt their own data using symmetric keys received
from the DS and then send the data to the CS. After sending the data, the DOs are not
involved in the system.

• Computation Server (CS)

The CS aggregates the received encrypted data and applies DP to the encrypted data
over TFHE. It also cooperates with the DS to construct the DP-summary for the
received encrypted data. Any data stored on the CS are always protected by either or
both TFHE and DP.

• Decryption Server (DS)

The DS has two roles: key generation for TFHE and decryption of the DP-enabled
encrypted data received from the CS. Any data decrypted by the DS is always
differentially private; thus, the original data owned by the DOs is protected.

• Data Analyst (DA_i(∀i, 1 ≤ i ≤ M))

The number of DAs isM. The DAs query the CS and obtain responses to the queries
from the CS. DAs can attempt to make statistical guesses regarding the DOs’ original
data by receiving many query responses.

Fig. 2. Proposed system

Our proposed system protects the privacy of original data owned by the DOs against
the CS, DS, and DAs. Further, the CS and DS are allowed to store the data secured via
DP. By guaranteeing DP for the partitioning result, the CS and DS are allowed to store
the partitioning result in plaintext. The symmetric keys are held only by the DOs and
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DS. Encryption is performed only by the DOs, and decryption is performed only by the
DS.

The procedure of our proposedmethod is presented belowbased onFig. 2.Among the
following steps, the preprocessing steps from “1.Key Generation” to “6. Decryption”
are completed before the DAs’ queries are input.

1. Key Generation: The DS generates a symmetric key via TFHE. The generated
symmetric key is sent securely to the DOs.

2. Encryption: The DOs encrypt their data using the symmetric key received from the
DS and send the encrypted data to the CS.

3. Aggregation: After receiving the encrypted data from the DOs, the CS aggre-
gates multiple encrypted data points whose domain is the same over homomorphic
operations to construct a histogram for each pre-defined domain.

4. Partitioning: The CS partitions the aggregated encrypted data using homomorphic
operations without decryption.

5. Applying Differential Privacy: The CS adds noise to each partitioned cluster using
homomorphic operations and the Laplace mechanism without decryption followed
by sending the differentially private encrypted data (DP-summary) to the DS.

6. Decryption: The DS decrypts the encrypted DP-summary received from the CS.
The decrypted DP-summary is sent to the CS.

7. Query: The DAs query the CS and obtain the query response result.

4.2 Adoption of Differential Privacy over Fully Homomorphic Encryption

In this section, we explain how to adopt DP to a range query processing system based on
FHE.Here,weonly target range queries for histogramdata; thus,we adopt the data-aware
algorithm, a part of the DAWAalgorithm proposed by Li et al. [5].We consider only one-
dimensional data in our present implementation. The data-aware algorithm performs the
partitioning such that the sum of the deviations for each cluster is minimized. To perform
the partitioning over ciphertexts, we need to calculate absolute values and minimum
values over ciphertexts. Thus, we adopt TFHE [6] as an FHE scheme, specifically, as
a bit-wise fully homomorphic encryption scheme. By adopting TFHE, arbitrary logic
circuits consisting of binary gates can be constructed for the encrypted data to calculate
absolute values and minimum values over ciphertexts.

In the data-aware algorithm, the aggregated histogram data, which is the aggregation
of input data sent from the DOs to the CS, is partitioned into a set of clusters, each of
which has close values such that the deviation in the cluster is small; in other words, there
are approximately uniform histogram data in each cluster. Then, the noise is added to the
total sum value of each cluster. Rather than adding noise to each data point, adding noise
to each partitioned cluster reduces the total amount of noise added. Since partitioning
the data to minimize the deviation within each cluster would result in a privacy violation,
the data-aware algorithm consumes privacy budget ε1 to perform differentially private
partitioning. Assuming that privacy budget ε2 is entailed when adding noise to the total
sum value of the data in each partitioned cluster, the data-aware algorithm satisfies
ε-differential privacy, where ε = ε1 + ε2.
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Here, we call each histogram data a domain, while a cluster of domains classified
by partitioning is called a bucket. A set of buckets is called a partition. We assume a set
of histogram data represented by x = (x1, x2, . . . , xi, . . . , xn), where 1 ≤ i ≤ n, n is the
number of domains, and xi represents the data of the i-th domain. A set of buckets is
defined as B = (

b1, b2, . . . , bj, . . . , bk
)
, where 1 ≤ j ≤ k ≤ n and bj represents the j-th

bucket. For example, if bj is a set of domains from the third to the sixth domains, it is
expressed as bj = {3, 4, 5, 6}.B is calculated from x and ε1 in the way that minimizes the
total cost of buckets; specifically, the cost of each bucket is the deviation of the data in the
bucket, same as algorithm1 ofDAWA[6]. Noise generated by the Laplacemechanism by
consuming ε1 is added to each bucket’s deviation to calculate its cost; then, the final B is
chosen tominimize the total cost, makingB differentially private. Further, we define a set
of the total sum values of each bucket as S = (

s1, s2, . . . , sj, . . . , sk
)
, where sj is the sum

value over the bucket bj and 1 ≤ j ≤ k. To make S differentially private, the CS adds
noise generated from the Laplace mechanism by consuming ε2 to S. The differentially

private total sum values of a given partition are defined as S′ =
(
s
′
1, s

′
2, . . . , s

′
j, . . . , s

′
k

)
,

where 1 ≤ j ≤ k and s
′
j represents the differentially private total sum value of the

histogram data in the j-th bucket.
To deploy aDP-summary, theCS sendsS′ to theDS to decryptS′ using the symmetric

key of TFHE, and then the DS sends it back to the CS as plaintext. The CS applies
uniform expansion to the decrypted S′, i.e., dividing s

′
j by the number of elements in

bj. For example, if s
′
j = 10 and bj = {3, 4, 5, 6}, the uniform histogram value becomes

2.5 so that
(
x

′
3, x

′
4, x

′
5, x

′
6

)
= (2.5, 2.5, 2.5, 2.5). Finally, the CS obtains the uniformly

expanded data x′ =
(
x

′
1, x

′
2, . . . , x

′
i, . . . , x

′
n

)
.We use x′ as theDP-summary to respond to

DAs’ queries. Note that x and S are represented in ciphertext andB and x′ are represented
in plaintext. S′ is represented in ciphertext until it is decrypted by the DS.

Figure 3 shows an example with x = (E(3),E(2),E(6),E(5),E(6),E(3),E(4))
and B = {{1, 2}, {3, 4, 5}, {6, 7}} as a calculated partition, where E is the encryption
algorithm, i.e., TFHE. In this example, S = (E(5),E(17),E(7)). The differentially
private total sum value per bucket is assumed to be S′ = (E(4.6),E(16.2),E(7.8)); then,
the values of the uniformly expanded data are x′ = (2.3, 2.3, 5.4, 5.4, 5.4, 3.9, 3.9).

4.3 Security Analysis

The security assumption of our proposed method is presented below.

• The DOs, CS, and DS are assumed to be semi-honest; that is, they follow the protocol
of our proposed system but attempt to steal the original data owned by the DOs.

• The DAs are assumed to be untrusted.
• The CS and the DS collude neither with each other nor with other entities.
• The symmetric keys are held only by the DOs and DS. (Encryption is performed only
by the DOs, and decryption is performed only by the DS.)

Our proposed system protects the privacy of original data owned by the DOs against
the CS, DS, and DAs. The original data are encrypted at the DO to be sent to the CS,
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Fig. 3. Construction of differentially private histogram over fully homomorphic encryption

so that the CS cannot see the original data. Then, the CS executes partitioning over the
encrypted original data followed by applying differential privacy without decryption,
which guarantees the CS cannot see any information related to the original data. After
the DS receives the differentially private encrypted partitioned data consisting of B and
S′, the DS can decrypt them, which also guarantees that the DS only know differentially
private data. Thus, any information related to the original data does not reveal to any
parties under the condition where CS and DS never collude each other.

5 Experimental Evaluation

In the experimental evaluation, we examined the execution time to construct the DP-
summary and its accuracy.

5.1 Experimental Setup

The programs used in the evaluation were written in C++ with TFHE [6] version 1.1
and run with single-threaded execution in the environment presented in Table 1. We
adopted fixed-point number representation and two’s complement arithmetic. In the
implementation using fixed-point arithmetic, the value of the fractional part that cannot
be expressed was truncated. Although approximate arithmetic (CKKS) [10] enables
arbitrary polynomial functions over encrypted complex-number vectors for handling real
numbers, we cannot execute branch operations such as greater-than without decryption,
resulting in no partitioning. Thus, we adopt TFHE.

The privacy parameter, ε, used in the evaluation experiment was 1.00. The ratio of
ε1 and ε2 was 1:3, same as that used by Li et al. [5], i.e., ε1 = 0.25 and ε2 = 0.75.
The histogram data xi, 1 ≤ i ≤ n used in the experiment was generated randomly
between 0 and 10. The upper limit of the data was determined to ensure that no overflow
occurs during the computation process. Since negative numbers are not assumed as
the numerical data, if the differentially private numerical data becomes negative, the
numerical data is replaced with 0.
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Table 1. Experimental environment

Name Value

CPU model Intel(R) Xeon(R) Platinum 8280

Socket 2

Core 56

Memory size 1.5 TB

OS CentOS Linux release 7.6.1810(Core)

Linux version 3.10.0-957.21.3

g++ version 7.3.1

5.2 DP-Summary Construction Time

To validate our proposed method’s applicability, we examined the DP-summary con-
struction time, which is the execution time taken to construct a differentially private
database from the encrypted database with TFHE. The construction time depends on the
domain size and the number of bits representing ciphertexts in TFHE. Thus, we changed
the domain size and the bit size representing the ciphertexts to measure the construction
time.

The construction time was measured from the beginning of partitioning to the end of
the uniform expansion 10 times to determine the average by using the chrono function,
which is included in C++ standard library. We changed the domain size from 2 to 8 and
the bit sizes as 10(2) bits, 12(4) bits, and 16(8) bits, representing the total bit size (the
bit size in the fractional part). For example, 10(2) shows 10 bits in total, in which 2 bits
are used for the fractional part, 7 bits are used for the integer part, and the remaining 1
bit is used for the code part.

Figure 4 shows the construction time based on different domain sizes; this confirms
that the DP-summary construction time increases exponentially with the domain size
because the number of domain combinations tomerge increases exponentially to identify
the best one. However, the proposed method is still feasible when the domain size is less
than or equal to 8 because the DP-summary construction requires only one execution.

Figure 5 shows the construction time based on different bit sizes; this confirms
that the DP-summary construction time increases linearly with the bit size representing
ciphertexts. Thus, we confirm that our proposed method is feasible with a small domain
size regardless of the bit size representing ciphertexts.

The DP-summary construction time is slow for two reasons. One is because of
homomorphic operations. The computation cost over ciphertexts using homomorphic
operations is large compared to that over plaintexts. In particular, TFHE is the bit-wise
FHE, and the computation cost usingTFHE is likely to be large compared to that using the
integer-based FHE. The other is because any optimizations are impossible to be adapted.
Original data-aware algorithm in DAWA [5] adopts some optimizations to speed up the
partitioning. On the other hand, in our proposed method, any handled data is ciphertexts,
which results in unavailability of any optimizations because we cannot see the values,



Construction of Differentially Private Summaries 19

i.e., plain texts, when encrypted.When partitioning, we need to seek the optimal partition
from all possible partitions, whose computational complexity order isO(2n) (n is domain
size). Including these two reasons, it was reported that the computation using TFHE is
approximately 109 times slower than that over plaintexts [11].

During the measurement of the construction time, we also measured the maximum
consumed memory size with the DP-command “bin/time --format = %M.” The maxi-
mum consumed memory size varied from 513 MB to 530 MB depending on the domain
size and the bit size.
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5.3 Accuracy of DP-Summary

In this experiment,we evaluated the accuracy of theDP-summary. In the implementation,
we adopted a fixed-point number representation to truncate the fractional value according
to the bit size representing the fractional part, which may affect the accuracy of the DP-
summary. When the fractional part’s bit size is small, the truncated fractional value
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becomes large, i.e., the accuracy of the DP-summary is expected to change depending
on the fractional part’s bit size. Thus, we measured the changes in the accuracy of the
constructed DP-summary with different bit sizes of the fractional part.

We implemented the plaintext program that performs the same processing as our
proposed method and the baseline using a floating-point number representation. This
number representation is expressed in 64 bits:1 bit for the code part, 52 bits for the
mantissa part, and 11 bits for the exponent part.

We measured the error between the constructed DP-summary and the aggregated
data on which differential privacy was not applied. We examined the error 100 times
to determine the average for three different bit sizes—10(2) bits, 12(4) bits, and 16(8)
bits—in a histogram with domain sizes from 2 to 10.

Figure 6 shows the results of accuracy. We cannot verify the difference in accuracy
according to the bit size. The reason is that, in our proposed method, the size of the
truncated fractional part is negligibly small compared to the size of noise added by
differential privacy; this implies that the effect on accuracy caused by changing the bit
size of the fractional part is not significant.
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6 Conclusion

In this study, we propose a privacy-aware query processing system that constructs differ-
entially private summary (DP-summary) in advance over fully homomorphic encryption
to respond to the queries using the DP-summary in plaintext. We enhance the data secu-
rity in comparison with DP index proposed by Chowdhury et al. [4] in Cryptε system by
applying differential privacy over the encrypted original data with FHE. Furthermore,
we solve the problem of large added noise caused by partitioning the sorted data with
equal -width regardless of the data distribution, by adopting the data-aware algorithm
[5], which optimizes the partitioning depending on the data distribution.

Although our proposedmethod responds quickly to the queries, it requires high com-
putational cost for DP-summary construction over fully homomorphic encryption. Our
experimental evaluation with TFHE, which is a bit-wise fully homomorphic encryption
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library, shows that the proposed method requires 12.5 h to construct DP-summary for
eight 16-bits data; this is still feasible because the DP-summary requires only one con-
struction. We also confirm that accuracy is not degraded even after adopting TFHE to
the data-aware algorithm.

Our future work includes increasing the speed to prepare DP-summary for a larger
dataset.
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Abstract. Vital to society, healthcare infrastructures are frequently
subject to many threats that exploit their vulnerabilities. Many cyber
and physical attacks are triggered, leading to many high-impact inci-
dents. There is a growing need for innovative solutions that combine
cyber and physical security features. To improve the response to inci-
dents caused by attacks combining cyber and physical threats, we have
produced within the H2020 project “Safecare”, an ontology-based solu-
tion. The Safecare ontology is designed to support an impact propagation
model application, integrating cyber-physical interactions. In this paper,
we present the different steps carried out to develop this ontology and
two use cases on asset management and incident propagation.

1 Introduction

Like all critical infrastructures, hospitals are of increasing complexity, partic-
ularly following the expanding integration of cyber-physical systems and con-
nected objects. Hospital’s critical assets are exposed to growing risks exploiting
their vulnerabilities. The ISO/TS 11633-1:2019 define an asset as anything that
has value to the organization, which includes technical data (credentials, pass-
words), non-health data(financial data), IT services, hardware, software, com-
munications facilities, media, IT facilities, and medical devices that record or
report data. It is considered critical if its malfunction induces a high impact on
the overall system’s operation and the patients [5].

Hospital risks are generally associated with various threats, whether natural
(floods), unintentional as human errors and technical device failures, or deliber-
ate threats like malicious or criminal acts. This paper considers only deliberate
threats (malicious man-made hazards) that exploit one or many vulnerabilities to
trigger cyber and/or physical attacks. Authors in [4] distinguish a cyber-enabled
physical attack, identified as a physical attack involving cyber activities, from
a physical-enabled cyber-attack that is a cyber-attack where the attacker gains
physical access to a site location before launching the cyber attack.

When a cyber or physical attack (incident) occurs, it may provoke far-
reaching cascading effects throughout the entire critical infrastructure, which
c© Springer Nature Switzerland AG 2021
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need to be identified and estimated to ensure precise risk management [22]. Many
critical assets could be compromised, and measures put in place to protect them
could fail. This situation might cause harm, perceived as “injuries or damages to
the health of people, or damage to property or the environment”1. To increase
situational awareness and ensure a quick and effective response to incidents and
their cascading effects, a healthcare organization must have a comprehensive
inventory of its critical assets and record their interconnections.

The work presented in this paper is developed within the European project
Safecare2. The project aims to cover the integration of both cyber and physi-
cal security for healthcare infrastructures in a combined solution. To fulfill the
project objective, we propose SafecareOnto, an ontology for a uniform represen-
tation of critical healthcare assets and their dependencies. This ontology is used
to simulate impact propagation and potential cascading effects of a cyber or a
physical incident within healthcare infrastructures. The global solution supports
the prevention and mitigation of incident propagation by evaluating risks and
alerting stakeholders.

This paper is organized as follows. Section 2 introduces a global view of Safe-
careOnto, including its development approach. Section 3 describes the knowl-
edge acquisition process. In Sect. 4, the formalization and implementation of the
ontological framework are explained. A cyber-physical attack scenario allows in
Sect. 5 to illustrate some project real use cases before discussing related works
in Sect. 6.

2 Safecare Ontology

Several definitions of ontology exist, but only one predominates in the informa-
tion system field. In [10] Gruber defines an ontology as an explicit specification
of a conceptualization (an abstract representation of the world intended to repre-
sent). The definition of the ontological framework covers three main components:
concepts, relations, and axioms. Different link types relate concepts: equivalence
links (synonyms), hierarchical links (generalization/specialization), and associa-
tive links such as “cause/effect link”3. Each Concept represents a set of different
Individuals, also called instances. Axioms allow defining the semantics of con-
cepts, relations and express some restrictions on their values or cardinalities. The
use of axioms enables representing specific capabilities or features of a concept
and avoids adding new concepts that would not be reused [24].

To meet the project goals, including the propagation of incidents and to pro-
vide the right balance between expressiveness and complexity, we chose to design
a modular ontology, named “SafecareOnto”, organized in three sub-ontologies
(modules in the ontology engineering terms): a central ontology named Asset
ontology and two related sub-ontologies protection and impact (Fig. 1). The
asset sub-ontology captures the static knowledge about healthcare critical
1 ISO 14971:2019.
2 https://www.safecare-project.eu/.
3 ANSI/NISO Z39.19-2005.

https://www.safecare-project.eu/
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assets and their structural relationships. These assets are organized in concepts.
The impact subontology defines the concepts that are essential to the com-
putation of impact propagation and provide indicators to help decide about
the suitable countermeasures to face attacks. It relies on Incident and Impact
concepts. An incident that result from an attack may negatively impact the
healthcare infrastructure. The risk of its spread or the spread of its effects on
related assets is not zero. The impact is the result of such propagation. This
propagation needs to be precisely qualified and/or quantified to help decide
the mitigation plans efficiently. The protection sub-ontology manages the
protection of assets against attacks. The latter usually exploit one or many vul-
nerabilities that make an asset sensitive to a threat. A vulnerability is any
identified weakness. It can be known and in this case, referenced in an existing
knowledge base such as that of the MITRE4. It can also emerge after an attack.
A protection is a countermeasure that protects an asset from threats. For
example, a camera is a protection for an office against unauthorized access.

Fig. 1: The conceptual view of SafecareOnto

The choice of the most
suitable ontology development
approach relies on defining
the starting point, whether
the ontology will be built by
integrating existing ontologies
or created from scratch [20].
Our literature study shows
that existing security ontolo-
gies are either exclusively
cyber or physical and do not
(or rarely and in a minimal
way) integrate cyber-physical
interactions. These interactions are complex, highly required for the impact prop-
agation study, and their formalization can not be limited to putting the two
separate sides together. Furthermore, healthcare ontologies [9] focus generally
on the medical process terminologies and do not cover security aspects.

The “from scratch” method [21] include top-down, buttom-up and middle-
out approaches. Top-down approaches identify a core of abstract generic con-
cepts, and expand it by specialization to more domain-specific concepts [8,18].
Bottom-up approaches capture the task specifications, gather terms, and define
new concepts at a low level [11,19]. Concepts can be later generalized to a higher
level. Middle-out approaches define core concepts before deriving new concepts
through specialization and generalization using experts’ data [28].

Considering our project specifications, we adopt a “from scratch” approach
with a bottom-up fashion. This allows formalizing experts’ knowledge and fitting
the propagation task. We drew on 1, 2, and 7 of the Neon methodology [25] and
followed an incremental and iterative process. We considered existing semantic
resources and standards to feed some ontology modules for better reusability

4 https://cve.mitre.org/.
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and genericity. In the following sections, we focus on Knowledge acquisition,
Conceptualization, Formalization, and Implementation phases.

3 Knowledge Acquisition

The knowledge acquisition phase is a critical step in the “from scratch” ontology
building approach, ensuring collecting the necessary data for the ontology design
and population. The SAFECARE project gave the ground for a direct acquisition
process from cyber-physical security experts employed by the hospitals(project
end-users) or their stakeholders(security systems suppliers).

During the process, we had to manage several issues including the heterogene-
ity of terminologies. Indeed, the interviewed experts came from several hospitals
and countries. Consequently, for better genericity, we had to integrate an align-
ment step to homogenize the vocabularies based on literature taxonomies and
security standards. Moreover, due to the time-consuming task of collecting busi-
ness experts’ knowledge we had some difficulty to get engagement. Therefore,
to maximize the amount of data and increase its quality, we mixed a passive
collection process where experts autonomously fill pre-formatted files and active
collection phases where ontology designers discuss with experts (online meetings)
to check, complete, and validate the acquired data.

With our project partners, we defined twelve complex cyber-security attack
scenarios. Each attack scenario depicts a set of actions an attacker performs to
accomplish his malicious aims. For each scenario, we carried out the following:

1. Phase 1: identify the list of involved assets, the related risks, and the pro-
tections in place;

2. Phase 2: identify the assets inter-dependencies and the surrounding infras-
tructures (cyber and physical). Asset relations represent potential vectors for
incident propagation;

3. Phase 3: for each asset, identify how its risks might propagate to create new
impacts on its connected asset graph.

4 Formalization and Implementation

The purpose of this step is to provide a formal model with a fine-grained descrip-
tion of hospitals’ security management concepts raised by the knowledge acquisi-
tion task. The ontological framework includes concepts, relations, and underlying
axioms.

4.1 Concepts Identification

The following concepts constitute the asset subontology. The most important
are illustrated in Fig. 2.

Asset concept (Asset � �). The asset is any valuable resource within the hos-
pital. It is further specialized according to the nature of the incidents they may
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suffer from and those they likely propagate. The following set of subclasses con-
stitute a partition of the concept “Asset” since they have no common instances
and that their union completely covers the domain [13].

– Building asset (Building � Asset): A building asset is a geographical entity
that corresponds to the building in which a hospital (or a part of it) is located.
An asset building has a variable granularity going from “room” to a “com-
plex of buildings.” The concept building asset has two subclasses: a sim-
ple building asset (a non-divisible location, SimpleBuilding � Building)
and complex building asset that groups multiple simple building assets
(ComplexBuilding � Building). The domain of the building assets corre-
sponds to the hospital’s physical infrastructure.

– Network concept (Network � Asset): A computer network denotes a com-
munication and data exchange channel linking at least two devices (nodes).
Networks connect the components of the hospital’s cyber infrastructure.

– Staff (Staff � Asset): Staff represents any physical person performing reg-
ular or occasional tasks within the hospital. In addition to direct employees,
the staff includes external stakeholders acting on-site or remotely This con-
cept excludes patients since they are formalized as business processes.

– Device concept (Device � Asset): Device refers to any tangible equipment,
whether associated to computer software with an automatic action (camera,
sensor, server) or not (door, lamp). Computer device ComputerDevice �
Device, building equipment such as doors, chairs, including those with an
automated operating process BuildingDevice � Device (sensor, camera),
medical devices MedicalDevice � Device (scanner, pacemaker).

– Software concept (Software � Asset): Softwares are virtual programs
(sequences of computer code) with data processing capabilities. They sup-
port a determined business process such as medical acts or human resources.
Note that operating systems are also considered software.

– Data (Data � Asset): Data play a major role in security management since
multiple attacks are carried out using or targetting data. we separate two
context categories: patient data, and operating data used to support the
hospital processes (access policies, camera flows, metadata..).

Access Point Concept: The access points are the gateways that enable access
to asset use and allow the entrance and the occurrence of the incident. An access
point can be either physical (door for room) or cyber (a port for network). The
access point is an asset with a security access role (AccessPoint � Asset).

Controller Concept: Controllers are physical equipments or virtual protocols
implementing assets’ access restrictions, formalized in predefined policies. Access
to the surgery rooms requires a door (access point), supervised by a door access
controller. A controller is an asset that identification ensures safe use and antic-
ipates a possible incident occurrence and propagation (Controller � Asset).
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Fig. 2: The asset subontology concepts and relations

4.2 Relationships Identification

The relationships depict how assets interact in the healthcare context and what
are their properties. We have identified two families of relations. The first one
corresponds to concepts attributes (data properties in OWL): a staff hasRole,
a building hasLevel, a software hasVersion, etc. The second family of rela-
tions corresponds to concepts interactions (object properties in OWL). They are
highlighted in Fig. 2 with solid labeled arrows. We organized these relations in
groups matching our propagation channels’ analysis to fit the task purposes. This
analysis revealed some structural patterns that support reasoning on incident’s
propagation following their nature. Among patterns we can identify:

Controls pattern allows specifying the conditions and mechanisms for grant-
ing or revoking access to cyber or physical assets. The pattern uses the
Controller that Controls the Access point. The control patterns requires
Data as access policies. For example, a physical Access Control system based on
a smart card is composed of three elements: the access rights stored locally or
remotely, door readers to check whether data on the card is consistent with the
policy and the door (Access point) which would be unlocked when the card is
approved.

Leads to pattern captures the access and communication possibilities
between assets. This access applies for both physical or cyber flows and is materi-
alized through the Leads To Access and Leads To Asset relations. The access
mechanism could be one-way or bidirectional.

The whole-part pattern assumes that if an incident happens on the whole,
there could be an impact on its parts. Inversely, if parts are attacked, the whole
could also suffer from the impact of the attack. In the healthcare structures, this
pattern applies to locations Building assets, that are Composed Of smaller
entities . Moreover, the propagation concerns in this case essentially “physical
incidents” such as “unauthorized access”, “fire” or “flooding”. For example, if
there is an intrusion on one floor of a hospital, it potentially affects all the rooms.
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The hosts-content pattern assumes that if an incident happens on an asset
named host asset then the content, referred to as content asset could be
affected by this incident. The structure of the pattern is enriched by rules to
enhance the validity of the relations description. If the server (Device) suffers
from “fire”, the information system (Software) it hosts will be impacted (inac-
cessible).

4.3 Axioms Definition

A set of formal axioms is defined to specify some ontology elements. Hereby
some examples with their corresponding descriptions:

– simpleBuilding � building (all simple buildings are buildings)
– AccessPoint � device � building � software � network

(An access point can be either a device, a building, a software or a network)
– Controller � ∀ controls (building � device � network � software)
– PhysicalIncident � CyberIncidents � ⊥

CyberIncidents and PhysicalIncidents are totally disjoint concepts
– data � requiredby Controller � operatingData

Data required by a Controller are exclusively OperatinData
– leadsToAsset, leadsToAccessPoint � leadsTo

leadsToAsset and LeadsToAccessPoint are subrelations of leadsTo relation
– ComplexBuilding � ∃ composedof Simplebuilding

ComplexBuilding is composed of at least one SimpleBuilding

4.4 Implementation

The implementation phase consists of codifying the ontology in a formal language
such as OWL. Many software editors allow modeling ontologies and knowledge
bases in OWL [3]. We have chosen Protégé5, an ontology and knowledge base edi-
tor that enables the construction of domain ontologies, customized data entry
forms to enter data, and comes with visualization and reasoning packages. It
offers reasoning tools to support editing inference rules for the impact propa-
gation application. Figure 3 depicts an extract of the SafecareOnto designed in
Protégé.

5 Safecare Use Cases

To prove the contribution of our ontology within the SAFECARE project and
more particularly for the management of cyber-physical incidents, a vast test-
ing operation have been organized with the project partners. It covered the
12 cyber-physical scenarios. For confidentiality reasons, we will limit ourselves
to demonstrate its contribution in two use cases using an illustrative scenario

5 https://protege.stanford.edu/.

https://protege.stanford.edu/


SafecareOnto: A Cyber-Physical Security Ontology for Healthcare Systems 29

Fig. 3: SafecareOnto implementation in Protégé

related to storing and transporting the Covid vaccines. These latter require par-
ticular logistics with a strong constraint regarding the cold chain. This constraint
is managed and guaranteed by software connected to temperature sensors placed
on the storage freezer for real-time freezer monitoring. This cyber-physical sce-
nario depicts the different actions executed by an attacker to destroy the covid
vaccine stocks. The attacker in our use case performs a set of cyber and physical
actions: social engineering on a maintenance team member(step 1), sending a
spearfishing email (step 2), remotely access the staff member’s machine (step
3), identification of the pharmacy room location on the building management
software and the freezer temperature sensor (step 4), then going to the hospital,
stealing a badge giving access to the pharmacy (step 5), access to the pharmacy
room (step 6) and finally placing a fake temperature sensor on the locked fridge
(step 7). The direct consequence of this cyber-physical attack is the destruction
of the hospital’s vaccine stocks, leading to a significant financial loss and the
patient vaccination campaign’s stopping. This consequence seriously harms the
hospital’s reputation. It contributes to delaying the health crisis’s release, with
significant impacts on hospital processes. To show the support offered by our
ontology, let us consider two uses cases. The first one concerns the derivation
of new facts from the capitalized knowledge using the capabilities of reasoner
like Pellet6. These new facts may serve asset management task. To show this,
using the Semantic Web Rule Language (SWRL), we implemented some infer-
ence rules to enrich the knowledge base with additional entries about assets and
their protections. The following inference rule is an example :

R1 : hosts(?a, ?d), protects(?p, ?a), against(?p, ?t),
physicalThreat(?t) −→ protects(?p, ?d)

6 https://www.w3.org/2001/sw/wiki/Pellet.

https://www.w3.org/2001/sw/wiki/Pellet
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Rule R1 means that a protection p implemented for an office a against phys-
ical threat t, will be also a protection for any device d hosted by the office.
In our example, the pharmacy hosts a “computer” protected against “unau-
thorized connection” threat (cyber), using a login system. Besides, protections
implemented to secure access to the “pharmacy” (“camera”, “door access con-
troller”) complete the computer’s protections against physical threats (“destruc-
tion”, “theft”..). SPARQL Queries enable querying the knowledge base to man-
age assets. While the initial knowledge base state (after raw knowledge acquired),
returns only direct facts (login system for computer), the inference rules appli-
cation extend the results to the derived facts.

The second use case covers the incidents cascading effects. An incident (cyber
or physical) that occurs on an asset can lead to several incidents on other con-
nected assets. Through the definition of propagation inference rules, it is possi-
ble to identify the extent of reachable assets starting from the initially targeted
one. These rules are formulated thanks to the knowledge acquired from security
experts (Sect. 3)and generalized considering the ontology. For the Covid scenario
example, the following propagation rules draw a “physical intrusion” potential
impacts:

Fig. 4: Incident’s impact propagation on scenario assets

(a) Physical access to office may generate devices destruction (physical impact)
and computer’s data theft (cyber impact).

R2 : occurs(?i, ?a), Intrusion(?i), SimpleBuilding(?a),Device(?d)

hosts(?a, ?d), Data(?t), hosts(?d, ?t) −→ impacts(?p, ?t), Impact(?p), Steal(?p)

R3 : occurs(?i, ?a), Intrusion(?i), SimpleBuilding(?a),Device(?d)

hosts(?a, ?d) −→ impacts(?p, ?d), Impact(?p), Destruction(?p)

(b) Code injection on a cyber system, might generate a network flooding
impact.

R4 : occurs(?i, ?a), CodeInjection(?i), Software(?a), Network(?n)
leadsTo(?a, ?n) −→ impacts(?p, ?n), Impact(?p), NetworkF looding(?p)
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The Fig. 4 shows the impacts generated by the rules R2, R3 and R4. Initially,
the intrusion incident occurs on the pharmacy door and propagates to pharmacy.
Thanks to rule R2, we can identify that objects hosted by the “pharmacy” (hosts
is transitive) are exposed to impact “physical destruction or theft”. Furthermore,
computer’s “data” may suffer from “theft” cyber impact. Applying rule R3 allows
detecting the impact “network flooding” on “core network” asset. This incident
would propagate to all cyber assets connected to the network and be predicted
thanks to additional rules (not included for space reasons).

6 Related Work

We classified related works into two categories: those dedicated to asset manage-
ment and analysis, and those contributing to the information system security.

Asset Management and Analysis-Related Works. Several models are pre-
sented in the literature for asset analysis ([2,6,23,27,29]). Authors in [29] propose
an ontology called OLPIT, and claim that it reflects the layering suggested by
the ITIL and CoBit frameworks. It defines hierarchical relationships between the
three represented levels: process level, service level, and infrastructure level. [27]
represents the assets dependence chain by an oriented graph where the assets are
the nodes. They are organized hierarchically into business system layer, infor-
mation system layer, and system component layer. In [2] dependencies between
assets are arranged in a tree-based hierarchy with the “building“ asset as the top-
level node. The hierarchy links are of two kinds: the “OR” and the “AND” links.
In [6], a first version of a metamodel describing the Mission and Asset Informa-
tion Repository (MAIR) is described. A representative set of assets is depicted
with their type of dependencies on other assets through hierarchical layers from
[14]: the mission layer for mission and business processes assets, the service layer
containing common IT service, and asset layer gathering IT infrastructure assets.
For asset analysis, in [23], four dependency layers are defined: the mission, the
operational, the application, and infrastructure layers. On another side, we can
also mention for the description of assets ArchiMate 2.1, an open and indepen-
dent Enterprise Architecture modeling language within TOGAF Framework 9.2
and the CIM standard produced by DMTF (formerly known as the Distributed
Management Task Force) that is internationally recognized by ANSI (American
National Standards Institute) and ISO.

Cyber-Security Related Works. Hospital must hold perfect knowl-
edge of its critical assets to maintain its mission despite incidents occurrence.
Assets identification and documentation fall within the scope of the risk anal-
ysis, a crucial process in risk management. The latter is described in a wide
range of national and international standards: ISO/IEC 27000:2008, ISO/IEC
27002:2013, and NIST SP 800-30. Some resources, like the HITRUST risk man-
agement framework [12] are associated with the healthcare sector. To achieve
risk analysis, it is possible to rely on existing methodologies based on standards
like LIRA [30], CRISRRAM [26] and EBIOS RM [1]. Most of these method-
ologies give an informal and light descriptions of assets. The literature provides
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also a plethora of models for security purpose ([7,15–17,31]). Most of them are
ontologies. In [31] the proposed ontology is used for attack generation while [16]
and [17] ontologies contribute to social engineering analysis and targeted attacks
mitigation. These ontologies emphasize the link between the asset concept and
the other security concepts. No description neither refinement of the concept
“asset” are provided. Only a dependency link is expressed between assets.

7 Conclusion

We proposed, in this paper, an ontology for integrated cyber-physical security in
healthcare systems able to support incident propagation and mitigation reason-
ing. Our modular ontology has been constructed around a central asset module
focusing on asset management, and extending to protection and impact mod-
ules. The modular ontology structure proved to be very useful as the acquisition
of domain knowledge could not be done in one shot given the variety and geo-
graphical spread of stakeholders. We showed two use cases, illustrated under a
real-attack scenario, enabling asset management and incident propagation anal-
ysis features.

Acknowledgements. This research received funding from the European Union’s
H2020 Research and Innovation Action under SAFECARE Project, grant agreement
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Abstract. The Internet has become the major channel where users
gather and disseminate news and information, and has given rise to prob-
lems such as fake news and disinformation. This work tackles a class of
fake news where visually similar images from past events are purported
as visual evidence to exaggerate the severity of a current news event.
These images have been repurposed and possess a great affinity to real
news, posing a challenge to the fake news detection task. We propose a
multi-stage approach that comprises an event type classifier to determine
the type of news event, and an image repurpose detector which utilizes
a siamese network to detect whether the news is fake and contains a
repurposed image. Evaluation on real-world news datasets show that the
proposed solution outperforms state-of-the-art methods and is effective
in identifying fake news containing repurposed images.

1 Introduction

Online platforms allow users to share pictures and updates on breaking news
events and give first-hand witness accounts. However, this also provides a breed-
ing ground for malicious actors to exacerbate the chaos by spreading disinforma-
tion. Image content can be manipulated using techniques such as image tamper-
ing [6] and repurposing [7,8,15,17]. While image tampering involves content-level
operations that alter parts of an image, repurposing pairs an actual image with
false contextual information.

Figure 1(a) shows a tweet on the 2019 Amazon rainforest wildfire that uses
an outdated image from the 1989 Amazon rainforest wildfire. Figure 1(b) is a
tweet that went viral because the image shows people dying on the street from
COVID-19. This image is in fact taken from a 2014 art project that remembers
the victims of the Nazi’s Katzbac concentration camp in Frankfurt. Figure 1(c)
shows a protester returning tear gas with a tennis racket. This image, taken from
the Yellow Vest Rallies in Europe, is purported to be a scene from the 2019 Hong
Kong protest. These images are not digitally manipulated but are shown out of
context. The impact can be serious as fake images are found to be shared twice
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Fig. 1. Example of real world repurposed images.

more than real images [4]. Further, images are deemed to be more credible as
they are harder to fabricate compared to textual content.

Detecting repurposed images is a challenge because malicious actors will
use visually similar photographs from past events and purport them as visual
evidence to exaggerate the severity of a current news event. Repurposed images
are often detected manually which requires human expertise, time, and resources.
[7] attempts to automate the detection of repurposed images by determining the
semantic consistency of an image and its caption, and [17] extended it to include
location information. However, the repurposed image in Fig. 1(a) will not be
detected because the visual, textual, and location are semantically consistent
although the image comes from a different event in the past.

In this work, we introduce a framework called RECAST to detect fake news
by identifying repurposed images taken from previous events that have been
rebranded with malicious intent. To ascertain the credibility of a piece of news,
we classify the type of event that is described by the news and then retrieve the
most similar event from a reference base corresponding to the event type. Both
the news and the retrieved news are then passed to a repurpose detector to deter-
mine credibility. Experiments results indicate the effectiveness of the proposed
approach to detect repurpose images in fake news, with improved accuracy over
state-of-the-art solutions.

2 Related Work

Existing fake news detection based on news content has focused on common
topics, lexical usage, and linguistic style [19], as well as news comments [1]. [18]
employs a database of genuine news to identify news whose title disagrees with
some previous news. However, this approach only uses textual contents and may
be limited in discovering fake news patterns with higher complexity.
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[9] proposes a model that takes into account text and image. The authors
treat textual content related to social interactions such as tagging other users as
social factors and separate them from regular text modality. A recurrent neural
network is adopted to jointly learn textual and social features. These features,
together with visual features extracted by a pre-trained convolutional neural
network model, are fused to determine the veracity of a news. [20] captures
written and visual patterns in fake news by extracting text and image features
using a pre-trained deep learning model. The joint features are then passed to
a fake news detector and an event classifier simultaneously to detect fake news.
[11] employs a variational autoencoder to learn the latent features of images
and texts, while [22] assesses the semantic coherence between image and text to
characterize fake news. These methods assume that the multi-modal features of
fake news have a different distribution from that of genuine news. As such, they
may not be effective in identifying repurposed images.

Image repurposing is first investigated in [7] which assesses the semantic
consistency between an image and its corresponding caption. A reference base
of untampered image-caption pairs is used. Semantically inconsistent image-
caption pairs are created by swapping the caption of an image randomly with
the caption of another image to train a model. This work does not consider
the locations and entities of the image-caption pairs. Hence, the model may not
detect images that have been repurposed from similar event types which are
likely to be semantically consistent with the captions used.

[17] incorporates GPS information and applies named entity recognition on
the image captions to identify the location, person, or organisation. However,
this approach may not be able to detect if an image has been repurposed from
similar past events. [8] develops an adversarial network with a bad actor who
produced tampered meta-data and a watchdog who verifies the semantic con-
sistency between images and their corresponding metadata. [15] describes an
unsupervised cross-modal consistency verification system that crawls reference
images for named entities extracted from the text, and compares the consistency
between the query image and the reference image. These works do not distin-
guish the different events and may not work well for tampered news due to the
similarity of the repurposed images from past similar events.

3 Proposed Framework

Figure 2 shows an overview of the proposed RECAST framework comprising
of two modules: an event type classifier and a repurpose detector. The input
to RECAST is a social media post on an event. An event can be defined as an
incident that takes place in some location over a period of time. The location and
time of an event will help to differentiate one event from another, e.g., “Wildfire
in Amazon rainforest in 2019” vs “Bushfire in Australia in 2020”. Events can
be classified into different types, e.g., “World Cup 2018” and “European Cup
2016” belongs to the Sports event type.

We parse the content and metadata of the query post to extract the textual
content txt, associated image img, event location loc and time time. The location
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Fig. 2. Overview of RECAST.

is obtained by applying named entity recognition on the post, while the event time
is assumed to be the time of the social media post. Then we employ a ResNet-50
[5] architecture pre-trained with ImageNet [2] and fine-tuned over a news corpus
to extract an 2048-dimensional feature vector from the image, denoted as eimg. A
pre-trained BERT model1 whose last 4 layers has been fine-tuned with the same
news corpus is used to obtain a 1536-dimensional word embedding from the text,
denoted as etxt. We use the Word2Vec model [14] pre-trained with Google News
corpus to obtain a 300-dimensional word embedding of the event location eloc. We
perform categorical embedding of the day (1–31), month (1–12) and year (2000–
2019) on the event time to obtain a 96-dimensional embedding vector etime. These
embeddings are passed to the event type classifier which predicts the event type of
the query post. The event type and the embeddings are used to retrieve the most
similar tuple from the corresponding reference base.

Recognizing that the characteristics of image, text and spatiotemporal fea-
tures differ across different event types, we construct a reference base of historical
posts for each event type. Each historical post is a tuple 〈id, eimg, etxt, eloc, etime〉.
Note that the images in these posts have not been repurposed. The retrieved tuple,
together with the embeddings, are sent to the image repurpose detector to deter-
mine if the image have been repurposed. For the image repurpose detector, our
goal is to retrieve some tuple r in a reference base such that for a given news query
q, if the image in r is close to the image in q but the text description of r is different
from that of q, then we can conclude that q contains fake information.

3.1 Event Type Classifier

Figure 3 shows the architecture of the event type classifier. It has four modules,
one for each modality. Each module comprises of two fully connected layers.
1 https://huggingface.co/transformers/model doc/bert.html.

https://huggingface.co/transformers/model_doc/bert.html
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Fig. 3. Event type classifier. Fig. 4. Image repurpose detector.

The embedding vector of each modality is passed to the respective module to
obtain the corresponding feature representation. These feature representations
are 128-dimensional vectors obtained as follows:

fimg = σ(Wimg · eimg)
ftxt = σ(Wtxt · etxt)
floc = σ(Wloc · eloc)

ftime = σ(Wtime · etime)

where Wimg, Wtxt, Wloc and Wtime are weight matrices of fully connected layers.
These feature representations are then passed through two fully connected

layers to obtain the event type. We adopt the multi-class cross entropy loss to
be the loss function of our event type classifier.

3.2 Image Repurpose Detector

Our image repurpose detector map the different modalities into a metric space
to evaluate their intra-modality and cross-modality distances (see Fig. 4).

We use the reference base R corresponding to the predicted event type of q
to find the nearest tuple x whose image and text are most similar to q’s. This is
achieved by computing the pairwise L2 norm distance between the images and
texts in q and that of the tuples in R using FAISS index [10]. The tuple x with
the smallest pairwise distance is given by:

x = argminr∈R(||q.img, r.img||2 + ||q.text, r.text||2) (1)

We map the different modalities of q and x into a deep metric space and evaluate
their intra-modality and cross-modality distances before passing them to the
fully connected layers to determine if q has been repurposed.
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Intra-modality Module. The intra-modality module uses three siamese neural
networks [13]. Each siamese neural network consists of twin networks which
accept some modality in the query and reference tuple as inputs. The parameters
between the twin networks are tied to ensure that the feature representations of
the two inputs are close in the deep metric space. Each network has L layers.

The first twin network takes as inputs the image embedding vectors q.img and
x.img and pass them through the L fully connected layers before computing the
induced distance vector. The distance vector obtained from the learned feature
space is represented as:

dist(siamese1(q.img, L), siamese1(x.img, L)) (2)

where dist(.) is a distance function, and siamese1(.) denotes the corresponding
output vector of the first siamese network.

The second twin network takes as inputs the text embedding vectors q.txt
and x.txt and again pass them through L fully connected layers before obtaining
the distance vector as follows:

dist(siamese2(q.txt, L), siamese2(x.txt, L)) (3)

The third twin network looks at the joint space of location and time modality
with the distance vector computed as

dist(siamese3(q.loc ⊕ q.time, L), siamese3(x.loc ⊕ x.time, L)) (4)

Cross-Modality Module. The cross modality module in Fig. 4 measures the
coherence among the text, image, location and time modalities of the query
tuple q. For the coherence between image and text, we transform the image and
text embeddings of q into a latent feature space through feedforward layers, and
obtain the image-text distance vector as follows:

dist(W1 · q.img,W1 · q.txt) (5)

where dist(.) is a distance function, and W1 denotes the weight matrix of the
feedforward layers.

Similarly, we determine the image-spatiotemporal distance vector by

dist(W2 · q.img,W2 · q.loc ⊕ q.time) (6)

where W2 denotes the weight matrix of the feedforward layers.
Finally, we concatenate all the intra- and cross- modality distance vectors

and pass it through multiple fully connected layers to predict if q has been
repurposed. The output is ŷ which is 1 if the model predicts that q has been
repurposed, and 0 otherwise.

Learning. We initialize all the network weights in the intra-modality and cross
modality fully connected layers to zero-mean and standard deviation as 1/n
where n is the number of incoming nodes. The training is performed on mini-
batches of size 64. For each tuple x in the minibatch, we retrieve the nearest
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neighbor x′. If the ground truth label of x is 1, indicating that it contains a
repurposed image, we set y(x, x′) = 1, and 0 otherwise. Let ŷ(x, x′) be the
predicted label. We define the loss function as follows:

Lrepurpose = y log(ŷ) + (1 − y) log(1 − ŷ) (7)

4 Experimental Evaluation

We implemented the proposed framework in PyTorch and carried out exper-
iments to evaluate its effectiveness in identifying fake news. The event type
classifier in RECAST is trained for 50 epochs using the Adam optimizer [12].
The learning rate is initially set to be 0.001 and is reduced by half after every 5
epochs. We add a dropout layer before the fully connected layers. The probabil-
ity parameter of the dropout layer is set to 0.5. The repurpose detector model
is trained for 100 epochs with early termination with the Adam optimzier [12].
The learning rate is initially set to be 0.001 and is decayed by 2% each epoch.

4.1 Experimental Datasets

We follow the same protocol described in [7,17] to curate the following datasets:

TamperedNews-Event. This is a subset of TamperedNews dataset [15] where
we select news that mentions event entities. The events are extracted from arti-
cles in BreakingNews dataset [16] using named entity recognition. We create
re-purposed tuples by replacing the images from other events of the same type
and further tamper the locations and timestamps of the events.

TamperedWiki-Flickr. We create this dataset from Wiki-Flickr [21] which has
both images and text. We utilize the named entity recognition model in [3] to
retrieve locations from the text. The time of the post is assumed to be the time
of the event. We generate tampered tuples by swapping events with other events
of the same type, as well as their location and time.

Table 1 shows the characteristics of the datasets. Note that TamperedNews-
Event has more events and fewer news tuples per event.

4.2 Experiments on Event Type Classification

Table 2 shows the performance of RECAST event type classifier. We see that it
achieves more than 85% accuracy for both datasets. This is remarkable especially
for TamperedNews-Event where the sports competition category contains sports
events ranging from soccer to tennis which is visually more diverse than the
categories such as flood and storm in TamperedWiki-Flickr.

Effect of Different Modality. Recall that the event type classifier takes as
input different modalities. Table 3 shows the effect of these modalities on the
accuracy of the classifier. Using image and spatio-temporal information leads
to lower accuracy compared to using text and spatio-temporal information.



42 S. J. H. Lee et al.

Table 1. Dataset statistics. #Events is the number of unique events in a category.

Dataset Event type Category #Events #Tuples

TamperedNews-Event Competition Competition 16 1199

Sports competition 91 1326

Festival Festival 71 643

Award 6 395

Holiday 31 969

Convention 10 99

War War 47 1712

Shooting 12 105

Disaster 4 125

TamperedWiki-Flickr Political Election 9 812

Demonstration 15 1767

Disaster Earthquake 4 616

Storm 4 423

Flood 4 386

War War 8 1733

Terror attack 9 1326

Table 2. Accuracy of event type classifier.

Event type Accuracy

Competition 0.86

Festival 0.85

War 0.88

Overall 0.86

(a) TamperedNews-Event

Event type Accuracy

Political 0.97

Disaster 0.97

War 0.98

Overall 0.97

(b) TamperedWiki-Flickr

Table 3. Effect of modalities on the accuracy of event type classifier.

Dataset Event type Image+Text Image+ST Text+ST Image Text ST

Tampered News-Event Competition 0.82 0.77 0.84 0.63 0.83 0.73

Festival 0.81 0.78 0.83 0.63 0.77 0.71

War 0.86 0.73 0.86 0.61 0.85 0.73

Overall 0.82 0.76 0.84 0.62 0.81 0.72

Tampered Wiki-Flickr Political 0.92 0.85 0.95 0.67 0.91 0.84

Disaster 0.93 0.83 0.96 0.53 0.92 0.84

War 0.95 0.88 0.95 0.80 0.93 0.85

Overall 0.93 0.85 0.95 0.70 0.92 0.84

This suggests that image is less significant than the textual content of news
for event type classification. This is because text contains more detailed infor-
mation of the news event, whereas image only shows a snapshot of the event.
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Further, we observe that using text and spatio-temporal information leads to
higher accuracy compared to using text and image. One possible reason is that
image and text tend to have overlapping information. As a result, including
images does not achieve as much improvement as spatial-temporal information.

4.3 Comparative Study

We compare RECAST with the following approaches:

EANN [20]. This method that comprises of three components: a multi-modal
feature extractor for images and textual data, a fake news detector that learns
discriminative news representations, and an event discriminator. The network
is trained adversarially to ensure the learned representation is independent of
event-specific features and is transferable to detect fake news on unseen events.

MVAE [11]. This method first applies a pretrained VGG-19 and a recurrent
neural network to respectively extract image and text features from the news. A
bi-modal variational autoencoder is then trained to encode and reconstruct the
extracted visual and textual features. These latent representations are shared
with a fake news detection module consisting of fully-connected layers to predict
if the news is fake or not.

CCV [15]. This method employs named entity linking to extract event enti-
ties mentioned in the text and automatically collects images using from various
search engines to construct a reference base for the recognized event entities.
The method then calculates the similarity between the news image and images
from the reference base for cross-modal consistency verification.

We follow the experiment protocol in [15,20], and report the precision, recall,
F1 and AUROC. Table 4 shows the results. Overall, our framework achieves the
best performance indicating that it is better able to discriminate fake news from
the real ones. Note that the results for RECAST includes the error, if any, made
by the event type classifier. We also conducted an experiment where we use the
union of the all the event type reference bases to retrieve the nearest neighbor, in
other words, we omit the event type classifier. The results show a 5% reduction in
precision, 2% reduction in recall, 4% reduction in F1, 4% reduction in accuracy,
and 2% reduction in AUROC on average.

Table 4. Results of the comparative study.

Method TamperedNews-Event TamperedWiki-Flickr

Precision Recall F1 AUROC Precision Recall F1 AUROC

EANN 0.60 0.64 0.62 0.63 0.52 0.74 0.61 0.65

MVAE 0.69 0.74 0.72 0.73 0.73 0.61 0.67 0.72

CCV 0.58 0.76 0.66 0.64 0.70 0.91 0.78 0.83

RECAST 0.72 0.79 0.75 0.80 0.87 0.79 0.83 0.91
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MVAE detects fake news by assessing patterns in the linguistic and visual
modality of news without relying on external sources of knowledge to verify the
credibility of the modalities. When an image in a piece of news is replaced by
some image from other similar genuine events, MVAE is unable to detect the fake
news based on the modalities of the query news alone. By utilising an external
reference base, RECAST is able to utilize the most similar reference news to
better predict if the query news is fake.

Although CCV has a high recall of 0.91 in TamperedWiki-Flickr, its precision
is low, resulting in a lower F1 score compared to RECAST. Both RECAST and
CCV utilize external reference base to verify the truthfulness of news. However,
when the retrieved news image is visually similar to the query news, CCV will
assign a high credibility score to the query news. As a result, when fake news
uses a repurposed image taken from other events that have similar visual scenes
to the query event, CCV is not able to detect it as fake news.

4.4 Variants of RECAST

We also examine the effect of different modalities on the performance of the
repurpose detector in RECAST. For this experiment, we use the same event
type classifier which employ all the modalities to predict the event type, while
the repurpose detector uses subsets of modalities as follows:

(I+T) uses image and text information.
(I+S) uses image and spatio-temporal information.
(I+T+S) includes all the modalities.
Table 5 shows the results. We observe that (I+S) produces better AUROC

score than (I+T) on both datasets, suggesting that spatio-temporal informa-
tion contributes more to the detection of repurpose images compared to textual
context.

Table 5. Results of the different variants of RECAST.

Method TamperedNews-Event TamperedWiki-Flickr

Precision Recall F1 AUROC Precision Recall F1 AUROC

(I+T) 0.79 0.68 0.73 0.76 0.80 0.76 0.78 0.85

(I+S) 0.76 0.70 0.73 0.78 0.81 0.80 0.80 0.87

(I+T+S) 0.72 0.79 0.75 0.80 0.87 0.79 0.83 0.91

4.5 Case Study

Finally, we present a case study from TamperedWiki-Flickr to demonstrate the
effectiveness of RECAST in detecting fake news containing repurposed images.

Table 6 shows a fake news with a repurposed image taken from the Tohoku
earthquake and tsunami event to exaggerate the severity of the Pakistan flood
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Table 6. Fake news detected by RECAST but missed by EANN, MVAE, and CCV.

Image Text Spatial-
temporal

Original image source

News event:
Tohoku earthquake
and tsunami

A 7.3-magnitude earthquake
struck early Saturday morn-
ing off Japan’s east coast, near
the crippled Fukushima nu-
clear site ...

Tokyo,
Fukushima,
Japan
2011-03-
11

Query news q

News event:
Pakistan floods

Millions of people have been
affected by the flood waters in
large parts of Pakistan...

Tokyo,
Fukushima,
Japan
2011-03-
11

Retrieved news x

News event:
Tohoku earthquake
and tsunami

Hundreds more were reported
missing after waves as high
as 23 feet swept ashore, ac-
cording to state broadcaster
NHK...

Tokyo,
Japan,
U.S.
2011-03-
11

event. Both the image and textual contents of the query news are taken from his-
torical events and are semantically coherent. As such both EANN and MVAE are
unable to detect this news as fake. Since CCV only considers the image modality,
it will retrieve multiple images related to the Pakistan flood and determine the
cosine similarity between the visual features of the query image and reference
images. However, the images of the Pakistan flood event happen to be highly
similar to that of the Tohoku earthquake and tsunami, resulting in CCV’s fail-
ure to correctly identify the query news as fake news. In contrast, RECAST
takes into account visual, textual, and spatio-temporal modalities enabling it to
correctly detect this query as fake news.

5 Conclusion

In this work, we have addressed the problem of detecting repurposed images
in fake news. We have proposed a framework that takes into account image,
text, and spatio-temporal information in the query news. The framework first
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identifies the event type of the query and retrieves the most similar news from a
reference base containing historical news of the same event type. Our repurpose
detector considers the cross-modality and intra-modality consistency between
the retrieved news and query news. Experimental results on multiple datasets
demonstrated that RECAST is effective in detecting repurposed images in news.
Future work includes incorporating the proposed framework into a platform for
checking fake news at scale.
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Abstract. Placement of items on the shelf space of retail stores sig-
nifcantly impacts the revenue of the retailer. Given the prevalence and
popularity of medium-to-large-size retail stores, several research efforts
have been made towards facilitating item/itemset placement in retail
stores for improving retailer revenue. However, they do not consider the
issue of urgency of sale of individual items. Hence, they cannot efficiently
index, retrieve and place high-revenue itemsets in retail store slots in
an urgency-aware manner. Our key contributions are two-fold. First,
we introduce the notion of urgency for retail itemset placement. Sec-
ond, we propose the urgency-aware URI index for efficiently retrieving
high-revenue and urgent itemsets of different sizes. We discuss the URIP
itemset placement scheme, which exploits URI for improving retailer rev-
enue. We also conduct a performance evaluation with two real datasets to
demonstrate that URIP is indeed effective in improving retailer revenue
w.r.t. existing schemes.

Keywords: Utility mining · Retail stores · Urgent items · Pattern
mining

1 Introduction

Placement of items in the slots of the shelf space of retail stores significantly
impacts the revenue of the retailer [6–8,10]. Large retail stores (e.g., Walmart
Supercenters, Dubai Mall) with huge retail floor space have become increasingly
prevalent. Notably, retail store slots are either premium (i.e., slots with high visi-
bility/accessibility to customers) or non-premium (i.e., low visibility/accessibility
slots). Premium slots are those that are near to the eye or shoulder level of cus-
tomers and impulse-buy slots at checkout counters; other slots are non-premium.
Items placed in premium slots have a significantly higher probability of sale than
c© Springer Nature Switzerland AG 2021
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items placed in non-premium slots; hence, item placement in premium slots sig-
nificantly impacts retailer revenue [6,7]. Furthermore, customers often prefer the
convenience of one-stop shopping i.e., buying sets of items together i.e., itemsets
[3] (e.g., {bread, butter, jam}) instead of buying individual items. Hence, this
work addresses itemset placement in the retail slots to exploit such associations
in customer purchase patterns only for premium slots.

Retailers stock fast-moving consumer goods (FMCG) [4,12], which are char-
acterized by frequent purchases. FMCG include packaged foods, beverages, fash-
ion items (e.g., perfumes, cosmetics, apparel) and consumer electronics. The
FMCG market is estimated to reach revenue of $15,361.8 billion globally by
2025 [1]. Notably, FMCG need to be sold urgently due to reasons such as per-
ishability (e.g., for packaged foods), change of fashion styles (e.g., for apparel
fashion) and obsoleteness (e.g., for mobile phones); otherwise, the retailer will
lose significant revenue. We shall refer to FMCG as urgent items.

Existing utility mining approaches identify high-utility itemsets (HUIs). The
HUI-Miner algorithm [11] stores itemset utility values in a specialized data struc-
ture called the utility-list. The MinFHM algorithm [9] uses pruning methods and
optimization strategies for extracting MinHUIs (minimal HUIs) i.e., the small-
est itemsets with high utility. Utility-based itemset placement approaches for
improving retailer revenue consider varied physical sizes of the items [5,7], var-
ied premiumness of the retail store slots [6]. In particular, the TIPDS itemset
placement scheme [7] exploits the Slot Type Utility (STU) index [5,7] for quickly
retrieving the top-utility itemsets. From different levels of STU, TIPDS allocates
itemsets in a round-robin manner until all premium slots are filled. Unlike our
proposed URI index, STU does not consider the urgency issue. Notably, none of
the existing works address the issue of urgency-aware itemset placement in retail
stores for improving retailer revenue.

We address the problem of urgency-aware retail itemset placement for
improving retailer revenue. Based on the itemsets extracted from user purchase
transactions, the problem is to (a) identify high-revenue itemsets with considera-
tion for their urgency and (b) place such itemsets in a given number of premium
slots for improving retailer revenue. We introduce the notion of urgency scores
of items to quantify the urgency of sale of any given item. Further, we introduce
a hybrid urgency revenue score δ to prioritize urgent and high-revenue itemsets
for placement. We propose the Urgency-aware high-Revenue itemset Indexing
scheme (URI) for efficient indexing and retrieval of urgent and high-revenue
itemsets. The core idea of URI is to store only the top-λ itemsets based on δ
at each index level to reduce candidate itemset generation overhead. We also
propose an effective itemset placement scheme, designated as Urgency-aware
high-Revenue Itemset Placement scheme (URIP), for improving retailer rev-
enue. URIP exploits our proposed URI index for strategically placing urgent and
high-revenue itemsets. Our key contributions are two-fold:
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1. We introduce the notion of urgency for retail itemset placement.
2. We propose the urgency-aware URI index for efficiently retrieving high-

revenue and urgent itemsets of different sizes. We discuss the URIP itemset
placement scheme, which exploits URI for improving retailer revenue.

We have conducted a performance study with two real datasets to demon-
strate that URIP is indeed effective in improving retailer revenue w.r.t. existing
schemes. To the best of our knowledge, this is the first work to address urgency-
aware itemset placement in retail stores.

2 Proposed Framework of the Problem

Consider a finite set Υ of m items {i1, i2, i3 ,..,im}. We assume that each item
is of the same size and consumes only one slot on the retail store shelves. Each
item ij is associated with a price ρij , a frequency of sales σij and an urgency
score θij . Here, 0< θij ≤1 for urgent items, and 0 otherwise.

Consider a set D of user purchase transactions, where each transaction com-
prises a set of items from set Υ . We define an itemset of size k as a set of k distinct
items {i1,i2,..,ik}. We assume that each item occurs in a given transaction only
once. Notably, this work uses revenue as an example of a utility measure. We
shall use the terms revenue, net revenue and utility interchangeably.

The net revenue NRij of an item ij is the product of its price and its
frequency of sales i.e., (ρij ×σij ). Moreover, the net revenue NRz of an itemset
z of size k is the sum of the prices of all k items in z multiplied by the frequency
of sales of z i.e., (

∑k
i=1 ρi) × σz. The urgency score θz of a given itemset

z is the average of the urgency values of all k items in z i.e., (
∑k

i=1 θi)/k.
Hybrid urgency revenue score δz of an itemset z is designed to consider
both revenue and urgency. We compute δz as NRz × (1 + θz). Figure 1 depicts
an illustrative example for the aforementioned computations. For example, the
net revenue of itemset {B,C,E} = (2 + 6 + 3) * 2 i.e., 22; the urgency score of
{A,D} is (0.8 + 0.1)/2 i.e., 0.45 and the hybrid urgency-revenue score of {A,D}
is 24 * (1 + 0.45) i.e., 34.8.

Fig. 1. Example for the computation of NR, θ and δ

Problem Statement: Consider a finite set Υ of m items, where each item ij is
associated with a price ρij , frequency of sales σij and urgency θij . Furthermore,
consider a set D of user purchase transactions on the items in Υ . Given N pre-
mium slots in a retail store, the problem is to place items/itemsets in these slots
such that the total revenue of the retailer is improved.



54 R. Mittal et al.

3 URIP: Urgency-Aware Itemset Placement Scheme

We first present our proposed URI indexing scheme, which is used by our pro-
posed URIP itemset placement scheme. Then we discuss URIP in detail.

Fig. 2. Illustrative example of the URI indexing scheme

Algorithm 1: Urgency and Revenue based Itemset Placement (URIP)
Input: URI index, N: no. of premium slots, Inventory of each item
Output: Placement of the items/itemsets in N slots

1 Initialize Slots[N] to NULL; CAS=N; ptr p;
2 while (CAS > 1)
3 for (j=1 to λ)
4 if (maxL%2==0) then p=(maxL/2)+1 else p = �maxL/2�
5 for (i=0 to �(maxL/2)�-1) if i%2==0 then p=p+i else p=p-i
6 Select itemset X from URI[p][j]
7 if (inventory of each item in itemset X �= 0) then
8 Place itemset X in slots[N]; CAS = CAS - |X| ;

URI Indexing Scheme: The core idea of URI is to store the top-λ urgent and
high-revenue itemsets of different sizes instead of storing all possible itemsets
of any specific size. URI is a multi-level index comprising N levels, where the
kth level corresponds to itemsets of size k. Each level of URI corresponds to a
hash bucket. For finding the top-λ high-revenue urgent itemsets of a given size
k, URI can quickly traverse to the hash bucket corresponding to the kth level.
Now, for each level k in URI, the corresponding hash bucket contains a pointer
to a linked list of the top-λ high-revenue urgent itemsets of size k. The entries of
the linked list are of the form (its, ρ, σ, NR, θ, δ), where its refers to the given
itemset. Here, ρ is the total price of all the items in its, σ is the frequency of
sales of its, NR is the net revenue of its, θ is the urgency score of its and δ is the
hybrid urgency revenue score of its. The values of NR, θ and δ are computed as
discussed in Sect. 2. The entries in the linked list are sorted in descending order
of δ to facilitate quick retrieval of the top-λ itemsets of any size k based on both
urgency and revenue; any ties are resolved arbitrarily.

URI is built on a level-by-level basis starting with itemsets of size 1 all the
way up to the maximum specified level of the index. Itemsets of size 1 are
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selected based on net revenue and urgency scores. Level 2 of URI is built by
combining itemsets of size 1, level 3 is built by combining itemsets of sizes 1 and
2 respectively, and so on. Figure 2 depicts an example of URI with λ = 5.

Urgency and Revenue Based Itemset Placement (URIP) Scheme: The
core idea of URIP is to extract high-revenue and urgent itemsets of different
sizes from different levels of URI, starting from the middle level of URI and
then branching out progressively to the next higher and the next lower levels.
At each level, the extraction starts with the top-1 itemset at that level followed
by the top-2 itemset and so on. Observe how URIP prioritizes the placement of
itemsets of different sizes. Algorithm 1 depicts the URIP algorithm.

4 Performance Evaluation

Our experiments use two real datasets from the SPMF open-source data mining
library [2]. The Chainstore retail dataset has 46,086 items and 1,112,949 user
purchase transactions, along with item utility (price) values. The Retail dataset
from a Belgian retail store has 16,470 items and 88,162 transactions. Since Retail
does not provide utility values, we generated item prices in the [0,1] range by
considering ten equal-ranged buckets within this range.

For assigning urgency scores θ to items, we randomly select UP% (urgency
factor) of all items to be urgent items; for all other items, θ = 0. We assign value
of θ to each urgent item for both datasets by considering 8 equal-ranged buckets
in the [0,1] range. We assign inventory (number of instances of an item available
with the retailer) to items using 8 buckets of equal range in the ranges of [1,750]
(for Retail) and [1,500] (for Chainstore).

We divided each dataset into two parts i.e., training set and test set contain-
ing 70% and 30% of transactions respectively. We did placement using training
set and evaluated the performance on test set. We measured the execution time
(ET) for itemset placement for the training set and the total revenue (TR) of
the retailer for the test set. We set the number of top high-utility itemsets per
level of the index to 2000 and the total number of slots (TS) to 6000.

Fig. 3. Effect of variations in Urgency Percentage (UP )
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As reference, we adapt existing schemes, namely MinFHM [9], HUI-Miner [11]
and TIPDS [7]. Both MinFHM and HUI-Miner extract high-utility itemsets, but
do not perform itemset placement. Using their extracted high-utility itemsets as
input, we use our URIP scheme for itemset placement; we shall henceforth refer
to these schemes as MinFHM and HUI-Miner respectively. Since TIPDS itself
performs itemset placement, we directly compare w.r.t. TIPDS.

Figure 3 depicts the effect of variations in the percentage of urgent items
(UP ) for both datasets. Reference schemes exhibit comparable ET and TR as
UP varies since they are oblivious to the urgency issue. URIP incurs lower ET due
to its efficient URI index. URIP significantly outperforms all reference schemes
in terms of TR due to its urgency-awareness.

5 Conclusion

Given that itemset placement in retail stores significantly impacts retailer rev-
enue, several research efforts have focused on strategically placing itemsets. How-
ever, they have not considered the issue of urgency of sale of items. In this work,
we have introduced the notion of urgency of sale of items and proposed the
urgency-aware URI indexing scheme, which is used by our proposed URIP item-
set placement scheme for improving retailer revenue. Our performance study
indicates that URIP is indeed effective in improving retailer revenue.

References

1. FMCG Market Size. https://www.alliedmarketresearch.com/fmcg-market
2. SPMF Library. http://www.philippe-fournier-viger.com/spmf/datasets
3. Agrawal, R., Srikant, R.: Fast algorithms for mining association rules. Proc. VLDB

1215, 487–499 (1994)
4. Aponso, A., Karunaratne, K., Madubashini, N., Gunathilaka, L., Guruge, I.: Anal-

ysis and prediction framework: case study in fast moving consumer goods. Int. J.
IT Knowl. Manag. 9, 68–73 (2015)

5. Chaudhary, P., Mondal, A., Reddy, P.K.: A flexible and efficient indexing scheme
for placement of top-utility itemsets for different slot sizes. In: Reddy, P.K., Sureka,
A., Chakravarthy, S., Bhalla, S. (eds.) BDA 2017. LNCS, vol. 10721, pp. 257–277.
Springer, Cham (2017). https://doi.org/10.1007/978-3-319-72413-3 18

6. Chaudhary, P., Mondal, A., Reddy, P.K.: An efficient premiumness and utility-
based itemset placement scheme for retail stores. In: Hartmann, S., Küng, J.,
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Abstract. Locality-Sensitive Hashing (LSH) is a popular method for
answering c-approximate nearest neighbor queries in high-dimensional
spaces. Existing LSH methods are either DRAM-based ones which con-
sume a vast amount of expensive DRAM and are time-consuming to
rebuild after programs reboot, or disk-based ones such as the state-of-
the-art QALSH (Query-Aware LSH), which suffers from high latency of
disk I/O. In this paper, we find that the emerging non-volatile mem-
ory (NVM) can be leveraged to solve the above problems. Its economic
characteristics and data durability urge us to persist most of the LSH
index in NVM to reduce DRAM occupancy; and its byte-addressability
and low latency contribute to fast query processing. Since QALSH uses
B+-Trees as index data structures and LB-Tree is the state-of-the-art
NVM-optimized B+-Tree, we first directly combine QALSH with LB-Tree
to get LB-QALSH. However, LB-QALSH shows poor query performance
under NVM. To fully utilize the advantages of NVM, we propose an NVM-
optimized implementation of QALSH, named NV-QALSH, which is the
first NVM-optimized LSH. NV-QALSH adopts three optimization designs
to achieve a high query performance. Experiments show that NV-QALSH
outperforms LB-QALSH with a 1.5-4.7x speedup. Furthermore, compared
with the state-of-the-art DRAM-based LSH, NV-QALSH greatly reduces
the DRAM occupancy and the index rebuilt time.

Keywords: Approximate nearest neighbor search · Locality-sensitive
hashing · Non-volatile memory

1 Introduction

Finding the nearest neighbor (NN) in high-dimensional spaces is a fundamental
problem and has wide applications in various fields such as database, infor-
mation retrieval, data mining, and artificial intelligence. Due to the curse of
dimensionality [17], it is difficult to find exact NN in high-dimensional spaces,
hence the alternative problem, called c-approximate NN (c-ANN) search has
been widely studied [7]. Locality-Sensitive Hashing (LSH) and its variants [7,18]
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are among the most widely adopted methods for answering c-ANN queries in
high-dimensional spaces. Intuitively, LSH constructs multiple hash tables form-
ing an index structure to find the c-ANN. Existing DRAM-based LSH methods
[2,8,13] place the index structure in DRAM for fast query speed, consuming
a vast amount of expensive DRAM and losing the entire index structure upon
power failure. Disk-based methods [3–6,10,12,15,16] have a low DRAM occu-
pancy and a short index rebuilt time, but suffer from high latency of disk I/O,
resulting in a slow query processing speed.

Non-volatile memory (NVM), an emerging hardware technology, has both
disk and DRAM features, i.e., economy (cheaper than DRAM), non-volatility
(data is persisted upon power failure), byte-addressability (data accessed in
byte rather than disk page I/O) and low latency (orders of magnitude faster
than disks, but 2-3x slower than DRAM). An intuitive thought is to leverage
these properties to combine the advantages of DRAM-based LSH and disk-based
ones. Query-Aware LSH (QALSH) [5,6], a state-of-the-art disk-based LSH, uses
I/O efficient B+-Trees to index hash tables. Since LB-Tree [9] is the state-of-the-
art NVM-optimized B+-Tree, we first combine QALSH with LB-Tree to get a
naive implementation of QALSH under NVM, called LB-QALSH. However, LB-
Tree is a generic B+-Tree and does not consider any optimizations for QALSH.

To fully utilize the advantages and characteristics of NVM, we propose an
NVM-Optimized implementation of QALSH, named NV-QALSH. To the best
of our knowledge, NV-QALSH is the first NVM-optimized LSH. NV-QALSH
exploits three optimization designs based on the features of NVM and the query
phase of QALSH. The first design comes from the DRAM-NVM storage architec-
ture employed by LB-Tree, and we extend this idea to the whole NV-QALSH and
utilize a three-level storage architecture. The second optimization is to redesign
the leaf nodes to make the NVM B+-Trees more suitable for QALSH. The last
optimization is to constrain the collision counting granularity to one leaf node,
which takes full advantage of the XPBuffer in NVM. Note that the collision
counting is the main operations in the query phase of QALSH.

Experiments show that NV-QALSH achieves a 1.5-4.7x speedup over LB-
QALSH, and greatly reduces the DRAM space consumption and the index
rebuilt time compared with the state-of-the-art DRAM-based LSH methods.

2 Preliminaries

In this section, we first give the definition of the c-ANN search problem and then
briefly introduce how QALSH finds the c-ANN. Then, we discuss the character-
istics of NVM which have a great impact on our optimization designs. Finally,
we briefly introduce LB-Tree and the implementation of LB-QALSH.

2.1 The c-ANN Search Problem

Given a dataset D which contains n data objects in a d-dimensional space Rd,
let dist(o, q) denote a distance metric between two objects o and q, the c-ANN
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search problem is to construct a data structure that can find an object o such
that dist(o, q) ≤ c× dist(o∗, q), where q is any query object in Rd, c is the given
approximation ratio that has to be larger than 1, and o∗ is the exact NN of q.
Intuitively, the c-ANN search problem is to find a near enough object rather
than the nearest one for a specific query.

Similarly, the c-k-ANN search problem is to find k objects oi (1 ≤ i ≤ k)
such that dist(oi, q) ≤ c × dist(o∗

i , q), where q is any query object in Rd, c is the
given approximation ratio, and o∗

i is the exact i-th NN of q.

2.2 The QALSH Method

Based on the novel query-aware bucket partitioning strategy, QALSH [5,6] is pro-
posed to answer c-ANN queries for lp distance. In this paper, we mainly focus on
the l2 distance, i.e., the Euclidean distance. QALSH adopts the following query-
aware LSH function family: ha(o) = a · o. Here o is the vector representation of
a data object, and a is a d-dimensional vector where each entry is drawn inde-
pendently from the standard normal distribution N(0, 1). Intuitively, the LSH
function projects an object o onto a random line specified by a. An interesting
property of such random projections is that with a high probability, two close
objects in the original Euclidean space will remain close on the random line; and
similarly, two far objects will stay far on the random line.

To find a c-ANN, QALSH projects the whole dataset onto m random lines.
In the query phase, when a query arrives, QALSH locates its projected posi-
tion on the same m random lines, and constructs m query-centric hash buckets
with width w. In this way, objects close to the query will collide into the same
bucket with high probability. Then QALSH performs collision counting [3] for
the objects in the m buckets, and an object with counting more than l is chosen
as a candidate. After that, the bucket width w is enlarged to search for more
candidates. QALSH terminates the algorithm when more than β (typically, β is
set to be 100 in [6]) candidates are chosen or some candidate is close enough to
the query in the original space. Similarly, for c-k-ANN search problem, QALSH
terminates the algorithm when more than (β + k) candidates are selected or k
candidates are close enough.

In practice, QALSH exploits m B+-Trees to index the m random lines, and
performs range search in the query phase to find candidates by collision count-
ing. However, to achieve a high query accuracy, QALSH has to search lots of
random lines with a gradually increasing bucket width, possibly resulting in a
large number of disk I/Os and high query latency.

Besides QALSH, there are other disk-based LSH methods, such as C2LSH [3],
SRS [15]. Among them we choose QALSH to optimize in NVM because it is still
regarded as a state-of-the-art LSH and has a high query performance especially
in high-dimensional spaces. In the tutorials of SIGKDD’19, QALSH is introduced
as the representative of LSH. Recently, many variants of QALSH are proposed,
including I-LSH [10], R2LSH [11], PDA-LSH [18], VHP [12], indicating that
QALSH is still popular and wide studied.
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Fig. 1. 256 B leaf nodes of LB-Tree.

2.3 Non-Volatile Memory

Non-Volatile Memory (NVM) is a new storage technique [19]. In this paper,
we mainly target the Intel Optane DCPMM1, a commercially available NVM
solution, which has a higher capacity (128–512 GB per DIMM) and a lower
price than DRAM. In this paper, we use an NVM-aware filesystem with DAX to
manage the Optane memory, and memory-map the data into virtual addresses.
Besides, we adopt the App-Direct model of the Optane memory, which allows
the CPU to directly access data in NVM and ensures the data persistence.

As indicated in [19], Optane DCPMM is 2–3 slower than DRAM, and the
gap between random and sequential reads is 20% for DRAM but 80% for Optane
memory. When data are read from the Optane memory to the CPU, 256B data
are transferred into an XPLine in the XPBuffer in NVM [19], then 64 B data
among them are read to a CPU cacheline. In this paper, we mainly focus on
optimizing NVM read because most data operations in the query phase of LSH
are read operations.

Recently, some NVM-optimized B+-Trees are proposed, such as FP-Tree [14]
and LB-Tree [9]. We follow some useful ideas such as selective persistence and
256B alignment, to reduce the read latency in NV-QALSH.

2.4 LB-Tree and LB-QALSH

LB-Tree is an NVM-optimized B+-Tree which proposes some novel techniques
such as entry moving and logless node split, to improve entry insertion perfor-
mance. As illustrated in Fig. 1, leaf nodes of LB-Tree are 256 B (256 Bytes).
The alt bit is used to indicate which sibling pointer is valid. The fingerprints are
used to speedup the point query.

When implementing LB-QALSH, we mainly make the following two changes
in LB-Tree. First, when given the projected value of the ANN query as the target,
the lookup operation returns a position p such that the key in p is smaller or equal
to the target, while the key in p + 1 is larger than the target. In fact, p is the
projected position of the query. Second, to support range search from both left
and right sides, we use one of the sibling pointers to point to the left sibling node.

1 https://www.intel.com/content/www/us/en/architecture-and-technology/optane-
dc-persistent-memory.html.

https://www.intel.com/content/www/us/en/architecture-and-technology/optane-dc-persistent-memory.html
https://www.intel.com/content/www/us/en/architecture-and-technology/optane-dc-persistent-memory.html
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Fig. 2. Three-level storage architecture of NV-QALSH.

Specifically, after a node split, the invalid sibling pointer is set to point to the left
sibling node. More details about LB-QALSH will be presented in Sect. 3.3.

3 Optimization Designs

In this section, we thoroughly present the optimization designs of NV-QALSH.

3.1 Three-Level Storage Architecture

NV-QALSH exploits a three-level storage architecture combining the advantages
of DRAM, NVM, and disks. As illustrated in Fig. 2, we put in DRAM the “hot”
data, i.e., all inner nodes and the m LSH functions. The amount of “hot” data is
small, hence they can be recovered rapidly from the data in NVM. Since “hot”
data are accessed frequently during the query phase, we place them in faster
DRAM to reduce the read latency.

As for the “warm and basic” data, the main part of the whole index struc-
ture, are placed in NVM. These data include the leaf nodes which contain all
projected values of the dataset. The leaf nodes are used to rebuild the non-leaf
part in DRAM, and hence they are the “basic” data of the index. Besides, only
a portion of leaf nodes are accessed during the query phase, and hence they are
also the “warm” data. Therefore, they are placed in the slightly slower NVM for
persistence. The “basic” data also include the m LSH functions to ensure that
different queries use the same LSH functions after the program restarts. Besides,
all the m LSH functions are used for each query, making them both the “hot”
and “basic” data. Therefore, we duplicate them both in NVM and DRAM.

Finally, the “cold” data stored on disks include the whole dataset. The
amount of them is enormous, but only a tiny part of them are accessed for origi-
nal distance calculation for each query. In fact, less than 100 objects are accessed
when answering a c-ANN query. Since NVM is still more expensive than disks,
these very large but rarely accessed data are placed on cheaper disks.



NV-QALSH: An NVM-Optimized QALSH 63

Fig. 3. 256 B leaf nodes of NV-QALSH.

With the three-level storage architecture, NV-QALSH fully utilizes the lowest
latency of DRAM, the persistence of NVM, and the economy of disks.

3.2 Leaf Node Optimization

The second optimization is to redesign the leaf node of NV-QALSH based on the
query phase. As illustrated in Fig. 3, the leaf node of NV-QALSH is still 256 B.

During the query phase of QALSH, first the projected position of the query is
located. Note that the projected value of the query tends to be different from any
values in the B+-Trees since the query object is assumed to be different from any
objects in the dataset. Since the fingerprints are used for exact point search and
have no help of locating projected position, we remove them for saving space.

We follow the original implementation of QALSH to make a key-value pair in
a leaf node consist of a 4 B float projected value as key and a 4 B int data-id as
value. Following the idea in [1], entries inside a leaf node are unsorted to reduce
NVM writes, and a 4 B bitmap indicates valid data entries and empty slots.
During the query phase, the minimum and the maximum hash values are used
to determine whether the leaf node is within the searching range. To quickly find
the min/max hash values in an unsorted leaf node, two 2 B integers are used to
record their slot-ids.

The two 8 B pointers are used to support the range search in the query
phase. Since we memory-map the NVM into a virtual address space, each time
a new memory-map may change the virtual addresses. Hence, we record in the
8B pointer the offset of a leaf node to the starting address of the memory-map.
Note that the offsets can be easily transformed into virtual memory addresses.

As indicated in Sect. 2, a leaf node of LB-QALSH contains 14 objects, but
that of NV-QALSH contains 29 objects. Therefore, with the same dataset size,
the number of leaf nodes in NV-QALSH is less than half of that in LB-QALSH.
Besides, the number of inner nodes is also reduced, and thus the DRAM occu-
pancy and the index rebuilt time are also reduced. Furthermore, the height of
the B+-Tree in NV-QALSH is smaller, and the retrieval speed from the root to
leaf nodes will be improved. Finally, all leaf nodes are designed to be aligned
with 256 B. Therefore, when some data of a leaf node are read, the whole leaf
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Fig. 4. (a) LB-QALSH counts only one object in a leaf node at a time, causing an
XPLine to swap in and out data frequently. (b) NV-QALSH counts all objects in a leaf
at a time, avoiding data swapping in and out in an XPLine frequently.

node is brought into exact one XPLine in the XPBuffer of NVM, contributing
to the next optimization design.

3.3 Collision Counting Granularity Optimization

The third optimization design is to constrain the collision counting granularity
to a leaf node, i.e., counting all the objects in a leaf node at a time.

As described in Sect. 2, in the query phase, QALSH needs to perform collision
counting. In practice, QALSH starts from the projected position of the query
in a B+-Tree and performs a range search towards the left and the right. In
the original implementation, to check the objects on all lines fairly, QALSH will
check one object for each line circularly. LB-QALSH takes this approach but
causes XPLine in XPBuffer to swap in and out data frequently. As illustrated in
Fig. 4a, when searching leaf x in Tree i at step k, the whole leaf x is brought into
an XPLine in XPBuffer, and only one object is checked. Next at step k + u, the
leaf y in Tree j is checked, and happens to be switched into the XPLine where
leaf x is accommodated before. Hence, the leaf x is switched out and the leaf y
is swapped in. But the next time the Tree i is checked again at step k +m, since
leaf x still contains unchecked objects, the XPLine has to replace leaf y with leaf
x. In this example, to check all objects in leaf x, an XPLine requires at least
two data swapping in and out operations, whcih leads to frequent internal data
transmission in NVM, resulting in a high average read latency.

To remedy this issue, NV-QALSH counts all the objects in a leaf node at a
time. In this way, when checking all objects in a leaf node, NV-QALSH causes
at most one data swapping in and out operation in an XPLine. As illustrated
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in Fig. 4b, when Tree i is checked, all the objects in leaf x are checked. Although
leaf x is swapped out for leaf y in the XPLine later, it will not be switched in
the XPLine again since all the objects are checked. In this manner, NV-QALSH
greatly reduces the number of data swapping in and out of an XPLine, and
improves the query processing performance.

4 Experiments

4.1 Experiment Setup

All methods are implemented in C++ and are compiled with gcc 8.3 using -O3
optimization. All experiments are running on a machine equipped with two Intel
Xeon(R) Gold 5222 CPUs, a 128 GB DRAM, and a 512 GB Optane DCPMM
consisting of 4 × 128 GB Optane NVDIMM. The NUMA effect is removed by
first placing the NVM data on the node where CPU0 is located, and then binding
CPU0 to the experimental program using taskset instruction.

4.2 Datasets and Queries

The four real-world datasets used in experiments are listed below.

– Mnist2. The Mnist dataset contains 60,000 50-dimensional feature vectors.
The 100 queries are chosen randomly from its test set. Note that we follow
[3,6] to only consider the top-50 dimensions with the largest variance.

– Gist3. We use 100,000 960-dimensional vectors of Gist as datasets, and choose
100 queries randomly from its corresponding test set.

– CIFAR-104. We use 50,000 3072-dimensional vectors of CIFAR-10 as
datasets, and choose 100 queries randomly from its corresponding test set.

– P535. This dataset contains 31,059 5408-dimensional vectors and a query
set of 100 vectors. We follow QALSH [6] to remove the objects with missing
values and normalize the coordinates to be integers in a range of [0,10000].

4.3 Evaluation Metrics

We adopt following metrics to evaluate the performance given a specific accuracy.

– Overall Ratio [16] is used to measure the accuracy of an LSH method. For a
c-k-ANN query q, it is defined as 1

k

∑k
i=1

dist(oi,q)
dist(o∗

i ,q)
. Here oi is the i-th object

returned by the LSH method while o∗
i is the exact i-th NN. Intuitively, a

smaller overall ratio means higher accuracy.
– Query Time is used to evaluate the efficiency of an LSH method.
– DRAM Occupancy is the DRAM space consumed by the LSH index.
– Index Rebuilt Time is the time spent on rebuilding the whole LSH index.
2 http://yann.lecun.com/exdb/mnist/.
3 http://corpus-texmex.irisa.fr/.
4 http://www.cs.toronto.edu/∼kriz/cifar.html.
5 http://archive.ics.uci.edu/ml/datasets/p53+Mutants.

http://yann.lecun.com/exdb/mnist/
http://corpus-texmex.irisa.fr/
http://www.cs.toronto.edu/~kriz/cifar.html
http://archive.ics.uci.edu/ml/datasets/p53+Mutants
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4.4 Benchmark Methods

The methods we evaluate are listed below:

– NV-QALSH. An NVM-optimizied implementation of QALSH we proposed.
– LB-QALSH. A naive implementation of NVM-QALSH.
– disk-based QALSH6 (simply D-QALSH). The original QALSH [6] is

designed for external memory, which is I/O latency-sensitive.
– DRAM-based QALSH7 (simply M-QALSH). This is the memory version

of QALSH, which is also a state-of-the-art DRAM-based LSH method.
– DRAM-based SRS8 (simply SRS). The memory version of SRS [15] is also

a state-of-the-art DRAM-based method.
– LCCS-LSH9. Recently, LCCS-LSH [8] proposes a novel search framework to

improve LSH performance. It is also a state-of-the-art DRAM-based method.

Parameters Setting. For the c-k-ANN search problem, we set k to 100
by default. All the LSH methods are fine-tuned for the best performance. For
QALSH-based methods, we vary the approximation ratio c and let the other
parameters be computed automatically as described in [6]. For the disk-QALSH,
the page size is set to 64 KB by default. For the SRS, we fine-tune the number of
hash functions m, approximation ratio c, maximum number of objects checked
t. For LCCS-LSH, we tune the number of hash tables L.

4.5 Results and Analysis

NVM to Disk Speedup Ratio. In this experiment, we set the approximate
ratio c = 4 and run D-QALSH, LB-QALSH and NV-QALSH so that they all lead
to a same query accuracy. Then we compare the improvement of performance
of LB-QALSH and NV-QALSH over D-QALSH. As illustrated in Fig. 5, NV-
QALSH always has a higher speedup ratio than LB-QALSH. Generally, NV-
QALSH is 1.5-4.7x faster than LB-QALSH, which shows that not only the NVM
hardware advantages but also our optimization designs that accelerate the query
phase. Besides, when the dimension increases, both LB-QALSH and NV-QALSH
achieve a higher speedup because the number of hash tables (random lines)
increases, and D-QALSH needs more disk I/Os to find ANNs. In other words,
the improvement brought by NVM is more obvious in high-dimensional spaces.

Query Time. The second experiment is to compare the query time of different
LSH methods given a specific accuracy. As shown in Fig. 6, the DRAM-based
methods achieve faster query speed than the two NVM-based methods because
DRAM is still 2–3 faster than NVM. However, NV-QALSH achieves a near-
DRAM query time when the given overall ratio is high. Besides, when the query

6 https://github.com/HuangQiang/QALSH.
7 https://github.com/HuangQiang/QALSH Mem.
8 https://github.com/DBWangGroupUNSW/SRS.
9 https://github.com/1flei/lccs-lsh.

https://github.com/HuangQiang/QALSH
https://github.com/HuangQiang/QALSH_Mem
https://github.com/DBWangGroupUNSW/SRS
https://github.com/1flei/lccs-lsh
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Fig. 5. NVM to disk speedup ratio.

Fig. 6. Query time.

accuracy is higher, the query time gap between LB-QALSH and NV-QALSH
becomes larger because more random lines are needed and more objects on
the random lines are checked, which causes higher XPLine contention in LB-
QALSH. However, since NV-QALSH optimizes the collision counting granularity,
the XPLine contention still remains low and the query time does not grow as
fast as that of LB-QALSH. Note that M-QALSH has the shortest query time for
the last two high-dimensional datasets, indicating that QALSH is still a state-
of-the-art LSH method, especially for high-dimensional spaces.

DRAM Occupancy. Although DRAM-based LSH methods have better query
performance, they consume lots of expensive DRAM space. As shown in Fig. 7,
we evaluate the DRAM occupancy of all the LSH methods except SRS because
it does not record the memory usage information. For all four datasets, NV-
QALSH occupies negligible DRAM space and is much more cost-saving than
the DRAM-based LSH, making it a more practical LSH method. The DRAM
occupancy of NV-QALSH is slightly lower than that of LB-QALSH. Although
it is not clear in the figure, NV-QALSH saves up to 26%–41% DRAM space
compared with LB-QALSH, resulting from the leaf node redesign optimization.
Besides, compared with DRAM-based methods, when achieving a high query
accuracy, NV-QALSH saves 90%–94% of DRAM space.
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Fig. 7. DRAM occupancy.

Fig. 8. Index rebuilt time. LB-QALSH and NV-QALSH have a similar short index
rebuilt time and their curves stick together.

Index Rebuilt Time. As illustrated in Fig. 8, for high-dimensional datasets
and high query accuracy, NV-QALSH and LB-QALSH achieve a shortest index
rebuilt time due to the lower DRAM occupancy. For the Mnist dataset, the index
rebuilt time of the NVM-based methods are slightly longer than that of SRS.
Compared with LB-QALSH, NV-QALSH has a slightly faster index rebuilt time
although it is not clear in the figure. In general, NV-QALSH achieves a stable
and fast index rebuilt speed.

5 Conclusion

In this paper, we proposed NV-QALSH, an NVM-optimized implementation of
QALSH, which leverages NVM to not only reduce the high query latency suffered
by disk-based LSH methods, but also reduce the high consumption of expensive
DRAM space suffered by DRAM-based LSH methods.
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Abstract. Non-volatile memory (NVM) has byte-addressability and
data-durability. Redis, a popular in-memory kv-store system, can per-
sist data when replacing DRAM with NVM. However, to implement
NVM Redis, we need to use general NVM allocators to obtain NVM
and guarantee the data consistency of Redis. There are two problems in
NVM Redis. First, it is expensive to directly use NVM allocators with
numerous metadata modification and logging. Second, logging which is
also used to guarantee the data consistency of NVM Redis leads to
write amplification and degrades the run-time performance of Redis. In
this paper, we find that these two problems can be solved by exploit-
ing memory caching inside Redis under NVM. Firstly, memory caching
like the well-known Linux Slab will cache freed memory, reducing expen-
sive NVM allocation/deallocation. Secondly, by recording all allocated
NVM, caching can handle the persistent memory leak of Redis, which is
the only inconsistent state induced by failures. Thus, the use of logging
in NVM Redis can be avoided by using memory caching. In this paper,
we propose an NVM caching called LFSlab (Log-Free Slab), while the
conventional Slab needs logging to guarantee its consistency under NVM.
Using LFSlab, we propose NCRedis (NVM Caching Redis) under NVM.
In the experiment with Optane persistent memory, Redis with LFSlab
outperforms the naive implementation of NVM Redis with no caching
by 1.52-2.65x and DRAM Redis with data backup in disks by 1.27x,
and gets at least 94% performance of DRAM-only Redis, while Optane
persistent memory is 2-3x slower than DRAM at a 39% cost savings.

Keywords: Non-volatile memory · Redis · Slab · Logging

1 Introduction

Intel Optane persistent memory1 is now commercially available. This novel non-
volatile memory (NVM) device is byte-addressable, data-durable and cheaper
than DRAM. Redis [4] is a popular in-memory kv-store system and stores all

1 https://www.intel.com/content/www/us/en/arch-itecture-and-technology/optane-
dc-persistent-memory.html.
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transient key-value pairs in DRAM. Replacing DRAM with Optane, Redis can
persist data without DRAM and disks, saving the hardware cost.

To implement NVM programs, we can use Intel’s PMDK (Persistent Memory
Development Kit) [7] or other allocators [1,8]. However, Using NVM allocators
is expensive. These allocators use multiple persistent metadata to manage the
NVM space [1,3,7,8]. Modification of these metadata takes much latency under
NVM and logging is used to guarantee the failure-atomicity of data modifica-
tion in NVM allocators [1,7]. NVM Redis is also responsible to guarantee its
own data consistency, handling all possible failure-induced inconsistent states.
Conventional logging can be used to guarantee the consistency [5,6] of Redis
under NVM, but it will degrade the run-time performance of Redis. Based on
8-byte write atomicity of NVM [6], there is no other inconsistent state except
the failure-induced persistent memory leak. Persistent memory leak means
user programs lose the address of NVM and cannot access the NVM anymore.
To improve the run-time performance of NVM Redis, we need to tackle slow
NVM allocation and inefficient logging.

In this paper, we find that embedding memory caching in NVM Redis is
a good solution to the two issues. Firstly, using caching, the memory freed by
programs will be cached in the caching manager for future reuse, reducing the
expensive NVM allocation/deallocation of NVM allocators. Secondly, memory
caching can handle the only failure-induced inconsistent state of persistent mem-
ory leak in NVM Redis. In this way, the use of logging for guaranteeing the data
consistency in NVM Redis is not needed. Caching can handle persistent memory
leak because of its work mechanism. Programs using caching, allocated NVM is
first recorded by the caching manager and then used by user programs. Thus,
the memory used by user programs is the subset of the memory recorded in
caching manager, and the difference set is the memory that is not accessible and
used by user programs, i.e. the free/leaked memory. We can find out the leaked
memory and reuse it by comparing the two memory sets.

Memory caching is necessary for NVM Redis, and we can implement the well-
known Linux Slab [2] under NVM. The conventional Slab organizes its metadata
in a linked list. However, failure might induce inconsistent states when Slab
operates a node in the middle of a linked list. Adding/deleting a middle node is
non-atomic, including two steps of breaking the list and reconnecting it. Thus,
NVM Slab needs logging in logic. In this paper, we propose a LFSlab (Log-
Free Slab) without logging embedded under NVM. Using atomic interfaces of
NVM allocators [7], LFSlab can operate a tail node atomically. The LFSlab is
restricted to the operation of the tail in a linked list in caching management.
We name our NVM Redis the NCRedis (NVM Caching Redis) because there is
LFSlab memory caching embedded. To the best of our knowledge, NCRedis is
the first NVM-optimized Redis.
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2 Implementation of NCRedis

2.1 Architecture of NCRedis

In this paper, we focus on improving the run-time performance of Redis when
using Intel’s PMDK under Optane persistent memory of Intel, and we propose
NCRedis. As illustrated in Fig. 1, NCRedis has three main components: the

Fig. 1. Architecture of NCRedis.

hash table index, our LFSlab caching and the PMDK allocator. Hash table
is the same as the one in the original Redis. A hash bucket in the hash table
is a linked list storing entries with the same hash value. A hash entry has two
string objects storing key/value and a next pointer pointing to the next entry.
LFSlab is an NVM caching implemented in this paper. As illustrated in Fig. 1,
LFSlab is embedded in NCRedis and works as a connector between NCRedis and
PMDK. NVM allocated from PMDK is first recorded in LFSlab, and then used
by NCRedis. PMDK allocator is an NVM allocator used in our implementation.
The LFSlab allocates/deallocates NVM from PMDK at the granularity of a page.
Although PMDK uses the 16-byte address to locate data, we only use the last
8-byte to locate the data, i.e. 8-byte address, and keep the front 8-byte the same.

2.2 Log-Free Designs of LFSlab

The architecture of LFSlab is similar to that of original Slab. The main dif-
ference is that LFSlab guarantees the data consistency of caching management
under NVM without logging, which conventional Slab needs. In the caching
management of the Slab mechanism, the caching manager will allocate memory
pages from allocators and install them in a linked list. Then a page is divided
into several memory objects used by user programs. Addresses of free memory
objects are stored in freelists. When a memory object is freed by user programs,
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Algorithm 1: Log-Free Set Operation in NCRedis
1 Function Set(hash table, Key, V alue):
2 index = GetKeyIndex(hash table, Key)
3 head entry = hash table[index]
4 new entry = CacheAlloc(ENTRY SIZE)

5 InitEntry (new entry, Key, V alue, head entry)
6 SetFirstEntry(new entry)

it will be put back to freelists and cached again. When a page is completely free
and should be deallocated, the caching manager needs to uninstall the page and
remove the specific node recording the page address from the linked list.

However, the linked list will be broken into two pieces temporarily when
inserting/removing a node in the middle of the list, and then the two pieces will
be reconnected later. If a failure occurs before the reconnection of the breaked
linked list, we will lose half the piece of the linked list behind the operated node
and there is an inconsistent state. That is why conventional Slab needs logging
under NVM. Instead, we redesign the caching management and guarantee the
data consistency without logging in our LFSlab. Note that PMDK guarantees
that a node can be atomically installed or uninstalled in the tail of a linked list
by its atomic allocation/deallocation interfaces [7]. And no inconsistent state
occurs. So LFSlab is confined to operating the tail node of the linked list only.
Installing/uninstalling a page in a node ressembles operating a tail node.

2.3 Handling Persistent Memory Leak by LFSlab

Redis needs to handle the crash-enabled persistent memory leak under NVM,
which is an inconsistent state. The crash-enabled persistent memory leak hap-
pens when a piece of NVM is allocated successfully but fails to be installed by
programs. Conventionally, we can use logging to guarantee the data consistency
but degrade the run-time performance of Redis under NVM. Instead, we find
that memory caching of LFSlab can also handle the persistent memory leak.
Using LFSlab, NVM is first allocated from allocators and recorded by LFSlab
at the granularity of page. Afterward, a memory object is separated from a page
and used by user programs. Thus, NVM recorded in LFSlab is the universal set
and the NVM used by user programs is the subset. By comparing the two sets,
we can find and reuse the leaked memory, solving the persistent memory leak.

2.4 Log-Free Designs of NCRedis

Based on LFSlab and 8-byte atomic write in NVM, we design the key-value
operations in NCRedis as log-free. As illustrated in Algorithm 1, we design the
log-free Set operation to insert a new key-value pair. In the beginning, we will
initialize the new entry and pre-set the address of its next entry. Then the new
entry is inserted into the linked list of a hash bucket. Based on 8-byte write
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Fig. 2. Memtier Benchmark Test of NCRedis (Higher is better).

atomicity of NVM, the address modification in Line 6 runs atomically without
inconsistent states such as incomplete modification. If a failure happens before
Line 6 in Algorithm 1, the new entry has been allocated but fails to be installed in
the hash table. And the NVM of the new entry is leaked. This inconsistent state
can be solved with LFSlab so we don’t need logging. Similarly, other operations
in NCRedis are also log-free. Owing to the length of the article, we choose not to
elaborate the recovery, in which NCRedis only compares its used memory with
the one recorded in LFSlab to handle the persistent memory leak.

3 Evaluation

3.1 Experimental Setup

Experiments are conducted on a machine equipped with two Intel Xeon(R) Gold
5222 CPUs. And there is a total of 128 GB DRAM and 512 GB Optane persistent
memory with the app-direct mode in the machine. There exists 256 GB Optane
persistent memory in each socket of the machine. The machine runs Linux with
4.19.0-13 kernel.

To compare NCRedis with the naive NVM Redis implemented without
caching, we implement the No-Caching NVM-Redis under NVM, which
directly uses PMDK and micro logging [6] to handle the inconsistent state
described in Sect. 2.4. To compare NCRedis with conventional DRAM Redis
with disks, we run Redis-AOF that writes logging to the appended-only file
in disks. In addition, we use the performance of DRAM-Redis as the upper
bound of NVM Redis’s performance, because Optane persistent memory is 2-3x
slower than DRAM.

3.2 Memtier Benchmark Test

To test the run-time performance of NCRedis, we use the Memtier benchmark
of RedisLabs. The Memtier program simulates the real workload and operates
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Redis with Set/Del/Get operations. The keys and values are 32-byte random
strings. In the test, the Redis will firstly be warmed up with 1M/10M data.
Then we vary the ratio of Set:Del:Get and operate the Redis with the 1M/10M
operations, testing the throughput of Redis.

As illustrated in Fig. 2, our NCRedis outperforms the naive No-Caching
NVM-Redis by 1.52-2.65x and the conventional Redis-AOF with DRAM and
disks by up to 1.27x. Because Optane is cheaper than DRAM, NCRedis has a bet-
ter run-time performance than Redis-AOF at a cost savings of 39%. Meanwhile,
NCRedis gets 94%–99% performance with the one of DRAM-Redis. NCRedis
can outperform the No-Caching NVM-Redis mainly on account of our LFSlab,
which reduces the overhead of using NVM allocators and enables the log-free
design of NCRedis. NCRedis outperforms Redis-AOF, because NCRedis can
persist data with only NVM and don’t need to backup data in slow disks. We
improve Redis under NVM a lot by exploiting memory caching and make NVM
Redis outperform Redis under DRAM and disks in this paper.

4 Conclusions

In this paper, we optimize Redis under NVM through the exploitation of mem-
ory caching. A log-free Slab manager called LFSlab is implemented under NVM.
Then LFSlab is embedded into Redis, reducing the run-time overhead of NVM
allocation/deallocation and handling the inconsistent state of persistent memory
leak of Redis under NVM. LFSlab enables the design of NVM Redis to be log-free
and with this program embedded, the NCRedis is implemented. In the experi-
ment with Optane persistent memory, NCRedis outperforms naive NVM Redis
with no caching by 1.52-2.65x and DRAM Redis-AOF with data backup in disks
by 1.27x. NCRedis yields at least 94% performance of DRAM-only Redis. With
Optane persistent memory, NCRedis saves the hardware cost of 39%, compared
with DRAM Redis.
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Abstract. Due to the continuously increasing rate of data production
from multiple sources, especially from social media, data analysis tech-
niques are focusing on identifying patterns in the formed graphs and
extracting knowledge from them. Most techniques till now, begin with
given patterns and calculate the coverage in the graph. Here, we pro-
pose a graph mining architecture that focus on finding small sub-graph
patterns, referred to as canned pattern, from a database of graphs with-
out any domain knowledge of the graph. These patterns can be used
to expedite the query formulation time, increase the domain knowledge
and support the data analysis. The canned pattern should maximize
coverage and diversity over the graph database while minimizing the
cognitive-load of the patterns. The approach presented here is based on
an innovative modular architecture that combines state-of-art techniques
to extract these patterns and validate the extracted result.

Keywords: Canned patterns · Graph mining · Pattern mining

1 Introduction

Graph pattern matching and mining is an NP-hard problem, which is defined
using subgraph isomorphism. Graph pattern mining and graph pattern match-
ing have a lot practical use cases and have been a subject of research in the
last decades. The problem is based on invertible functions, one-to-one corre-
spondence, that have been proven to be too restrictive for patterns in real world
applications.

Practically, the term pattern matching is used to describe the methodology
needed to find the number of occurrences of a small sub-graph inside a graph.
Most of the pattern mining algorithms focus on receiving potential small sub-
graph patterns, most of the time representing complex queries, and extracting
the information about the number of times this pattern is available in the graph.

The reverse approach, extracting popular patterns from graphs without any
previous knowledge, is called canned pattern selection problem and was intro-
duced in Catapult [7]. The canned pattern selection problem is defined over a
given a graph database D and a pattern budget b as the selection of a set of
patterns P that are satisfying b and that maximize coverage and diversity while
c© Springer Nature Switzerland AG 2021
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Fig. 1. System architecture.

at the same time minimize the cognitive load of P . The main advantage of this
methodology is that users no longer have to design the pattern resulting in the
improvement of the query formulation time. In addition, it eliminates the need
for specific domain knowledge over the given database, a work-intensive task
that requires extensive training.

Contributions. We are presenting here a modular architecture that allow us to
provide a solution for the canned pattern selection problem. The architectural
design offers some significant challenges, which are:

– Each module can utilize custom solutions and current state-of-art techniques
in order to offer the optimal results for the task. In addition, abstract inter-
faces between the modules ensure that the underlying implementation can be
easily interchangeable.

– Division of the canned pattern selection problem into independent tasks that
can be optimised and adapted as needed.

– The machine learning neural solution for graph similarity offers quick addition
of new graph sets and fast graph similarity score between two graphs.

2 System Architecture

In Fig. 1 we present the proposed architectural design, that is composed of four
main components. For a given database of graphs, first the similarity score
between the graphs is computed. Then this score is used to divide the graphs
into clusters, which are then merged in one continuous graph. Finally, the con-
tinuous graphs are used to extract the patterns. In the following subsections we
are describing in detail the functionalities provided by each module.
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2.1 Graph Similarity Module

In the proposed architectural design, the graph similarity module is responsible
for providing a similarity score between any two graphs from our graph dataset.

Graph similarity computation is a well known problem with many appli-
cations in graph community. Early algorithms that evaluated graph similarity
through distance, such as Graph Edit Distance (GED) [3] and Maximum Com-
mon Subgraph (MCS) [4] are high demanding both in search space and time-
complexity and thus fail to scale for graphs with more than a few modes. Aiming
to reduce complexity by pruning the search space, heuristic algorithms like Hun-
garian [9] and VJ [5] were proposed to calculate the GED approximately. Many
machine learning solutions have been tested with the graph neural models gain-
ing in accuracy and popularity.

Currently, the SimGNN [1] solutions is proposed for the graph similarity
module, that uses graph convolutional networks and graph embeddings to cal-
culate a similarity score on two given graphs G1 and G2. The SimGNN has been
selected due to the key features that ensure a high degree of accuracy for the
prediction of the similarity score. These are:

– The features and structural properties of the graph nodes are taken into
consideration.

– An embedding function generates a vector for each graph, using an attention
mechanism.

– The function is trained by using GED distance values as ground-truth sim-
ilarity scores. These GED values are the minimum approximations between
three heuristic GED algorithms.

– Both the node-level and graph-level embeddings of two graphs are examined
for the computation of the score.

For the graph similarity module, the SimGNN model is trained over the avail-
able dataset, following the proposed optimization to tune the hyperparameters.
Some hyperparameters that can be tuned are rate of the dropout layers, epochs,
batch size, histograms and learning rate. The trained model is tasked with pro-
viding an accurate similarity score between two given graphs that is then used
as a clustering property in the graph clustering module. We define the similarity
score provided between graph Gi and Gj as s(Gi, Gj). When the score is equal
to zero it indicates a perfect match.

2.2 Graph Clustering Module

The graph clustering module is responsible for partitioning the graph database
D into a set of clusters C = {C1, C2, ..., Ck}, in a way that ensures both graph
homogeneity within each cluster and graph heterogeneity between clusters. For
this module, a custom solution that is based on a graph-based version of the
classic k-means clustering algorithm [6] is proposed.

In detail, the proposed solution begins with selecting k random graphs from
the database, the representatives of each cluster. For the remaining graphs, the
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Algorithm 1: Pattern Clustering Module
Input: A database of graphs D
Output: A set of clusters C = {G1, G2, ..., Gk}
1. k graphs are chosen randomly from the graph database D and are the

initialized as representatives of each cluster.
2. The remaining graphs are assigned to the closest cluster based on the graph

similarity score s(Gi, Gj) from the each graph and the cluster representative.
3. The new representative (set median graph) of each cluster is calculated.
4. Steps 2 and 3 are repeated until the cluster representatives no longer change.

distances from each cluster representative is calculated using the graph similarity
module. Next, a new representative for each cluster is computed using the set
median graph of each cluster. The process is repeated till the stabilization of the
representatives. The detailed steps are presented in Algorithm 1.

The set median graph as defined in [11] provides a method for calculating
representative from a set of graphs. Given a random cluster of graphs
Cr = {G1, G2, ..., Gk}, the set median graph g̃ is given by the following formula:

g̃ = argmin
G∈Cr

∑

Gi∈Cr

s(G,Gi)

where s is the similarity score, in our case obtained by the graph similarity
module. The set median graph g̃ is a graph that belongs to the cluster Cr and
represents the overall cluster suitably.

2.3 Graph Connection Module

This module is responsible for connecting all the graphs that belong in a cluster
as frequent sub-graph mining techniques require for the graph to be connected.
It take as input the generated clusters of the previous module and outputs one
connected graph per cluster.

In order to achieve that, one node with a specific, pre-defined label is added
to the cluster and then this node is connected with only one edge to all graphs in
the cluster. A custom solution is proposed here, that aims to identify the node
of each graph where this edge will be added in a way that will not affect the
importance of the nodes in the graph and will minimize the domination of the
addition of the edges. For this, the PageRank algorithm [10,12] is used to select
and connect to the unique node only the node of each graph that has the lowest
centrality. The detailed steps are presented in Algorithm 2.

2.4 Pattern Mining Module

The pattern mining module is responsible for generating a large amount of pat-
terns and filtering them based on a pattern score. The problem of finding all
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Algorithm 2: Pattern Connection Module
Input: A set of clusters C = {C1, C2, ..., Ck}
Output: A set of graphs CG = {CG1, CG2, ..., CGk}
for each cluster Ci do

CGi ←− ∅ ;
for each graph Gj in cluster Ci do

V scoresj = Gj .pagerank();
Vmin = V scoresj .min();
if CGi = ∅ then

CGi ←− Gj ;
CGi.addnode(label unique, ids);
CGi.addedge(ids, Vmin);

else
CGi ←− disjoint union(CGi, Gj);
CGi.addedge(ids, Vmin);

labeled patterns with k edges that are frequent in graph G is called the k-
Frequent Subgraph Mining problem (k-FSM). The frequency of such a pattern
is usually calculated with the minimum node image (MNI) metric [2]. While
there are many pattern mining frameworks available, for the pattern mining
module the Peregrine framework [8] is proposed as it is scaleable, with good
performance even for large graphs. To the best of our knowledge, Peregrine out-
performs other solutions because of its pattern aware approach and its ability to
minimize total matches, canonicality computations and sub-graph isomorphism
calculations. Additionally, Perigrine provides an API for the motif counting, k-
FSM and pattern matching graph problems, making it the best solution for the
evaluation of the exported patterns.

The pattern mining module takes as input the connected graphs generated
from each cluster CG1, CG2, ..., CGk and a pattern budget b = (amin, amax, c)
where amin is the minimum number of nodes of a canned pattern, amax is the
minimum number of nodes of a canned pattern and b is the total number of
canned patterns that are requested. Output is the set of canned patterns P
that satisfy the pattern budget requirements. The detailed steps are presented
in Algorithm 3. In order for pattern comparison to be possible a pattern score
metric is defined as score(p) = MNI(p,G)·div(p,P\p)

cog(p) where:

– MNI(p,G) is the minimum node image of a pattern p in a graph G
– div(p, P \ p) = minGED(p, pi) where pi ∈ P and GED( ) is the graph edit

distance operator
– Given a pattern p with Vp nodes and Ep edges cog(p) = 2·|Ep|·|Ep|

|Vp|·(|Vp|−1)
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Algorithm 3: Pattern Mining Module
Input: A set of graphs CG1, CG2, ..., CGk and a pattern budget

b = (amin, amax, c)
Output: Canned pattern set P
P ′ ←− ∅ ;
for each graph CGj do

for i from amin to amax do
P ′ ←− P ′∪ peregrineFSM(i,CGj);
//Above line generates all patterns of size i from CGj that are above a
given MNI.

CalculatePatternScores(P’);
P ←−SelectBestPatterns(P’,c);

3 Conclusions

A modular architecture has been presented here as a solution to the canned pat-
tern selection problem. Due to the independence of the modules, and the usage of
abstract interfaces between them, it is possible to perform extensive experimen-
tal analysis, to identify the optimal technique for each module as well as potential
bottlenecks and mitigation strategies. For example, different approaches to the
formulation of the continuous graph can be evaluated.
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et al. (eds.) 50 Years of Integer Programming 1958-2008, pp. 29–47. Springer,
Heidelberg (2010). https://doi.org/10.1007/978-3-540-68279-0 2

https://doi.org/10.1007/978-3-642-20844-7_11
https://doi.org/10.1007/978-3-642-20844-7_11
https://doi.org/10.1145/3342195.3387548
https://doi.org/10.1145/3342195.3387548
https://doi.org/10.1007/978-3-540-68279-0_2


A Highly Modular Architecture for Canned Pattern Selection Problem 83

10. Langville, A., Meyer, C.: A survey of eigenvector methods of web infor-
mation retrieval. SIAM Rev. 47(1), 135–161 (2004). https://doi.org/10.1137/
S0036144503424786

11. Munger, A., Bunke, H.: On median graphs: properties, algorithms, and applica-
tions. IEEE Trans. Pattern Anal. Mach. Intell. 23, 1144–1151 (2001). https://doi.
org/10.1109/34.954604

12. Page, L., Brin, S., Motwani, R., Winograd, T.: The pagerank citation ranking:
bringing order to the web. Technical Report 1999–66, Stanford InfoLab (1999)

https://doi.org/10.1137/S0036144503424786
https://doi.org/10.1137/S0036144503424786
https://doi.org/10.1109/34.954604
https://doi.org/10.1109/34.954604


AutoEncoder for Neuroimage

Mingli Zhang1(B), Fan Zhang2(B), Jianxin Zhang3(B), Ahmad Chaddad4,
Fenghua Guo5, Wenbin Zhang6, Ji Zhang7, and Alan Evans1

1 Montreal Neurological Institute, McGill University, Montreal, Canada
mingli.zhang@mcgill.ca

2 Shandong Future Intelligent Financial Engineering Laboratory, Yantai, China
3 Dalian Minzu University, Dalian, China

4 School of Artificial Intelligence, Guilin University of Electronic Technology,
Guilin, China

5 Shandong University, Jinan, China
6 Carnegie Mellon University, Pittsburgh, USA

7 University of Southern Queensland, Darling Heights, Australia

Abstract. Variational AutoEncoder (VAE) as a class of neural networks
performing nonlinear dimensionality reduction has become an effective
tool in neuroimaging analysis. Currently, most studies on VAE con-
sider unsupervised learning to capture the latent representations and
to some extent, this strategy may be under-explored in the case of heavy
noise and imbalanced neural image dataset. In the reinforcement learn-
ing point of view, it is necessary to consider the class-wise capability
of decoder. The latent space for autoencoders depends on the distribu-
tion of the raw data, the architecture of the model and the dimension of
the latent space, combining a supervised linear autoencoder model with
variational autoencoder (VAE) may improve the performance of clas-
sification. In this paper, we proposed a supervised linear and nonlinear
cascade dual autoencoder approach, which increases the latent space dis-
criminative capability by feeding the latent low dimensional space from
semi-supervised VAE into a further step of the linear encoder-decoder
model. The effectiveness of the proposed approach is demonstrated on
brain development. The proposed method also is evaluated on imbal-
anced neural spiking classification.

1 Introduction

Modeling brain age is critical for the diagnosis of neuropsychiatric disorder.
Investigations on brain age have benefited from the development of advanced
magnetic resonance imaging (MRI) [3] and from large-scale initiatives such as
the Pediatric Imaging, Neurocognition, and Genetics (PING) [6] studies. One of
the simplest ways to model brain age is predicting participant age from magnetic
resonance imaging data through machine learning and statistical analysis. One
of the important topics in neuroscience is about designing an effective encoding
model and applying it to neural spiking prediction [4]. A shared variance compo-
nent analysis method was applied for the estimation of the neural population’s
variance reliably encoding a latent signal [4].
c© Springer Nature Switzerland AG 2021
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Supervised learning in the context of neural networks is commonly used into
a variety of neuroimaging tasks. Unsupervised VAE are commonly used in learn-
ing complex distribution of the dataset [1]. autoencoders (AEs) based supervised
regression is proposed in [8] and a supervised linear AEs is proposed and applied
to brain age prediction [6]. Autoencoders can be treated as a truncated Principal
Component Analysis (PCA) [2] or analysis and synthesis dictionary learning [6,7].

We propose a framework to integrate supervised linear AE [6] and nonlinear
VAE based regression [8] into cascade dual autoencoders. Intuitively, a super-
vised linear autoencoder will be fit to variational autoencoder based regres-
sion. The dual autoencoder can tight the latent representation with their high-
dimensional input dataset. Establishing a more robust latent representation and
a discriminative linear combination, with setup the relationship between the
preliminary latent representation and their high-dimensional input dataset. In
addition, in the supervised linear autoencoder, we adopt class-wise information
estimation to make a more discriminative output for the final classification and
realize supervised learning.

The major contributions of this work are as follows:

– We propose a novel cascade dual autoencoder for generating discrimina-
tive and robust latent representations, which is trained with the variational
autoencoder based regression and class-wise linear autoencoder.

– We present a joint learning framework to embed the inputs into a discrimi-
native latent space with variational autoencoder of the cascade dual autoen-
coder, and assign them with initial input to the ideal distribution by class-wise
linear autoencoder.

– The proposed non-linear and linear cascade dual autoencoder framework is
more efficient and robust for different kinds of datasets than current AEs.

– Empirical experiments on two different datasets demonstrate the effectiveness
of our proposed approach that outperforms state-of-the-art methods.

2 The Proposed Approach

The proposed approach is composed of two important components: 1) The vari-
ational autoencoder based regression [8] with encoder network E, the decoder
network D and the regression estimation R of label L; 2) The linear class-wise
autoencoder with P = [P1, · · · ,Pk, · · · ,PK ] as the linear encoder and D =
[D1, · · · ,Dk, · · · ,DK ] as the linear decoder [6], wherePk ∈ d×m andDk ∈ m×d.
We treat the initial input samples as X = [X1, · · · ,Xk, · · · ,XK ] from all the K
classes, and the data in k-th class is denoted asXk ∈ R

d×Nk , where d is the dimen-
sion of training samples and Nk is the number of samples of class k.

2.1 Variational AutoEncoder Based Regression

In VAE based regression, the encoder E provides the reduced latent represen-
tation of the input X, latent representation Z, the decoder network D can
reconstruct X from Z as X̂, and Z is associated with labels L. Our goal
is applied the label into the variational autoencoder based regression, then
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Z = [Z1, · · · ,Zk, · · · ,ZK ] ∈ R
d1×Nk and X with L as the input of the class-wise

linear autoencoder for more accurate and robust classification. We first train
the variational autoencoder based regression of the cascade dual autoencoder
framework.

GenerativeModel. For the input features X, there is a latent representa-
tion Z ∈ R

d1×N associated with the labels L ∈ R
1×N , where d1 is the dimension

of latent representation and N is the total number of training samples, it is not
one dimension but related with 1D label. To well guarantee the quality of latent
representation. we construct a deep generative model and the generative process
of x as p(x, z, l) = p(x|z)p(z|l)p(l), where p(z) = N (z|0, I), pθ(x|z) = f(x; z, θ),
where f(x; z, θ) is a suitable likelihood function (e.g., Gaussian or Bernoulli dis-
tribution when x is binary), p(z|l) is a label related prior on latent representation,
p(z|l) is a linear generator model, p(z|l) ∼ wT l+‖w‖1, s.t. wT w = I, where ‖ ‖1
is l1 norm, and p(l) is prior on label. pθ(x|z). The estimated samples from the
posterior distribution over p(z|x) are used to predicting the label l.

InferenceModel. To have a scalable and tractable variational infer-
ence and parameter learning, we adopt the standard variational infer-
ence and an auxiliary function q((z, l)|x), we omit the parameter ϕ for
qϕ((z, l)|x), to approximate the posterior, p((z, l)|x). log p(x) is the sum
of the divergence between q((z, l)|x) and p((z, l)|x). we assume there is
q((z, l)|x) = q(z|x)q(l|x). We follow the variational principle by applying
a lower bound objective function to guarantee the accuracy of the poste-
rior approximation. The lower bound objective model can be written as

J1 := −D(q(l|x), p(l)) + λEq(z|x)[log p(x|z)] − Eq(l|x)[D(q(z|x), p(z|l))]
(1)

where λ is a hyper-parameter that controls the relative weight of the discrim-
inative and generative learning. The higher λ is, the more weight for decoded
reconstruction from latent representation to estimated input. D(q(.), p(.)) is a
divergence function, such as KL-divergence. q(l|x) is formulated as a univariate
Gaussian distribution. q(z|x) as the probabilistic encoder enforces the input to
latent space with multivariate normal distribution [8]. The last term of Eq. (1)
forces q(z|x) as close as possible to the label-prior p(z|l).

2.2 Supervised Linear Autoencoder

To have much accurate classification results than VAE based regression, we intro-
duce class-wise linear autoencoder with the Xk and latent representation Zk from
variational autoencoder as input features, setting as Sk = {Xk,Zk}, where label
is the class number k, the projective equation and reconstructive equation are
as follows

Ak = PkSk + n0 X̂k = DkAk + n1 (2)

where, Sk ∈ R
n denotes the input features, Ak ∈ R

d is the d dimensional hidden
latent variables, X̂k ∈ R

n is the estimated input Sk from the Ak. Pk is linear
encoder transforming the input features into the Ak. D is linear decoder, back-
project the Ak to estimated outputs. n0 and n1 are bias. The class-wise linear
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Table 1. The total amount of spike in each spike group.

Group 1 2 3 4 5 6 7 8

# 25390 3168 1523 339 69 15 1 2

autoencoder modeled by minimizing the expected squared reconstruction error
as

J2 :=

{
arg min

P,D
s

K∑
k=1

‖Sk − DkPkSk‖2F + λ‖PkS̄k‖1
}

Sk={Xk,Zk}
, (3)

where the Frobenius norm is fidelity term, the term with strict sparsity l1 norm
is to force the samples of other classes S̄ not to fit into the modeling of the
current class and hence ensure the model to be class-wise discriminative. This
supervised linear autoencoder can be solved same as the former works [6,7].

Therefore, the overall loss of the proposed supervised cascaded autoencoder
network is as follows,

min
θ,ϕ,P,D

J1 + J2, (4)

2.3 Implementation Details

The supervised variational autoencoder takes data (X, L) as input then out-
puts (X̂, L̂), where L̂ is the predicted label corresponding to the label posterior.
Keras is applied to train q(l|x) with three convolutional layers, two max pool
layers and one softmax layer, then dropout and ReLU activation. When training
q(z|x), three convolutional layers, and two fully connected layers with batch nor-
malization, dropout and ReLU activation are applied. For p(x|z) and p(x|l, z),
a fully connected layer with three ReLU activation and then the sigmoid for
the output. The linear supervised autoencoder is optimized with an alternating
direction method of multipliers (ADMM).

3 Experiments

The proposed cascade dual autoencoder framework is evaluated on modeling
brain age from 3 to 21 years old with the cortical thickness from PING dataset,
the details of the subjects are listed in [6]. The proposed framework is also eval-
uated on modeling single-neuron spiking activity with calcium imaging of 30507
slides. For each sequence, the firing rate and power spectrogram are computed.
The distribution of spikes is presented in Table 1. The cortical calcium image is
in time-sequence format, each spike is not only related to the corresponding cor-
tical calcium image but also their neighbors, we proposed using a non-local image
mean based approach and applied it to the spike calcium imaging to generate
a number of non-local mean calcium imaging sequences. For detailed about the
dataset, please refer to the materials in [5] and Table 1. 5-fold cross-validation
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Fig. 1. The predicted age with
ground-truth testing R2 = 0.7730

Table 2. Classification results on the brain age.

RMSE MAE ACC

RF 3.5503 2.6186 0.7200

NDPL 3.806 2.799 0.7001

SVM 4.1641 3.3645 0.5525

VAE 3.6832 2.6850 0.6771

Ours 3.5077 2.529 0.7336

is applied on these experiments. To measure performance in terms of predic-
tion accuracy (ACC), root means square error (RMSE) and mean absolute error
(MAE) are applied in this paper.

Predictionof BrainAge : We first demonstrate the proposed approach’s
performance by predicting the brain age from 3 to 21 years old with the cor-
tical thickness of T1 structure MRI on the PING database. We measure the
contribution of the proposed method by comparing results against the similar
approaches NDPL [6] and VAE [8]. Figure 1 and Table 2 give the prediction accu-
racy in terms of correlation (R2), RMSE, MAE and accuracy (ACC). As one
can see, the proposed method achieved the best accuracy compared with other
baselines. Figure 1 shows the general relationship between cortical thickness and
age which reflects a high correlation (R2 = 0.773) between age and predicted age
(brain age). As expected, a lower prediction accuracy is observed therein on both
sides of the age range due to the challenging regression problem of ‘regression
to mean’.

Predictionof Spiking : The performance of the proposed approach is
demonstrated on predicting the single-neuron spiking, based on calcium imag-
ing. Here, we evaluate our method in a classification setting by applying a
sliding window on the 30507 spikes for the data preprocessing scheme. The 5-
fold cross-validation is applied on these experiments. To measure performance
in terms of prediction overall accuracy (oACC), balanced accuracy(bACC).
oACC = Nc/Nt, where, Nc is total number of all correctly classified subjects

and Nt is number of all test subjects. bACC = 1
K

∑K
k=1

Nk
c

Nk
t

, where, Nk
c is total

number of all test subjects in class k. Nk
t is the total number of all test subjects

in class k.
Table 3 compares the RMSE, MAE, oACC and bACC obtained by our app-

roach to the recently proposed method NDPL [6], variational autoencoders
(VAE) and random forest (RF) for evaluating the proposed model. We see that
the proposed approach outperforms the state-of-the-art method. NLM is the
proposed model with non-local calcium image mean as input features. From
Table 3, we can find the non-local frame mean as input features have lower resid-
ual classification errors (RMSE and MAE), compared with the calcium image
features as input directly. With non-local calcium image features as input, the
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proposed achieved the best performance, yielding improvements of about 0.1805
in RMSE, 0.0855 in MAE and 0.0367 in bACC.

Table 3. Classification results on the single neuron spikes with 5-fold CV.

RMSE MAE oACC bACC

RF(NLM) 0.9932 0.7834 0.8400 0.3100

NDPL(NLM) 1.2549 1.0749 0.5608 0.2377

SVM(NLM) 1.4891 1.8575 0.4525 0.1727

VAE 1.1182 0.8700 0.6371 0.2718

Ours 1.0755 0.8840 0.8418 0.3213

Ours(NLM) 0.8950 0.7985 0.8070 0.3580

4 Conclusion

We proposed an efficient and robust cascade dual autoencoder framework model
brain development and spikes prediction with calcium image and behavior video
frame. Compared with the conventional methods, this approach learns discrim-
inative features by imposing both variational autoencoder and class-wise linear
autoencoder, and a l1 sparsity constraint on coefficients of non-current-class.
Experiments on the tasks of predicting the brain age and modeling spikes showed
the benefit of our approach compared to state-of-the-art methods for these tasks.
Furthermore, our approach can be used in understanding the influence of gender
on brain development.
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Abstract. The lightweight description logic (DL-lite) represents one of the most
important logic specially dedicated to applications that handle large volumes of
data. Managing inconsistency issues, in order to effectively query inconsistent
DL-Lite knowledge bases, is a topical issue. Since assertions (ABoxes) come
from a variety of sources with varying degrees of reliability, there is confusion
in hierarchical knowledge bases. As a consequence, the inclusion of new axioms
is a main factor that causes inconsistency in this type of knowledge base. Often,
it is too expensive to manually verify and validate all assertions. In this article,
we study the problem of inconsistencies in the DL-Lite family and we propose a
new algorithm to resolve the inconsistencies in prioritized knowledge bases. We
carried out an experimental study to analyze and compare the results obtained by
our proposed algorithm, in the framework of this work, and the main algorithms
studied in the literature. The results obtained show that our algorithm is more
productive than the others, compared to standard performance measures, namely
precision, recall and F-measure.

Keywords: DL-Lite · Ontology · Inconsistency · Prioritized knowledge bases

1 Introduction

DL-Lite [1] is a family of tractable DLs designed for applications that deal with large
quantities of data and where the most relevant reasoning function is to respond to
queries. DL-Lite ensures a low level of computational complexity and it is considered as
especially well suited to Ontology-Based Data Access (OBDA) [2]. To reflect generic
knowledge, Description logic (DL) use only concepts and role inclusions in logical for-
mulas (called axioms). A DL knowledge base (KB) is divided into two parts: a termi-
nological base (called TBox), considered “generic” or “global”, true in all models and
for all individuals, and an assertional base (called ABox), this information is “specific”
or “local”, true for certain particular individuals.

How to deal with inconsistency is a crucially important question that emerges in
OBDA [3,4]. With respect to some assertions that contradict the terminology, incon-
sistency is defined in such a setting. Usually, a TBox is typically checked and con-
firmed, while the assertions may be supplied by different and inaccurate sources in vast
amounts and can contradict the TBox. Furthermore, manually checking and validating
all of the assertions is often prohibitively expensive. This is why, in OBDA, reasoning in
c© Springer Nature Switzerland AG 2021
C. Strauss et al. (Eds.): DEXA 2021, LNCS 12924, pp. 93–99, 2021.
https://doi.org/10.1007/978-3-030-86475-0_10
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the face of inconsistency is important. Several works (e.g. [5]), inspired fundamentally
by database approaches. or propositional logic approaches. treat with inconsistency in
DLs, by adapting many inconsistency tolerant inference techniques, named semantics.
These are focused on the assertional (or ABox) repair principle, which is closely related
to the maximally consistent subset concept used in propositional logic. A repair of an
ABox is merely a maximum assertional subbase that is consistent with a given TBox.

In this paper, the key current inconsistency-tolerant reasoning methods for prior-
itized KBs are first discussed. Interestingly enough, our approach is appropriate for
the DL-Lite environment in the sense that, by producing a single preferred assertional
repair, they allow effective handling of inconsistency.

The remainder of this article is arranged as follow. In Sect. 2 we present the main
approaches that tried to solve the problem of repairing Inconsistencies in Dl-Lites
Knowledge Bases. Section 3 will be dedicated to the presentation of an overview L-Lite
ontology and management of inconsistencies. Section 4 details our proposed approach
and presents the used algorithm. It also provides the experimental study conducted in
this work and analyse the obtained results. In the final Sect. 5, we present a summary of
the work as well as some ideas for future projects.

2 Related Works

Several works (e.g. [5]) attempted to deal with DL-Lite inconsistency by adapting sev-
eral inference methods that accept inconsistency, based on database approaches (e.g.
[6]). Priorities play an important role in the management of inconsistency, and they
have been extensively discussed in the literature in the sense of propositional logic (e.g.
[7]). In querying inconsistent databases or DL KBs, numerous works examined the
notion of priority (e.g. [8]). Regretfully, only a few works are available in the OBDA
format, such as the one given in [10,11] for dealing with reasoning under the prioritized
DL-Lite ABox. In a recent line of research, the inconsistency in lightweight ontology is
being investigated. In particular, the writers [5], look at the issue of KB inconsistency
by computing a collection of consistent subsets of assertions known as repairs, which
recover ontology consistency, and then using them to address queries. In addition, in
[13,14], polynomials algorithms are proposed by the authors to pick a single preferred
repair from a prioritized inconsistent DL-Lite KB, allowing for efficient query answer-
ing once the repair has been decided. Specifically, the writers in [13] propose a new
approach focused on a single preferred repair solution. However, sequential inference
strategies based on the selection of a single coherent assertional basis are proposed
by the authors in [14]. In [15–17], the authors propose a new algorithm for answering
queries without requiring access to Web databases.

3 DL-Lite Ontology and Management of Inconsistencies: An
Overview

Inconsistency Treatment for Prioritized DL-Lite Assertional Bases: A DL-Lite knowl-
edge base with priority is the set of assertions denoted by:A = {S1, ..., Sn}. The sets Si
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are called layers and each layer Si contains the set of assertions with the same priority
level i and are considered to be the most reliable than those present in a layer Sj when
j > i. As a consequence, S1 includes the most relevant assertions, while Sn contains the
less important assertions. In the following, we use the DL-Lite notation K = 〈T,A〉 to
link to a prioritized DL-Lite knowledge base of the kind: A = {S1, ..., Sn}.

Linear-Based Repair: Let K = 〈T,A〉 be an inconsistent and priority DL-Lite knowl-
edge base. The linear based repair ofA [14] is indicated by: �(A) = {S′

1, ..., S
′
n} such

that

– i) if i = 1 then

S
′
1 =

{
Sl if 〈T, Sl〉 is consistent
∅ Otherwise

(1)

– ii) for i = 2, ..., n

S
′
i =

{
Si if

〈
T, S′

1 ∪ . . . ∪ S′
(i−1) ∪ Si

〉
is consistent

∅ Otherwise
(2)

Clearly, �(A) is acquired by dismissing an Si layer when its facts contradict with
the previous layers. Indeed, the subbase �(A) is unique and it is consistent with T.

Non-Defeated Repair: Another way to achieve a preferred repair is to interractively
recover, layer by layer, all of the free elements free (A).

We consider K = 〈T,A〉 a DL-Lite knowledge base with priority. We denote by
free(A) the set of assertions relate to A that aren’t to blame for any inconsistencies in
〈T,A〉.

The Non-Defeated Repair [14], denoted by nd(A) is a sequence nd(A) = S′
1∪ ...∪

S′
n, such that:

∀i = 1 . . . n, S
′
i = free(S1 ∪ . . . ∪ Si)

Namely, nd(A) = free(S1) ∪ free(S1 ∪ S2) ∪ . . . ∪ free(S1 ∪ . . . ∪ SSi
).

4 Most-Possible Repair Proposed Approach

4.1 Most-Possible Repair Algorithm

Our algorithm is presented in this way: First, we initialize M-PR(A) on an empty set.
Then we sort the layers according to their cardinalities in a decreasing way (according
to the layers that contain the largest number of assertions). If two sources have the same
cardinality, we apply FIFO (First In First Out): that means, the first in is the first out.
Then, if an assertion of the form of a concept and an assertion of the form of a role are
inconsistent, we remove the assertion of the form of a role and keep the assertion of the
form of a concept. Otherwise, if two assertions of the form of a concept are inconsistent,
we keep the first and delete the second.



96 G. Hamdi and M. N. Omri

Algorithm 1. Most-Possible Repair proposed Algorithm
Data: K= 〈T,A〉 with A = {S1, ..., Sn}
Result: A set of consistent assertions M-PR(A)
M-PR(A) ← ∅
for i = 1 to n do

posmax ← i
for j = i + 1 to n do

if Sj > Sposmax then
posmax ← j

end
end
temp ← Sposmax
Sposmax ← Si

Si ← temp
end
for i = 1 to n do

if A role and a concept are inconsistent then
Delete (role)

else if Two concepts C1 and C2 are inconsistent then
Delete (C2)

M-PR(A) ← M-PR(A) ∪ Ci ∪ Ri (Ci ∪ Ri is a set of assertions in concept or role form)
end

return M-PR(A)

4.2 Experimental Study and Results Analysis

The ontology used in this article describes the workflow in a development IT company.
Our ontology is encoded by a TBox which contains 43 axioms and an ABox provided
by 100 separate sources A = (S1,..., S100) represented as characteristics of the used
ABox data collection : 97 Concept assertions and 56 Role assertions.

The tests are to be applied on ABox which contain 22, 44 and 66 sets of conflicts
respectively. Our algorithm shows a calculation of correct assertions and makes our
ontology consistent.

We are interested in the performance indices used to evaluate our algorithm. In our
case, we classify ABox assertions into two classes: consistent and inconsistent.

To evaluate our approach, we consider the precision, the recall, and F-measure
defined as follows:

The Precision P is calculated by dividing the total number of assertions by the
number of consistent assertions. If it’s big, it means the method has the most consis-
tent assertions and can be called “precise”. The Recall R of the number of consistent
assertions found to the total number of consistent assertions is known as the Recall. The
F -measure F is the harmonic average of the precision P and the recall R to give the
performance of the system.

P =
CE

CE + IE
(3)

R =
CE

CE + CNE
(4)

F =
2 ∗ (P ∗ R)
(P + R)

(5)
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Where CE denotes the number of consistent assertions returned after the algorithms
have been applied. CNE is the number of consistent assertions that were not returned
after the algorithms were applied. And IE stands for the number of inconsistent asser-
tions that exist before applying the algorithms.

Table 1. Linear-Based Repair algorithm
evaluation results.

Linear-Based Repair �(A)

Conflict
size

Precision (P) Recall (R) F-measure (F)

22 84,61 77.07 80.66

44 66.41 69.04 67.70

66 48.03 53.04 50.41

Average
value

66.35 66.38 66.25

Table 2. Non-Defeated Repair algorithm
evaluation results.

Non-Defeated Repair nd(A)

Conflict
size

Precision (P) Recall (R) F-measure (F)

22 84.93 78.98 81.84

44 70.66 84.12 76.81

66 58.75 81.73 68.36

Average
value

71.44 81.61 75.67

Table 3. Most-Possible Repair algorithm evaluation results.

Most-Possible Repair M-PR(A)

Conflict size Precision (P) Recall (R) F-measure (F)

22 86.16 87.26 86.70

44 73.49 96.82 83.56

66 62.92 97.39 76.45

Average value 74.19 93.82 82.23

By analyzing the results obtained in the series of experiments, there is a differ-
ence in efficiency between the various approaches. Indeed, the measurements gath-
ered in Tables 1, 2 and 3 indicate that our Most-Possible Repair algorithm is the best
among the other algorithms. In addition, we find that the Linear-Based Repair and Non-
Defeated Repair algorithms do not return a maximum number of consistent assertions.
In fact, the repair returned by our algorithm is the largest and most productive than that
returned by the Linear-Based Repair and Non-Defeated Repair algorithms. We also
noticed that our algorithm is the best compared to the other algorithms.

5 Conclusion and Prospects

In this paper, we have proposed a new approach for dealing with inconsistencies in
prioritized DL-Lite knowledge bases. To do this, we started by studying the main
approaches to dealing with inconsistencies in DL-Lite ontologies existing in the lit-
erature. At the end of a synthetic assessment, which we carried out, to compare these
approaches according to a certain number of criteria, we were able to propose and detail
our algorithm to deal with the inconsistency. We have carried out experiments studies
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on our approach, using standard performance measures, namely precision, recall and
F-measure. The experimental study and analysis have shown that our Most-Possible
Repair solution is more productive.

As future work, several perspectives remain possible. We cite two of them which are
short-term: a first contribution consists in applying our approach to a larger ontology
in order to confirm its reliability and robustness. A second possible prospect consists
in adding a module to automatically manage the inconsistency when it appears when
adding new assertions, through a graphical interface allowing this addition.
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Abstract. Extracting meaningful social networks from a large corpus
of news articles is challenging. This paper presents a network embedding
technique which uses the content of texts as context information for rela-
tionships among persons referenced in texts. The goal of our approach is
to automatically extract social networks from news articles and to iden-
tify structures in these networks. ContextWalk is an algorithmic app-
roach extending random walk-based techniques by adapting a context-
aware path sampling. We demonstrate the functionality and performance
of the algorithm on an 8,000 nodes network extracted from a large Ger-
man news dataset. Comparison with state-of-the-art algorithms shows
that using the context to identify similar types of relationships signifi-
cantly improves the algorithm’s ability to detect fine-grained semantic
groups.

Keywords: Social networks · Representation learning · Context
information · News

1 Introduction

For the field of network science, the core assumption when analyzing social or
technological systems is that these systems should not only be understood as a
set of elements but that their connections and interactions are even more impor-
tant [20,29]. But how can we retrieve information about interpersonal relation-
ships? On the one hand, there are typical social science data collection methods
such as interviews and surveys [21] as well as technology-supported solutions
such as voluntary tracking of mobile devices (e.g., [5,22,34]). A downside of
these approaches is that it requires the willingness to cooperate with scientists.
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Consequently, such approaches are not always practical to investigate politics or
other elites since, e.g., top politicians are unlikely to tell scientists about their
relationships and share their phone or movement records.

A secondary data source is newspaper articles. Using news as a dataset has
many advantages due to the high availability, currentness, and wide range of cov-
erage. News articles are particularly interesting for analyzing elites, since politi-
cians, top managers, sport stars, etc. are in the focus of journalistic reporting.
Several approaches to extract social networks from texts exist [4,9,13,24]. These
traditional approaches for extracting networks from texts rely on co-occurrence
of entities within texts, paragraphs, or sentences. The co-occurrence networks—
technically they are one-mode networks constructed from person/source two-
mode networks—differ in respect of their structural properties from social net-
works constructed from interviews and surveys. For instance, prominent actors
can have a very high degree, or summary articles mentioning many actors will
form a complete sub-graph connecting all of these actors.

Network embedding techniques try to reduce the dimensionality of repre-
sentations of complex systems and have been applied for many different data
sources [3,10,18]. They aim to find vector representations of nodes or edges that
preserve the structure and relevant properties of a network—which properties
are considered as relevant depends on the investigated network. The main argu-
ment of this paper is that current network embedding algorithms need to be
extended to better work with social networks extracted from news articles by
utilizing context information extracted from the texts.

Problem Statement. The study aims to develop a network embedding algo-
rithm that is suited for dense and noisy networks such as co-reference networks
extracted from news datasets. The algorithm takes as input a social network
in the form of a graph G = (V,E) and a set of documents (news articles) D
which are mapped to the nodes V (the persons mentioned in the articles). The
edges E → N are undirected and weighted by the number of documents con-
taining references to both nodes: E → P(D), where P is the power set function.
Furthermore, let N (v) be the neighbors of v and deg(v) be the degree (number
of neighbors) of v. The network embedding algorithm Φ : V → R

d uses a con-
text embedding method Ψ : P(D) → R

c, where d is the dimension of the node
embedding (which should be much smaller than |V |) and c is the dimension of
the context embedding.

Contributions. This study makes two contributions, both aiming to support
social scientists in finding structures in large networks. Firstly, it discusses the
challenges and the potential of news articles to serve as a data source for social
network research. A network was generated from over three million German
articles and made public [8]. By only using a few common NLP techniques
and openly available data sources, the results of this work are easy to recon-
struct, transfer, and extend. Secondly, this paper presents ContextWalk, a net-
work embedding technique that is especially suited for clustering. It treats the
news articles as the context of the referenced people. Only by incorporating
additional information besides the network typography, it was possible to turn
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an otherwise noisy network into a valuable data source. The presented algorithm
is efficient with a runtime complexity of |E| + |V | log(|V |).

The paper is organized as follows: Sect. 2 gives an overview of related works.
Section 3 presents the dataset used in the study. The ContextWalk algorithm is
explained in Sect. 4. Finally, Sect. 5 shows experimental results and comparison
with other algorithms. In Sect. 6, we discuss limitations and generalizability of
our approach.

2 Related Work

The main challenge of this work is to extract meaningful networks of people
from text sources. Network text analysis has developed several approaches to
identify agents and their social networks in large collections of texts [4,9,13,24].
The network extraction process typically consists of two steps. First, persons are
identified (entity extraction). Secondly, relationships among persons are derived
from the co-occurrence of two or more persons within one text, paragraph, sen-
tence, or within a sliding window of n words.

Network embedding is the technique of finding a representation of elements of
a network—nodes or edges—in a vector space [3,10,18]. This work is related to
the many random walk-based network embedding methods that have their roots
in the Skip-Gram algorithm [26]. Developed in the field of computer linguistics
to embed words, Skip-Gram expects a text corpus as input and uses a neural
network with one hidden layer which will be trained to predict the surrounding
words of a given word. The idea is that those words with a similar meaning can
be used synonymously and will often have a similar neighborhood, thus, being
placed close to each other in the vector space. The algorithm has proven to be
very effective in capturing the relationships between words; a famous example is
the following equation: Φ(king) − Φ(man) = Φ(queen) − Φ(woman). DeepWalk
[31] adapts the idea for network embeddings by using fixed-length random walks
in the graph instead of the text strings. The method has proven to be quite
effective and the concept of combining Skip-Gram with sampling from the graph
was reused by other algorithms such as LINE [35] and Node2Vec [19].

An aspect that has remained unclear is the actual semantic of a random
walk compared to consecutive words in a sentence. The original Skip-Gram takes
sequences of tokens that, firstly, are guaranteed to be meaningful and, secondly,
consist of different types of words that fulfill different roles (e.g., subject, predi-
cate, object). DeepWalk, on the other hand, feeds the Skip-Gram algorithm with
one type of token: In the case of a social network, a random walk would be a
sequence of person names. Furthermore, DeepWalk does not regard the overall
semantics of a random walk. It is only defined that two consecutive nodes are
connected but not whether the nodes on a walk make up a meaningful composi-
tion altogether. ContextWalk addresses this question by using a more selective
sampling technique.
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While DeepWalk itself is designed for networks with unweighted edges,
Node2Vec has proposed an efficient extension for weighted edges using alias
sampling [37]. ContextWalk uses the extended DeepWalk as a baseline.

In the real world, it is often possible to obtain more information about a
network and its entities than those found in an adjacency matrix. TADW [40],
Paper2vec [17], and TriDNR [30] use text data that can be associated to the
nodes. They are essentially mixing network analysis with classical profile-based
techniques but, unlike ContextWalk, they do not use the texts to gain insights
into the relationships between the nodes. CANE [36] has a similar motivation
as this paper and recognizes that a node could act differently when interact-
ing with different neighbors. The solution it offers is, however, very different
from this study: instead of generating a single embedding with a context-aware
method, it proposes a different embedding for each context. For tasks that require
one definitive embedding such as clustering, CANE averages the context-specific
embeddings mitigating the main feature of the approach.

Further, there are several community-aware network embedding methods
(e.g., [6,39,41]). Even though, ContextWalk creates embeddings that are well-
suited for the task of community detection, the method itself is not community-
aware and does not optimize the modularity or any other clustering-defining
scores.

3 Dataset

For this study, a network from texts was built. With persons being the nodes,
two nodes are connected if the persons have been mentioned in one text and
the edges are weighted by the number of co-mentioned. Additionally, the men-
tions’ contexts are also considered as contexts of the edges. The corpus that was
used for this study consists of news articles from 8 German newspapers with a
total amount of 3.8 million documents. While most of the papers are operating
nationwide, few regional papers were included as well to increase the diversity
and the number of covered people. The articles range from 1946 to June 2019,
although most were written in the past few years. While we have focused on
currently active actors in our experiments, it made sense to include older data
since a political career can last many decades.

To find the names of persons mentioned in the articles, the StanfordNLP
named entity recognition software [15] is used. The names are then matched with
person names in Wikidata [38], this reduces the number of false positives and
ensures that only the persons with at least a certain degree of prominence are
included. Unambiguous names are not resolved and only mentions of full names
are accepted. The latter is assumed to not cause a significant loss of person recog-
nitions because inspections of samples from the selected sources showed that in
almost all articles, the full name of every person is mentioned at least once.

A co-mention network is extracted from this dataset. The nodes of the net-
work are the persons in the articles and two persons are connected with an
edge if there are articles in which both persons are mentioned. The edges are
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Fig. 1. Subgraph with 54 German politicians (394 edges), members of the government
in the eight states of Germany with the highest populations in February 2020. Colors
represent states, the rectangles are heads of governments. The network is dense and
has a very uneven degree distribution.

weighted by the number of articles the two persons share. To reduce the network
size and to only keep those persons for whom sufficient data exists, 8000 were
chosen: they are the 5000 persons with the most articles supplemented with the
3000 most-mentioned politicians who are not in the first 5000. Then, edges with
a weight of less than five were removed with the consequence that 714 nodes
became disconnected and got dropped. The articles in which two persons are
mentioned are considered as the context of the edge that connects them.

3.1 Challenges

One major challenge of applying typical social network algorithms on the given
network is that it is not a social network with respect to many key characteristics.
For instance, it does not show patterns of a small world [28]. Instead of the usual
six degrees of separation, the median shortest path is only 2—the network has a
very high density. The degree distribution is very uneven with 10% of the edges
belonging to 25 nodes. These 25 nodes also constitute a clique and the subgraph
of the 50 nodes with the highest degrees possesses 90% of all possible edges.
Angela Merkel – the person with the highest degree – is directly connected to
3768 other persons which is much larger than Dunbar’s number of around 150
[14]. The diameter of the graph is 7, the average eccentricity is 4.8 (median:
5), the smallest eccentricity is 4. This topology is untypical for a social network
and for networks in general, thus, making it challenging to find structures with
existing techniques. Looking for cliques, for example, might not be the best
approach, since the high density also implies a large number of cliques. Figure 1
visualizes a small subset of the network.

The derived network does not describe actual social interactions. Being men-
tioned in a news article requires an action of a journalist but not of the affected
persons. To study the actors, it is, therefore, necessary to gain an understanding
of the meaning of the edges first.

The generated network consists of about 7,300 people who were mentioned
in German news. As will be shown in Sect. 5, it is easy to divide them into larger
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clusters, mostly by their professions but existing methods fail to determine more
fine-grained groups, for example, within the politicians. Latter is indeed quite
difficult due to the problem that in many cases, there is no single, conclusive way
to cluster them, and a plain network graph is not able to reveal the semantic of
the relationships between the actors. Only by including context information, it
becomes possible to identify finer structures.

4 Algorithm

4.1 Context Embedding

A context-aware application is understood as a system that knows and uses
information regarding the situation of the user that is relevant for the task which
the user wants to perform [12]. Such information often includes the location,
time, and identity of the user – the same information that is considered as
significant for the orientation of a person [2]. Also persons and objects in close
(physical) proximity are of interest [33].

This concept can be fluently transferred to the social network analysis. News
articles are thereby a very good source as a report usually contains exactly this
information. For simplicity, this paper will only use the keywords of the articles
as context. The underlying idea hereby is that a relationship is meaningful if
there is a small set of keywords that connects the two persons and that appears
repeatedly in their conversations or, as in our case, in articles reporting about
them. The context vector is the normalized distribution of keywords in the set
of articles associated with the edge:

Ψkeyword : P(D) → [0, 1]c (1)

This way, each entry of the embedding vector has a clear meaning. The entries
with the highest values show the dominant keywords that connect two persons,
and the distribution of the values indicates the character of their relationship. As
an example, in the used dataset, the context of the tie between Angela Merkel and
Barack Obama was inspected. Prominent keywords in their relationship include
USA, Europe, Berlin, Washington, Russia, China, and NATO. The sum of the
30 largest values is 0.22 – a clear sign that the news reports about them are far
from random. A randomly picked edge has only a score of approximately 0.01.
Comparing Merkel’s relationship to Obama with hers to Nicolas Sarkozy shows
that the latter contains more mentions of France, Europe, Brussels, Greece, and
banks but less about Wladimir Putin, Russia, Syria, and Iran. These observations
were used to develop ContextWalk.

4.2 ContextWalk

Part 1: Context-Aware Sampling. This method is inspired by DeepWalk
[31] which consists of two components: a sampling mechanism and the usage of
Skip-Gram [27]. As DeepWalk, the algorithm creates a “corpus” by sampling



106 C. Chen et al.

Fig. 2. Embeddings of the network with different methods after dimensionality reduc-
tion with t-SNE. The bright-red circles represent the nodes that are not in the subset
A. The other colors and symbols represent the communities in subset A.

from the network and feeds it to Skip-Gram but it uses a more complex and
context-aware sampling technique. In either case, sampling is based on a random
walk. A walk w of length k is a list of vertices (v0, ..., vk−1) where vi is a neighbor
of vi−1 (for all 0 < i < k). The aim is to find an embedding function Φ which
maximizes the probability of vertices of a walk appearing given a vertex:

max
Φ

Pr(w\v|Φ(v)) (2)

Each vertex is used as v0 for a fixed defined number of times. The basic
version of DeepWalk as described in [31] only deals with unweighted edges and
vi (where i �= 0) is uniformly sampled from the neighbors of vi−1. Assuming
vi ∈ N (vi−1):

Pr[vi ∈ w] =
1

deg(vi−1)
(3)

An easy extension to that approach which takes the edge weights into
accounts is to sample vi with a probability proportional to the weight:

Pr[vi ∈ w] =
f(vi−1, vi)∑

vj∈N (vi−1)
f(vi−1, vj)

(4)



ContextWalk 107

The sampled data is passed to the Skip-Gram method: The set of sampled
walks is equivalent to a corpus in natural language processing, a single walk
is essentially considered as a sentence, and a node is a token. Transferring the
concept of Skip-Gram to network science has been proven to be quite success-
ful as many works have adopted the idea. However, word embeddings rely on
actual, real-world texts while network embeddings use randomly constructed
walks. There is no guarantee that it makes any sense to group the nodes of a
walk together. This algorithm addresses this issue and strives to generate walks
that have some semantic meaning and, therefore, come closer to a real (text)
corpus.

This algorithm incorporates the context into the sampling process. The idea is
that the probability of a walk to “make sense” is higher if the nodes’ relationship
to each other can be characterized by few and repeatedly occurring keywords.
Using the keyword mapping context Ψkeyword (=: Ψ), each entry of a context
vector corresponds to a keyword. Let t be the number of top keywords that
should be considered and ht(x) the indices of the entries in x with the t largest
values:

ht : Rc → N
t (5)

After collecting random walks as in 4, the walks are added to the corpus
with a probability depending on the sum of the t top keywords’ values in the
averaged context. For a given walk w of length k, let e be the average of the
context vectors of the edges between the nodes in w:

e = avg({Ψ(g(vi, vj))|vi, vj ∈ w, (vi, vj) ∈ E}) (6)

The probability of being added to the corpus W can then be expressed as:

y =
∑

i∈ht(e)

ei (7)

Pr[w ∈ W ] ∝ y, if y > l (8)
Pr[w ∈ W ] = 0, otherwise (9)

where l represents the minimal expected amount of similarity between the
relationships of the nodes in a walk. In other words, the algorithm favors walks
that contain persons who are mentioned with each other in the context of certain
specific keywords.

Part 2: Two-Mode Embedding. Consider the sentence “Söder Seehofer Her-
rmann Hofreiter”. Even though the words of this “sentence” have a semantic
connection – these are the names of four top politicians from Bavaria, Germany
– it is far away from being as meaningful as a real sentence. It only contains sub-
jects but misses a predicate. Verbs describe the relationship between the subjects
and, therefore, would transform the network into a normal social network.
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However, further aiming to generate a more natural language-like corpus,
the idea of this approach is to add keywords as objects to the sentence. Given a
sampled walk w from Algorithm 1, w′ will be constructed as follows:

w′ = (v0, u0, v1, ..., uk−2, vv−1), where ui ∈ ht(vi, vi+1) (10)

In other words, persons and keywords are embedded simultaneously. ui is
sampled uniformly from ht(vi, vi+1) for performance reasons but it might also
be interesting to depend the sampling probability on its value in the context
vector.

4.3 Complexity

The runtime complexity of the sampling algorithm is in O(|E|) and does not
increase compared to DeepWalk for weighted graphs. The computation of the
embedding after sampling can be achieved in O(|V | log(|V |)) by using the tech-
niques of hierarchical softmax and negative sampling [26,31].

5 Experiments

We chose community detection [7,16,23,32] as the downstream task for an eval-
uation since it is of great relevance in the social network analysis. Considering
the density of the network and the large variety of covered topics – thereby
also communities – in news articles, detecting real-world communities is highly
challenging. The used dataset is described in Sect. 3.

5.1 Compare Clusterings

The aim is to assess whether persons who are in the same real-world group
are placed close to each other. Since it is unfeasible to define a meaningful
clustering for over seven thousand persons, only subgraphs will be clustered at
one time. Embeddings of the whole network will be computed but clustering
will be performed on subsets of the network which contains persons that can
be divided into non-overlapping or barely-overlapping groups. We have defined
three subsets that contain well-known people in real groups. The members of
these groups typically know and interact with each other, even though they are
not always connected in the given network.

– Subset A contains members of German state governments (Landesregierun-
gen) as of July 2020. The clusters have different sizes not only because of the
different number of ministers in the states but also because not everyone is
in the dataset. The clusters are non-overlapping. (n = 155, k = 16)

– In subset B, there are the football players of the Bundesliga who can be
clustered by their club memberships. Even though the clusters do not overlap
at any given point in time, the players change their clubs from time to time.
Since the network does not rely on data for a short period of time but for
many decades, a perfect clustering in the sense of the defined ground truth
is probably not possible. (n = 261, k = 18)
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– Subset C consists of members of Germany’s federal parliament (Bundestag)
who are members of the five biggest committees (Ausschüsse). Similar to
subset B, the data is noisy for this task considering that it is not uncommon
for politicians to change their fields of interest and join different committees
after re-election. Furthermore, it is expected from a member of the parliament
to be familiar with a wide range of topics and to comment on them. There
are also six members who are in two or more of the selected five committees.
(n = 172, k = 5)

Table 1. The NMI of the three clusterings

Subset A Subset B Subset C

ContextWalk (only part 1) 0.7887 0.6730 0.0866

ContextWalk (part 1 + 2) 0.8435 0.7084 0.0947

DeepWalk (extended) 0.6592 0.5444 0.0891

ComE 0.7647 0.3900 0.0742

LINE (1st) 0.2216 0.2650 0.0894

LINE (2nd) 0.2553 0.2328 0.0840

ContextWalk was compared with an extended version of DeepWalk [31] which
considers the edge weights, with ComE [6] that explicitly trains for community-
aware embeddings, and with LINE [35]. After computing the embeddings, the
clustering was performed with k-Nearest-Neighbors. To compare with the true
clustering, the normalized mutual information (NMI) values [11] were calculated.
The number of dimensions of the vectors was set to 100.

The results are listed in Table 1 and Fig. 2 visualizes the embeddings obtained
with ContextWalk, DeepWalk and ComE for subset A. For subset A and B, Con-
textWalk outperformed every other method and the second part of ContextWalk
proved to make a significant contribution to the performance. LINE showed by
far the worst results which, however, was not unexpected: LINE looks at the
first respectively second proximity of a network, and with the average short-
est path being only two, this approach is not viable for this network. Also not
surprising are the bad performances of all methods for subset C: The members
of Bundestag are highly interconnected with many different and semantically
meaningful clusterings – not only by their committees but, for example, by their
party memberships or state.

Using the context data of the edges between nodes of a cluster, it is possible to
gain insights into the nature of a group. This is demonstrated in Table 2 which
shows three clusters for each of the three subsets. Reusing the idea of 7, the
second column presents the sums of the scores of the 30 most common keywords
within each cluster. A large value suggests that the relationships between the
members share a number of keywords that regularly come up. The third column
lists the three most important keywords. All clusters have relatively high values
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for the top 30 keywords – in comparison: the respective value for a set of a
hundred randomly selected edges is approximately 0.002. For subset A and B,
the top three keywords are distinctive for the clusters while, for clusters in subset
C, the keywords are very general.

Table 2. Most weighted context information of ties within clusters; sum = sum of top
30 keywords.

Cluster name Sum Top 3 keywords

Subset A

NRW 0.3927 CDU/0.0295, Nordrhein-Westfalen/0.0246, FDP/0.0217

BY 0.3940 CSU/0.0308, Neu!/0.0294, Politik/0.0192

BW 0.4573 CDU/0.0424, Baden-Württemberg/0.041, Stuttgart/0.0393

Subset B

1. FC Köln 0.4273 Köln/0.0387, 1. FC Köln/0.0375, Spiele/0.0345

1. FC Union Berlin 0.5603 Berlin/0.0500, Union Berlin/0.0456, Spiele/0.0426

Fortuna Düsseldorf 0.5262 Düsseldorf/0.058, Fortuna Düsseldorf/0.0564, Spiele/0.0496

Subset C

Recht und Verbraucherschutz 0.3031 Deutschland/0.0210, Politik/0.0204, Politiker/0.0204

Inneres und Heimat 0.2970 FDP/0.015, CSU/0.0148, SPD/0.0148

Auswärtiges 0.2940 Politik/0.017, Politiker/0.017, SPD/0.0169

With an exception for LINE, the figures in Fig. 2 show a number of larger
clusters. These clusters mostly represent fields of professions. The main clusters
that are clearly separated are German politicians, foreign politicians, different
groups of athletes and, entertainers (musicians or actors).

5.2 Network and Embedding Distances

Last but not least, the relationships between the distances in the actual network
and the distances in the computed embeddings were analyzed. Random nodes
were selected and their distances calculated. The edge weights were transformed
into distances so that an edge with a large weight has a small distance value.
While the correlations are rather small for all algorithms, it is to note that, in
comparison, it is larger for the new algorithm than for DeepWalk and ComE. It is
a little surprising since no direct effort was undertaken to increase the emphasis
on the network distances. An imaginable explanation for this phenomenon could
be that certain correlations between the edge weights and edge contexts exist.

6 Discussion

This paper presented ContextWalk - a simple approach to incorporate context
information into network embeddings. By adopting a context-aware sampling
and simultaneously embedding the nodes and the context information, Con-
textWalk group nodes with similar relationships to construct a semantically
meaningful corpus. The method was demonstrated on a dataset consisting of
3.8 million German news articles and a network with over 7,000 persons. Using
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community detection as the downstream task, the evaluation showed that the
contexts indeed contribute to finding semantic groups.

Limitations. Using only keywords defined by the journalists, this embedding
highly relies on their way of classification. While good interpretability is an
advantage, some facets of the contents of the text documents are entirely ignored.
It might be interesting to make use of more sophisticated NLP techniques in the
future and include further attributes such as the publication date and platform,
author, and type (e.g., report, opinion, or interview). An alternative approach
could be to directly embed the underlying text documents individually for which
a state-of-the-art technique is Paragraph Vector [25]. Paragraph Vector is sup-
posed to be able to capture the semantics of texts of any length through a neural
network and is also used in other network embedding techniques such as SubVec
[1] where good results were reported. A limitation of this idea, however, is that it
produces a black box: The meanings of the dimensions of the computed vectors
are less interpretable and could not directly be used to gain insights into the
relationships in the network.

Generalizability. The presented techniques were developed with a particular
dataset in mind but they can also be applied to a wide range of scenarios. In
general terms, this paper provides a context-incorporating network embedding
algorithm. It is especially useful for networks that are connected to a collection
of text documents due to the unstructured but information-rich nature of texts,
thus, possessing a high potential for analysis.

Given, for example, a dataset containing all the letters, emails, and chat
messages of a group of persons – not only to each other but also to members
outside of the group, even though it is a social network describing actual social
interactions, it offers some challenges. The network would be quite dense and
consisting of many overlapping clusters since a person is usually in a large num-
ber of groups. Considering that it is not unusual to have hundreds or even
thousands of “friends” on Facebook, the degree of a node in such a communi-
cation network would be probably much higher than around 150 as Dunbar’s
number suggests. With the methods described in this paper, a context could be
defined as metadata such as date and platform of communication together with
the actual text content of the messages. Since the topics and the way of discus-
sions with, for example, the family, friends, colleagues, and customers usually
differ, the presented techniques could help to distinguish between different types
of communities.
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Abstract. Many recommendation systems rely on users’ account his-
tory (such as visited/purchased/classified items) to predict which other
items they may be interested in. In practice, family members or friends
can share a single account. For this reason, deriving a single user profile
from an account’s history can lead to imprecise item suggestions. In this
work, we propose to identify individual profiles behind shared accounts to
better customize the suggestions of items for the person who is currently
logged in. In short, the problem is solved by identifying online sessions
on a platform and afterward, clustering these sessions to identify the
profiles of the users behind the (potentially) shared account.

Keywords: Shared account · Clustering · Item similarity · User profile

1 Introduction

Various entertainment, e-commerce, and media outlet companies, seeking to offer
the best user experience possible, work hard on recommending items (like movies,
products, or news) their customers most likely will be interested in [2]. To com-
pute item recommendations, these companies’ platforms often take advantage
of user accounts, to which actions (movie viewing, product browsing, purchases,
and ratings) are registered; these actions are then fed to recommendation sys-
tems, which attempt to identify other items those users may also like.

For convenience, various persons (e.g., family members or friends) may share
a single account on those platforms. For example, various family members might
share a single account in an e-commerce platform, as it may be simpler to manage
purchases in the same (saved) bank card and deliver those purchases to the
family’s address. Consequently, recommendations based on the entire account
history might fail to capture the person’s real interests. In a talk, Rastogi [13]
mentioned that handling multiple personas behind single customer accounts is
one of the research challenges pursued by Amazon.com.

Despite the potentialities of existing investigations on the topic [1,6,9,17],
item recommendation in platforms subject to account sharing remains an open
problem in the literature. One main limitation is that existing work either app-
roach content sharing in the context of platforms that handle homogeneous items
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only (e.g., shoes [13], videos [1,17], to which item metadata is available. Zhang
et al. [17], for example, explored user movie rating preferences to identify mul-
tiple users behind an account. Jiang et al. [6], in turn, approached the issue
in the context of online streaming services, and relied on node embedding on
heterogeneous graphs whose edges represent relationship between items (music),
item and metadata (e.g., artist singing a music), and between metadata (e.g.,
album from an artist). In contrast, metadata information in scenarios beyond
streaming services might be difficult to capture or might not be available at all
(like items available in a multi-department online store). Even if available, item
metadata might be inaccurate and/or change over time.

We argue that a fully-fledged solution for unveiling multiple persona’s pro-
files behind shared accounts must handle heterogeneous items, i.e., items that
share very few characteristics (e.g., books, electronics, auto, clothing, music,
home and kitchen, and personal care), and to which no metadata information
is available. To bridge this gap, we propose a approach to identify users behind
shared accounts in platforms having heterogeneous items (e.g., an e-commerce
platform). The challenge we approach in this paper is to identify one or more
profiles that are present in a shared account, considering a platform handling
heterogeneous items, and assuming as input a stream of users’ actions like user
identifier and anonymized numeric identifiers of visited items (unlike related
work, which approached the issue in the context of homogeneous items of which
metadata is available). By working with numeric identifiers for users and visited
items, we ensure that our solution remains applicable to heterogeneous items,
without relying on assumptions related to product type or user preferences. We
also provide evidence, from an experimental evaluation, that our approach per-
forms effectively even with minimal user input available and without training.

The remainder of the paper is structured as follows. Section 2 describes the
background. Section 3 provides a review of the literature. In Sect. 4 we discuss
the method to identify users in shared accounts and showing the functional
steps and components. Section 5 presents the experiments to implement the pro-
posed method along with the acquired results, while discusses these results and
their application to actual setups. Section 6 presents the results obtained in each
experiment. Section 7 concludes the paper, providing directions for future work.

2 Background

There are three core concepts upon which our work is based: item similarity,
word embedding, and clustering. The first one involves analyzing the similarity
of items that are part of a user’s online session (for example, movies browsed
in a streaming platform), and are mainly used in the context of collaborative
filtering. Item similarity is often assessed based on user interactions – if any two
people share the same interest on a given item, they are more likely to express
the same interest on other items too. In this context, items are classified and
indexed according to their similarity concerning an item matrix. Cosine measure
[11] is one option to compute similarity.
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The second concept, word embedding, captures semantic similarity between
tokens or pixels and projects them into user-defined vector space [8]. There-
fore, one can argue that embedding is low-dimensional spaces that can project a
high-dimensional vector. We faced the dimensionality problem in our work, as a
generic model for unveiling shared accounts in platforms dealing with heteroge-
neous items is unable to extract relevant patterns from users’ item browsing in
the platform. Therefore, we use t-Distributed Stochastic Neighbor Embedding
(t-SNE) to reduce the dimensionality of word vector space [7,10].

To find non-Euclidean plans in a space of n dimensions, t-SNE uses Machine
Learning to converge to the 2D plane that best represents the set of characteris-
tics that produce greater relevance to the data set [12]. In summary, it uses local
relationships between points to create a low-dimension mapping, which enables
capturing a non-linear structure. The probability distribution is created using
the Gaussian distribution, which defines the relationships between the points in
the high-dimensional space. t-SNE uses the Student t-distribution to recreate
the probability distribution in the small space avoiding the problem of agglom-
eration. Finally, t-SNE optimizes the fitting using a gradient descent method. In
the first step, creates a probability distribution that suggests the relationships
between neighboring points [5]. In the second step, t-SNE tries to recreate a
small space that follows this probability distribution in the best possible way.

The last core concept of our work is the clustering technique. In our context,
we use clustering to group sessions of a shared account by their similarities,
so each cluster that contains sessions is associated with a user profile. We use
Affinity Propagation (AP) [4] to find the number of clusters automatically, which
are represented by the element that best generalizes all the elements within the
cluster. AP is based on the exchange of messages between items until exemplars
are found for each cluster. The similarities between each item are received as
input and at each iteration, two types of messages are faced: the responsibilities
and availability, which are calculated according to the similarities. The number
of exemplars, i.e. of clusters, is influenced by the input preferences value and,
the process ends as soon as it reaches a specified number of iterations or when
the cluster structure stabilizes with a certain number of iterations [3]. The AP
algorithm’s clustering performance and convergence problem mainly depend on
two parameters: preference and damping (λ). The damping factor λ influences
the convergence performance of the AP algorithm. In the grouping process, the
adequate value of the damping factor avoids the optimum local condition, based
on the different convergence speeds of search from the center of the ideal cluster
at the different stages of the algorithm. Considering these points, we did some
experiments to prove this challenge and choose the best value for our data sets.

3 Related Work

In [17] the authors presented the first study in the identification of shared
accounts in the context of film platforms. The goal is to identify whether a
particular account is shared and to group the actions of users who share it.
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The authors developed a model for shared accounts based on linear subspace
unions and used the clustering technique to perform the identification. Follow-
ing the same line, Bajaj et al. [1] proposed a method of grouping channels based
on similarity to group similar channels for accounts and use the Apriori algo-
rithm to decompose the actions of online TV accounts into different people who
share the same login by analyzing the viewing characteristics and individualizing
the experience of each persona. After that, the authors used personal profiles to
recommend additional channels to the account. Yang et al. [16] also analyzed the
similarity of each type of item over a period of time to detect whether a sequence
is generated by the same user, to make recommendations to the identified users.

In [13], the authors introduced an array of latent variables to capture multiple
personas. Addressing the issue of recommending items to users through shared
accounts on Amazon.com in the context of recommending product size for items
such as clothing and shoes. The problem of product size recommendations is
addressed based on the customer’s purchase and return data, which results in
high rates of return by the customer buying incorrect sizes.

The authors of [15] presented a study of top-N recommendations for shared
accounts in the absence of contextual item-based information. The data is rep-
resented as a preference matrix in which the rows represent the users and the
columns the items. It is referred to as N − N recommendation, based only on
positive binary data, for a user, this recommendation system finds KNN(j), the
k items most similar to j, for each preferred item j using a similarity measure.
They are unable to identify the profile of each user behind shared accounts.

In [6], the authors proposed SHE-UI, a framework to differentiate users’
preferences and group sessions per user in the domain of multimedia streaming.
Using a structure based on feature learning, unsupervised learning, and normal-
ized random walks, authors can identify a set of users behind a shared account,
from the streaming of music. In addition, given a new streaming session for an
account, its structure is capable of identifying a persona. The authors’ solution
depends on resource extraction and the technique (random walk) of homoge-
neous items, which limits its applicability in an e-commerce scenario. SHE-UI
aims to identify multiple users on a shared account from the logs passed from
requesting songs on each account. The idea is to find different patterns of items
requested in each session and associate each pattern with a different user.

4 FIP-SHA

In our work, we approach the problem of identifying user profiles behind shared
accounts by clustering users’ online sessions belonging to a single account. In
this case, each cluster would materialize the online preferences and interests of
a single user behind the shared account. We only assume as input a stream of
actions that users performed in the platform: action timestamp, user identifier,
and numeric identifier of visited item. Our goal is to classify these actions into
potential profiles behind an account having a given user identifier.

Our work is based on the hypothesis that online sessions from the same user
are similar (for example, the set of items visited or categories of items) and,
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therefore, they can be grouped into user profiles. To explore this hypothesis, we
focus on the following research questions: RQ1. What are the most relevant
similarities between the items and how to identify the beginning and end of
each session? RQ2. Is it possible to use the clustering technique to identify
shared accounts in scenarios without item metadata available? RQ3. What is
the effectiveness of using clustering to classify user sessions into profiles? In the
following sections, we provide an answer to these questions.

4.1 Session Representation

Figure 1 presents an overview of the solution approached in this paper. In each
online session at some platform, a person navigates (browses through and/or
purchases) a set of items; these items can be reached through item categories,
custom searches, or previously recommended/related items. The order in which
items are visited (which can be seen as a directed graph) might reveal one per-
son’s browsing pattern/behavior/preference. Our main idea is to build profiles
based on the similarity of those online sessions (or item browsing patterns).

Users Sessions
Identification

User
Sessions

Clustering

User
Profiles

Query
a

profile

(Representation) 
User Session

Matching
User ProfileUser

Actions

Fig. 1. FIP-SHA overview

In our work, we adopted the following pipeline: (i) identify users’ online
sessions; (ii) represent those sessions; and (iii) cluster them into users’ profiles.
The first one required a mechanism able to capture—as a single user session
in the platform—browsing actions made by the same person in a given period.
The challenge is deciding when some session ends and another one starts. One
trivial case is a long period of inactivity. A more complex case, however, is when
a person (who was browsing for new age music) gives a seat to another one
(who now listens to heavy metal). Previous investigations [6,14] have considered
duration and/or idle period as a delimiter for sessions. In our work, we considered



120 C. Nery et al.

item-item similarity, in addition to idleness, to delimit browsing sessions. We do
so by computing an average distance between visited items; once it exceeds a
threshold, it indicates that someone else is now browsing (a new session).

Algorithm 1 provides an overview of cut sessions strategy. We generate a
Features Matrix from the log of users’ activities. To detect what is relevant in a
matrix with such dimensions, we used t-SNE dimensionality reduction technique
to calculate through existing dimensions. Then, we compared the standard devi-
ation in pairs, obtaining the plan that best represents these contents. In this way,
each item in the data set receives a coordinate corresponding to the generated
space. Then, to find the centroid of the groupings, we used Affinity Propaga-
tion (AP) for the purpose of finding its coordinates. The criterion used to find
which grouping each item belongs to was the centroid that obtained the shortest
Euclidean distance. In summary, we separated the groups of content into group-
ings and infer whether the analyzed content belongs to the same topic or not,
if they are grouped close together it means that they can be represented by the
same topic. In this way, we can analyze the frequency of content for each user,
and when a different content is observed from the profile, a single session is split
into a new session (likely from a different user).

Algorithm 1: FIP-SHA - Split Sessions
Input: L = < u,s,i >
Output: split of sessions into shared accounts

1 constant CUTOFF THRESHOLD
2 read features
3 generate tsne file
4 Function get cluster centers:
5 clustering = AffinityPropagation.fit transform
6 cluster centers indices = clustering.cluster centers indices
7 labels = clustering.labels
8 return cluster centers, labels

9 get random labels
10 get corresponding centroid labels
11 map euclidean from centroid
12 Function cut sessions based on cutoff threshold:
13 for session ∈ sessions do
14 if distance > CUTOFF THRESHOLD then
15 cut current session into a new one;
16 end

17 end
18 return sessions

For the second aspect, we represented sessions through vectors of terms and
their frequencies that describe the items visited. Finally, the third aspect required
techniques for session clustering into users’ profiles. Algorithm 2 introduces our
strategy for clustering sessions into user profiles. It mainly comprises two steps:
(i) similarity calculation, where the sessions of each account are compared in
pairs using the similarity metric by Cosine, and the result is the Similarity
Matrix between the sessions in each account. Afterwards, the similarity between
the sessions is used in the AP algorithm to perform the (ii) grouping of sessions
and generate the clusters that best represent the users’ profiles.
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Algorithm 2: FIP-SHA - Cluster Sessions
Input: split of sessions into shared accounts
Output: profiles

1 for account ∈ dataset do
2 fetch list of sessions as items lists;
3 obtain item matrix from each session;
4 similarities = similarity(session item lists)
5 clustering = AffinityPropagation.fit(similarities)

6 end
7 return clusters;

5 Experimental Evaluation Setup and Metrics

We carried out a series of tests that combine similarity between items and clus-
tering algorithm. These experiments assessed the overall performance of our solu-
tion to unveiling individual profiles behind a shared account. The source code
of our project, along with evaluation scripts, data used to carry out the experi-
ments, and raw results obtained, are publicly available on GitLab1. For the exper-
iments, we simulated “fake” shared accounts using datasets from Globo.com2 and
music listening sessions from Last.fm3. Table 1 presents additional information
on the datasets used. The Globo.com dataset contains the logs of user inter-
actions from a news portal, including clicks, distributed in more than 1 million
sessions of 320,000 users. The Last.fm dataset contains tuples <user, timestamp,
artist, song> collected using the Last.fm API.

Table 1. Characterization of the datasets used.

Period Session/Visited items Number of users

Globo.com October 1 to 16, 2017 1.048.594 322.897

Last.fm May, 2010 907.887 992

In our work, we artificially created “fake” shared accounts by grouping
together user accounts from the original dataset. In particular, we created shared
accounts that merge two, three, and four accounts from the original dataset. The
accounts chosen for merging into a shared account were chosen randomly.

To evaluate the effectiveness of our solution in revealing the user profiles
behind the shared account, we use ARI, FMI, NMI, and AMI scores to assess the
quality of clusters grouping user sessions4. These metrics are the same as used in
related work. We also define in the context of this work a user separation metric,
which quantifies how much each cluster actually is an individual behind our

1 https://gitlab.com/carolinaNery94/accountprofiles-mscproject.
2 https://www.kaggle.com/gspmoreira/news-portal-user-interactions-by-globocom.
3 http://ocelma.net/MusicRecommendationdataset/lastfm-1K.html.
4 https://scikit-learn.org/stable/modules/clustering.html.

https://gitlab.com/carolinaNery94/accountprofiles-mscproject
https://www.kaggle.com/gspmoreira/news-portal-user-interactions-by-globocom
http://ocelma.net/MusicRecommendationdata set/lastfm-1K.html
https://scikit-learn.org/stable/modules/clustering.html
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“fake” shared account. We compute this metric per shared account, as described
next. For each cluster grouping the sessions from the shared account, we count
the highest number of sessions in the cluster that belong to a same user, and
divide it by the size of the cluster. This operation gives us a highest proportion
index. A value of 1 (optimum) indicates that all sessions in the cluster belong
to a same user. We then compute the average and standard deviation of the
highest proportion index computed for each cluster obtained from the “fake”
shared account. We also computed a weighted user separation metric. To this
end, we compute the weight of each cluster as its size (number of sessions in it)
divided by the total number of sessions in the shared account. We then sum the
highest proportion index of each cluster weighted by its size.

We split our tests into two categories: Analysis of similarity resulting in
splitting the sessions and Clustering those sessions into user profiles.

Cut-Off Sessions. To evaluate the session cut-off step we set up the t-SNE
library from sklearn.manifold with parameters perplexity = 50, n iter = 1000,
and init = random. The perplexity is related to the number of nearest neighbors.
Larger data sets usually require a larger perplexity. n iter refers to the maximum
number of iterations for the optimization and the init refers to the initialization
of word embedding. We tested the combinations of perplexity for the data sets
and choose the value that obtained the best result and after getting the cluster
centers as shown in Algorithm 1, resulting in cut off the sessions if needed.

Clustering. The experiments regarding the clustering follow a similar config-
uration used in cut-off sessions setup. AP needs to obtain the cluster center
through continuous iteration, which leads to the high time complexity of the algo-
rithm, the clusters and exemplars returned are obtained with the influence of the
damping parameter. This value is responsible for maintaining a balance between
convergence and oscillation. So, before using AP in clustering step presents in
Algorithm 2, we need to perform a test to determine the damping value.

6 Results

Next we present the results obtained in the tests defined in the previous section.

6.1 Cut Off Sessions

From a set of sessions representing a shared account with 2, 3, or 4 users, and
given a defined cut-off point, we can split a given session into another. In addition
to analyzing the sessions and breaking them. We also need to adjust the t-SNE to
reduce the dimensionality, t-SNE has a perplexity parameter and this value needs
attention before we start work. The idea is to ensure that the algorithm runs
long enough to stabilize. We find the cluster’s center, using AP, and so building
the fictitious labels for each point, representing the values of coordinates.

After calculating the coordinates, we start the third stage, calculating the
Euclidean distance of each session’s line, as soon as this distance reaches a certain
cutoff, the current session is split into a new one. Tables 2 show the results.
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Table 2. Example of cut off session for Globo.com dataset

User Id Session Id Click Article Id x centroid y centroid Distance

0 15275 1506875407922788 101192 −23.93 −19.91 0.00

1 15275 1506875407922788 102738 4.27 −4.04 32.36

2 15275 1506875407922788 102701 4.27 −4.04 0.00

3 15275 1506875407922788 102692 16.82 −11.57 14.63

4 15275 1506875407922788 000 101193 −23.93 −19.91 41.59

5 15275 1506875407922788 000 102696 4.27 −4.04 32.36

6 15275 1506875407922788 000 102661 0.05 1.41 6.90

7 15275 1506875407922788 000 102686 4.27 −4.04 6.90

8 15275 1506875407922788 000 101194 −23.93 −19.91 32.36

9 15275 1506875407922788 000 102668 4.27 −4.04 32.36

10 15275 1506875407922788 000 102718 −18.14 3.25 23.58

11 15275 1506875407922788 000 102669 4.27 −4.04 23.58

12 15275 1506875407922788 000 101495 −23.93 −19.91 32.36

13 15275 1506875407922788 000 104173 4.27 −4.04 32.36

14 15275 1506889585128598 101195 −23.93 −19.91 32.36

6.2 Clustering

The damping value in the AP algorithm influences the number of clusters, and
also plays a decisive role in the convergence speed. The inadequate choice of this
value can lead to the oscillation, making it easy to not converge and, finally,
influencing the grouping. As a result of the experiments, the damping value 0.9
performed better compared to the other values tested in both data sets. We used
this value in the next experiments carried out.

In summary, for each set, shared accounts with 2, 3, and 4 users per account
were created and then, for each generated user account, the cosine similarity
metric between sessions was applied and AP clustering algorithm was performed
having as input value the similarities between sessions, and the profiles contain-
ing the sessions were output.

The first 4 accounts of 1,703 were analyzed. Table 3 presents the results of the
analyzed cases for each Cluster (noted as C in the Table). The estimated value
of the ARI is above 0.5, the NMI average was 0.8, the lowest AMI was 0.59, and
the FMI 0.81. For the Last.fm dataset, the analysis is similar, however, due to
the volume of data per shared account, the number of groups/profiles was much
higher. Table 4 presents the results of the analyzed cases, for the scenario of 2
users per account, ARI results are above 0.7, and metrics like AMI are above
0.8. Similar behavior is found for accounts that have 3 and 4 users.

6.3 Analysis of (Weighted) User Separation

Table 5 shows the results of the Globo.com data set, the results of the weighted
average. Most of the clusters achieved a user separation above 0.60, which clus-
ters as high as 0.84 considering simple average and 0.91 considering weighted



124 C. Nery et al.

Table 3. Evaluation of clustering metrics for accounts with 2, 3, and 4 users, Globo.com

C ARI NMI AMI FMI C ARI NMI AMI FMI C ARI NMI AMI FMI

11 0.92 0.93 0.87 0.96 5 0.92 0.86 0.82 0.95 8 0.88 0.90 0.86 0.91

5 0.75 0.84 0.77 0.81 4 0.92 0.92 0.91 0.94 4 0.77 0.73 0.68 0.85

2 0.80 0.75 0.72 0.90 6 0.88 0.90 0.86 0.90 10 0.96 0.98 0.96 0.97

5 0.58 0.75 0.59 0.69 7 0.77 0.83 0.77 0.81 9 0.78 0.89 0.83 0.81

Table 4. Evaluation of clustering metrics for accounts with 2, 3, and 4 users, Last.fm

C ARI NMI AMI FMI C ARI NMI AMI FMI C ARI NMI AMI FMI

178 0.94 0.98 0.96 0.94 421 0.74 0.95 0.84 0.75 591 0.80 0.96 0.88 0.81

421 0.78 0.96 0.87 0.79 587 0.89 0.98 0.94 0.90 618 0.84 0.97 0.90 0.84

391 0.88 0.98 0.92 0.88 274 0.76 0.96 0.86 0.77 687 0.92 0.99 0.96 0.92

average. There were a few cases in which user separation was as low as 0.4, mainly
because of the difficulty of the clustering phase in separating users with mini-
mal user or item metadata available. Table 6 depicts the user separation results
obtained for Last.fm. One may observe that results were as high as 0.9, indi-
cating a very high effectiveness in revealing the users behind the “fake” shared
accounts built for the evaluation. All in all, these results provide evidence of the
effectiveness of user item similarity to cut off online sessions and clustering to
group these sessions into user profiles.

Table 5. User separation analysis for shared accounts from Globo.com

Account # N. of users Average Std. Dev. Weighted Avg.

1 2 1 0 1

2 2 0.67 0.04 0.67

3 2 0.46 0.02 0.59

4 2 0.84 0.21 0.66

1 3 0.84 0.21 0.91

2 3 0.67 0.11 0.63

3 3 0.65 0.16 0.64

4 3 0.59 0.16 0.65

1 4 0.71 0.26 0.82

2 4 0.63 0.32 0.48

3 4 0.64 0.15 0.63

4 4 0.62 0.19 0.64
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Table 6. User separation analysis for shared accounts from Last.fm

Account # N. of users Average Std. Dev. Weighted Avg.

1 2 0.91 0.13 0.9

2 2 0.96 0.08 0.96

3 2 0.97 0.08 0.98

1 3 0.93 0.13 0.94

2 3 0.94 0.11 0.95

3 3 0.93 0.12 0.94

1 4 0.9 0.15 0.91

2 4 0.93 0.13 0.93

3 4 0.91 0.14 0.91

6.4 Discussion

We chose Euclidean distance for session splitting as it represents the dissimilar-
ity between the points. For the future, we intend to perform multiple cuts in
each session. As for the construction of the word embedding file, noted that the
metadata available on each dataset influences the result, the final assessment for
the Last.fm data set is an example, and may have influenced the final result of
this session breaking stage. About the clustering step, the chosen algorithm pro-
vided satisfactory results for the study, although it presents limitations related
to the performance, such as choice of the initial parameters.

7 Final Considerations

There has been substantial research on methods for unveiling user profiles behind
shared accounts. Existing methods, however, rely on massive amount of (user or
item) metadata and homogeneous items (i.e., items of a single type) to perform
satisfactorily. In this work, we take a different approach to reveal user profiles
behind shared accounts for environments hosting heterogeneous items of which
no item metadata can be made available. FIP-SHA applies a similarity technique
to data points, t-SNE to reduce the dimensionality, and clustering.

Our experiments provided evidence of the feasibility of the two stages pre-
sented in FIP-SHA. The second stage presented more satisfactory results, as the
data present in each data set influences the final result since when using a data
set with good characteristics the result was better. One of the advantages of
using Affinity Propagation is the replacement of the centroid by the exemplar,
as they are representatives of the groupings and are still considered relevant
data. As future work, we intend to assess the effectiveness of other options for
clustering, and analyze the effectiveness of the proposal with other datasets.
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Abstract. Community Question Answering (CQA) is an Information
Retrieval (IR) task that allows matching complex subjective questions
and candidate answers based on user posts in community web forums.
User questions and comment-based answers deal with many problems,
such as redundancy or ambiguity of linguistic information. In this paper,
we propose a pairwise learning-to-rank model community QA model in
the home improvement domain. For a user question, this model must
rank candidate answers in order of relevance. Our main contribution con-
sists of transformer-based language models using user tags to accurate
the model generalisation. To train our model, we also propose a proper
CQA dataset in home improvement domain that consists of informa-
tion extracted from community forums. We evaluate our approach by
comparing the performance based on analysis with the state-of-the-art
method on text or document similarity.

Keywords: Information retrieval · Community question answering ·
Neural networks

1 Introduction

Web platforms allow web users to share opinions without disclosing too much
identity. It encourages users to post genuine comments about something on web
forums [7]. Some situations in the real world make some web users access the
web to ask about daily problems. For instance, users who want to renovate
their houses can ask for tips or opinions about improvements (e.g., buying new
appropriate furniture or repairing some broken installation) in some specialized
community forums.

The complexity of answering user questions is in the fact of lack of further
explicit information to help models to find most relevant answer. We show in
Fig. 1 an example of a subjective question and two user comments as accepted
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answers obtained from a community QA forum1. This example shows a web
user asking some tips to measure the height of a tree. This Questioner aims to
install an antenna for internet service that needs to clear some tree because it
requires a clear line of sight to work. The expected answers for this question
are distinct because there are many ways that we must consider to measure the
height of something. Answerer 1 suggests to find an approximated tree size by
using some steps considering a pencil, moving some meters away from the tree,
extend your arm, and hold the pencil so that you can measure the height of the
tree on the pencil with your thumb. Meanwhile, Answerer 2 suggests to find the
approximated tree height by using a formula based on the questioner’s shadow,
questioner’s and the tree’s shadow measures. We conclude that subjective ques-
tions have different answers based on the experience of different users. A possible
solution to match question and correct answer is to find an association between
“ways to measure” words and often terms that appear in texts that describe app-
roach to measure something. A way to help to generalise pairwise CQA model
inferences is to use further explicit information (e.g., tags) provided by users.

Fig. 1. Examples of questions and their respective answers

This work proposes a tag-based pairwise community QA transformer LeToR
model in the home improvement domain. As a first contribution, we propose a tag-
based transformer model that improves the CQA learning-to-rank model gener-
alisation. For that, we also propose an approach to encode multiple tags as a new
sentence. As a second contribution, we build and validate a CQA dataset based
on users questions and their respective candidate answers to test our approach.
Finally, as a third contribution, we compare our approach with different state-of-
the-art baselines in pairwise matching and pairwise learning-to-rank models using
1 https://diy.stackexchange.com/questions/7100/is-there-an-easy-way-to-measure-
the-height-of-a-tree.

https://diy.stackexchange.com/questions/7100/is-there-an-easy-way-to-measure-the-height-of-a-tree
https://diy.stackexchange.com/questions/7100/is-there-an-easy-way-to-measure-the-height-of-a-tree
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the rank-aware evaluation measures. The experiment aims to evidence the impact
of multiple user tags during the model training.

2 Related Work

Some CQA challenge series inspire our task [9,10] that aim to promote related
research on that area. They provided datasets, annotated data, and developed
robust evaluation procedures to establish a common ground for comparing and
evaluating different CQA approaches. Despite these CQA challenge series con-
tains user questions, they have no extra explicit information like user tags.

Advances in word embedding models have improved neural network for gen-
eralising pairwise models. Word embedding refers to a group of machine learning
algorithms that learn contextual high-dimensional dense word vector represen-
tations (e.g., Glove [11], Word2Vec [8], and ELMo [12]). There are some models
based on Long Short-Term Memory (LSTM) [4] and the Gated Recurrent Unit
(GRU) [1] to learn sequential information on words. Bilateral Multi-Perspective
Matching Model (BiMPM) [15], for instance, proposes a model for text simi-
larity. Given two sentences, P and Q, it matches the two encoded sentences in
two directions, P against Q and Q against P. In each matching direction, each
time step of one sentence is matched against all the other sentences’ timesteps
from multiple perspectives. Then, another BiLSTM layer is utilized to aggre-
gate the matching results into a fixed-length matching vector. Finally, based on
the matching vector, a decision is made through a fully connected layer. Multi-
Perspective Sentence Similarity Modeling with Convolutional Neural Networks
(MPCNN) [3] proposes a model for comparing sentences that use diverse per-
spectives. Firstly, MPCNN models each sentence using a convolutional neural
network (CNN). It extracts features at multiple levels of granularity and uses
multiple types of pooling. After, It compares the sentence representations at sev-
eral granularities using multiple similarity metrics. We consider these last two
approaches in our comparative experiments.

Unlike recurrent neural network (RNN) and its extensions (e.g., LSTM and
GRU) that process each sequence element, in turn, transformer-based language
models [14] process all parts concurrently, forming direct connections between
individual ones through attention mechanisms.

Bidirectional Encoder Representations from Transformers (BERT) [2] is the
main transformer-based language model. It consists of pretraining deep bidirec-
tional representations of unlabeled text by jointly conditioning both left and right
context in all layers. Initially, that model beats other neural network approaches
based on RNN, CNN and attentive mechanisms for eleven different NLP tasks.

DistilBERT [13] is based on BERT architecture with some optimisation pro-
cedures to improve the inference speed by removing some parameters to reduce
the training speed and train a transformer model by considering a lower amount
of computational resources.

With the capability of modeling bidirectional contexts, denoising autoencod-
ing based pretraining like BERT achieves better performance than pretraining
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approaches based on autoregressive language modeling. However, relying on cor-
rupting the input with masks, BERT neglects dependency between the masked
positions and suffers from a pretrain-finetune discrepancy. XLNet [16], a gener-
alized autoregressive pretraining method that (1) enables learning bidirectional
contexts by maximizing the expected likelihood over all permutations of the fac-
torization order and (2) overcomes the limitations of BERT thanks to its autore-
gressive formulation. Furthermore, XLNet integrates ideas from Transformer-
XL, the state-of-the-art autoregressive model, into pretraining. Our experiments
includes all the previously described transformer models as baselines.

3 Task Definition

Given a question and a set of comments as candidate answers in natural lan-
guage, a CQA LeToR model sort comments as candidate answer list to the
question in order of ascending relevance score.

In Fig. 2 we represent a generic QA pairwise LeToR model architecture. For
a question Q and a set of n candidate answers [C1, C2, C3, ..., Cn] we must
build question and comment pairs QCP = {<Q,C1>,<Q,C2>,<Q,C3>, ...,
<Q,Cn>}, where The model output is represented by an n-dimensional vector
O = {<C1, O1>,<C2, O2>, ..., <Cn, On>}, where the pair <Cj , Oj> represents
the comment Cj and the relevance score Oj of <Q,Cj>.

Fig. 2. CQA learning-to-rank pairwise model

4 Our Approach

Our CQA pairwise learning-to-rank transformer model is based on a question
answering pairwise approach, including multiple user tags as further information
of questions.
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4.1 Transformer Models

Although the RNN or CNN models usually provide accurate performance in some
text classification tasks, they need to use some special procedure like attention
mechanism to detect the most relevant parts (for prediction purposes) in texts.
In order to address this issue, transformer-based models consist of multiple layers
where each one contains multiple attention heads. An attention head takes as input
a sequence of vectors h = [h1, ..., hn] corresponding to the n tokens to the input
sentence. Each vector hi is transformed into query, key, and value vectors qi, ki, vi
through separate linear transformations. The head computes attention weights α
between all pairs of words as softmax-normalised dot products between the query
and key vectors. The output oi is a weighted sum of the value vectors (Eq. 1).

αij =
exp(qTi kj)∑n
l=1 exp(qTi kl)

; oi =
n∑

j=1

αijvj , (1)

BERT, for instance, is the most-known transformer model. It is pre-trained
on raw corpus to perform two tasks: (1) Masked Language Modeling predicts
the identities of words that have been masked out of the input text; (2) Next
Sentence Prediction predicts whether the second part of the input follows the
first part or is a random text.

Since the pre-trained model uses a large corpus, the vocabulary size is fixed,
containing thousands or millions of words. However, when we apply a pre-trained
model to some different input texts, it can detect some unknown tokens that
is out of the original pre-trained model vocabulary (out-of-vocabulary (OOV)
tokens). Converting all unknown token to a default representation partially solves
the word embedding problem because the model loses relevant contextual infor-
mation from the input data. Hence, transformer models use an algorithm that
breaks an out-of-vocabulary token into subwords, such that the model represents
commonly seen subwords.

4.2 Input and Tag Representation

The input in our proposed model is a user question Q = {w1, w2, ..., wi, ..., wm},
a candidate answer based on comment C = {v1, v2, ..., vi, ..., vn}, where wi is the
i -th token in Q and vj is the j -th token in C. In order to include tags information
in our model, we also consider as a third input the set of alphabetically ordered
user tags T = {t1, t2, ..., to}, where |T | = o and tl is the l -th tag.

To represent multiple tags as new information, we define a new input sentence
adding the coordinating conjunction term “and” to connect all tags in alphabet-
ical order (see Fig. 3). Conjunction term helps the model identify different tags
and avoid confusing them with compound names (e.g., electrical panel). We rep-
resent multiple tags in alphabetical order because it helps the model know which
tags must appear before or after others. Question Q and tag-based sentence T
are concatenated into a new input Q̂ where Q comes before T (see Eq. 2).

Q̂ ← [Q,T ] (2)
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Fig. 3. Procedure to join tags and create a new sentence.

4.3 CQA Pair Matching Model

We use transformer-based language models to represent each QA pairwise rep-
resentation using sequential contextual information among user question, tag-
based sentence, and candidate answers.

For IR tasks like CQA, we use pre-trained transformer models and run the
fine-tuning step to fit the model parameters to our data. Firstly, we convert raw
input question and answer pair into a proper unified input U . Before using a
transformer tokeniser, we must indicate where the input starts using a special
token “<CLT>”. We also need to inform the model where the first sentence
ends and where the second sentence begins by using a special token “<SEP>”.
The tokens <CLT> and <SEP> are predefined for the transformer models
as default. After defining U , we use the Transformer Tokeniser (T Tokeniser)
(Eq. 3) to separate it into tokens.

U = [<CLT>, Q̂,<SEP>,C,<SEP>]; Û = T Tokeniser(U), (3)

When we tokenise the inputs using Transformer Tokeniser, each token receive
an ID. Hence, when we want to use a pre-trained transformer model, we need
to convert each token in Û into its corresponding unique IDs. The “attention
mask” tells the model which tokens should be attended to and which must
not. Tokens id and attention mask feed the input into the transformer model
(Eq. 4).

tokens id, att mask = Û .convert tokens to ids(), Û .get att mask() (4)

After defining the word encodings and the attention mask, we must pass these
as input parameters to the transformer model (Eq. 5). The transformer output is
the addictive pairwise encoding by considering whether an answer comes after a
question. In Sect. 4.1 we describe information about transformer models. Finally,
We feed the result to a sigmoid activation function in the output layer (Eq. 5)
to return the pairwise matching relevance score.

M = Transformer(tokens id, att mask); orel = σ(WhM + b) (5)

where Wh ∈ R
|M | and b ∈ R are learning parameters and σ represents a sigmoid

function. The variable orel represents the relevance score of U where {orel ∈
R | 0 ≤ orel ≤ 1}.
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4.4 Model Optimisation

We use the samples in the training set described in Sect. 5 for training the model
by minimising the binary cross-entropy loss:

Loss = − 1
|S|

|S|∑

s=1

ys log ŷs + (1 − ys)log(1 − ŷs), (6)

where |S| is the size of the training dataset. ys and ŷs are the true and the
predicted CQA pairwise relevance, respectively. The model parameters are opti-
mised through the AdamW optimizer [6].

4.5 Candidate Answers Ranking

Our pairwise LeToR model must rank all the QA pairs for a question Q in terms
of relevance. Let L the list of all QA pairs for q, adding the all pair relevance
scores. The result is shown in Eq. 7:

L = [<q, c1, o1>,<q, c2, o2>, ..., <q, cn, on>]; L̂ = desc sort(L), (7)

where |L| = n, where n is the number of candidate answers to q and oj is
the relevance score of the pair <q, cj>. To ranking our QA pairs, we sort L in
relevance score descending order through the function desc sort, where the final
output is a sorted list L̂ and the most relevant pair is in the first position.

5 Dataset Building and Validation

In this section, we describe the procedure of building our CQA dataset and its
validation.

5.1 Subjective CQA

We built our dataset composed of subjective texts harvested from a specialized
Q&A forum called Home Improvement (HI)2. This website has 77k thousands
of subscribed users with some background in this domains. They share ques-
tions and opinions about different subjects associated with home improvements.
Some moderators review new postings, correct mistakes directly and suggest new
changes for original authors. They use facts and references to support and help
the user to fix some incoherence or misunderstanding information.

Postings in these websites also contain some explicit information provided by
users. We use the number of upvotes as information to validate our gold stan-
dard dataset. Upvotes represents the number of positive votes that the message
receive by other users. we build our dataset considering the two information.

2 https://dyi.stackexchange.com.

https://dyi.stackexchange.com
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We scrapped the question comments from both home improvements forums in
a dataset.

We describe quantitative information about questions and their associated
tags in Table 1. Following the information in these Tables, we state that 11935
questions about home improvement topics where each question is associated with
one tag, at least. There are questions associated with five different user tags.

Table 1. Distribution of number of tags by number of questions in either training,
dev, and test sets in home improvement dataset.

Datasets #1 tags #2 tags #3 tags #4 tags #5 tags #Questions

Training 2308 2681 1673 627 187 7476

Validation 250 546 563 248 125 1732

Test 196 757 961 563 250 2727

Total 2754 3984 3197 1438 562 11935

Questions are associated with user tags. We show in Table 2 the most frequent
user tags in our dataset. Precisely, we have 771 different home improvement tags
in our dataset.

Table 2. Tag examples and their frequency for our home improvements dataset.

Tag Frequency

Electrical 2941

Wiring 1136

Plumbing 827

Lighting 423

Drywall 392

Bathroom 358

5.2 Gold Standard Definition

We distributed all the questions into training, dev and test datasets in terms of
question amount. Initially, we distributed all the questions using an overall dis-
tribution of about 75/25% for the training and test dataset. Afterwards, we split
the original training set into training and development sets with a proportion
of 80/20% approximately. In Table 3 we show the distribution of the number of
questions, number of accepted answers, number of non-related answers, and QA
pairs.



A Tag-Based CQA LeToR Model in the Home Improvement Domain 135

Table 3. Distribution of the number of questions by labels in either training, dev and
test datasets for home improvements.

Datasets #Question #Acc Answers #NonRelev Answers #QA pairs

Training 7476 10451 29542 39993

Validation 1732 2408 6879 9287

Test 2727 3878 10856 14734

Total 11935 16737 47277 64014

6 Evaluation

We evaluated the ranking performance of our approach with different state-
of-the-art learning-to-rank models on our gold standard datasets described in
Sect. 5.

6.1 Experiment Setup

For recurrent neural networks, we performed our experiments with the 300-
dimension word vectors by using the pre-trained GloVE [11] word embedding
model generated from a 6-billion-token corpus3 (extracted from Wikipedia 2014
+ Gigaword 5). Regarding transformer-based language models baselines, we
used different configurations for each one. In Table 4 we describe the pretraining
model configuration for different transformer-based algorithms. The RNN- and
CNN-based models’ parameters optimized through the Adam optimizer [5] and
transformer-based language models parameter optimized through the AdamW
optimizer [6].

Table 4. Overview of transformer-based language models configuration.

Model Pre-trained #layer #hidden #head #param #token

BERT bert-base-uncased 12 768 12 110M 512

RoBERTa roberta-base 12 768 12 125M 512

DistilBERT distilbert-base-uncased 6 768 12 66M 512

XLNet xlnet-base-cased 12 768 12 110M 512

We ran our experiments in a dedicated server with Intel(R) Xeon(R) CPU
E5-2643 v3 with 24 cores, 128 GB DIMM DDR4 Memory, and an NVIDIA Tesla
K40c GPU device.

3 http://nlp.stanford.edu/data/glove.6B.zip.

http://nlp.stanford.edu/data/glove.6B.zip
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6.2 Rank-Aware Evaluation Metrics

We define both measures as: (1) Mean Reciprocal Rank (MRR) is essentially
the average of the reciprocal ranks of the first relevant answer among candidate
answers for a set of community queries and (2) Mean Average Precision (MAP) is
the mean of average precision across multiple community questions. For a single
question, Average Precision (AP) is the average of the precision value obtained
for the set of top k candidate answers existing after each relevant answer. MRR
evaluates the performance of a ranking-based model to find the first relevant
answer while MAP evaluates the capacity of same model to predict the whole
candidate answer list correctly.

6.3 Results

In Table 5 we show the performance of different baselines considering different
evaluation measures for the ranking task. Among RNN-based neural network
models, BiPMP has the best performance in terms of ranking measures. BiPMP
outperformed MPCNN and the simple Siamese BiLSTM for both evaluation
measures. In terms of finding the best first answer among candidates, BiPMP
outperformed MPCNN with 7.5% of the difference. BiPMP also outperformed
MPCNN with 6.1% of the difference.

The previously discoursed approaches are because they depend on the word
embedding models to encode the model. Real-world texts are a problem because
this kind of text contains some new words or misspelt words classified as out-of-
vocabulary word. These word groups have no distinct representation, and thus
the model must lose relevant information. Unlike the previously described mod-
els, transformer-based language models had a better performance in all scenarios
because they must encode all the parts of text input and use multiple attention
mechanisms to find the most relevant parts in each training set sample. XLNet
outperforms all the state-of-the-art approaches considered in our analysis. How-
ever, the difference in performance for each transformer-based model is slight, as
shown in Table 5 for XLNet, BERT and DistilBERT. Among these baseline mod-
els, XLNet obtained the best results in our ranking analysis. In the result table,
we realised how transformer models generalise better when we include user tags
as extra information on questions. For DistilBERT and BERT with user tags
information, for instance, outperformed these models without this information
in around 2% of difference for both MRR and MAP measures. Despite XLNet
with multiple user tags also have improvements by generalising ranking mod-
els regarding the same model, without this extra information, the difference is
smaller than the other two transformer models. The explanation is in the way
how attention mechanisms work for each model. DistillBert and BERT have the
same parameters where the difference is because the first one is a distilled version
of the second one (It must explain why BERT outperforms DistillBERT). Unlike
BERT and DistillBERT, XLNet outperforms results of other approaches without
using tags as extra information. However, Bert and DistilBERT obtained more
advantage in extracting information on tags than XLNet. In general, BERT with
tags representation outperformed the other approaches.
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Table 5. Experiment results for Mean Average Precision (MAP) and Mean Reciprocal
Rank (MRR).

Home improv.

MRR MAP

MPCNN 0.636 0.617

BiPMP 0.701 0.676

DistilBERT 0.773 0.753

DistilBERT+tags 0.791 0.773

BERT 0.799 0.778

BERT+tags 0.821 0.804

XLNet 0.813 0.795

XLNet+tags 0.815 0.798

7 Conclusion

We proposed a tag-based transformer community question answering the
learning-to-rank model in the home improvement domain. As a first contribution,
we built a CQA dataset based on users questions and comment-based answers.
We validated that dataset by considering explicit information and feedback pro-
vided by different users on the website. We also proposed a way to encode multiple
tags as part of the input of transformer models. In our experiment, we showed that
multiple-tag-based input helps to increase the CQA generalisation performance on
pairwise LeToR CQA task considering different transformer-based models. BERT
and DistilBERT showed better performance using the tag information if we com-
pare the difference between the performance of each approach without tags and
with these. For future work we plan to analyse community questions from other
domains and to determine the effects of specific-domain multiple tag information
in the model generalisation. We also plan to explain the effects of tag information
on the attention mechanism for transformer models.
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Abstract. We propose an autonomous crowdsourcing system for con-
structing high-quality task results. To change the minds of low-quality
workers while processing the tasks, we introduce implicit and explicit
feedback. If task results are of low quality, the requesters should tell the
workers whether the quality of the task results is high/low and how to
improve their work. However, providing detailed and accurate feedback
in real-time is difficult and time-consuming for requesters. Our method
mitigates this issue by providing feedback for workers using the major-
ity voting (implicit feedback) and the other workers directly (explicit
feedback). To confirm the effectiveness of our method, we constructed a
crowdsourcing system for processing a large-scale sentiment analysis task
and experimented with evaluating the method. We found that our scal-
able crowdsourcing-based quality management method could improve
task results by using implicit feedback and improved worker motivation
by providing explicit feedback.

1 Introduction

Large-scale human-annotated data are essential for market surveys, machine
learning, and information seeking. Howe [2] first introduced crowdsourcing. Since
then, crowdsourcing services, such as Amazon Mechanical Turk1 (MTurk) and
CrowdFlower2, have been gaining attention as platforms for generating vast
amounts of human-annotated data at a low price.

We need an autonomous crowdsourcing system that outputs high-quality
task results with a low duty of requesters. If we can automatically measure the
quality of task results, we can easily construct an autonomous crowdsourcing
system that automatically rejects low-quality task results. However, in many
tasks, the quality of the output is difficult to define. For example, a requester
needs to select high-quality texts from Twitter messages, but high quality in
this sense is difficult to define. However, it costs too high to measure the quality
of task results by requesters. To realize an autonomous crowdsourcing system,
we should construct a mechanism to change the workers’ minds and behavior to
improve the quality of task results and increase the number of tasks.

Inspired by the idea of the peer-review process of academic papers and to
provide social incentives on a large scale, we propose a method for improving
1 https://requester.mturk.com.
2 https://www.crowdflower.com.
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the worker-management process by using two feedback mechanisms, i.e., implicit
and explicit, with which workers implicitly and explicitly evaluate each other.
Implicit feedback is based on majority voting [1]. If a worker selects a majority
option, he or she earns more wages, but if the worker selects a minority option, he
or she earns less. Our method automatically provides feedback to the workers.
Workers know whether the task results are acceptable but do not know the
reason for the decision.

2 Related Work

One mechanism of generating feedback is self-correction. Shar et al. [4] proposed
a method for applying the self-correction mechanism to a crowdsourcing system.
In the first process of such tasks, workers process the task normally. In the
second process, the workers browse the task results from themselves and other
workers. If the workers feel that the task results are wrong, they can correct
them. This mechanism is similar to implicit feedback in our method. However,
in our experiment, we discovered that if crowdsourcing systems give concrete
reasons why the task results are wrong, it is difficult to change the workers’
minds.

Our method uses reputation; that is, workers evaluate each other. Whiting
et al. [5] proposed a method in which workers explicitly evaluate each other by
using a double-blind reputation assignment (the explicit feedback mechanism of
our method is similar). They claimed that the quality of task results improves
as a result of using reputation. However, the cost of workers making explicit
evaluations was high. Moreover, they did not consider worker motivation. The
difference between their research and ours is that our method considers both
worker motivation and the quality of task results, whereas their method only
takes into account the quality task results.

3 Crowdsourcing Task

The task for this study was a typical sentiment analysis task on a set of tweets,
which is similar to a task in SemEval 2017 [3]. This section discusses a method of
accomplishing this task using crowdsourcing without using implicit and explicit
feedback.

3.1 Workflow

Suppose that a set of tweets T = {t1.t2, · · · , tN} has been prepared. Each tweet
ti has one subject sj ∈ S. Each individual task is to label a ti with one or
more sentiments selected from the sentiment set {positive and negative, positive,
negative, neutral, and unrelated}. Workers W are hired to accomplish a set of
these tasks on a crowdsourcing platform.

The crowdsourcing system assigns each tweet to K workers to maintain the
quality of the sentiment assignment. The workflow of this task is as follows:
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1. The crowdsourcing system instructs our task. This instruction includes 10
example tweets and their answers.

2. The system randomly selects a ti ∈ T to be processed when ti is labeled by
fewer than K workers and not labeled by the worker.

3. The system gives ti and the subject sj ∈ S corresponding to ti to a worker
w ∈ W .

4. w assesses ti by using the web interface and selects the most appropriate
sentiment from the following options:

– [pos+neg] The user who posted the tweet has both positive and negative
feelings about the specified part of the subject.

– [positive] The user who posted the tweet has positive feelings about the
specified part of the subject.

– [negative] The user who posted the tweet has negative feelings about the
specified part of the subject.

– [neutral] The user who posted the tweet feels something, but it is not
positive or negative about the subject, or his or her emotions are vague.

– [unrelated] The user who posted the tweet feels no emotion concerning the
target; this tweet is an advertisement or was automatically generated.

5. According to this task result, the system automatically gives points (described
below) to the worker.

6. The system gives implicit and explicit feedback to the worker. We do not
explain these feedback mechanisms to the workers; several workers believe
that the requesters directly evaluate all assessments and generate advice,
and other workers may correctly or incorrectly guess the actual feedback
mechanism.

7. Go to 2. If the worker wants to continue or quit the task.

The system finally assigns the labels by majority voting. If top labels for a
tweet have the same number of votes, the system assigns more than two labels
to the tweet.

4 Experimental Evaluation

In this section, we experimented to discover whether the implicit and explicit
feedback is valid for the quality of task results and worker motivation.

4.1 Experimental Setup

Data. We prepared tweets from Twitter Search APIs3. We chose seven subjects,
input keywords related to the subjects, and searched the tweets. We list the
subjects and the number of tweets of each subject in Table 1. We used tweets
written in Japanese. We retrieved tweets that contained more than one of the
keywords; thus, some of the tweets were not relevant to the subjects. We removed
tweets that mentioned other Twitter users, that included URLs, or that were
re-tweets. As a result, we prepared 140, 744 tweets.
3 https://developer.twitter.com/.

https://developer.twitter.com/
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Table 1. Subject of tweets

Symbol Subject # tweets

s1 Smartphone A 20,173

s2 Smartphone B 20,128

s3 Smartphone C 20,055

s4 Robot vacuum 20,060

s5 Printing services at convenience stores 20,111

s6 Manufacturer of electric appliance A 20,003

s7 Manufacturer of electric appliance B 20,214

Sum. 140,744

Table 2. Feedback usage and the number of workers. Imp. means implicit feedback.
FM (Feedback Message) means that the workers receive feedback messages from the
reviewers. PC (Point Change) means that the points are changed on the implicit feed-
back.

Group Imp. FM PC # workers

Baseline 124

Imp � 121

Imp+Exp(No) � � 119

Imp+Exp(Pos) � � � 129

Imp+Exp(Neg) � � 130

Imp+Exp(Pos+Neg) � � � 127

Sum. 750

Workers. Our method assigned more than five workers to each tweet. We deter-
mined the number of workers who selected appropriate options for more than
75% of tweets by using majority votes. In our preliminary experiments, we found
that assigning five workers is sufficient to accomplish this goal.

When the workers signed in, our method randomly assigned them to the
following six groups:

– Baseline : The workers in this group did not receive any feedback from our
method. They earned one point for each task.

– Imp: The workers in this group received only implicit feedback. The workers
earned 0.5 points for each task and earned 0.5 more points for each task if
their selection was in the majority. As a result, the workers earned at least
0.5 points and at most 1 point.

– Imp+Exp(No): The workers in this group received both implicit and
explicit feedback. We used the implicit feedback mechanism and the feed-
back message type of explicit feedback. The workers earned 0.5 points for
each task and earned 0.5 more points for each task if their selection was in
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the majority. The workers received advice about their tasks, but they did
not earn extra points for each task even if they received positive votes from
implicit feedback. As a result, the workers earned at least 0.5 points and at
most 1 point.

– Imp+Exp(Pos): We used the implicit feedback mechanism and the feedback
message and point change types of explicit feedback. This was almost the same
as Imp+Exp(No). Also, the workers earned extra points for each task if they
received positive votes from other workers. As a result, the workers earned at
least 0.5 points and at most 1 point.

– Imp+Exp(Neg): We used the implicit feedback mechanism and the feedback
message and lockout types of explicit feedback. This was almost the same
as Imp+Exp(No). Also, the workers’ accounts were locked if they received
negative votes five times in a row.

– Imp+Exp(Pos+Neg): This group was the sum of Imp+Exp(Pos) and
Imp+Exp(Neg). We used all functions of our crowdsourcing platform.

Table 2 shows the usage of feedback for workers in each group. Imp. means
implicit feedback, FM means workers sent and received advice using explicit
feedback, PC means workers obtained extra points when they received positive
votes, and LO means workers’ accounts were locked if they received negative
votes five times in a row. The workers, except those in Baseline and Imp, gave
explicit feedback per 50 task results they received. The target of the explicit
feedback was the latest task result done by another worker.

Workers did not know that these groups existed and also the detail of the
groups. Moreover, the workers cannot communicate with each other except
anonymized review messages.

4.2 Results

We explain the results of the crowdsourcing task from the viewpoints of task
result quality and worker motivation. We defined the sentiment for a tweet as
being correct if it was part of the majority. However, if there were less than two
top and second-highest votes or less than three of any votes, we did not use them
to calculate average accuracy.

Tasks. Table 3 lists the sentiment analysis results using our crowdsourcing plat-
form. It shows that 5.1% of the tweets had at least positive or negative senti-
ment, whereas about 94% had no information about sentiment because there
were many advertisements related to smartphones regarding s1, s2, and s3 in
the tweets. Moreover, the names of manufacturers in s6 and s7 included com-
mon nouns, and the keywords for gathering the tweets included common nouns;
thus, many of the tweets were not related to the subjects. Regarding s2, s4 and
s5, the ratios of tweets categorized as PN, positive, or negative were higher than
those of the other subjects.

As we stated in Sect. 3.1, our method assigns more than two labels if the top
labels have the same number of votes. As shown in Table 3, 2.6% of tweets were
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Table 3. Results of sentiment analysis. Values in parentheses are ratios of sentiments.
PN corresponds to positive and negative, P. means mostly positive, N. means mostly
negative, Neu. means neutral, U means unrelated, and Multi. means number of tweets
having more than two labels.

PN P N Neu U All Multi.

s1 31 (0.2%) 127 (0.6%) 246 (1.2%) 3231 (16.0%) 16,871 (83.6%) 20,173 333 (1.7%)

s2 123 (0.6%) 683 (3.4%) 936 (4.7%) 14,846 (73.8%) 4,036 (20.1%) 20,128 496 (2.5%)

s3 20 (0.1%) 144 (0.7%) 188 (0.9%) 6,462 (32.2%) 13,591 (67.8%) 20,055 350 (1.7%)

s4 134 (0.7%) 928 (4.6%) 1,148 (5.7%) 15,506 (77.3%) 3,107 (15.5%) 20,060 763 (3.8%)

s5 67 (0.3%) 678 (3.4%) 598 (3.0%) 7,967 (39.6%) 11,528 (57.3%) 20,111 727 (3.6%)

s6 48 (0.2%) 299 (1.5%) 220 (1.1%) 4,513 (22.6%) 15,375 (76.9%) 20,003 452 (2.3%)

s7 29 (0.1%) 218 (1.1%) 324 (1.6%) 10,530 (52.1%) 9,690 (47.9%) 20,214 577 (2.9%)

All 452 (0.3%) 3,077 (2.2%) 3,660 (2.6%) 63,055 (44.8%) 74,198 (52.7%) 140,744 3,698 (2.6%)

assigned more than two labels; 31% of these tweets were labeled neutral and
unrelated and 13% were labeled negative and neutral. This means that neutral
is difficult for workers to understand; thus, many workers sometimes randomly
selected neutral when they were confused about what option to select.

The workers in Imp+Exp(Neg) and Imp+Exp(Pos+Neg) had the risk of being
locked out. A worker who received explicit negative feedback five times in a row
would be locked out in our experimental setting. However, no workers were locked
out. The worst workers received negative feedback at most two times in a row,
and we believed that even these workers were good. Lock-out seemed to have
only a psychological impact.

Implicit Feedback. Next, let us discuss whether implicit feedback was effective.
Figure 1 shows the accuracy for each worker group. We can see that the number of
workers who had low average accuracy decreased due to using implicit feedback.
The minimum average accuracy of the workers in Implicit was 0.7, whereas that
of those in Baseline was 0.48. Implicit feedback also improved the lower-quartile
average accuracies.

To determine whether the workers’ reactions to the implicit feedback were
effective, the workers who received implicit feedback from others evaluated that
feedback. In our crowdsourcing platform, when a worker received implicit feed-
back, he or she selected an opinion on whether the feedback was effective. Table 4
lists the results of this evaluation. The numbers in the column where the advice
(adv. in this table) was negative, and the reply was positive mean the number
of tasks in which the label was not in the majority, and the workers agreed
with this feedback. From this table, 11.2% of the selected labels were decided as
not appropriate for other workers, and the workers agreed with 69.0% of these
decisions.

Explicit Feedback. Next, we determined whether the explicit feedback was effec-
tive. As we described above, the reviewers reviewed their task results. In our
method, the system did not select reviewers by the quality of reviewers. The
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Fig. 1. Accuracy for each worker group

Table 4. Number of evaluations by workers
who received implicit feedback: adv. means
advice, acc. means accurate, and inacc.
means inaccurate.

adv.\reply acc. inacc. Sum.

acc. 311,160 65,914 377,074

inacc. 32,745 14,684 47,429

Sum. 343,905 80,598 424,503

Table 5. Number of evaluations
by workers who received explicit
feedback

adv.\reply acc. inacc. Sum.

acc. 1,989 163 2,152

inacc. 77 43 120

Sum. 2,066 206 2,272

reviewers did not always review appropriately, and the messages from the review-
ers were not always appropriate. Therefore, we assumed that if the workers who
received feedback decided which messages were appropriate and were not then
ignored the inappropriate messages, the quality of the workers who received such
feedback would worsen.

We tried to determine whether explicit feedback helps improve task result
quality. As we described, a worker reviews assessments of other workers and
decides whether to agree or disagree with those assessments. Figure 1 shows
the distribution of average accuracy for each worker group. We can see that
the average accuracy of Imp and those of the work groups using both implicit
and explicit feedback was about the same. Therefore, explicit feedback did not
significantly change assessment quality.

Finally, the workers who received explicit feedback evaluated that feedback.
Table 5 shows the results of this evaluation. The workers evaluated 94% of the
explicit feedback as acceptable. This rate was higher than that of the implicit
feedback, i.e., the workers evaluated 91%(2, 066/2, 272) of implicit feedbacks as
acceptable. Therefore, we found that explicit feedback was more acceptable than
implicit feedback.

If a task result of a worker is determined as unacceptable by reviewers, that
work tends to reply, stating that the decision is unacceptable because the reviewers
denied that worker’s task result, which he/she believed was correct. However, if
the worker feels that the feedback is beneficial, the worker should reply stating that
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it is acceptable. In Table 5, workers who sent feedback decided that 120 labels were
unacceptable, and the workers who received the feedback decided that 77 (64%)
of those feedback responses were acceptable. Therefore, we found that the worker
changed the task results 77 times and that such feedback will affect future labels
selected by the workers.

5 Conclusion

Micro-task crowdsourcing is sufficient for generating large-scale human-
annotated data, such as market surveys, machine learning, and information-
seeking applications. However, workers do not always output accurate answers,
and the quality of their work varies depending on their ability and motivation.
To solve these issues, we construct the autonomous crowdsourcing system.

A reason for low-quality task results is the neglect of workers in performing
their tasks. Requestors should accurately review all of the task results in a short
time to address this issue. However, requesters are unable to do this. We proposed
a method of finding which labels are in the majority, i.e., implicit feedback, for
improving the quality of task results. We confirmed that the quality of task
results improved from our experimental results, but worker motivation decreased
when we used implicit feedback only.

For future work, we will develop a method for improving the quality of feed-
back. There is no guarantee that implicit and explicit feedback will always be
accurate. In this study, we attempted to increase the quality of task results, but
we did not discuss the quality of feedback. Whiting et al. [5] automatically mea-
sured rankings of workers; then the workers evaluated other workers who were
lower-ranked. We argue that if a worker receives adequate and straightforward
advice, the quality of his/her work will increase.
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Abstract. Many systems in the Edge Cloud, the Internet-of-Things or
Cyber-Physical Systems are built for processing data, which is delivered
from sensors and devices, transported, processed and consumed locally
by actuators. This, given the regularly high volume of data, permits Arti-
ficial Intelligence (AI) strategies like Machine Learning (ML) to be used
to generate the application and management functions needed. The qual-
ity of both source data and machine learning model is here unavoidably
of high significance, yet has not been explored sufficiently as an explicit
connection of the ML model quality that are created through ML pro-
cedures to the quality of data that the model functions consume in their
construction. Here, we investigated the link between input data quality
for ML function construction and the quality of these functions in data-
driven software systems towards explainable model construction through
an experimental approach with IoT Data using decision trees. We have
3 objectives in this research: 1. Search for indicators that influence data
quality such as correctness and completeness and model construction
factors on accuracy, precision and recall. 2. Estimate the impact of vari-
ations in model construction and data quality. 3. Identify change patterns
that can be attributed to specific input changes.

Keywords: Explainable AI · Data quality · IoT systems · Machine
learning · Data correctness · Data completeness · Decision trees

1 Introduction

There are different types of errors or faults which may occur in data sets, such
as missing values or rows, invalid values or formats, or duplicated values or rows.
Low quality data will result in low quality machine learning models if the model
is used to learn from the data. Before using often faulty real world data and
trying to find a remedial solution for observed machine learning model, we need
to better understand the effects of low input data quality on the created models.

Our ultimate goal is to automate quality control of machine learning models,
but to reach that the understanding the impact of a sensor producing faulty data
or no data on a model trained on this data is a general requirement. The wider
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objective is explainable model construction. Black-box explainable AI aims at a
better understanding of how ML model output depends on the model input [11].
Of particular importance is here a root cause analysis for model deficiencies.
Our aim here is, based on observed model quality problems, to identify a root
cause at input data level. The concrete practical benefit of this in an IoT setting
for example is, that certain ML quality patterns might already point to specific
problems with the data, such as outages for faulty sensors.

Therefore, we investigated different experimental scenarios with artificial and
real faulty input data sets. We specifically considered 1) input data completeness
and 2) input data correctness, since these are of direct relevance to IoT settings.
With the experiments, we created situations with different faulty data sets and
compare the results to find a connection between the type of faulty data and
the ML quality assessment factors (accuracy, precision, recall). We focus here
on numeric data that would for example be collected in technical or economic
applications, neglecting text and image data here.

The novelty lies in the integrated investigation the quality of information
that is derived from data through a machine learning approach. We proposed a
quality frameworks in [1,2], but report on an in-depth experimental study here.

2 Related Work

Machine learning (ML) techniques have generated huge impacts in a wide range
of applications such as computer vision, speech processing, health or IoT.

Input data quality is important. The issue of missing data is unavoidable
in data collection [4,7,13,18]. Various imputation approaches, i.e., substituting
missing values, have been proposed to address the issue of missing values in data
mining and machine learning applications. [13] addresses missing data imputa-
tion. The authors propose a method called DIFC integrating decision tress and
fuzzy clustering into an iterative learning approach in order to improve the accu-
racy of missing data imputation. They demonstrated DIFC robustness against
different types of missing data.

Currently, missing data impacts negatively on the performance of machine
learning models. Regarding concrete ML techniques, handling missing data in
decision trees is a well studied problem [5]. [19] also proposed a method for
dealing with missing data in decision trees. In [7], authors tackle this problem
by taking a probabilistic approach. They used tractable density estimators to
compute the “expected prediction” of their models. Missing data or uncertain
data in general have always been a central issue in machine learning and specially
classifiers. [18] focused on the accuracy of decision trees with uncertain data. The
authors discovered that the accuracy of a decision tree classifier can be improved
if the complete information of a data item is utilized. They extended classical
decision tree algorithms to handle data tuples with uncertain data. Paper [15]
describes a solution pattern that analyzed IoT sensor data and failure from
multiple assets for data-driven failure analysis. The paper used univariate and
multivariate change point detection models for performing analysis and adapted
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precision, recall and accuracy definition to incorporate the temporal window
constraint. In [17], a toolkit for structured data quality learning is presented.
They defined 4 core data quality constructs and their interaction to cover the
majority of data quality analysis tasks.

Focusing on decision trees and missing data, we investigate the link between
source data and machine learning model as a so far unexplored AI explainability
concern.

3 Method

Before presenting the results of the experiments in the following section, we
introduce here our methods including the description of objectives, data and
implementation. In many applications, ML models are reconstructed continu-
ously based on changing input data. We use experiments to determine the extent
to which different input changes regarding data quality impact on model con-
struction quality. In more concrete terms, the question is if changes in the data
quality or the model construction have a similar impact on output quality. We
consider here the following ML quality attributes. Precision, also known as Pos-
itive Predictive Value (PPV), answers the question of how many selected items
are relevant. Recall, or Sensitivity, answers the question of how many relevant
items were selected. Accuracy is the percentage of correct predictions for the test
data.

For input data quality, we selected two attributes that are IoT-relevant [3]:
completeness is the degree to which the number of data points required to
reach a defined accuracy threshold has been provided and correctness is the
degree to which data correctly reflects an object or an event described, i.e., how
close a label is to the real world.

In the context of these definitions, a sample question is if minor changes
in the completeness of data (as a data quality problem) or the tree depth of
decision trees (as a model construction concern) have a similar impact on model
accuracy. Experiments shall help to determine the scale of the impact of a given
size on input variations. We use experiments to determine if certain input change
patterns correlate to observable output change patterns [6]. In concrete terms,
this is if minor or major changes in input and input quality result in identifiable
change patterns across different output qualities (e.g., accuracy, precision, recall).
The question is if observed change patterns in the ML model output can be
attributed to the root cause of that change at input data level.

Our models here are decision trees – using scikit-learn1 to both data sets for
predictions. Using traffic data, we predicted the traffic volume and using weather
data we predicted rain fall. The first data set was traffic data that has been taken
from an application, which consisted of daily averages of traffic and number of
vehicles in 72 stations around our province in a month. The total number of rows
in this data set is thus 72. The second data set was weather data consisting of the

1 https://scikit-learn.org/ - Machine learning library for Python.

https://scikit-learn.org/
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Table 1. Incompleteness and incorrectness experiments summary

Completeness Correctness

Rows In the traffic data, precision and

recall behaved slightly different

from accuracy but we do not see

the same behavior for weather

data. However, there is no

significant difference

For –1000 the values fell from

lower initial values than in traffic

data. For –5000, accuracy,

precision and recall fell but the

gradient was steeper than for

–1000. For –10000, all three

factors fell from a lower initial

value but the final values are not

lower than before. Therefore, the

graph gradient is slighter when in

fact the higher invalid value has

effected the factors correctly

Features The stable area in the accuracy

graph in the missing row does not

occur in for missing features,

where we see a soft fall. For the

precision and recall, the sudden

rise does not occur here. All

factors have a steady gradient not

as steep as for missing rows

Accuracy is gradually falling, but

precision and recall are acting

differently. There is no connection

to previous cases as those were

from missing rows and invalid

features here. Comparing the

results we can say that this

results are more understandable

to the lower invalid value results

because like there, accuracy is

showing a steep and steady fall

where on the other hand precision

and recall are acting differently in

a more unpredictable way

minimum and maximum temperature, rainfall, wind speed, humidity, pressure,
cloud and rain today as features, and the target is the possibility of rain fall
the next day for 49 stations. The data from both data sets consisting of only
numerical values has been processed and labeled manually.

The experimental strategy was to find the effect on accuracy, precision and
recall while inducing error into the data set. We start each experiment with
an initial baseline for these quality attributes. In order to check the impact
of incomplete and incorrect input data on accuracy we created two different
situations for each data set. For incompleteness, we checked the impact of Missing
Features and Missing Rows on accuracy, precision and recall. For incorrectness,
we checked the impact of Invalid Features and Invalid Rows for different invalid
values on accuracy, precision and recall.

The experiments on input data completeness and incorrectness have been
summarised in Table 1. For each data set in each table, we performed the exper-
iments in two different formats, missing or invalid rows and missing or invalid
features. The values were selected to reflect small, medium and large scale faulty
situations. The values are in that sense meaningful in relation to the size of the
data set in rows or features. For the missing or invalid rows in traffic data, we
started with 2 rows and increased the number of missing rows gradually to 5,
15 and 24. For the missing or invalid features, we started with 3 features then 7
then 10 and lastly 13 features. For the missing or invalid rows in weather data
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Table 2. Comparison summary (TS: Test Size, TD: Tree Depth)

Rows-TD In traffic data, the accuracy fell with increasing the

missing rows. Depths 3, 4 and sometimes 5 were

the best and anything below or over were unstable.

This was shown better in the weather data set.

The accuracy increased until the depth of 3, 4 and

sometimes 5 and then started to fall which is

expected. In traffic data, the accuracy first

increased with tree depth but from the depth 3 to

5 was stable and after that fluctuated irregularly.

In weather data, a similar result is visible. The

best accuracy was at depths 3 to 5 as well but

afterwards the accuracy started to fall. The fall

was more significant with higher incorrectness

Features-TD In both data sets, accuracy started to rise until

depth 4 and afterwards to fall. However, in traffic

data it started to grow again after depth 8. A

probable reason is over-fitting. In traffic data the

accuracy rose from depth 1 to 3–4, then varies and

then after reaching the depth 8 it rose again. In

weather data, the accuracy rose from depth 1 to 4

and then it fell significantly. In traffic data, the

first rise is expected because it’s normal for

accuracy to rise until the best depth but the

second rise is due to a machine learning tool error

or over-fitting

Row-TS In traffic data, accuracy falls with more missing

rows but improves with bigger test sizes. The best

test sizes were 20% and 30%. For weather data,

accuracy improved until 20% and 30% before

falling again. In traffic data, accuracy gradually

increased until 30% but varied afterwards. In

Weather Data, the results were more clear. The

accuracy first rose until the best test size and then

started to fall gradually. The best test sizes were

20% and 30%

Features-TS The best test size for both data sets were 20% and

30%. In traffic data, accuracy started to grow after

40% but according to the other experiments and

weather results, probable reasons are ML errors or

over-fitting. The results were similar to the

previous experiments. Overall, the effect of invalid

features on accuracy was less than the effect of

invalid rows

we started with 6 rows and increased the number of missing rows gradually to
20, 36 and 49. For the missing or invalid features we started with 2 features then
4 then 8 and lastly 13 missing features. We observed the accuracy, precision and
recall in these situations with 20% test size and tree depth of 3.

For the weather data set we tried another set of invalid values as well to test
the accuracy of the machine learning tool in identifying invalid values. As we
mentioned before, in the first set we tried negative values as clearly invalid, but
in the second set we tried extreme positive values as potentially possible, though
highly improbable rainfall values. In general, we wanted to reflect different
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categories of sensors values: (i) correct sensor readings within small sensor read-
ing variation, (ii) extreme but in principle possible values, likely linked to sensor
faults, and (iii) clearly incorrect reading, definitely linked to sensor faults. We
are dealing with sensor data and chose invalid values that are out of the range of
regular sensor readings. We generally chose 3 different incorrect settings in order
to avoid unexpected behaviour from a single invalid value – typically choosing
a clearly incorrect value such as –1000 and increasing this to the next order of
magnitude. What we are also looking for is to find out which type of invalid val-
ues (positive or negative) can be identified better by the machine learning tool,
thus allowing a better judgement of the possible root causes. The same experi-
ments were repeated also on positive values. Compared to the negative results
no significant pattern changes were identified except that the output values were
less in positive values.

After observing the effect of different levels of faulty situations on accuracy,
precision and recall, the next step was to try to find a concrete change pattern on
each outcome factor’s variation in different scenarios in order to connect those
patterns to a specific scenario. To do so, we also tested the effect of different
tree depths and different test sizes on normal and various faulty data sets and
compare the results with each other in order to find a specific change pattern.
We present the results in Table 2.

4 Observation, Analysis and Validation

The outcome of the experiments demonstrated similarity between the data sets
and thus a validity of the observations as they have been confirmed in two
settings. In total, we conducted more than 50 experiments that varied settings
in 4 dimensions (tree depth, test size, missing/invalid features, missing/invalid
rows), which cannot be presented here in full. As a summary of the findings, we
can state that:

1. Incorrectness More Significant than Incompleteness. The incorrectness has a
bigger effect on the accuracy than the incompleteness. The most probable
reason for it is that in incompleteness the machine learning tool may ignore
the missing rows or features and not engage them in the predictions and
calculations, but regarding incorrectness the tool is forced to use all the values
either correct or incorrect therefore it cannot control or minimize the damage
to the accuracy.

2. Rows More Significant than Features. Missing or invalid rows have a stronger
impact on the accuracy than missing or invalid features. Here again, the
causes may be different factors, but the most probable one may be the fact
that dealing with a complete missing or invalid row is more difficult than
dealing with some missing or invalid features. Remedying the reduction of
accuracy is more difficult with missing or invalid rows than missing or invalid
features, see Fig. 1.

3. Data Set Differences. In the analysis of the experiments, we noted that the
results of the weather data was easier to process than the traffic data. In the
traffic data set, the volume of data might have been rather low.
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Fig. 1. Experimental results for the effect of different invalid values on both data sets
for invalid rows and invalid features.

4. Overfitting. As a general observation, With very high results in the outcome,
we tend have a machine learning tool problem like over-fitting, but when we
have low results in outcomes, it means that the problem lies more likely in
the data or sensors.

5. Incorrect and Improbable Data. Regarding positive and negative values, i.e.,
highly improbable vs. certainly incorrect data, we observed for weather data
that the results for positive invalid values were lower than negative invalid
values. This situation needs to be tested on other data sets to determine a
reason. However, for weather data and with some negative values as inputs,
a plausible explanation is that it is difficult to identify a real negative error,
but for positive values, since the values were very high, it was easier for the
algorithm to identify them.

In conclusion, the observations are validated in both data sets and are prac-
tically applicable in machine learning quality analysis. They can be used in root
cause analyses to identify possible faults in a IoT architecture such as sensor
or connectivity problems. This provides a post-hoc explanation to black-box
explainable model construction.

However, a clear identification of the reason behind the observation is not
always possible. The problem here is the white-box explainability of machine
learning models. As deep learning and other highly accurate black-box models
develop, the social demand or legal requirements for interpretability and explain-
ability of machine learning models are becoming more significant [16]. Nowadays,
the two terms are beginning to have different meanings, with interpretability
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describing the fact that the model is understandable by its nature (e.g. decision
trees) and explainability corresponding to the capacity of a black-box model to
be explained using external resources (e.g., visualizations). However, white-box
explainability is beyond the scope of the paper here.

We used two data sets to investigate the correctness of the results and appli-
cability for multiple domains. While the observations are generally of practical
benefit, another important aspect is the explainability of the observations. Our
observations apply to sensor-based IoT settings where all the data came from
IoT sensors. The question is whether or not we can utilise the observations in a
root cause analysis.

The missing or invalid rows situation is more likely to happen in real-life
situations than missing or invalid features. Data is received from sensors. If a
sensor is faulty or the data is not received due to a connection problem, all the
data from that sensor is lost (and not a part of data), unless we have differ-
ent sensors for different factors. In the latter case, it would be possible to have
missing features. For example, if a weather sensor can calculate different factors
like temperature, humidity, pressure, wind and etc., then if the sensor is faulty,
we will lose all the measurement at the same time. If we have different sensors
for each measurement, then if the sensor is faulty, we will lose only some at
the same time, but not all of them. For invalid values, it depends on the type
of sensor and factors. For instance, –50C is generally unlikely for a tempera-
ture reading, but still possible to happen; on the other hand below –100C can
be assumed incorrect. These observation can be used to deduce probable root
causes in sensor-based IoT environments such as faulty sensors or incorrect data
processing.

5 Conclusion

More and more software applications are based on functions generated using ML
from larger volumes of data available in contexts such as the Internet-of-Things
(IoT) instead of being manually programmed [14]. With less human involvement
in the construction process of the software, quality assurance becomes more
important.

We focused on the link between input data quality for ML function construc-
tion and the quality of these functions in data-driven software applications. An
important observation is the range of quality concerns that apply. For input data,
we considered correctness and completeness as data quality concerns. For ML
model construction, the usual accuracy, precision and recall were considered. We
organized our work in three steps. In first step, we determined a framework of
indicators that influence data quality such as correctness and completeness and
model construction factors on accuracy, precision and recall as described above.
Then, we experimentally analysed the impact of variations in model construc-
tion and data quality on ML model quality and in the final step, we aimed to
identify change patterns that can be attributed to specific input changes caused
by for instance faults in the environment in the context of a root cause analysis.
This provides a post-hoc explanation for a black box explainability setting.
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The observations were validated in two data sets and are practically appli-
cable in machine learning quality analysis and root cause analysis. However, a
clear identification of the reason behind the observation is not always possible.
More work on the white-box explainability of results is needed. Other applica-
tion domains could here be considered, such as mobile learning that includes the
usage of multimedia content being delivered to mobile learners and their devices
[9,12]. A further direction is the implementation of self-adaptive ML quality
management in an IoT-edge continuum [8,10].
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Abstract. In this paper, we extract behavioral facilitation tweets from a
set of tweets. We analyze and compare the extracted BF tweets related to
a large-scale disaster with those related to normal-scale disasters. Specif-
ically, we did two analysis, such that 1) Compare three neural network-
based classifiers such as LSTM, BiLSTM, and BERT using a set of tweets
related to large-scale disasters, and propose the best method of extract-
ing BF tweets, and 2) Analyzing characteristics of large-scale disaster
and comparing them with those of normal disaster.

Keywords: Twitter · Social media · Information extraction · Deep
learning · Behavioral facilitation · LSTM · BiLSTM · BERT

1 Introduction

Large-scale natural disasters, such as Typhoons, floods, and pandemic outbreaks
of infectious diseases, occur frequently. When these natural disasters occur, many
people suggest that people should take some action to help victims via social
media such as Twitter and Facebook. For example, “Close curtains or shades to
ward off flying objects from outside of your home!” and “Do not feel constraint
to tidy your room” are the tweets to suggest to take some action. The goal of this
paper is to extract these tweets “Behavioral Facilitation tweets (BF tweets)”.

BF tweets are essential for reducing damages by disasters and assisting dam-
aged areas. When the people in the damaged area catch and believe these BF
tweets, they will follow the BF tweets’ suggestions. However, these suggestions
are not always helpful, and some suggestions are harmful because these sugges-
tions are not always correct. The paper [2] reports that 53% of 7,177 fake tweets
are behavioral facilitation tweets. From this result, we observe that the ratio of
fake tweets to all BF tweets is high. Therefore, we need a method for extracting
behavioral facilitation tweets from all tweets and alerts that the tweets may be
fake. From these alerts, the victims do not believe in fake tweets. Therefore, it is
essential for victims to extract and present BF tweets automatically in disaster
situations. In the literature, some methods have been proposed to extract and
c© Springer Nature Switzerland AG 2021
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present BF tweets at disaster situations such as references [3] and [9]. As a result,
it has been shown that LSTM is better than rule-based classifiers, Support Vec-
tor Classifiers (SVC). They also show that the characteristics of BF tweets in
large-scale disasters are different from that of normal-scale disasters.

We need the best method to extract BF tweets in the event of a large-scale
disaster. Many classifiers are proposed for texts, but good classifiers should differ
when the scales of disasters are different. Therefore, we find better classifiers for
extracting BF tweets. Then we analyze the characteristics of BF tweets during
a large-scale disaster.

In this paper, we contribute the following two points.

– Comparing two neural network-based classifiers using large-scale disasters.
We compared the other two neural network-based classifiers, such as Bidi-
rectional LSTM (BiLSTM) and Bidirectional Encoder Representations from
Transformers (BERT).

– Analyzing characteristics of large-scale disasters based on comparing with
normal disaster.
We compare the tweets related to large-scale disasters (Typhoons in 2019)
with normal-scale disasters (small Typhoons in 2018), and analyze tweets’
characteristics of each disaster.

2 Related Work

Some researchers have studied analyzing or predicting user’s behavior from Twit-
ter. Silva et al. [6] studied how individual behavior data may influence relation-
ships in a social network. Xu et al. [7] performed a comprehensive analysis of
user posting behavior on a popular social media website, Twitter. Mogadala et
al. [4] proposed a method to predict the mood transition of a Twitter user by
regression analysis on the tweets posted over the Twitter timeline. Yamamoto
et al. [8] analyzed the characteristics of Growth-type users and proposed a user
growth prediction method to collect a large number of tweets strategically. These
methods extract the authors’ behavior and predict their future behavior. In con-
trast, we propose extracting behavioral facilitation tweet, which influences other
people.

3 Extraction of Behavioral Facilitation Tweets

This section describes how to extract BF tweets from the tweets related to a
disaster. In our system, we deal with the following procedure.

1. Prepare twitter dataset: Using Twitter filtering API, we obtain tweets that
include the keyword “Typhoon.”

2. Data cleaning: From the tweets, we remove URLs and user names.
3. Data labeling: Using crowdsourcing, we label whether the tweets are BF tweets

or non-BF tweets.
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4. Building the classifier: We randomly select 80% of all tweets as a training set
and set the rest of the tweets as a test set. Using this training set, we build
the classifier. We used LSTM, BiLSTM, and BERT.

5. Validate the tweets into BF tweets and non-BF tweets: We validate the accu-
racy using the test set.

In this section, we explain step 4. in detail. Primarily, we explain the settings
of each machine learning model.

3.1 A Classifier Based on LSTM

LSTM [1] is a machine learning model that can consider time series data. In
natural language analysis, LSTM is widely used when considering the order of
terms in sentences. We used Chainer1 to implement LSTM.

First, we convert distributed expressions for each term using fastText2 with
NWJC2Vec3 as a dictionary. We used all terms in the sentences and set them
as the term array W = [w1, w2, · · · , wn]; we do not select terms according to a
part-of-speech. We removed terms that are not in the dictionary.

Next, we describe the hyperparameters for LSTM. The hidden layer is one,
the vector size is 300, the batch size is 500, the number of the epoch is 20, the
learning rate is 0.001, the dropout ratio is 0.5, and we used Adam as an optimizer.
The number of units is the same as the number of terms for each tweet. The last
LSTM unit outputs values to the fully connected layer and output the degree
of BF tweets. Then, using the Softmax layer, the system outputs whether the
tweets are BF tweets or not.

3.2 A Classifier Based on BiLSTM

As we described in Sect. 3.1, LSTM only considers the order of terms in the
tweets. However, the reverse order of terms is also helpful for classifying tweets.
Therefore, we used BiLSTM [5] to consider both the order and the reverse order
of terms. We used Chainer to implement BiLSTM. The dictionary and the term
array W are the same as that used for LSTM.

Next, we show hyperparameters for BiLSTM. The hidden layer is 2, vector
size is 300, the batch size is 500, the number of the epoch is 20, the learning
rate is 0.0001, the dropout ratio is 0.5, and we used Adam as an optimizer.
The number of input units is the same as the number of terms for each tweet.
We construct one LSTM unit for the terms and another LSTM unit for the
terms’ reverse order. Then, we concatenate the outputs of both LSTM units and
connect them to the fully connected layer. Then, using the softmax layer, the
system outputs whether the tweets are BF tweets or not.

1 https://chainer.org/.
2 https://fasttext.cc.
3 https://pj.ninjal.ac.jp/corpus center/nwjc/ (in Japanese).

https://chainer.org/
https://fasttext.cc
https://pj.ninjal.ac.jp/corpus_center/nwjc/
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3.3 A Classifier Based on BERT

BERT is one state-of-the-art method for classifying tweets, which can consider
the order of tweets. BERT is based on Transformer, which is one implementation
of transfer learning. BERT is an encoder-decoder model using only attention; this
does not use RNN (recurrent neural network) and CNN (convolutional neural
network). The accuracy of BERT for machine translation is exceptionally high.
Therefore, we use BERT to extract BF tweets.

We decide hyperparameters for BERT using a grid search. The hidden trans-
former layer is 12, and the vector size is 768, the batch size is 32, the number of
the epoch is 10, the number of attention head is 12, the learning rate is 0.00002,
warm up ratio of learning ratio is 0.1, and dropout ratio is 0.1. The number
of input units is the same as the number of terms in each tweet. The system
outputs whether the tweets are BF tweets or not using the softmax layer.

4 Experiment 1: Comparison of Models for Classification
Accuracy

We compared LSTM, BiLSTM, and BERT accuracy for extracting BF tweets
to find the most accurate classifier in this experiment.

4.1 Data

We set a Typhoon Faxai4 of 2019 to the target of a large-scale disaster in this
experiment. The Typhoon landed in next Tokyo on September 15, 2019, and
causes significant damage to the east part of Japan. We collect 10,000 tweets
that contain the term “Typhoon” and which are post between September 6 and
September 16, 2019.

Next, we decide which tweets are BF tweets or not using crowdsourcing. We
assign five workers for each tweet, and the workers decide whether the tweets
are BF tweets or not. Then, we decide that the tweets are BF tweets when more
than three workers decide that the tweets are BF tweets, and the tweets are not
BF tweets when all workers decide that the tweets are not BF tweets. We do not
use the tweets that are decided as BF tweets by one or two workers. As a result,
we used 7,201 tweets as a dataset, 2,406 tweets are BF tweets, and 4,795 tweets
are not BF tweets.

However, the numbers of BF tweets and not BF tweets are imbalanced; they
are not suitable for constructing machine learning-based classifiers. To avoid this
problem, we used under-sampling. We randomly select 2,406 tweets from the set
of not BF tweets. As a result, the dataset we use includes 4,812 tweets, and the
number of both BF tweets and not BF tweets are 2,406, respectively.

4 https://en.wikipedia.org/wiki/Typhoon Faxai.

https://en.wikipedia.org/wiki/Typhoon_Faxai
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Table 1. Result of experiment 1.

Method Prec. Recall F1 Acc. AUC

LSTM 0.942 0.873 0.906 0.910 0.967

BiLSTM 0.926 0.905 0.915 0.916 0.964

BERT 0.904 0.944 0.938 0.937 0.979

Table 2. Processing time (sec.)

Classifier Learn Val. Total

LSTM 23.75 5.84 29.59

BiLSTM 34.27 6.56 40.83

BERT 11.46 8.11 19.60

4.2 Method

First, we randomly select 80% of all BF and non BF tweets as a training dataset.
We extract BF tweets using three classifiers introduced in Sect. 3 and construct
three classifiers. Then, we validate the classifiers using the rest 20% of BF and
non BF tweets as a test dataset. Finally, we calculate the precision and recall
ratio, F1-score, accuracy, and Area Under the Curve (AUC).

4.3 Result

Table 1 shows the precision and recall ratio, F1-scores, accuracy, and AUC. From
this result, the accuracies of these three classifiers are practical. The precision
ratio of LSTM is better than that of BiLSTM and BERT. The recall ratio and
F1-score are better than those of LSTM and BiLSTM. Therefore, we discover
that BERT is the best method for extracting BF tweets, but LSTM and BiLSTM
are also accurate.

Next, we analyze these results in detail. Table 3 shows several tweets as an
example. In this table, Ans. means whether the tweet is a BF tweet or not. We
check the columns if a tweet is a BF tweet. LSTM, BiLSTM, and BERT indicate
whether each model decides the tweet as BF tweets, respectively.

#1 is accurately extracted tweets using LSTM, BiLSTM, and BERT. In this
target disaster (Typhoon in 2019), the massive damaged area is tiny. Therefore,
many tweets are related to the specific area; then, the tweets include the area’s
name. In our experiment, almost all of the tweets that include the area’s name
are considered BF tweets. For example, tweets #1 and #2 include the area’s
name, such as Kujyukuri city and Hachi-jo town. All classifiers we used can
extract these BF tweets.

#2 is the example of a tweet that are extracted using only BERT. In this
tweet, the user who post this tweet does not facilitate behaviors to the victims;
he/she only post her opinions. It is hard to identify opinions and behavioral
facilitation because the terms’ usages are almost the same.

#3 is not BF tweet, and only BERT does not extract this tweet. When we use
the classifiers of LSTM and BiLSTM, the classifiers do not recognize the target
of the facilitations. For example, the user only said that “Typhoon has gone.”
The user does not facilitate behaviors to the victims. If the user said that “You
should go to the shelter because the Typhoon will come.,” the tweets should
be considered as BF tweets. Occurrences of terms for each tweet are similar to
each other. Therefore, if classifiers accurately considers the order of terms, the
accuracy of the classifiers will improve.
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Finally, we compared the processing time of each classifier. We use Geforce
GTX 1080Ti as GPU for the experiment. We classified 1,000 tweets using each
classifier and calculated the averaging elapsed time. Table 2 shows the results.
From this result, we found that BERT is the fastest for learning, and LSTM is
the fastest for validation. The processing time of BERT is 1.39 times slower than
that of LSTM. When we have a large amount of tweets to classify, BERT should
be the slowest but accurate classifier. However, BERT is still a reasonable choice
for extracting BF tweets because it takes only 8 s for classifying about 1,000
tweets. From these results, we conclude that BERT is the most appropriate
classifier for extracting BF tweets because BERT is the most accurate, and the
processing time is short enough.

In this section, we used a large-scale disaster dataset. However, we assume
that the characteristics of BF tweets of large-scale disasters and normal-scale
disasters should be different. Therefore, in the next section, we analyze and
compare the BF tweets of large-scale disasters with normal-scale disasters using
BERT.

5 Experiment 2: Analysis Characteristics of BF-Tweets
in a Large-Scale Disaster Situation

The damages of large-scale disasters are different from normal disasters. There-
fore, we can predict that the content of BF tweets is different. Yoneda et al. [9]
said that the difference between the two cases appears clearly. Many BF tweets
in large-scale disasters and its rumor are more significant than the number of
normal disaster situations [2]. We consider that if we extract characteristics of
a large-scale disaster of BF tweets extracted by our proposed BERT model, we
can help extract and present BF tweets in such situations. Then, we compare
the results of tweet BF tweets in a large-scale disaster that we extract using
BERT with the normal disaster. We analyze the characteristics of the method
of extracting BF tweets in a large-scale disaster.

5.1 Experimental Conditions

In this experiment, we used two datasets; Large: Large-scale disaster dataset:
a set of tweets related to Typhoon in 2019, which we used for experiment 1
described in Sect. 4.1. Normal: Normal-scale disaster dataset: a set of tweets
related to typhoons in 2018 except large-scale typhoons. We extract 566 BF
tweets from 3000 from Large dataset and Normal dataset, respectively, using
crowdsourcing.

We used crowdsourcing for labeling tweets. We assigned ten workers for each
tweet, and we identify the tweets as the BF tweets if the tweets are judged as
the BF tweets by six or more workers. We formulate hypotheses and analyze the
Large dataset with Normal dataset.
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Table 3. BF tweets extracted by three classifiers

ID Ans. LSTM BiLSTM BERT Tweet

#1 � � � � For victims in Kujyukuri city areas that are

damaged by Typhoon, The following public baths

are open for free. Please bring a towel and shampoo

#2 � � Last year, the roof of my house was brown away

during the typhoon. From this experience, I can say

that you should cover one more sheet to the roof

because the sheets that are provided by the

government to fix the roof is too thin

#3 � � Let me see. I will sleep earlier than usual, because

I do not feel asleep well. Typhoon has gone

Table 4. Examples of tweets in Large-scale disaster dataset (Typhoon in 2019) and in
Normal-scale disaster dataset (Typhoon in 2018)

# Dataset Tweet

#1 Large There was a Typhoon. Are you safe? Many trees
knocked down at Ueno park. Some fallen trees
have been removed, but some trees remain. It
would help if you took care of the rest of the
trees

#2 Large From Sammu city fire department: It’s ready to
provide drinking water again. Please bring
empty bottles to Sammu city hall

#3 Large I experienced a heavy Typhoon last year. There
is a large scale power outage in Osaka. From my
experience, you should charge portable batteries
and Nintendo Switch. You should keep some
food and water, and you should reduce foods in
your refrigerator. When I faced the large scale
power outage two days, foods in my refrigerator
went bad

#4 Normal It’s cloudy because of typhoon. We should be
careful of heat stroke. Let’s survive this heat!

#5 Normal Typhoon Number 26 formed. Pay attention!

5.2 Results

Table 4 shows the tweets which are decided as BF tweets by BERT. Large is
a set of tweets of the large-scale disaster situation, and Normal is a set of the
normal-scale disaster situation.

From this result, we observed that the names of damaged places appear more
frequently in Large than Normal. Because a seriously damaged area by large-
scale disaster is relatively small, and people try to express the damages clearly.
For example, there is the place name “Ueno Park” in #1, and “Yamatake city
fire department” and “Yamatake city hall” in #2. Primarily, we found many
tweets which are related to a small area. For example, Yamatake city appeared
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in #2 is a small city. Therefore, this information is not broadcasted via TVs or
newspapers. However, there is no place name in #4 and #5.

From these observations, we create three hypotheses and confirm whether
the hypotheses are true or not.

5.3 Discussion

We formulate the following three hypotheses as follows:

Hypothesis 1: The number of place names is more significant in BF tweets of
a large-scale disaster than that of a normal-scale disaster.

We consider that when the scale of the disaster is large, the victims would
actively help each other. Eventually, the number of place names is large in Large.
Our analysis results show that 10.4% of BF tweets of large-scale disasters include
place names. On the other hand, 2.2% of BF tweets of normal disasters include
local place names. Five times BF tweets of large-scale disasters include local
place names. From the results, we conclude that hypothesis 1 is “True.”

Hypothesis 2: Many Large-scale BF tweets include user’s experiment.
We consider that everybody knows a large-scale disaster causes severe dam-

age, and the victims have a great sense of crisis. People want to tell their expe-
rience of similar disaster situations and advice the victims. We assume that BF
tweets of large-scale disasters are based on users’ experiences. The results are
that 6.8% of BF tweets of large-scale disasters include users’ experience. On
the other hand, 0.8% of BF tweets of normal disaster include users’ experience.
About 8% times BF tweets of large-scale disasters include local users’ experience.
From the results, we conclude that hypothesis 2 is “True.”

Hypothesis 3: BF tweets of large-scale disasters include a firm tone.
We consider that people that are both victims and non-victims have a great
sense of crisis. People want to pay attention to the BF-Tweets, and they become
strong tone. We assume that BF tweets of large-scale disasters include a firm
tone. The results are that 42.0% of BF tweets of large-scale disasters include a
firm tone. On the other hand, 49.8% of BF tweets of normal disasters include a
firm tone. From the results, hypothesis 3 is “False.”

We found the characteristics of BF tweets of large-scale disasters include
more local place names and users’ experiments from our experiments. The tone
of BF tweets is not so different from BF tweets of normal disasters. Then we
should consider these two points to extract BF tweets of a large-scale disaster.

6 Conclusion

We extract the behavioral facilitation tweets for large-scale disaster data using
LSTM, BiLSTM, and BERT. From experiment 1., we found that BERT is the
best classifier for extracting BF tweets. Therefore, we analyzed the results of the
extracted tweets by BERT.
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This research aims to discover the differences between the BF tweets of large-
scale disasters and normal-scale disasters. We formulated three hypotheses 1)
The number of place names increases in BF tweets of a large-scale disaster, 2)
BF tweets of large-scale disaster based on user’s experience, and 3) BF tweets
of large-scale disaster include strong tone. In our experiment, we discovered
whether these hypotheses are true or false, respectively. We found that hypothe-
ses 1) and 2) are true from our experimental result, and 3) are false.

Fake detection is a future work. In this paper, we extract BF tweets. We
found that several BF tweets are fake, and we should alert these fake BF tweets
to the users. There is much research on fake news detection. Therefore, we should
integrate these methods with our proposed method and find which tweets should
be alerted.
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Abstract. Social media growth all around the world brought benefits
and challenges to society. One problem that must be highlighted is hate
speech proliferation on the Internet. This article proposes a technique
to hate speech detection in texts, which uses a Cross-Lingual Learning
classifier. In our experiments, we used a public dataset in Portuguese
and achieved one of the greatest F1 Scores within our state-of-the-art.
Besides, this work is the first one to perform a cross-lingual learning task
for hate speech detection using a corpus in Portuguese.

Keywords: Hate speech detection · Cross-Lingual Learning · Deep
learning · Social media

1 Introduction

Mobile technology growth has impacted social media. According to a recent
survey1, people prefer to use their smartphones and social media for news con-
sumption instead of printed newspapers and television. People usually prefer
platforms such as Facebook and Twitter for gathering information and news.

Besides the benefits and convenience that social media has provided, the
anonymity provided by such means may be harmful to society, keeping in mind
that people tend to have a more aggressive behavior while using their social
networks [1]. An example of this is the growing proliferation of hate speech
on the Internet. Fortuna and Nunes [1] define hate speech as a language that
attacks and incites violence against certain groups of people based on their spe-
cific characteristics such as physical appearance, religion, lineage, nationality or
ethnic origin and gender [2].
1 https://www.journalism.org/2021/01/12/news-use-across-social-media-platforms-
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As discussed by Pikuliak et al. [3], most languages do not have enough data
available to create state-of-the-art models. Therefore, the ability to create intel-
ligent systems for these languages is restricted. The importance of Natural Lan-
guage Processing (NLP) tasks for languages with fewer resources has emerged
recently during various crises in regions of the World where people speak lan-
guages that are not commonly dealt with in the NLP community, such as the
Ebola outbreaks in West Africa (e.g. Niger-Congo languages).

This work proposes to perform hate speech detection in texts using a mul-
tilingual approach. The languages used in this work are Italian and Portuguese
since both originate from the same mother language - Latin. Pelle and Moreira
[4] published the Portuguese dataset we used, and the Italian dataset was made
available in Evalita 2018, in the task Hate Speech Detection - Bosco et al. [5].

The contributions of this work lie because this is the first work to use CLL
with hate speech data in Portuguese, besides having achieved one of the best
results in the literature with the OffComBr2 database - provided by Pelle and
Moreira [4].

The remainder of this paper is structured as follows. Section 2 focuses on
reviewing briefly the state-of-the-art on hate speech detection in texts using CLL.
Section 3 addresses the methodology and the dataset used by this research work.
Section 4 presents the results and evaluation method. Finally, Sect. 5 highlights
the conclusion and further work to be undertaken.

2 Related Work

Silva et al. [6] developed a novel approach to detect hate speech in Portuguese,
which comprises a CNN model and a psycho-linguistic dictionary, the Linguis-
tic Inquiry and Word Count (LIWC), with Logistic Regression (LR+LIWC).
They used three Brazilian datasets; OffComBr2 and OffComBr3 [4] and HSD
[7], and compared the baseline results with theirs. Using a CNN along with a
300-dimensional word embedding achieved the best F1 score.

The idea of Pagmunkas and Pati [9] was to develop a multilingual hate
speech detection approach, in which the concept of transfer learning from a
more resource-rich language to another with fewer resources is used. The lan-
guages studied were English, Spanish, Italian, and German. The best results
were achieved using Hurtlex and multilingual embeddings as features and an
LSTM architecture, and the best approach used Joint Learning and Multilin-
gual Embeddings.

Ranasinghe and Zampieri [10] used multilingual word embeddings to detect
hate speech. Besides carrying out experiments with different languages, differ-
ent domains were also tested. Data were obtained in English, Spanish, Hindi,
and Bengali. The XLM-R framework was used to perform the classification.
The idea of using a multilingual approach is to train the model in a richer lan-
guage and test it in another language with fewer resources. Ranasinghe and
Zampieri trained the model in English and tested it in the other three languages
researched. The results showed went beyond the state-of-the art of each dataset
and language.
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3 Methodology

This section describes the Portuguese and Italian datasets used. Then, we show
the methodology used and how we apply cross-lingual learning to detect hate
speech in Portuguese texts.

We used two datasets in this research: one comprising data in the Portuguese
language (OffComBr-2 - [4]), with comments containing hate speech collected
from the Brazilian news site g1.globo.com. Pelle and Moreira [4] gathered com-
ments from pages on politics and sports. They selected a sample of 1,250 random
comments and two judges noted each comment.

The other dataset comprises Facebook posts in Italian, made publicly avail-
able at the Evalita 2018 conference [5], in the Hate Speech Detection task. The
dataset was developed by a research group in Pisa, created in 2016 [11], and con-
tains about 17,000 Facebook comments, extracted from 99 posts from selected
pages.

The main idea of using Cross Lingual Learning is to use one language with
more resources to train a model and then use this model in a language with fewer
resources. So, we chose Italian as the source language (the language with more
resources) and Portuguese as the target language. We used the XLM-RoBERTa
framework - called XLM-R [12] because it has presented good results in Cross-
Lingual Learning tasks, achieving an accuracy 23% higher than that of BERT
in using low-resource languages [13].

According to Pikuliak et al. [3], in Cross-Lingual Learning tasks, the transfer
learning from the language with the most resources to the one with the least
resources can be done in three ways: Zero Shot Transfer, Joint Learning and
Cascade Learning. The first occurs when no data from the target language is
used in the training. The joint learning approach consists of using both languages
at the same time in the training; and cascade learning occurs when there is a
pre-training with the source language and then the model is fine tuned with the
target language.

Thus, we have conducted experiments following these three approaches. In all
cases, the source language was Italian and the target language was Portuguese.
We used the base and the large versions of XLM-R. The base version contains
approximately 270M parameters, with 12 layers, 768 hidden states, 3072 feed-
forward hidden states, and 8-heads; and the large version contains 550M param-
eters, with 24 layers, 1024 hidden states, 4096 feed-forward hidden-state and
16-heads [12].

We have performed some experiments initially using the first two approaches
listed above (zero-shot transfer and joint learning). In these experiments, we only
trained the XLM-R model using the Italian data (adding some Portuguese data
sometimes) and we tested it with the Portuguese data. In the second round of
experiments, we performed a fine-tuning on the model. We trained it with Italian
data; after that, we did another training - this time with Portuguese data - and
then we tested it with Portuguese data. This process is shown in Fig. 1.

https://g1.globo.com
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Fig. 1. The fine-tuning process on cross-lingual learning.

4 Evaluation and Results

This section presents the experiments used to evaluate our proposed model to
identify hate speech in Portuguese in tweets. Moreover, we discuss the results of
the performed experiments.

In our experiments, we used a Nvidia Tesla K80 GPU to train the models
used. We obtained 1e−5 as the best value for the learning rate and we adopted 3
as the best value for the number of epochs. First of all, we have performed some
experiments using the zero-shot transfer and joint learning approaches.

In these experiments, we performed the training with the Italian dataset with
90% used for training and the 10% remaining used for validation. In the test step,
we used the Portuguese dataset (zero-shot) or splitted the Portuguese dataset
in two parts (Table 1 shows the amount of Portuguese data used in training;
the remaining data was used for testing). The experiment results are displayed
in Table 1. As we can see, the results from the large model are greater than
the base one. Also, using the joint learning approach, when we increased the
amount of target language in the training process, the F1 score was increased.
But we observed if we added data from the target language above a threshold,
the F1 score decreased. This threshold was about 70%, and this result is listed
in Table 1.

We also conducted experiments using the cascade learning approach. Here, we
also trained the model with the Italian dataset, with 90% used for training and
the 10% remaining for validation. In zero-shot experiments, we used 70% of data
for training, 10% for validation, and 20% for test. In joint learning experiments,
we also set apart some Portuguese data for the training with Italian data (as we
can see in Table 1).
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Table 1. Experiment results.

Model Approach Fine-Tuning F1 score

XLM-R (base) zero-shot No 58%

XLM-R (base) joint learning (20%) No 69%

XLM-R (base) joint learning (40%) No 73%

XLM-R (large) zero-shot No 71%

XLM-R (large) joint learning (20%) No 75%

XLM-R (large) joint learning (40%) No 77%

XLM-R (large) joint learning (70%) No 74%

XLM-R (large) zero-shot Yes 80%

XLM-R (large) joint learning (30%) Yes 86%

XLM-R (large) joint learning (50%) Yes 74%

We trained the XLM-R with the Italian dataset and then fine-tuned it with
the Portuguese dataset. We also used the zero-shot and joint learning within
this approach (adding or no data from Portuguese in the training step). The
experiments are listed in Table 1. We notice that when we used the joint learning
approach; we obtained the best result in our experiments. But we observed we
cannot add too much data from Portuguese in the training step. The F1 score
decreased sharply from 86% to 74% - when the amount of Portuguese data was
increased from 30% to 50% in the training step.

Silva et al. [6], Lima and Bianco [14], and Soto et al. [8] also used the Off-
ComBr2 database [4]. In Table 2, a comparison with the F1-Score of these works
is displayed. It is worth noticing that our work is the only one that used cross-
lingual learning and it achieved one of the best results using the OffComBr2
database.

Table 2. Comparison of related work results.

Work F1 score

Baseline (Pelle e Moreira, [4]) 77%

Silva et al. [6] 89%

Lima and Bianco [14] 72%

Soto et al. [8] 86%

Our approach 86%

5 Final Remarks

In this paper, we presented an approach for hate speech detection in texts using a
cross-lingual learning approach. Among other works that used the same dataset,
we had one of the best F1 scores so far.
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As further work, we point to the usage of other languages to perform the
training in the model (such as English) to verify an improvement when classifying
the texts. Besides, we suggest the use of more iterations on the fine-tuning step.
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Abstract. In classification, class imbalance is a factor that degrades the
classification performance of many classification methods. Resampling is
one widely accepted approach to the class imbalance; however, it still suf-
fers from an insufficient data space, which also degrades performance. To
overcome this, in this paper, an undersampling-based imbalanced classi-
fication framework, MMEnsemble, is proposed that incorporates metric
learning into a multi-ratio undersampling-based ensemble. This frame-
work also overcomes a problem with determining the appropriate sam-
pling ratio in the multi-ratio ensemble method. It was evaluated by using
12 real-world datasets. It outperformed the state-of-the-art approaches
of metric learning, undersampling, and oversampling in recall and ROC-
AUC, and it performed comparably with them in terms of Gmean and
F-measure metrics.

Keywords: Class imbalance · Ensemble · Metric learning · Muti-ratio
undersampling

1 Introduction

Class imbalance [6] is a universal phenomenon for labeled datasets and causes
classification performance to degrade. Class imbalance refers to the characteris-
tics of datasets in which the number of instances in a class is much bigger than
that in other classes. The large gap in the numbers tempts classifiers to be biased
toward the majority class. This problem has been observed and dealt with in
various domains, such as the clinical domain [2], and economic domain [12].

Resampling is an effective preprocessing for dealing with class imbalance. It
draws instances in order to balance the numbers of instances in different classes.
Resampling can be categorized into oversampling and undersampling. Oversam-
pling generates instances of the minority class (e.g., SMOTE [3]), and under-
sampling eliminates instances of the majority class (e.g., EasyEnsemble [10]).
Though resampling is a successful method, classifiers still suffer from insufficient
data spaces, which is not changeable by resampling.

This paper proposes a classification framework, MMEnsemble, consisting
of metric learning, multi-ratio ensemble, and asset-based weighting.
c© Springer Nature Switzerland AG 2021
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• Metric Learning: Metric learning methods such as LMNN [19] learn a data
transformation so that instances in different classes can be distinguishable.
Recent metric learning approaches [18] have shown that selecting subsets of
training instances for metric learning improves the classification performance
of an imbalanced classification. On the basis of this idea, in MMEnsemble,
metric learning is incorporated into an undersampling-based ensemble.

• Multi-ratio Ensemble: When applying undersampling, the sampling ratio
is an important parameter. It determines the number of drawn majority
instances. A recent study [8] has shown that incorporating multiple sampling
ratios in an ensemble manner improves the classification performance.

• Asset-based Weighting: When applying a multi-ratio undersampling-
based ensemble, weak classifiers for different sampling ratios have different
assets. A classifier with a large sampling ratio may correctly classify the
majority class, and another classifier with a small sampling ratio may cor-
rectly classify the minority class. To capture the assets, MMEnsemble intro-
duces a weighting scheme that weighs on classifiers that can correctly classify
instances that are hard for the other classifiers to classify.

The contributions of this paper are summarized as follows.

• MMEnsemble – a novel framework: MMEnsemble is a framework com-
posed of metric learning, multi-ratio undersampling-based ensemble, and
asset-based weighting. This framework overcomes the weakness of metric
learning regarding the class imbalance by applying undersampling before-
hand, and it releases users from the burden of choosing sampling ratios in
undersampling by using ensemble of base classifiers in various sampling ratios
and automatic weighting schemes.

• Superior Classification Performance: In an experiment using 12 real-
world datasets, MMEnsemble outperforms the state-of-the-art approaches,
especially for recall and ROC-AUC metrics, and it performs comparably to
them on Gmean and F-measure metrics. This experiment indicates that this
approach can achieve higher recall scores, which would be useful for many
real-world applications.

The rest of this paper is organized as follows. Section 2 introduces the related
work on resampling-based approaches. Section 3 explains MMEnsemble in detail,
and Sect. 4 shows the experimental evaluation using 12 real-world datasets.
Finally, Sect. 5 concludes this paper.

2 Related Work: Resampling Approaches

To deal with class imbalance, there are basically three groups of approaches,
namely, resampling, cost-adjustment [4], and algorithm modification [17].
Resampling is commonly used because it has shown robust performance and
applicability to any classifiers. Resampling approaches can be roughly classified
into two categories, namely, oversampling and undersampling.
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2.1 Oversampling

A simple oversampling approach is to randomly copy minority instances so that
the numbers of minority and majority instances become the same. This approach
easily causes overfitting. To cope with the overfitting problem, oversampling
approaches generate synthetic minority instances that are close to the minor-
ity. SMOTE [3] is the most popular synthetic oversampling method. It gener-
ates synthetic minority instances on the basis of the nearest neighbor technique.
Since SMOTE does not take majority instances into consideration, the generated
instances can easily overlap with majority instances. This degrades the classifica-
tion performance. To overcome this weakness, various extended approaches have
been proposed. Comprehensive experiments by [9] were conducted to investigate
a large number of SMOTE variants and compares these variants with diverse
kinds of datasets.

2.2 Undersampling

Undersampling-based approaches can be classified into two categories: instance
selection and ensemble. Instance selection is to choose majority instances that are
expected to contribute to better classification. Major approaches choose majority
instances hardly distinguishable from minority instances. NearMiss [11] samples
majority instances close to the minority instances. Instance hardness [15] is a
property that indicates the likelihood that an instance will be misclassified.

The ensemble approach is to combine multiple weak classifiers each of which
is learned on individual pieces of undersampled training data. A comprehensive
experiment on ensemble approaches can be found in [5], Basically, there are two
types of ensemble approaches.

• Boosting: BalanceCascade [10] is an iterative method that removes correctly
classified majority instances. RUSBoost [14] is a weighted random undersam-
pling approach for removing majority instances that are likely to be classified
correctly.

• Bagging: Ensemble of Undersampling [7] is one of the earlier ensemble meth-
ods using undersampled training data. EasyEnsemble [10] is an ensemble-of-
ensemble approach that ensembles AdaBoost classifiers [13] for each piece of
undersampled training data. MUEnsemble [8] extends EasyEnsemble to incor-
porate multiple sampling ratios. DDAE [20] is the state-of-the-art bagging-
based approach composed of metric learning and cost-sensitive learning.

The proposed method, MMEnsemble, is classified in the bagging cate-
gory. A major distinction of MMEnsemble from the others (except DDAE)
is that it incorporates metric learning to overcome the issue of insufficient
data spaces in resampling methods. There are two major differences between
DDAE and MMEnsemble. One is the control of undersampling (called data
block); MMEnsemble undersamples data with respect to the sampling ratio,
while DDAE undersamples on the basis of the number of blocks, which is not
dependent on the imbalance ratio of datasets. The other is the choice of weak
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Fig. 1. MMEnsemble – proposed framework

classifier; DDAE uses the nearest neighbor classifier, which is considered to fit
metric learning, while MMEnsemble uses the AdaBoost classifier. Additionally,
but importantly, DDAE has (at least) three hyper-parameters that need to be
tuned, while MMEnsemble has only one, which is a much smaller parameter
space.

In terms of the multi-ratio ensemble, MMEnsemble uses assets of weak clas-
sifiers that are obtained from the process of validating weak classifiers, while
MUEnsemble uses a heuristic weighting (i.e., Gaussian function-based weight-
ing). Therefore, to capture the characteristics of weak classifiers, a comprehen-
sive hyper-parameter tuning is required. The experimental evaluation in this
paper (Sect. 4) shows the superiority of the asset-based weighting scheme over
the heuristic weighting in MUEnsemble.

3 MMEnsemble

Figure 1 shows an overview of MMEnsemble, which consists of three phases: the
multi-ratio undersampling phase, metric learning phase, and multi-ratio ensem-
ble phase. The first phase is imitated from MUEnsemble [8], that is, for each
sampling ratio ri ∈ R (R is a predefined set of sampling ratios), multiple under-
sampled sets of instances with ri are drawn from the training data. In the second
phase, for each drawn set, metric learning is performed and a base ensemble clas-
sifier, called MLEnsemble, is trained using this drawn set that is transformed by
the metric learning. In the last phase, given |R| base classifiers from the previous
phase, the final ensemble classifier is constructed by the asset-based weighting.
In the following sections, the technical details of MLEnsemble and the ensemble
with the asset-based weighting are introduced.
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Algorithm 1. MLEnsemble
Input: Training data D(train) = (Dmaj , Dmin), sampling ratio r, the number of weak

classifiers n
Output: Base ensemble classifier with metric learner Cr =

((c1,m1), (c2,m2), . . . , (cn,mn))
1: for i = 1 to n do

2: D′
maj ← Randomly sample Dmaj s.t.

|D′
maj |

|Dmin| = r

3: Train metric learner mi using (D′
maj , Dmin)

4: D′ ← Transform (D′
maj , Dmin) using mi

5: Train weak classifier ci using D′

6: end for

3.1 Base Ensemble Classifier – MLEnsemble

MLEnsemble is a bagging classifier with metric learning. Its procedure is sum-
marized in Algorithm 1. The training data are sampled multiple times with
replacement to obtain particular sets of instances (Line 2). For each set, a met-
ric learner is trained by using the set so that it transforms the set into a sufficient
data space for distinguishing instances of different classes (Lines 3–4). Using the
transformed set, a weak classifier is trained (Line 5).

3.2 Ensemble Using Asset-Based Weighting

Typical ensemble methods use the weighted voting strategy. These methods
often use equal weights for all base classifiers, and they are not aware of class
imbalance. In contrast, for the case of an ensemble of base classifiers in different
sampling ratios, the weights of base classifiers are more sensitive, and thus need
to be carefully designed. [8] showed that a heuristic weighting using a Gaussian
function is superior to the equal weighting. The Gaussian-based weighting is
calculated as follows.

Wgauss(r) =
1

∑
r∈R Wgauss(r)

· exp
(

− (r − μ)2

2σ2

)

, (1)

where μ and σ2 are tunable parameters. When μ = 1.0, most of the weight is
on the base classifier trained using the balanced data, and the weights gradually
decrease as r increases and decrease from μ.

The heuristic weighting approach does not take the classification perfor-
mances of base classifiers into consideration. There are typically some instances
that can be correctly classified by only a few base classifiers. To improve the clas-
sification performance with the ensemble mechanism, base classifiers classifying
such instances correctly are important. Also, these base classifiers are expected
to not incorrectly classify instances that are correctly classified by the other base
classifiers. In this paper, this is called an asset of a base classifier. Formally, given
set C = {Cj}s

j=1 of base classifiers with size s and validation set D(val), for each
instance (di, �i) ∈ D(val), where di is a feature vector, and �i is a class label of
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the i-th instance, the number Ti of base classifiers that correctly classify the i-th
instance is obtained. That is, Ti = |{Cj |Cj ∈ C,Cj .predict(di) = �i}|. This num-
ber indicates how hard (or easy) an instance is to classify. The intuition behind
using this number for weighting base classifiers is that the lower the number,
the more weights on a base classifier if it correctly classifies the instance. This
intuition is formalized by the following formula.

Wasset(r) =
1

∑
r∈R Wasset(r)

·
∑

(di,�i)∈D(val)

δ (Cr.predict(di), �i) · T−k
i , (2)

where k is a tunable parameter for emphasizing the importance of the classifiers
that correctly classify instances that other classifiers cannot, δ function is the
Kronecker delta (i.e., 1 if the two arguments are equal, 0 otherwise).

4 Experimental Evaluation

In this experiment, MMEnsemble was evaluated to answer the questions below.

Q1 Does MMEnsemble outperform the state-of-the-art imbalanced classification
methods of metric learning, oversampling and undersampling?

Q2 Is the combination of metric learning and multi-ratio ensemble effective?
Q3 Does the asset-based weighting help improve the classification performance?

and what is the effect of choice of its hyper-parameter k (Eq. 2)?

4.1 Settings

Datasets: The datasets for the experiment were obtained from the OpenML
dataset [16] and KEEL repository [1]. Table 1 shows the total number of records
(#records), the number of minority instances (#minor), dimensionality (#dim),
and the imbalance ratio (IR), which is #major

#minor . D1-D6 were obtained from the
OpenML dataset, and the rest were obtained from the KEEL repository.

Evaluation: The evaluation metrics were Recall, Gmean, F2, and AUC. Let TP,
FN, TN, and FP be the true positives, false negatives, true negatives, and false
positives. Recall = TP

TP+FN measures how many positive (minority) instances
are correctly classified. Gmean =

√
Recall · TNR is the geometric mean of the

recalls of both classes, where TNR = TN
TN+FP . Fβ = (1+β2)Recall·Precision

Recall+β2Precision is the
harmonic mean of the recall and precision, where Precision = TP

TP+FP , and β
determines the weight on the recall. In this experiment, β was set to 2 because
the higher recalls are preferred in many real-world applications. AUC is the area
under the receiver operation characteristic curve.

To accurately estimate these evaluation metric values, the experimental pro-
cess was repeated 50 times. In the process, a dataset was randomly separated
into 70% for training and 30% for testing, and the classifiers were trained on the
training set and evaluated using the test set. The overall metric scores were the
macro average of the 50 trials.
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Table 1. Datasets

ID Name #records #minor #dim IR

D1 cm1 498 49 21 9.2

D2 kc3 458 43 39 9.7

D3 mw1 403 31 37 12.0

D4 pc1 1,109 77 21 13.4

D5 pc3 1,563 160 37 8.8

D6 pc4 1,458 178 37 7.2

D7 yeast1-7 459 30 7 14.3

D8 abalone9-18 731 42 8 16.4

D9 yeast6 1,484 35 8 41.4

D10 abalone19 4,174 32 8 129.4

D11 wine3-5 691 10 11 68.1

D12 abalone20 1,916 26 8 72.7

Baseline Methods: MMEnsemble was compared with the state-of-the-art
methods of metric learning, and the ensemble approach. IML [18] is a state-
of-the-art approach of metric learning and copes with the class imbalance. IML
incorporates LMNN [19] and iteratively selects training samples to improve the
data transformation. For the undersampling and ensemble method, DDAE [20]
is the state-of-the-art and also includes metric learning. Since the experiment
setting is the same as [20], the results of IML and DDAE were copied from it.

To answer Q2, MMEnsemble was compared with EasyEnsemble [10],
MUEnsemble [8], and MLEnsemble (in this paper), which are an
undersampling-based ensemble, a multi-ratio undersampling-based ensemble,
and a metric learning incorporating EasyEnsemble, respectively. The differ-
ence between EasyEnsemble and MMEnsemble shows the benefit of integrating
both the metric learning and the multi-ratio ensemble. Similarly, the difference
between MMEnsemble and MUEnsemble shows the benefit of metric learning to
improve the performance for the imbalanced classification.

Parameters: The parameters of EasyEnsemble, MLEnsemble, and MUEnsem-
ble were set as follows. The sampling ratio in EasyEnsemble and MLEnsemble
was set to 1.0. The metric learning method was LMNN with the k parameter
of kNN set to 3. For MUEnsemble, the predefined set R of sampling ratios is
set to {0.2, 0.4, . . . , 2.0}, and Gaussian weighting was used with parameters, μ
and σ2, of 1.0 and 0.2, where μ was fixed to 1.0 have the parameter be the
same as the former methods, and the best σ2 was experimentally explored from
{0.1, 0.2, . . . , 1.0}. For MMEnsemble, the base classifier, MLEnsemble, was set
the same as above, R is the same as MUEnsemble, and k of the asset-based
weighting was chosen from {0.1, 0.2, . . . , 5.0}.
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Table 2. Comparison with State-of-the-art Methods of Metric Learning (IML), and
Ensemble (DDAE) – †means that scores were copied from [20].

Data IML† DDAE† MMEnsemble

Rec Gm F2 AUC Rec Gm F2 AUC Rec Gm F2 AUC

D1 .313 .520 .287 .589 .813 .775 .580 .776 .863 .756 .546 .819

D2 .692 .805 .652 .814 .846 .823 .625 .823 .952 .750 .534 .868

D3 .500 .635 .345 .653 .750 .815 .588 .817 .793 .772 .528 .866

D4 .852 .657 .408 .679 .963 .819 .573 .830 .944 .819 .548 .895

D5 .510 .578 .342 .582 .735 .743 .536 .744 .867 .794 .598 .854

D6 .814 .725 .574 .730 .932 .804 .676 .813 .963 .873 .748 .934

D7 .667 .716 .471 .718 .833 .841 .649 .841 .933 .808 .512 .883

D8 .600 .709 .375 .719 .700 .814 .603 .824 .886 .877 .650 .941

D9 .700 .798 .407 .805 .900 .883 .421 .883 .931 .920 .585 .976

D10 .667 .626 .037 .628 1.000 .839 .075 .852 .935 .835 .128 .876

D11 .000 .000 NA .500 .333 .550 .156 .620 .894 .842 .188 .939

D12 .800 .802 .252 .802 1.000 .964 .556 .965 .992 .943 .451 .982

4.2 Results

To answer the questions, the experimental results are shown from three per-
spectives: an overall comparison (corr. Q1), the ablation study (corr. Q2), and
a comparison over the k parameter and other weighting schemes (corr. Q3).

Overall Comparison: Table 2 showcases the metric scores of MMEnsemble
with the state-of-the-art methods. In the table, the highest scores in a row are
boldfaced. MMEnsemble totally outperformed IML and ProWSyn, and it outper-
formed DDAE in recall and AUC, and it was comparable with DDAE in terms of
Gmean and F2 metrics. It is noteworthy that MMEnsemble totally outperformed
the others on the AUC metric, and it achieved almost the best performance on
the recall metric. For the real-world applications, a high recall is preferable; there-
fore, this superiority of MMEnsemble is practically useful. On the contrary, the
Gmean and F2 scores were comparable with DDAE. On datasets, D5, D6, D8,
D9, and D11, MMEnsemble clearly outperformed DDAE, however, on the other
datasets, MMEnsemble was inferior to DDAE or comparable. This was caused by
the low TNR and precision scores for MMEnsemble, coming from the weighting
scheme design (i.e., the asset-based weighting). Asset-based weighting is designed
to emphasize the base classifiers that correctly classify instances that others can-
not. This increases the chance of increasing the number of false positives.

Impact of the Combination: Table 3 shows a comparison of MMEnsemble
and its basic approaches. The comparisons of EasyEnsemble to MLEnsemble and
MUEnsemble show that the classification performance could be slightly increased
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Table 3. Ablation Study – EE, ML, and MR stand for EasyEnsemble, metric learning,
and multi-ratio ensemble, respectively.

Data MLEnsemble (EE + ML) MUEnsemble (EE + MR) MMEnsemble (EE + ML + MR)

Rec Gm F2 AUC Rec Gm F2 AUC Rec Gm F2 AUC

D1 .751 .695 .475 .754 .812 .698 .484 .783 .820 .699 .483 .783

D2 .854 .742 .518 .831 .821 .718 .490 .826 .891 .731 .509 .862

D3 .790 .720 .461 .817 .761 .700 .439 .820 .864 .761 .506 .860

D4 .875 .804 .533 .871 .880 .788 .509 .860 .873 .816 .548 .885

D5 .821 .760 .554 .821 .828 .753 .546 .828 .844 .781 .581 .837

D6 .921 .844 .707 .907 .946 .883 .764 .934 .971 .873 .747 .921

D7 .787 .746 .444 .830 .792 .743 .438 .818 .860 .749 .444 .859

D8 .835 .822 .537 .913 .769 .757 .440 .840 .911 .835 .531 .959

D9 .893 .874 .438 .951 .850 .857 .427 .935 .885 .890 .508 .973

D10 .835 .762 .101 .828 .911 .770 .096 .834 .999 .828 .112 .887

D11 .735 .697 .144 .797 .785 .753 .178 .841 .765 .724 .160 .795

D12 .882 .875 .330 .951 .870 .840 .248 .931 .987 .923 .363 .985

by adding either the metric learning or the multi-ratio ensemble. The archi-
tectural difference between MUEnsemble and MMEnsemble is whether metric
learning is involved; therefore, to observe the performance improvement caused
by the difference, MMEnsemble was incorporated with the Gaussian weighting
(Eq. 1). On the basis of this comparison, MMEnsemble showed its superiority to
MUEnsemble, that is, the metric learning successfully improved the data space
in the sets of data for each sampling ratio. In addition, as it can be seen by
comparing the columns of MMEnsemble in Table 2 and Table 3, MMEnsemble
with the asset-based weighting was superior to that with the Gaussian weighting;
therefore, MMEnsemble clearly outperformed MUEnsemble.

Effect of the Asset-Based Weighting: Figure 2 shows the effect of the hyper-
parameter k on the asset-based weighting. A basic finding is that the recall scores
dropped as k increased. This is because the higher the k, the more weights
are given to the base classifiers that can correctly classify instances that are
incorrectly classified by the other base classifiers. This leads to a higher TNR
and precision; therefore, as k increases, the Gmean and F2 scores increase, and
similarly, AUC scores gradually increase.

Table 4 shows a comparison of the asset-based weighting with uniform weight-
ing. Uniform weighting gave equal weights for all base classifiers. MMEnsemble
with uniform weighting tended to achieve high recall scores, but low scores for
the other metrics. This indicates that taking the average performance among
the base classifiers trained using datasets of different sampling ratios increases
the number of instances classified to the minority class.

Although the details are omitted due to space limitations, it is noteworthy that
MLEnsemble with the asset-based weighting showed a similar classification per-
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Fig. 2. Effect of k in Asset-based Weighting – As k increases, recall scores decrease,
and the Gmean, F2, and AUC scores increase.

formance to that with the uniform weighting. This is because the base classifiers
in MLEnsemble are close in terms of classification tendency, that is, correctly clas-
sified instances are almost common among these classifiers. Thus, the weights on
these classifiers calculated by Eq. 2 become similar values. This fact indicates that
the asset-based weighting is effective for ensemble classifiers of which the classifi-
cation tendencies of the base classifiers differ from each other. MMEnsemble is this
kind of ensemble classifier, that is, base classifiers are trained for different sampling
ratios; thus, the tendencies of these base classifiers differ from each other.

4.3 Lessons Learned

Q1: Does MMEnsemble outperform the state-of-the-art imbal-
anced classification methods of metric learning, oversampling and
undersampling?—In terms of recall and AUC, MMEnsemble achieved the
state-of-the-art, while MMEnsemble was comparable with DDAE in Gmean and
F2. This indicates that MMEnsemble can achieve a higher recall, but its perfor-
mance in TNR and precision is limited. Though many real-world applications
expect a higher recall, a high TNR and precision with high recall is ideal; there-
fore, improving MMEnsemble for these metrics without sacrificing high recall is
a promising next direction.

Q2: Is the combination of metric learning and multi-ratio ensem-
ble effective?—Yes, the combination contributes to improving the classifica-
tion performance for all metrics. The comparison between MMEnsemble and
MLEnsemble revealed that the multi-ratio ensemble improved the performance,



186 T. Komamizu

Table 4. Comparison between Uniform and Asset-based Weighting

Data Uniform Gauss Asset

Rec Gm F2 AUC Rec Gm F2 AUC Rec Gm F2 AUC

D1 .893 .637 .456 .781 .820 .699 .483 .783 .863 .756 .546 .819

D2 .950 .711 .502 .818 .891 .731 .509 .862 .952 .750 .534 .868

D3 .813 .692 .435 .815 .864 .761 .506 .860 .793 .772 .528 .866

D4 .954 .788 .505 .891 .873 .816 .548 .885 .944 .819 .548 .895

D5 .923 .748 .550 .840 .844 .781 .581 .837 .867 .794 .598 .854

D6 .972 .846 .710 .925 .971 .873 .747 .921 .963 .873 .748 .934

D7 .915 .742 .432 .882 .860 .749 .444 .859 .933 .808 .512 .883

D8 .900 .817 .509 .931 .911 .835 .531 .959 .886 .877 .650 .941

D9 .910 .872 .413 .954 .885 .890 .508 .973 .931 .920 .585 .976

D10 .924 .758 .091 .837 .999 .828 .112 .887 .935 .835 .128 .876

D11 .633 .666 .152 .810 .765 .724 .160 .795 .894 .842 .188 .939

D12 .873 .858 .303 .953 .987 .923 .363 .985 .992 .943 .451 .982

and that between MMEnsemble and MUEnsemble revealed that the metric learn-
ing improved the performance.

Q3: Does the asset-based weighting help improve the classification
performance? and what is the effect of choice of its hyper-parameter k
(Eq. 2)?—Asset-based weighting improved classification performance compared
with the two weighting schemes (uniform and Gaussian) for all metrics; however,
the hyper-parameter k must be carefully determined because it is sensitive to
recall. As k increases, recall decreases, while the Gmean and F2 increase. This
indicates that a higher k improves classifiers in terms of the TNR and precision.
Thus, k can be tuned in terms of users’ preferences on recall or precision.

5 Conclusion

In this paper, a novel undersampling-based ensemble framework, MMEnsemble
was proposed. MMEnsemble integrates three techniques, metric learning, multi-
ratio ensemble, and asset-based weighting to overcome the insufficient data space
issue in the previous undersampling-based ensemble approaches. An experimen-
tal evaluation revealed the superiority of MMEnsemble to the state-of-the-art
methods, especially for the recall and AUC metrics. The major limitation of
MMEnsemble (also in the other methods) is that it can achieve higher recall
scores but sacrifices precision.
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Abstract. To address the challenge of distributed data source, Feder-
ated Learning meets with great demand of algorithmic predictions and
decisions without taking a risk of privacy leakage, leaving data valuation
a consequent task. Establishing an effective profit distribution model
enables multiple participants to get involved in a fair incentive. Shapley
Value serves as an excellent measure for calculating the contribution of
the model since it provides a fair dividend of payoffs. However, it fails
under the existence of data replication or dataset partition. In this work,
we design a function to recalculate Shapley Value overcoming the failure
mentioned before. The testing experiments have proved that new calcu-
lation improves the SV performance for about 50% compared with the
original index such as the model accuracy or total loss.

Keywords: Data pricing · Federated learning · Shapley value

1 Introduction

Federated Averaging algorithm (5), asks participants to submit their models to
get an aggregated one through training and being averaged by central node,
allowing model parameters to be transferred alone. However, the validity of
valuation in federated learning is questioned by specific attributes of data. In
face of these challenges, this paper formulates a fair approach for data valuation
in federated learning focusd on the model rather than dataset. It adopts Shapley
Value to valuate the contribution of participants after applying a fair index,
which has been proved to acquire some excellent properties.

Choosing a proper index to calculate Shapley Value warrants discussion.
Accuracy and loss function are two classic methods to calculate Shapley Value
(2), but these two methods neglect the circumstances mentioned before, which
means double rewards will be paid if a participant replicates or divides the
dataset and trains two models simultaneously to submit.

To build a relationship between a model and a unknown dataset, we propose
a function to map the model to the expected number of i.i.d. data ensuring the
same accuracy. It also provides us a good index to calculate Shapley Value which
can solve the problems of replicating and dividing cases we mention above.
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C. Strauss et al. (Eds.): DEXA 2021, LNCS 12924, pp. 189–194, 2021.
https://doi.org/10.1007/978-3-030-86475-0_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-86475-0_19&domain=pdf
http://orcid.org/0000-0001-7437-9752
http://orcid.org/0000-0001-7289-8604
http://orcid.org/0000-0001-8630-3181
http://orcid.org/0000-0002-6520-7948
http://orcid.org/0000-0003-0885-6869
https://doi.org/10.1007/978-3-030-86475-0_19


190 Z. You et al.

2 Method

2.1 Shapley Value for Models

Supposing we have N models {Mi}N
i=1 from multiple participants, Shapley Value

for model Mi can be calculated as follows:

SV (Mj) =
1

N !

∑

π∈∏
(D)

U(π[1 : i]) − U(π[1 : i − 1]) (1)

where U denotes the utility function, i.e., the index to calculate the Shapley
Value. π ∈ ∏

(M) is a permutation of models M , π[1 : i] is the first i-elements
of the permutation. So U(π[1 : i]) denotes the utility of the model aggregated
from model M1 to Mi.

Shapley Value serves as a good way to calculate the marginal contribution of
each model submitted by participants. Furthermore, Shapley Value is equipped
with some good properties:

1. (Symmetry) If U(S ∪ Mi) = U(S ∪ Mj) for any S ⊆ M − {Mi,Mj}, then
SV (Mi) = SV (Dj).

2. (Dummy model) If U(S ∪ {Mi}) = U(S) for all S ⊆ M − {Mi}, then
SV (Mi) = 0.

3. (Additivity) SV (Mi, U1) + SV (Mi, U2) = SV (Mi, U1 + U2)

For property 1, if a participant replicates the data and trains another model to
submit, the new model will get exactly the same Shapley Value. For property 2,
if a participant submits a useless model, its Shapley Value will be null. Property
1 and 2 show that Shapley Value is fair enough to conquer some dishonesty from
several participants to some extent. For property 3, it means the Shapley Value
can be used in multiple task valuation.

2.2 Invalid Shapley Value

Though Shapley Value has many good properties, there are still some problems
left behind. (3) has shown that Shapley Value is inadequate for freely replicable
goods. That is to say, if a participant replicates his data and trains a new model,
the sum of Shapley Value of theses two models are not equal to the original one.

To specifically discuss an invalid case, let’s suppose that we only have two
participants who have two identical datasets A and B. The Shapely Value of A
and B are both 1

2 . If the first participant replicates the dataset A and get A′,
the Shapely Value of A, A′ and B all change into 1

3 of the original. The total
Shapley Value of the first and the second participants get to 2

3 and 1
3 , which

means the former participant can earn more profit.
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2.3 Method

To solve the problems mentioned above, we first design a map function from the
model to expected number of i.i.d data of the dataset. In the next section, we will
prove some properties of the expected number of i.i.d data, which enables each
data point in dataset has the same value and makes it possible to calculate the
Shapley Value of the model aggregated by different smaller models. To simplify
the analysis, we take the classification model into consideration.

Proposition: For a nc classification model, Ne is the expected number of i.i.d.
data required to make the model achieve accuracy α, then

U = C ln
1 − 1/nc

1 − α
, (2)

where C is a positive real number that depends on the sample distribution.

2.4 Properties

In this section, we will prove favorable properties of the method proposed in 4.1
when we map the model to the expected i.i.d. number of data points and use
this number as the index to calculate Shapley Value, and illustrate how it works
in the case of traditional calculation of Shapley Value ceasing to be effective.

To begin with, two basic propositions are come up.

Proposition 1: Suppose {Mi}N
i=1 are N models trained on N dataset {Di}N

i=1.
M is the aggregating model of M1,M2, ...,Mn. M∗ is the model trained on
D1 ∪ D2 ∪ ... ∪ Dn. Then the accuracy of M is equal to M∗.

Proposition 2: The value of model is directly proportional to the expected
number of i.i.d. data points to trained it.

Proposition 3: Consider we gather n different models M1,M2, ...,Mn without
overlapping. Suppose M is aggregated by M1 and M2. SV (M1) is the Shapley
Value for M1 in n models. SV (M2) is the Shapley Value for M2 in n models.
SV (M) is the Shapley Value for M in n − 1 models. When we define the util-
ity function as U(M) = |M |, where | · | denotes the expected number of i.i.d
datapoint to train the model, then SV (M) = SV (M1) + SV (M2).

The purpose of federated learning is to collect models instead of the dataset
to protect the data privacy. The first proposition stands for a perfect condi-
tion that we can aggregate models without any loss, which guarantees that our
aggregated models have the same performance as those datasets we randomly
collect to train. To fully understand the second proposition, we can consider an
ideal i.i.d. dataset. Each data point is equivalent because they are from the same
distribution and can their sample order be changed freely. Thus, each data point
in this dataset has the same value. For proposition 3, we can see our function
guarantees a perfect outcome.



192 Z. You et al.

3 Experiment

In this part, we use our theoretical formula to get the utility function and then
calculate Shapley Value based on it. After being compared with other methods,
we have proved that the Shapley Value calculated in this method reaches the
closest approximation to the expected value.

3.1 Utility Function

In this section we will contrast our theoretical formula with experimental curves.

Fig. 1. Curve of sample number and accuracy. Actual curve is the average results from
two experiments in mnist. Theoretical curve is formula 2 where C = 0.16.

Figure 1 shows the experimental results of accuracy batch-numbers curves.
Batch size is set to 16, and model is Lenet (4). When we add parameters to
estimate the curve, utility function is no longer a fixed expression and cannot be
used for calculation. So unfortunately it is impractical to fit more parameters.
These deviation would also become smaller and acceptable with the increasing
feature space complexity and the growing model capacity, so it is a good idea to
apply this function in calculation of Shapley Value.

Here we apply the definition Shapley Value formula. Specifically, we randomly
sampled 3 datasets with different sample numbers from Mnist dataset, then we
copy one of these datasets as an independent participant. We use LeNet5 and
ResNet18 as the trained model. The results of experiments are as followed.

Minst and LeNet5
Let A, B, C stand for these 3 datasets respectively and we have the size: |A| =
128, |B| = 256, |C| = 256. Let’s consider 2 conditions. The first case is B is
divided into B and D with |B| = 128 and |D| = 128, while in the other case we
set |B| = 128 and set D = B, which means D is a replica of B.

In the first case, the new price ratio is expected to be 1:1:2:1.
In the second case, it’s easy to find out that the value of all datasets will

be proportional to their size without D. Since dataset D shares the value of B
equally, their true price ratio would be 2:1:4:1 on account of our principles.
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Table 1. SV for 3 datasets, A, B,
C randomly sampled from mnist
dataset.

Dataset A B C MSE

Sample num 128 256 256

Expect value 0.2 0.4 0.4

SV-ACC 0.309 0.346 0.344 0.60%

SV-L 0.326 0.338 0.336 0.80%

OURS 0.273 0.364 0.363 0.26%

Table 2. SV for 4 datasets, A, B, C
randomly sampled from mnist dataset
and original B split into B and D.

A B C D MSE

128 128 256 128

0.2 0.2 0.4 0.2

0.245 0.233 0.279 0.244 0.49%

0.248 0.243 0.257 0.252 0.68%

0.236 0.207 0.322 0.236 0.22%

To evaluate the model performance, we compare our method to calculate
data Shapley Value with another two classic methods, which are loss function
on test set used in (2), and testing accuracy used in (1). SV-L stands for using
loss U = − ∫

k∈testset
lk as utility function and SL-ACC stands for using test

accuracy. Given the fact that different utility functions will bring about different
total value, we prefer use percentages to contrast discrepancy.

The results shown in Table 1 conform to our expectation. Through MSE, the
mean squared error between calculated value and expected value also proved
that our model is the closest to the predicted value, while other methods have
larger mean squared error. The MSE of our methods is 0.0026 in Table 1, and
0.0022 in Table 2, which is much smaller than that of other methods.

3.2 Noisy Labels

In this experiment, we consider the case of wrong samples in the dataset. If
a node has a negative contribution, the accuracy of the whole model will be
damaged, so we shall not add it in the end. At this point, the sharing degree of
the node to the task is 0, and the reward obtained in the whole reward allocation
should also be 0. We hope that the SV calculated by the utility function can
have a reflection on it. In other words, when the contribution of nodes equals to
0, SV also equals to 0. And if the nodes have negative impact on the models,
SV should be a negative value.

We use the settings of experiments with mnist and LeNet5 from part 1 to
conduct this experiment. We gradually increase the proportion of noise-label
data points in D and calculate the marginal utility contribution and Shapley
Value of D.

As what the figure above indicates, with the increasing proportion of false
labels in dataset D, the accuracy rate of dataset D for the final aggregation
model decreases. After adding to 20% error samples, the accuracy rate declines.
Therefore, it is inadvisable to add D to the final model at this time. Meanwhile,
SV calculated by the three utility functions decrease with the increase of the
proportion of false tags in dataset D. When the error sample size of D is 20%,
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the final model will not add D, the SV calculated by our utility function is closer
to 0, indicating our utility function possesses a better performance and desirable
result (Fig. 2).

Fig. 2. Margin utility contribution of D

4 Conclusion

To solve the pricing problem with multiple participants, this paper proposes
principles to reasonably allocate revenues and a novel utility function in Shapely
Value is well-designed. Moreover, the fairness of this solution has been proved,
which avoids fraud effectively. After applying the theory into experiments, we
find out it works not only in Federal Learning environment but also in other
scenarios, where the SV performance improved by 50%.

Admittedly, the utility function is proved to suit well merely for classifica-
tion tasks. Expanding the application scenarios remains exploration for further
research.
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Abstract. The one-stage anchor-based approach has been an efficient and effec-
tive approach for detecting objects from massive image data. However, it neglects
many distinguishable features of objects, which will lower the accuracy of object
detection. In this paper, we propose a new object detection approach that improves
existing one-stage anchor-based methods via a Distinguishable Feature Learning
Network (DFL-Net). DFL-Net integrates distinguishable features into the learn-
ing process to improve the accuracy of object detection. Notably, we implement
DFL-Net by a full-scale fusionmodule and an attention-guidedmodule. In the full-
scale fusionmodule, we first learn the distinguishable features at each scale (layer)
and then fuse them in all layers to generate full-scale features. This differs from
prior work that only considered one or limited scales and limited features. In the
attention-guided module, we extract more distinguishable features based on some
positive or negative samples. We conduct extensive experiments on two public
datasets, including PASCALVOC and COCO, to compare the proposed DFL-Net
with several one-stage approaches. The results show that DFL-Net achieves a high
mAP of 83.1% and outperforms all its competitors. We also compare DFL-Net
with three two-stage algorithms, and the results also suggest the superiority of
DFL-Net.

Keywords: Object detection · Feature learning · Neural network · Feature
fusion · Attention mechanism

1 Introduction

With the advance of ubiquitous intelligence, more and more smart devices and systems
have been deployed in buildings or outdoor environments. A fundamental issue in intel-
ligence systems and services is to detect various kinds of objects effectively [1–6]. For
example, a robot for home services needs to identify humans, dogs, cats, cups, and many
other types of objects. So far, the techniques for object detection can be divided into three
categories, namely two-stage detectors [1, 2], one-stage anchor-based detectors [3–7],
and anchor-free detectors [8–10]. This study is within the scope of one-stage anchor-
based detectors, but with a particular focus on improving the performance of existing
one-stage detectors.
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Briefly, two-stage detectors first extract regions of interest and then predict the con-
fidence and coordinate of objects. However, they require additional operation, such
as RoI Pooling [1], which results in complex network structures and long inference
time. Anchor-free detectors predict the confidence and the coordinates of the objects
without generating anchors, but they can hardly get stable results because they have
to perform additional operations to detect critical points such as Corner Pooling [8].
One-stage anchor-based detectors predict confidence and offsets of anchors. Compared
to two-stage detectors, one-stage anchor-based detectors have a better trade-off between
network complexity and inference time performance and have received much attention
in recent years.

One-stage anchor-based detectors generate some anchors during initialization. In
this paper, the anchors after regression are marked as samples. For a given threshold θ,
samples are divided into positive samples (P) and negative samples (N). The previous
work [4] mainly focused on difficult negative samples. In this paper, we introduce two
new kinds of negative samples and consequently classify negative samples into three
types, including difficult negative samples (DN), simple negative samples (SN), and
unrelated negative samples (UN), which will be explained in Sect. 3. Our work will
ignore UN later to prevent overfitting.

So far, it is still a challenging issue to determine which features the network should
be fused to detect objects at different scales better. In addition, it is also not clear how
to mine the features of different samples, i.e., P, DN, SN, and UN, to distinguish the
foreground from the background better while avoiding overfitting.

Aiming to address the first challenge, most of the existing methods use the top-down
feature fusion method [11] or the bi-directional feature fusion method [7] to enrich
the distinguishable features of different layers. However, because they do not fuse the
features of non-adjacent layers, this may leave out some distinguishable features that the
current layer cannot capture. For the second challenge, the existing one-stage anchor-
based detectors proposed two mining sample strategies. The first strategy proposes to
mine the features of P and DN while ignoring the features of SN and UN, which leads
to insufficient learning of background features. The second strategy proposes to mine
all types of features, which will increase the training time and cause overfitting, i.e., the
number of N is much larger than the number of P, which will induce the network to
predict the object as the background.

In this paper, we propose a new object detection approach that improves existing
one-stage anchor-basedmethods via a Distinguishable Feature LearningNetwork (DFL-
Net). DFL-Net integrates distinguishable features into the learning process to improve
the accuracy of object detection. This differs from prior work that only considered one
or limited scales and limited features. Briefly, we make the following contributions in
this paper:

(1) We propose a new distinguishable feature learning network called DFL-Net. Dif-
fering from prior work, DFL-Net considers distinguishable features when learning
the features for image-based object detection. To the best of our knowledge, this is
the first study that integrates distinguishable features in object detection.

(2) We present a full-scale fusion method in DFL-Net to learn distinguishable features
from different scales (layers). In particular, we propose first to learn distinguishable
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features from each layer and then to fuse the features of all layers to output full-scale
features.

(3) We further propose an attention-guided method in DFL-Net to refine the features
with high-response foregrounds. Our experiments show that this design can save
38.7% of GPU memory usage and improve the accuracy of object detection. Mem-
ory usage refers to the GPU memory consumed by the network after loading the
specified batch image into the GPU.

(4) We conduct extensive experiments on two public datasets, including PASCALVOC
and COCO, to compare the proposed DFL-Net with three one-stage detectors. The
results show that DFL-Net achieves a high ratio of 83.1% and outperforms existing
one-stage detectors. Moreover, it delivers higher accuracy than two-stage detectors
like Faster R-CNN and R-FCN.

2 Related Work

So far, object detection based on deep learning has been a research focus in recent years
due to the high effectiveness of deep learningmodels. Generally, the deep learning-based
approaches for object detection can be classified into two categories, namely anchor-
based detection and anchor-free detection. The anchor-based method can be further
divided into two types, i.e., one-stage object detection and two-stage object detection.
Note that all these approaches have their unique advantages and limits. As a result, there
is no evidence that one method could always outperform other ones.

The one-stage approach automatically generates dense anchors on feature maps
during initialization. Then, the offsets and confidence of those anchors are predicted.
The representatives of the one-stage method include SSD [3], DSSD [4], and FSSD [14].
Single Shot Multibox Detector (SSD) extracts several layers of feature maps through the
Feature PyramidNetwork (FPN) [11]. FPNdownsamples the featuremaps derived by the
convolutional neural network (CNN) to obtain multiple feature maps with a decreasing
scale.Deconvolutional SingleShotDetector (DSSD) is basedonSSD. It adds an auxiliary
layer after FPN, i.e., obtain some feature maps with gradually increasing scale through
the deconvolution module, and then merge with the feature maps corresponding to the
scale of FPN, and then make a prediction through a prediction module. Feature Fusion
Single Shot Multibox Detector (FSSD) adds a lightweight feature fusion module based
on SSD. It first fuses several feature maps of different scales in the shallow layer of FPN
into a feature map f and then obtains some feature maps with decreasing scale through
FPN based on f. Based on the FSSD fusion method, Attentive Single Shot Multibox
Detector (ASSD) [15] first obtains the feature map through FPN, and then uses the self-
attention mechanism to capture the high-response region of the feature map. Some other
models focus on improving the one-stage approach. For example, Retinanet [5] proposed
a focal loss function to deal with the sample imbalance in one-stage object detection
and performed deconvolution and fusion operations on FPN. RefineDet [6] proposed
a cascade structure to refine anchors by filtering some simple negative anchors and
designed the transfer connection module to perform top-down [5] fusion on FPN. Based
on RefineDet, DAFS [7] proposed to dynamically update the corresponding features of
each anchor after the anchor refinement.



198 J. Xie et al.

The two-stage approach first detects the regions of interest (ROI), which are also
called proposals, from images and then extracts the features in ROIs for further clas-
sification and regression. The Faster R-CNN [1] proposed a region proposal network
(RPN) to generate proposals. Then, it used the ROI Pooling to collect the input feature
maps and proposals and integrated them into the proposed feature map. Finally, it used
the subsequent fully connected layer to perform regression and classification. Based on
the Faster R-CNN, R-FCN [2] replaces the fully connected layer in the neural network
with a convolutional layer, yielding a faster training process. The Cascade R-CNN [16]
devised multiple cascaded detectors to extract the proposals with different IoUs in each
detector. Although the two-stage approach has higher accuracy than the one-stage app-
roach, it has worse time efficiency than the one-stage method because it has to employ
additional algorithms such as RPN and RoI Pooling [1] to generate proposals. Thus, the
two-stage method is not suitable for timely object detection.

Recently, some researchers proposed the anchor-free approach for object detection,
which can directly predict the coordinates and the confidence of objects. Cornernet
[8] predicts several key points and then divides these points into pairs, which are the
coordinates of the upper-left and lower-right of objects. Centernet [17] predicts center
points and scales of objects. FoveaBox [10] is based on Retinanet. It directly predicts
the bounding box of objects. The anchor-free approach eliminates the need to generate
anchors,which further streamlines the structure of the network.However, the anchor-free
method usually has unstable predictions due to the lack of anchors.

3 Design of DFL-Net

3.1 High-Level Idea of DFL-Net

The general idea of DFL-Net is to integrate distinguishable features into the learning of
features for one-stage anchor-based object detection and help the network distinguish
objects and backgrounds better.

S =

⎧
⎪⎪⎨

⎪⎪⎩

Positive Samples(P) IoU ∈ (θ, 1)
Difficult negative samples(DN ) IoU ∈ (θ, θ − ε)

Unrelated negative samples(UN ) IoU ∈ (θ − ε, ε)

Simple negative samples(SN ) IoU ∈ (0, ε)

(1)

The definitions of the four types of samples (S), namely P, DN, SN, and UN, are
given in Eq. (1). Here, P, DN, SN, and UN represent positive samples, difficult negative
samples, simple negative samples, and unrelated negative samples. The parameter ε is
a manually designed threshold that can help us divide the negative samples (N) into
DN, UN, SN. The proportion of DN and SN in the negative samples is relatively small
and balanced, which is helpful for the network to distinguish between backgrounds and
objects. Moreover, we ignore UN, which has a large proportion in the negative samples,
to avoid the overfitting of the network.

Since SSD [3] is a classic one-stage anchor-based object detector containing feature
pyramids, DFL-Net is an optimization of SSD. The architecture of DFL-Net is shown in
Fig. 1. DFL-Net consists of a full-scale fusion module and an attention-guided module.
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Fig. 1. The architecture of DFL-Net.

3.2 Full-Scale Fusion

The full-scale fusion module (SFM) fuses the features of each layer with the features
of the remaining layers so that each layer of distinguishable features can well represent
objects of corresponding scales. The full-scale fusion module is shown in Fig. 1, DFL-
Net based on ResNet will generate seven layers of feature maps of different scales,
which is the same as baseline SSD. For convenience, we only show the feature maps of
blue, red, and green, which correspond to the Scalemax , Scalei, and Scalemin in DFL-Net,
respectively.

Conv1×1
Ci Ci+1

Downsample
Si Si+1

Conv1×1
Ci Ci-1

Upsample
Si Si-1 Channel 

Attention

Mc(X)

Spatial 
Attention

Feature
Map X

Feature
Map

AGM-Mine
A

Mdm

AGM-Refine

Ms(X)

(a)                             (b)                                         (c)

Fig. 2. The downsampling, upsampling and AGM operations in DFL-Net. Here, Si and Ci in (a)
and (b) denote the feature maps with Scalei and Channeli in DFL-Net, respectively

In the SFM module in Fig. 1, for the red feature map with medium-scale Scalei
∈[Scalemin, Scalemax], we downsample it in Fig. 2(a) and upsample it in Fig. 2(b) recur-
sively. The feature maps of other scales also recur-sively upsample and downsample to
obtain the feature maps of all remaining scales. Finally, we operate on the feature maps
of the same scale. Figure 2(a) consists of the operations of conv1× 1 and downsample,
and Fig. 2(b) includes the operations of conv1 × 1 and upsample. The conv1 × 1 is to
change the current channel Ci to the upper channel Ci+1 and the below channel Ci+1.
upsample and downsample are to change the current scale Si to the upper large-scale
Si−1 and the below small-scale Si+1.
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The operations in SFM are shown in Algorithm 1. In steps 1 to 8, for each feature
map f with the scale Si ∈[Scalemin, Scalemax], SFM downsamples and upsamples f
recursively. In steps 9 to 11, SFM adds feature maps of the same scale at the element
level.

3.3 Attention Guided Feature Refinement

The attention-guided module is implemented by AGM-Refine and AGM-Mine. The
implementation of the two modules is described below.

Refine FeatureMaps (AGM-Refine). AGM-Refine helps the network better detect the
foreground by refining the features of the high-response foregrounds. First, inspired by
CBAM [12], but differing from CBAM embedding channel and spatial modules into
each block of ResNet, we propose a method named AGM-Refine, which put channel
and spatial attention modules behind the feature pyramid instead of embedding them
into backbones. Compared with CBAM, our approach saves 38.7% memory usage and
improves mAP by 2%. As shown the Fig. 2(c), for a feature map X ∈ R

C×H×W from
SFM, the process of refining feature maps is the same as that in CBAM where C, H,
and W refer to the channel, height, and width of an input feature map. The channel
attention module generates Mc(X ) ∈ R

C×1×1. The spatial attention module generates
Ms(X ) ∈ R

1×H×W . The symbol denotes multiplication along with the channel level and
the spatial level, i.e., X = X ⊗ Mc(X ) and X = X ⊗ Ms(X ).

Mine Distinguishable Features of Specified Samples (AGM-Mine). AGM-Mine
helps the network filter out a large number of backgrounds by mining the features of
SN with high contrast to the foregrounds and DN very similar to the foregrounds. As
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shown in Fig. 2(c), for a given feature map Ms(X ) ∈ R
1×H×W generated by the spatial

attention module, AGM-Mine in Fig. 2(c) can be described by Eqs. (2)–(4):

Ma
[
1, i, j, k

]Num
k=1 = Ms(X )

[
1, i, j

]
(2)

Msn
[
1, i, j, k

]Num
k=1 =

{
1Ma

[
1, i, j, k

] ≤ θsn

0Ma
[
1, i, j, k

] ≥ θsn
(3)

Mdm = Msn + Mp + Mdn (4)

Here, i ranges from 0 toH – 1, j ranges from 0 toW – 1, and k ranges from 1 to Num.
As each spatial location [i, j] of the feature map usually generates Num anchors, we
assign the value ofMs(X )

[
1, i, j

]
to Num anchors which attached to the spatial location

[i, j]. Ma ∈ R
1×H×W×Num. The smaller the value of Ma, the more likely these features

can well represent SN.We only need to design a threshold to mine features of a specified
number of SN. The symbolMsn denotes a mask of SN features. The threshold θsn is set
to the (Npos × Ratiosn)th smallest value in Ma. Ratiosn indicates the times for AGM-
Mine to mine SN of P. Npos denotes the number of P. Besides, Mp and Mdn denote the
mask of features of P and DN, which are the same as those in SSD. Mdm denotes the
distinguishable mask, which can mine features of P, DN, and SN.

4 Performance Evaluation

In this section, we report the experimental results of DFL-Net as well as its competitors,
including several one-stage anchor-based detectors and two-stage detectors.

4.1 Settings

Datasets. We conducted experiments on two datasets, including PASCAL VOC [13]
and COCO [19]. Both datasets are widely used as public datasets in object detection. For
PASCALVOC, we use PASCALVOC 2007 Trainval and PASCALVOC 2012 Trainval
as the training datasets and PASCAL VOC 2007 Test as the test dataset. For COCO, we
use COCO Trainval35k as the training dataset and COCO Test-dev as the test dataset.

Compared Methods. Since our baseline is SSD, we focus on one-stage anchor-based
SSD, DSSD, and FSSD. Also, we compared our proposal with two-stage approaches,
including Faster R-CNN and R-FCN.

EvaluationMetrics. We adopt mAP as the evaluation metric, which is commonly used
in object detection. AP is the PR (Precision-Recall) curve area of the specified class, and
mAP is the average of the APs of all categories.

Training Details on COCO and VOC. We employ PyTorch to conduct experiments
on COCO and PASCAL VOC 2007 with an input size of 513 × 513 and 321 × 321. In
the following experiments, we denote an input size of 513 × 513 as the large input size
and 321 × 321 as the small input size. The experiments on COCO and VOC were run
on four and one NVIDIA GeForce 2080ti, respectively. The batch size of each GPU is
set to 18 and 6, respectively. We train 30epochs with a 1−3 learning rate, then 20 epochs
with a 1−4 learning rate, and finally 20 epochs with a 1−5 learning rate.
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Table 1. The results on PASCAL VOC 2007 TEST.

Method Datasets Backbone Input size FPS Map (%)

Faster R-CNN [1]
Faster R-CNN [1]
OHEM [22]
R-FCN [2]

07+12
07+12
07+12
07+12

VGG-16
ResNet-101
VGG-16
ResNet-101

~1000 × 600
~1000 × 600
~1000 × 600
~1000 × 600

7
2.4
7
9

73.2
76.4
78.9
80.5

SSD300 [3]
FSSD300 [14]
SSD321 [3]
DSSD321 [4]
ASSD321 [15]
DFL-Net321

07+12
07+12
07+12
07+12
07+12
07+12

VGG-16
VGG-16
ResNet-101
ResNet-101
ResNet-101
ResNet-101

300 × 300
300 × 300
321 × 321
321 × 321
321 × 321
321 × 321

46
65.8
11.2
9.5
27.5
58

77.5
78.8
77.1
78.6
79.5
79.6

RefineDet320 [6]
YOLO [23]
YOLOv2 [24]
SSD512 [3]
FSSD512 [14]
SSD513 [3]
DSSD513 [4]
RefineDet512 [6]
ASSD513 [15]
DFL-Net513

07+12
07+12
07+12
07+12
07+12
07+12
07+12
07+12
07+12
07+12

VGG-16
GoogleNet
Darknet-19
VGG-16
VGG-16
ResNet-101
ResNet-101
VGG-16
ResNet-101
ResNet-101

320 × 320
448 × 448
544 × 544
512 × 512
512 × 512
513 × 513
513 × 513
512 × 512
513 × 513
513 × 513

40.3
45
40
19
35.7
6.8
5.5
24.1
16
50

80
63.4
78.6
79.5
80.9
80.6
81.5
81.8
83
83.1

4.2 Results

Most previous one-stage anchor-based methods perform experiments on PASCALVOC
2007 and COCO with the input size of 320 × 320, 321 × 321, 512 × 512, and 513 ×
513. Thus, we keep the same conditions to compare with those methods.

The Results on the PASCAL VOC 2007 Test. The results on the PASCAL VOC
2007 TEST are shown in Table 1, where 07+12 refers to the training datasets PASCAL
VOC 2007 and PASCAL VOC 2012 Trainval datasets. The three digits attached to the
method name means the image size. For example, DFL-Net513 means the DFL-Net
running on the images with the size of 513 × 513. The first part shows the results of the
advanced two-stage detectors; the second part shows the results of the advanced one-
stage detectors with small input size, and the third part shows the results of the advanced
one-stage detectors with a large inputs size. Compared to recently presented one-stage
and two-stage approaches, DFL-Net513 achieves the highest mAP of 83.1%. Compared
with the baseline SSD513 and SSD321, DFL-Net513 and DFL-Net321 have improved
mAP by 2.5% and 2.5%, respectively. FPS refers to the number of images supported by
the network, mAP refers to evaluation metrics.

The Results on the COCO Test-dev. The results on the COCO Test-dev are shown in
Table 2. COCO Trainval dataset refers to the 135k training images on COCO. Compared
with SSD513 and SSD321, DFL-Net513 and DFL-Net321 have improved mAP by
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Table 2. The results on the COCO Test-dev.

Method Backbone AP AP50 AP75 APS APM APL

Two-Stage

Faster R-CNN [1]
R-FCN [2]
CoupleNet [20]

VGG-16
ResNet-101
ResNet-101

21.9
29.9
34.4

42.7
51.9
54.8

–
–
37.2

–
10.8
13.4

–
32.8
38.1

–
45.0
52

One-Stage

SSD300 [3]
SSD321 [3]
FSSD300 [14]
DSSD321 [4]
ASSD321 [15]
RefineDet320 [6]
DFL-Net321

VGG-16
ResNet-101
VGG-16
ResNet-101
ResNet-101
VGG-16
ResNet-101

25.1
28
27.1
28
29.2
29.4
30

43.1
45.4
47.7
46.1
47.8
49.2
49.1

25.8
29.3
27.8
29.2
30.9
31.3
31.6

6.6
6.2
8.7
7.4
6.9
10
7.2

25.9
28.3
29.2
28.1
33.3
32
34.9

41.4
49.3
42.2
47.6
47.9
44.4
47.6

SSD512 [3]
SSD513 [3]
FSSD512 [14]
DSSD513 [4]
RetinaNet500 [5]
ASSD513 [15]
RefineDet512 [6]
YOLOv3 [21]
DFL-Net513

VGG-16
ResNet-101
VGG-16
ResNet-101
ResNet-101
ResNet-101
VGG-16
Darknet-53
ResNet-101

28.8
31.2
31.8
33.2
34.4
34.5
33
33
35.1

48.5
50.4
52.8
53.3
53.1
55.5
54.5
57.9
55.5

30.3
33.3
33.5
35.2
36.8
36.6
35.5
34.4
37.2

10.9
10.2
14.2
13
14.7
15.4
16.3
18.3
14.6

31.8
34.5
35.1
35.4
38.5
39.2
36.3
35.4
39.2

43.5
49.8
45
51.1
49.1
51
44.3
41.9
52.1

3.9% and 2.0%, respectively. DFL-Net513 surpasses most of the one-stage anchor-
based models using SSD as the baseline, such as ASSD513, DSSD513, and FSSD512.
At the same time, compared with the two-stage approaches R-FCN and CoupleNet [20],
DFL-Net513 also improves mAP by 5.9% and 0.9%, respectively.

4.3 Ablation Study

All ablation studies were conducted on the PASCAL VOC 2007 Test by ResNet-101
using the large input size of 513× 513. In addition to the modules of DFL-Net, all other
settings are the same as those in SSD. Below, we discuss the ablation study of SFM,
AGM-Refine, and AGM-Mine.

AblationStudyonCascadeUse of SFM,AGM-Refine, andAGM-Mine. As shown in
Table 3,mAP in the baseline SSD is 80.6%.When using SSDandSFM,mAP is improved
by 1.2%. When using SSD, SFM, and AGM-Refine, mAP was further improved by
2.1%.When using SSD, SFM, AGM-Refine, and AGM-Mine, DFL-Net improved mAP
by 2.5% and achieved a superior mAP of 83.1%.

AblationStudyonCascadeUse of SFM,AGM-Refine, andAGM-Mine. As shown in
Table 4, AGM-Refineembed and AGM-Refinebehind denotes channel and spatial attention
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Table 3. The Results of cascade use of SSD, SFM, AGM-Refine, and AGM-Mine on PASCAL
VOC 2007 TEST.

Table 4. Comparison between AGM-Refineembed and AGM-Refinebehind

mAP (%) Memory usage (M) Method

81.8 975.5 SSD+SFM

80.7 1590 SSD+SFM+ AGM-Refineembed

82.7 975.8 SSD+SFM+ AGM-Refinebehind

modules are embedded in a block of ResNet or put behind SFM, respectively. Compared
with SSD + SFM, attention module embedded (AGM-Refineembed in ResNet leads to
1.1% reduction of mAP, but our approach (AGM-Refinebehind ) improves mAP by 0.9%.
Compared with SSD+SFM+ AGM-Refineembed , our approach improves mAP by 2%
and saves 38.7% of memory usage. Compared to DFL-Net with no attention module,
our dual-channel module only increased memory usage by 0.3M. In this paper, our
AGM-Refine refers to the AGM-Refinebehind module.

5 Conclusion and Future Work

Object detection has been a fundamental technology for intelligent systems and services.
In this paper, we propose a distinguishable feature learning network called DFL-Net
based on SSD to improve the effectiveness of object detection. DFL-Net can better
distinguish background and objects while avoiding misclassification. The results show
that DFL-Net achieves a superior mAP of 83.1%, which outperforms most compared
SSD-like detectors and three two-stage detectors, including Faster R-CNN and R-FCN.
The results also suggest the superiority of DFL-Net.

The two modules in DFL-Net, namely the Full-Scale Fusion Module (SFM) and the
Attention Guided Module (AGM), are both plug-and-play. Therefore, in future work,
we will extend the two modules into other one-stage object detectors. In addition, we
will consider improving other optimization models for transformer and feature fusion
[26–30].

Acknowledgments. This paper is supported by the National Science Foundation of China (grant
no. 62072419).
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Abstract. Neural-network quantum states are a family of unsuper-
vised neural network models simulating quantum many-body systems.
We investigate the efficiency and effectiveness of neural-network quan-
tum states with deep restricted Boltzmann machine with different sizes,
breadths, and depths. We propose and evaluate several transfer learning
protocols for the improvement of scalability, effectiveness, and efficiency
of neural-network quantum states with different numbers of visible nodes,
hidden nodes per layer, and hidden layers. The results of a comparative
empirical performance evaluation confirm the advantages of deep neural-
network quantum states and of the proposed transfer learning protocols.

Keywords: Neural-network quantum states · Transfer learning ·
Restricted Boltzmann machine

1 Introduction

There is an intrinsic and original relationship between energy-based neural net-
works [24] and quantum many-body systems [42], which is a system that consists
of many interacting particles. Carleo and Troyer [3] put this relationship under
the spotlight when they proposed a family of unsupervised neural network mod-
els capable of finding the ground state energy of a quantum many-body system
described by its Hamiltonian. The authors called this family of neural network
models neural-network quantum states. However, the number of parameters of a
neural-network quantum states model grows with the size of the systems. Indeed,
the number of particles in the many-body quantum system is the number of visi-
ble nodes of the neural network. This makes the optimisation problem harder for
larger systems, thus requiring larger networks. In view of this challenge, Zen
et al. [48] devised several transfer learning protocols to improve the scalability,
efficiency, and effectiveness of neural-network quantum states.

One of the reasons that neural network models succeed is due to their univer-
sal function approximation ability. The universal approximation theorem [20,23]
states that a neural network with one hidden layer with enough hidden nodes
can model any smooth function.
c© Springer Nature Switzerland AG 2021
C. Strauss et al. (Eds.): DEXA 2021, LNCS 12924, pp. 207–219, 2021.
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Are broader networks, i.e. networks with more hidden nodes in some hid-
den layers, and deeper networks, i.e. networks with more hidden layers, better?
The representational capability of a network increases with the breadth of its
hidden layers. However, this may result in a network that is too large to train
efficiently. Several studies [30,34,36] argue theoretically and empirically that a
deeper network can be more effective. However, some also argue that deeper
networks are harder to train [10,31].

In this paper, we first investigate the efficiency (speed) and effectiveness
(accuracy) of neural-network quantum states with restricted Boltzmann machine
with different breadths and depths. Then, with the objective of studying large
many-body systems, we propose and evaluate the potential of existing [48] and
new transfer learning protocols for the improvement of scalability, effectiveness,
and efficiency of neural-network quantum states with different numbers of visible
nodes, hidden nodes per layer, and hidden layers. In a slight abuse of terminology,
we refer to the corresponding neural networks as “deep restricted Boltzmann
machines”. We comparatively and empirically evaluate the different existing and
proposed models, as well as the reference matrix product states method [32], for
the case of a one-dimensional quantum Ising model in the ferromagnetic phase.

The remainder of this paper is structured as follows. Section 2 synthesises
related works. Section 3 presents the necessary background on neural-network
quantum states. Section 4 presents and discusses the different transfer learning
protocols. Section 5 presents and analyses the results of a comparative perfor-
mance evaluation of the different methods. Section 6 summarises the key findings
and highlights the possible extensions for this work.

2 Related Work

Quantum many-body systems are difficult to simulate and study because the
state space of the system grows exponentially as the size of the systems increases.
Meanwhile, a simulation with very large systems is needed to fully understand
the behaviour of different materials. To overcome these challenges, numerical
methods, such as quantum Monte Carlo methods [14] and tensor networks [32],
have been widely used by adding several constraints to the simulation of quantum
many-body systems. For example, quantum Monte Carlo methods only work on
systems with specific characteristics, while tensor networks struggle to simulate
systems beyond one dimension. Recently, still in the family of Monte Carlo,
Carleo and Troyer [3] proposed neural-network quantum states that represent
a quantum many-body system with a neural network, specifically a restricted
Boltzmann machine.

Many attempts have been made to evaluate the effectiveness of neural-
network quantum states to represent different quantum many-body systems [8,
12,27,49]. Several studies have investigated the effectiveness of neural-network
quantum states by looking at different properties, such as the physical proper-
ties [9] and the representational power [21]. Neural-network quantum states have
also been shown to be applicable for the simulation of a quantum computer [22]
and the reconstruction of an unknown quantum state [43].
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Several authors have also studied different neural network architectures, such
as multilayer perceptrons [2,6,38], convolutional neural networks [7,25], and
recurrent neural networks [16] to improve the effectiveness of neural-network
quantum states. Neural-network quantum states could also be trained in a super-
vised manner with a multilayer perceptron [2]. It is also possible to convert
restricted Boltzmann machine to multilayer perceptron with specific weights and
activation functions that have been studied for neural-network quantum states
in [6]. In this paper, we focus on neural-network quantum state with restricted
Boltzmann machine architecture. The deep restricted Boltzmann machine that
we consider and describe below are different from deep Boltzmann machine [39]
and deep belief network [19].

One of the key successes of neural networks can be credited to their being
a universal function approximator. The universal approximation theorem states
that a neural network with one hidden layer and enough hidden units can model
any smooth function to any desired level of accuracy [20,23]. However, this may
result in a network that is too large to train efficiently and does not generalise
well because it memorises all of its input [13]. Several works [30,34,36] both
empirical and theoretical have shown that deeper networks are more efficient
and effective than shallow network because it can learn hierarchical features
of its input. However, the same problem appears because deeper networks are
also harder to train [10,31]. The author of [15] proposed residual network to
make training of deeper network easier. However, to improve one percent of
accuracy, one needs to approximately double the number of layers [46]. Other
works [1,26,37] showed that shallow but broad neural networks can learn as
effectively as or even more effective than deep neural networks. However, it
seems that the optimal accuracy is only achieved by balancing the width and
depth of the network [40,41,46]. Thus, making the depth and the width of the
network an hyper-parameter that needs to be fine tuned.

One finds diverse results in the neural-network quantum states literature
about how many hidden layers and hidden nodes are needed. Saito and Kato [38]
mentioned that a single hidden layer neural network converges faster than a deeper
one for a Bose-Hubbard model. The authors mentioned that a deeper network
may improve the convergence but it may also be counterproductive because of the
increased complexity. Cai and Liu [2] mentioned that a two-layer network is more
effective than a one-layer network for a one-dimensional Heisenberg model. How-
ever, further increasing the number of layers does not significantly improve the
performance and there is no established result about the number of hidden nodes.
Choo et al. [6] compared restricted Boltzmann machines and multilayer percep-
trons to find the excited states of a one-dimensional Heisenberg model. They men-
tioned that single hidden layer multilayer perceptron has comparable performance
to the restricted Boltzmann machine. Their results showed that multilayer percep-
tron with two hidden layers is more effective than restricted Boltzmann machine.
However, increasing the number of hidden units of restricted Boltzmann machine
improves the effectiveness. For a Bose-Hubbard model, they found that a multi-
layer perceptron with two hidden layers is more effective than a multilayer percep-
tron with one hidden layer even if the latter has a large number of hidden units.
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In this paper, we propose to use transfer learning to improve the effi-
ciency and effectiveness for larger, broader, and deeper neural-network quan-
tum states. In common machine learning settings, transfer learning refers to
the reuse of a model trained for a particular task to help with the training of
another related task. This is usually done by transferring the weights of the
initial network [29,35]. Transfer learning has been successfully used to improve
the efficiency and effectiveness of various machine learning tasks and architec-
tures [33,44]. In quantum computing, transfer learning has been studied for
hybrid classical-quantum neural networks [5,28]. For neural-network quantum
states, transfer learning has been used to improve scalability of Ising and Heisen-
berg model [48] and to find quantum critical points of a system [47].

3 Background

3.1 Quantum Many-Body Systems

Quantum many-body system [42] consists of particles interacting with each other
and with external fields in a discrete or continuous multi-dimensional space.

We study the quantum Ising model [4] where each particle is pinned on a
lattice. The model is fully characterised by its position and its binary discrete
spin, which can be in an up (+1), or in a down (−1) state. A configuration of the
system is given by the value for each spin. Since the particle is a binary discrete
spin, there are 2N possible configurations. For example, x = (+1,+1,−1,−1)
is one of the possible configuration for a system in the Ising model with four
particles.

A state of a quantum system is described by the wave function ψ. The nor-
malised modulus square |ψ(x)|2/∑

x |ψ(x)|2 gives the probability of the config-
uration x in the state.

Each particle in the Ising model interacts with its nearest neighbours with
magnitude J and with an external field with magnitude h. The dynamics of a
system of N particles with amplitude values J and h is described the Hamiltonian
matrix H of size 2N × 2N defined in Eq. 1, where neighbour(·) is a function that
returns the neighbour particles of a particle and σα

i are Pauli matrices where
α = x, z and i indicates the position of the spin it acts upon.

H = −h

N∑

i

σx
i − J

N∑

i

∑

j ∈ neighbour(i)

σz
i σz

j . (1)

The energy of a state is the expected value of the local energy of the config-
urations. The local energy function of a configuration x, Eloc(x), is defined in
Eq. 2, where Hx,x′ is the entry of the Hamiltonian matrix for the configurations
x and x′.

Eloc(x) =
∑

x′
Hx,x′

ψ(x′)
ψ(x)

(2)
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By diagonalising the Hamiltonian matrix, one obtains the eigenvalues and the
corresponding eigenvectors that correspond to the possible energy levels and the
corresponding possible states of the system, respectively, after a measurement
of its energy has been performed. In particular, the energy of the state of the
system with the lowest possible energy, the ground state, is the lowest eigenvalue
of the Hamiltonian matrix, which is called the ground state energy.

It is computationally very expensive to diagonalise this matrix for large N .
The reader recalls that the Hamiltonian matrix has a size exponential in the
number of particles. In this context, a system with 32 particles can already be
considered large as it has a state-space made of more than four billion config-
urations and a Hamiltonian of size more than sixteen quintillions. Fortunately,
the variational principle applies and one can look for a surrogate function that
approximates the wave function and minimises the local energies and, find, in
this manner, the ground state energy. The zero-variance property also guaran-
tees that the value of the local energies converges. In addition, the Hamiltonian
for Ising systems is generally sparse.

3.2 Deep Neural-Network Quantum States

Carleo and Troyer [3] proposed to use a restricted Boltzmann machine [24] as a
surrogate of the wave function ψ(x) to find the ground state energy of a system.
A typical restricted Boltzmann machine consists of a visible layer x and a hidden
layer h. It is possible to add more hidden layers for the purpose of neural-network
quantum states, thus making it similar to the multilayer perceptron [6].

We consider deep restricted Boltzmann machines similar to multilayer per-
ceptrons [6]. They consist of one visible layer and L hidden layers h(l), where
l is the index of the layer. The visible layer x consists of N visible nodes. The
number of nodes in a hidden layer h(l) is a multiple, α, of the number of visible
nodes N . Each hidden layer is connected to the previous layer by the weight
matrix W (l). For simplicity, we omit the biases in the presentation but use them
in the implementation. The activation function is cosh. Each of the N visible
nodes of the deep restricted Boltzmann machine of a neural-network quantum
state represents one of the N particles of the system and its value represents the
value of the binary spin of that particle, therefore, taking one of the values −1
and +1.

Training the neural-network quantum state follows a Monte Carlo variational
approach that trains the deep restricted Boltzmann machine in an unsuper-
vised manner to become a surrogate of the wave function that minimises the
local energy. The deep restricted Boltzmann machine is initialised with random
weights. One iteration of the training involves sampling the configurations, with
the Metropolis sampling described in [3], evaluating the expectation value of the
local energy in Eq. 3 (notice that only the entries of the Hamiltonian correspond-
ing to neighbouring configurations are needed), and calculating the gradient to
update the weights of the restricted Boltzmann machine with gradient descent.
We repeat the process until a predefined stopping criterion is reached. The final
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expectation value of the local energy represents the approximated energy at the
ground state of the system.

Eloc(x) =
∑

x′
Hx,x′

∏

n

cosh
(
· · ·

(∑
l cosh

(∑
k x

′
kW

(1)
kl

))
· · · W (L)

l,n

)

cosh
(
· · ·

(∑
l cosh

(∑
j x

′
jW

(1)
jl

))
· · · W (L)

l,n

) (3)

4 Methodology

The objective of the methods presented in this paper is to estimate the ground
state energy of a quantum many-body system in the Ising model. We use
deep restricted Boltzmann machine neural-network quantum states. We con-
sider larger, broader, and deeper neural-network quantum state by varying the
number of hidden nodes and hidden layers and consider one baseline and three
transfer learning protocols illustrated in Fig. 1 and presented below.

Our baselines, referred to as cold start borrowing the terminology from trans-
fer learning literature [45], are deep neural-network quantum states as described
in Subsect. 3.2.

Instead of training a broad and deep network directly, we propose an iterative
approach that starts from the trained neural-network quantum state solution of
a small system (shown in Fig. 1a) and repeatedly uses one of the three protocols
to initialise and train a larger, broader, and deeper neural-network quantum
state illustrated in Fig. 1b, 1c, and 1d, respectively, until the target architecture
is reached.

Transfer Learning to a Larger Network. We present a transfer learning
protocol, called transfer to a larger network, from a trained deep restricted Boltz-
mann machine neural-network quantum state of size N with L hidden layers and
α × N hidden nodes to a deep restricted Boltzmann machine neural-network
quantum state of size 2 × N with L hidden layers and α × 2 × N hidden nodes.
The transfer learning protocol extends the (L, 2)−tiling protocol proposed in [48]
for neural-quantum states with one hidden layer to deep neural-network quan-
tum with more than one hidden layer. The weight matrix of the target network
is double the size of the weight matrix of the base network. The protocol trans-
fers the weights of the base network to the first half of nodes connected to the
first half of the hidden nodes of the target network and then repeat them for the
other half nodes but couples them to the new hidden nodes of the target network.
The rest of the weights are initialised randomly. After transferring the weights
from the base network, the target network is further trained until it converges.
Figure 1b shows an example of the target network after applying (L, 2)−tiling
protocol from the base network in Fig. 1a.

Transfer Learning to a Broader Network. We present a transfer learning
protocol, called transfer to a broader network, from a deep restricted Boltzmann
machine neural-network quantum state of size N with L hidden layers and α × N
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Fig. 1. Overview of transfer baseline and three learning protocols. Blue solid lines are
transferred weights from the original network. Black dashed line are weights that are
initialised randomly. Biases are omitted for simplicity. (Color figure online)

hidden nodes to a deep restricted Boltzmann machine neural-network quantum
state of size N with L hidden layers and 2 × α × N hidden nodes. In this
protocol, the base network is a trained one-layer restricted Boltzmann machine
neural-network quantum state for size N with α × N hidden nodes. The target
network is a one-layer restricted Boltzmann machine neural-network quantum
state for size N with 2 × α × N hidden nodes. In this case, the number of
hidden nodes in the weight matrix is doubled. We transfer the weights of the
base network for both the first and second half of the hidden nodes of the target
network. All weights are determined by this transfer. There is no need for random
initialisation of any weights.

Transfer Learning to a Deeper Network. We present a transfer learning
protocol, called transfer to a deeper network, from a deep restricted Boltzmann
machine neural-network quantum state of size N with L hidden layers and α×N
hidden nodes to a deep restricted Boltzmann machine neural-network quantum
state of size N with L + 1 hidden layers and α × N hidden nodes. In this
protocol, the base network is a trained restricted Boltzmann machine neural-
network quantum state for size N with L hidden layers and α×N hidden nodes.
The target network is a one-layer restricted Boltzmann machine neural-network
quantum state for size N with L + 1 hidden layers and α × N hidden nodes. In
this case, we need new weights from the new hidden layer to the previous, which
are simply initialised randomly. Indeed, the proposed protocol is reminiscent
of the layer-wise pre-training done for deep belief network in [19]. Note that
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an alternative strategy would be to initialise the new weights as a diagonal
implementing the identity function. While this transfer is initially effective it
only implements the composition of the base network with the identity function
and does not yield any interesting benefit.

5 Performance Evaluation

We comparatively evaluate the performance of the three transfer learning pro-
tocols compared to the cold start approach. We evaluate the effectiveness by
computing the relative error of the energy of the ground state compared to the
matrix product states method [32]. We evaluate the efficiency by measuring the
time needed to reach convergence. For the transfer learning protocols, we mea-
sure the cumulative time.

The value reported is from 20 realisations of the same calculation. Each
realisation has the same random seed throughout all different experiments. We
study a one-dimensional Ising model with size N = 64, open boundary condi-
tions, J = 2, and h = 1. The network is initialised from a zero-mean normal
distribution with 0.01 standard deviation following [18] even though there are
more advanced solutions [11,47]. At each iteration of the training, we take 1,000
samples and update weights with gradient descent algorithm RMSProp opti-
miser [17] with a learning rate of 0.001. Following [48], the training stops after
it reaches the dynamic stopping criteria, which is set to be when the ratio of the
standard deviation and the mean of the local energy is less than 0.01.

5.1 Broader Networks

We evaluate the efficiency and effectiveness of the cold start (CS) approach
and two transfer learning protocols: to a larger network (TL) and to a broader
network (TB). We vary the ratio between the hidden nodes and visible nodes
α = {1, 2, 4}, while keeping the number of hidden layer L = 1.

For the transfer to a larger network, we start from a cold start network of
N = 8, use (L, 2)−tiling protocol iteratively to N = 64. For transfer learning
to broader networks, we use the result of the transfer to a larger network for
N = 64 and use the protocol to transfer to α = 2 and subsequently to α = 4.

Figure 2a shows box plots of the effectiveness evaluation of the cold start and
two transfer learning protocols. We see that the transfer learning protocols are
more effective and far more robust than cold start.

For cold start, we see that for α = 1, none of the 20 realisations get relative
energy error lower than ≈0.02. However, this is not the case for α = 2 and
α = 4. This indicates that increasing α is a good strategy. We also see that the
quartile bar for α = 2 is smaller than α = 4. Our finer-grain analysis by looking
at the individual realisation shows that increasing the number of hidden nodes
is a good strategy but adding too much might also be counterproductive.

Figure 2b shows the effectiveness evaluation of just the two transfer learn-
ing protocols. We see that the two transfer learning protocols are competitive.
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Fig. 2. Box plot of effectiveness and efficiency evaluation of the cold start (CS), transfer
to a larger network (TL), and transfer learning to a broader network (TB) for Ising
model size 64 using one-layer restricted Boltzmann machine neural-network quantum
state with α = {1, 2, 4}.

For both transfer learning protocols, we see that increasing the α marginally
improves the effectiveness. Transfer to a larger network performs marginally
more effective than transfer learning to broader networks.

It is interesting to see that some realisation of transfer to a broader network
for α = 2 has a lower minimum value than the transfer to a larger network
of α = 1. This means that some realisations are improved after applying the
protocol. By further increasing the α to four, the maximum value of the error gets
lowered but the minimum value gets increased again. Our finer-grain analysis
by looking at the evolution for each realisation shows that transfer to a broader
network helps to slightly improve the effectiveness.

Figure 2c shows box plots of the efficiency evaluation of the cold start and two
transfer learning protocols. We see that cold start are generally more efficient but
converging to a local minimum because it is not very effective. We see that, for
transfer to a larger network, increasing α slightly improves the efficiency. We see
that time for transfer to a broader network is very similar to transfer to a larger
network of α = 1 showing that not a lot of training is needed. However, transfer
to a larger network is still more efficient than transfer to a broader network.

5.2 Deeper Networks

We evaluate the efficiency and effectiveness of the cold start (CS) approach and
two transfer learning protocols: to a larger network (TL) and to a deeper network
(TD). We vary the number of hidden layer L = {1, 2, 3}, while keeping α = 1
at every layer. The training is similar to the broader networks except that we
apply the transfer to a deeper network to L = 2 and subsequently to L = 3.

Figure 3a shows box plots of the effectiveness evaluation of the cold start
approach and two transfer learning protocols. We see again that the transfer
learning protocols are more effective and more robust than the cold start.

For the cold start, we also see that some realisations for L = 2 and L = 3
could approximate the ground state energy effectively. We see that the error for
L = 3 is relatively lower than L = 1 and L = 2. This indicates that adding
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Fig. 3. Box plot of effectiveness and efficiency evaluation of the cold start (CS), transfer
learning to larger networks (TL), and transfer learning to deeper systems (TD) for Ising
model size 64 using restricted Boltzmann machine neural-network quantum state with
number of hidden layer L = {1, 2, 3} and α = 1.

more layer is generally more effective for cold start. Our finer-grain analysis also
confirms this hypothesis.

Figure 3b shows the evaluation of the two transfer learning protocols. We
again see that the two transfer learning protocols are competitive. For both
transfer learning protocols, we see that increasing L slightly make it less effective.
We also see that the transfer to a deeper network is more robust than transfer
to a larger network but not as effective.

Figure 3c shows box plots of the efficiency evaluation of the cold start app-
roach and two transfer learning protocols. Similar to before, we see that cold
start are efficient because it converges to a local minimum and not very effec-
tive. We see that, for transfer to a larger network, increasing the number of
hidden layers to two slightly improves the efficiency but increasing it further
does not improves it further. We also see that transfer to a larger network is
more efficient than transfer to a deeper network.

By comparing Fig. 2 and Fig. 3, in this case, we see that adding more hidden
nodes seems to be the more effective and efficient strategy.

6 Conclusion

We investigated the efficiency and effectiveness of deep neural-network quantum
states and of three transfer learning protocols for the improvement of scalabil-
ity, effectiveness, and efficiency of neural-network quantum states with different
numbers of visible nodes, hidden nodes per layer, and hidden layers.

The results of a comparative empirical performance evaluation with systems
in a ferromagnetic phase of the one-dimensional Ising model showed that broader
and deeper networks are generally more efficient and effective than narrow and
shallow ones, although marginally and preferably broader. More significantly, the
results showed that the transfer learning from a small deep neural-network quan-
tum state to a larger, broader, or deeper target neural-network quantum state
is more effective and efficient than a cold start training of the target network.
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Now that we have set the building blocks for the transfer learning to larger,
broader, and deeper networks, we are exploring their combination for very large
systems in different phases and for the identification of quantum critical points.
Additional work is also necessary for the evaluation and tuning of the transfer
protocols to other models than Ising.
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Abstract. Approximate k nearest neighbor (AkNN) search is a primi-
tive operator for many applications, such as computer vision and machine
learning. As these applications deal with a large set of high-dimensional
points, a fast and accurate solution is required. It is known that graph-
based AkNN search algorithms are faster and more accurate than other
approaches, including hash- and quantization-based ones. However, exist-
ing graph-based AkNN search algorithms rely purely on heuristics, i.e.,
their performances are not theoretically supported. This paper proposes
LGTM, a new algorithm for AkNN search, that exploits both locality-
sensitive hashing and a proximity graph. The performance of LGTM
is theoretically supported. Our experiments on real datasets show that
LGTM outperforms state-of-the-art AkNN search algorithms.

Keywords: AkNN search · High-dimensional data

1 Introduction

The problem of k nearest neighbor (kNN) search on the Euclidean spaces is a
fundamental problem in many applications, such as computer vision [7], machine
learning [11], and databases [9]. This problem is formally defined as follows:

Definition 1 (k nearest neighbor search problem). Given a set X of d-
dimensional points, a query point q, and a result size k, the problem of k nearest
neighbor search retrieves a set S of k points in X such that ∀x ∈ S, ∀x′ ∈ X −S,
dist(x, q) ≤ dist(x′, q), where dist(·, ·) evaluates the Euclidean distance between
two points (ties are broken arbitrarily).

This problem has been extensively studied, and tree-based solutions, such as kd-
tree [3], are known to be exact and efficient on low-dimensional spaces. However,
recent applications usually deal with high-dimensional points (d is large), e.g.,
image feature vectors [10] and deep descriptions [1], and tree-based techniques
are no more efficient on such data, due to the curse of dimensionality. It is
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actually hard to make exact kNN search on a high-dimensional space efficient
[12], and applications allow for a small-error result if it can be fast obtained.
Approximate kNN (AkNN) search, which aims at finding a high-recall kNN
result quickly, is therefore receiving attention, and this paper focuses on the
AkNN search problem.

Related Work. There are three main techniques for solving the AkNN search
problem efficiently: hashing [4], quantization [8], and proximity graph [7]. Hash-
ing is based on locality-sensitive hashing, and it accesses only points having
the same hash values with a given query. Quantization is conceptually similar to
hashing, because it reduces the dimensionality of the original points and searches
for AkNNs of a given query from related arrays of quantized points in an inverted
index. In a proximity graph, nodes correspond to points and there are edges
between the nodes if their distances are small. Given a query and a start node
of the proximity graph, graph-based algorithms traverse, in a greedy manner,
those nodes that approach the query. Among the three techniques, graph-based
algorithms show superior performance w.r.t. both computational efficiency and
accuracy [6,9,11].

Our Contribution. However, state-of-the-art graph-based algorithms rely
purely on heuristics, that is, their performances are not analyzable by theory.
This is not desirable, because applications or users cannot know which parame-
ter can certainly control the trade-off between efficiency and accuracy. (State-of-
the-art algorithms [6,11] do not have such a parameter.) Furthermore, although
analysts indeed need simple and efficient solutions, state-of-the-art algorithms
require complex graph structures (e.g., hierarchical graph [11] and monotonic
paths [6,7]) to obtain a high-recall AkNN result quickly. Nevertheless, these
structures do not ensure access to points close to a given query with a small
number of distance calculations.

To address the above issues, we make the following contributions:

– We devise a data structure that integrates hash tables and a proximity graph.
Although this data structure is simple, it provides an exact kNN search algo-
rithm with the same theoretical time as that of an existing approximate kNN
search algorithm.

– The above data structure incurs high pre-processing and memory costs. We
hence develop a technique that makes this theoretical algorithm practical
by proposing LGTM. LGTM provides a high-recall AkNN result with a fast
computation time, using only O(n) space, where n is the cardinality of a
given dataset. The trade-off between the efficiency and accuracy of LGTM
is controllable by a single parameter. It is ensured that, if the parameter
increases, the probability that LGTM accesses the exact kNN becomes high
(i.e., the accuracy increases). Furthermore, different from the existing graph-
based algorithms, LGTM can exploit multi-threading. Thanks to this advan-
tage, even if the parameter increases, LGTM keeps computational efficiency.

– We conduct extensive experiments on real datasets SIFT, GIST, and Deep.
The experimental results confirm that LGTM outperforms state-of-the-art
AkNN search algorithms w.r.t. both efficiency and recall.
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Organization. The rest of this paper is organized as follows. Section 2 intro-
duces the theoretical motivation of LGTM, and Sect. 3 presents our algorithm
LGTM. Section 4 describes our experimental result, and then we conclude this
paper in Sect. 5.

2 Theoretical Motivation

Before we present our key idea, we introduce how to find AkNNs of a given query
with an arbitrary graph, in Sect. 2.1. Then Sect. 2.2 establishes a new theorem
that utilizes our key idea. (In Sect. 3, we propose LGTM which presents how to
make the theory practical.)

2.1 Preliminary

We here introduce a greedy AkNN search algorithm, which is commonly used
for graph-based algorithms [6]. We use E(x) to denote the set of edges held by a
point (i.e., node) x ∈ X. This algorithm maintains a temporal result set C, and
the size of C is at most ε · k, where ε ≥ 1 is a heuristic parameter (if it is large,
the accuracy tends to be larger but the efficiency degrades).

Given a start point s, the greedy algorithm inserts 〈s, dist(s, q)〉 into a priority
queue Q. This algorithm checks the first element of Q, and let it be 〈x, ·〉. After
the element is popped from Q, we check the edges (x, x′) ∈ E(x), where x′ has
not been visited. If dist(x′, q) improves the temporal result C, it is added to C
and Q. (That is, this algorithm traverses points that can be closer to q.) This is
repeated until we have Q = ∅. Algorithm 1 describes its detail.

Time Complexity. Let N be the number of points that are inserted into Q.
Furthermore, let deg be the average degree of the given graph. The time com-
plexity of Algorithm 1 is O(N(deg+log N)). It is important to note that N � n.

2.2 Theoretical Foundation

To make Algorithm 1 fast, we observe that the start point has to be close to q
(otherwise, many points are traversed and the number of distance calculations
increases), as the above time complexity demonstrates. Figure 1, which assumes
k = 1 and ε = 1, gives this intuition. In the best case, where the start point is the
exact nearest neighbor of a given query q, the number of distance calculations
(edge or node traversal) is minimized, as shown in Fig. 1(a). On the other hand,
when the start point is far from q, as in Fig. 1(b), the efficiency of Algorithm 1
degrades and the answer also tends to be wrong (due to local optima). Now we
have to address the challenge: how to find such a start point that is sufficiently
close to q. We overcome this challenge by utilizing LSH. Integrating LSH for the
Euclidean space and a proximity graph is our key idea, and this yields a new
finding (Theorem 2).

To present our new finding, we introduce the LSH scheme.
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Algorithm 1: Greedy-AkNN-Search

Input: X, a proximity graph, q, k, ε, and a start point s
1 Xvisit ← s
2 C ← 〈s, dist(s, q)〉 (C is sorted by dist(·, q))
3 Q ← C, τ ← ∞
4 while Q �= ∅ do
5 〈x, ·〉 ← the top of Q
6 Pop 〈x, ·〉 from Q
7 for each (x, x′) ∈ E(x) s.t. x′ /∈ Xvisit do
8 Xvisit ← Xvisit ∪ {x′}
9 τ ← the ε · k-th distance in C

10 if dist(x′, q) < τ then
11 Add 〈x′, dist(x′, q)〉 into C and remove the last one from C
12 Q ← Q ∪ 〈x′, dist(x′, q)〉
13 Sort Q by dist(·, q)
14 S′ ← the first k points in C
15 return S′

(a) Start point is close to q (b) Start point is far from q

Fig. 1. An example of Algorithm 1, where k = 1 and ε = 1. Points represent nodes of
a graph, and black points are start points. The arrows show edge traversal, and the
red crosses are queries.

Definition 2 ((r, cr, p1, p2)-sensitive hashing [4]). Given a radius r, an
approximate ratio c ≥ 1, and probability values p1 and p2, where p1 > p2, a
family H = {h : R

d → U} is called (r, cr, p1, p2)-sensitive, if, for any x, x′ ∈ R
d,

it satisfies the following conditions:

– If dist(x, x′) ≤ r, Pr[h(x) = h(x′)] ≥ p1.
– If dist(x, x′) ≥ cr, Pr[h(x) = h(x′)] ≤ p2.

A well-known (r, cr, p1, p2)-sensitive hash function for the Euclidean space is

h(x) = 
a · x + b

w
�,

where a is a d-dimensional point such that each dimension is drawn indepen-
dently from a standard normal distribution N (0, 1), b is a random real value
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chosen from [0, w), and w is a user-specified constant. Let θ = dist(x, x′), and
we have:

Pr[h(x) = h(x′)] =
∫ w

0

1
θ

· f

(
t

θ

)
·
(

1 − t

w

)
dt, (1)

where f(z) = 2√
2π

e− z2
2 , i.e., f(·) is the normal probability distribution function.

Equation (1) means that, as θ decreases, the collision probability increases. Note
that this (r, cr, p1, p2)-sensitive hash family is efficient for processing a (r, c)-ball
cover query, which is defined below:

Definition 3 ((r, c)-ball cover query). Given X, a query point q, a distance
threshold r, and an approximate ratio c, B(q, r) is defined as a ball centered at
q with radius r. An (r, c)-ball cover query returns the following result:

– If B(q, r) covers at least one point in X, it returns an arbitrary point in
B(q, cr).

– If B(q, r) covers no points in X, it returns nothing.

Let G(x) be (h1(x), ..., hm(x)), i.e., G(·) is a compound hash function that
concatenates m independent hash functions. Given x ∈ X, x is maintained in a
bucket with G(x), and a hash table is a set of the buckets. E2LSH [4] creates L
hash tables and proves the following:

Theorem 1. An (r, c)-ball cover query can be answered correctly in O(n
ln 1/p1
ln 1/p2 )

time with at least a constant probability by setting L = 1/pm
1 and m = log1/p2

n.

Let x∗ be the nearest neighbor point of q. From the above theorem, via
LSH, we can obtain a start point, which is close to q, with at least a constant
probability in a time sub-linear to n, when we have dist(x∗, q) ≤ r. However, this
does not mean that we can obtain a high-recall AkNN result. This is because
LSH gives a start point s such that dist(s, q) ≤ cr, so the start point may
not have any edges that can approach the kNN points of q. We overcome this
limitation by introducing (c + 1)r-similarity graph.

Definition 4 ((c + 1)r-similarity graph). Given X, a radius r, and an
approximation ratio c ≥ 1, in a (c + 1)r-similarity graph, a node is a point
x ∈ X and there is an undirected edge between x and x′ if and only if
dist(x, x′) ≤ (c + 1)r.

Now we present our new finding:

Theorem 2. By using LSH and a (c + 1)r-similarity graph, we can obtain the

exact nearest neighbor x∗ of a given query q in O(max{n
ln 1/p1
ln 1/p2 , deg}) time with

at least a constant probability, if dist(x∗, q) ≤ r.

Proof. Assume that we have dist(x∗, q) ≤ r. Through LSH, we have a
point x such that dist(x, q) ≤ cr (see Definition 3). From triangle inequality,
dist(x, x∗) ≤ r + cr = (1 + c)r. Definition 4 guarantees that there is an edge
between x and x∗. By using Algorithm 1, we can access x∗ from x. Then, from
Theorem 1 and the time complexity of Algorithm 1, this theorem is true. �
Let x∗,k be the k-th nearest neighbor of q. We furthermore have:
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Corollary 1. By using LSH and a (c + 1)r-similarity graph, we can obtain the

exact kNNs of a given query q in O(max{n
ln 1/p1
ln 1/p2 , degO(1)}) time with at least a

constant probability, if dist(x∗, q) ≤ r and dist(x∗, x∗,k) ≤ (1 + c)r.

Proof. If dist(x∗, q) ≤ r and dist(x∗, x∗,k) ≤ (1 + c)r, Theorem 2 guarantees
that Algorithm 1 reaches the i-th nearest neighbor of q for every i ∈ [1, k] within
a constant, i.e., O(1), hop from a start point x provided by LSH, with at least
a constant probability. �

3 LGTM: From Theory to Practice

Section 2.2 proves that we can obtain the exact kNN in O(max{n
ln 1/p1
ln 1/p2 , degO(1)})

time, with at least a constant probability if dist(x∗, q) ≤ r and dist(x∗, x∗,k) ≤
(1 + c)r. Note that O(max{n

ln 1/p1
ln 1/p2 , degO(1)}) = O(n

ln 1/p1
ln 1/p2 ) in practice, because

we usually have deg � n. That is, the exact kNN answer is obtained in the
same time as required for processing a (r, c)-ball cover query. This is attractive,
but a (c + 1)r-similarity graph has two practical limitations. First, building
it incurs O(n2) time. Although this is a pre-processing cost and the (c + 1)r-
similarity graph is general to any queries, this quadratic time is not tolerable for
a large n. Second, the worst space complexity of a (c + 1)r-similarity graph is
also O(n2). Then, the challenge of this section is to design a practically-efficient
AkNN search algorithm with a property similar to Theorem 2 without having
the above limitations. It is important to note that the main property of LSH
(suggested by Theorem 1) is that the success probability increases as we use
more hash tables.

To address this challenge, we propose LGTM (Local Graph Traversal
Method). LGTM still employs the key idea in Sect. 2.2, but it utilizes that idea
in a more practical manner.

3.1 Pre-processing

To start with, we present the pre-processing of LGTM. This pre-processing is
done only once. Details of this procedure are described in Algorithm 2.

LSH and Sampling. The first idea of LGTM is to remove O(n
ln 1/p1
ln 1/p2 ) time

for determining a start point by sampling. In the pre-processing phase, LGTM
constructs L hash tables. Different from E2LSH, each bucket maintains only a
constant number of sampled points1. This approach determines a start point in
O(1) time, when a query is given, as shown later. In addition, the time and space
complexities of constructing hash tables are both O(n) by setting L = O(1).

Using an Undirected AKNN Graph. The second idea of LGTM is to employ
an approximate KNN graph (we do not use a KNN graph, because building it
incurs O(n2) time). Note that K does not relate to k, as K is the degree of
1 In our implementation, we maintain at most 50 points in each bucket.
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Algorithm 2: Pre-Processing of LGTM

Input: X, L, and m
1 /* Hash table construction */
2 for each x ∈ X do
3 for each i ∈ [1, L] do
4 Maintain x in the bucket with Gi(x) = (hi,1(x), ..., hi,m(x))

5 for each i ∈ [1, L] do
6 for each bucket in the i-th hash table do
7 Sample O(1) points in this bucket
8 Remove not sampled points from this bucket

9 /* Undirected AKNN graph construction */
10 Run NNDescent [5] on X
11 Convert each directed edge into undirected one

Algorithm 3: Query-Processing of LGTM (a single hash table case)
Input: X, q, k, ε, a hash table, and an AKNN graph

1 s ← the nearest neighbor of q in the bucket with G(q)
2 Run Algorithm 1

this graph, and deg = K = O(1). Therefore, the space complexity of LGTM
(maintaining hash tables and an AKNN graph) is O(n).

Similar to the (c+1)r-similarity graph, in an AKNN graph, a node is a point
x ∈ X, and there is an edge between x and x′, where x′ ∈ X is included in an
AKNN of x among X. By utilizing a state-of-the-art AKNN graph construction
algorithm, an AKNN graph can be built in nearly O(n) time [5]. We convert
each edge in the AKNN graph into undirected.

3.2 Online (Query) Processing

The query processing of LGTM is similar to Theorem 2 (see its proof). For ease
of presentation, we first present LGTM in a single hash table case. After that,
we introduce the general case.

Single Hash Table Case. Consider a case where L = 1. Given a query point q,
LGTM first computes G(q). LGTM next computes the nearest neighbor point s
in the bucket with G(q). (If this hash table does not have the bucket with G(q),
s is a random point in X.) LGTM uses s as a start point of Algorithm 1, then
runs Algorithm 1 on the AKNN graph.

Discussion. Different from Corollary 1, LGTM does not guarantee that s can
reach the kNNs of q, because of the sampling in Algorithm 2 and the AKNN
graph. It is therefore necessary to increase the probability that a start point
reaches the kNNs of q (i.e., a start point is close to q). The probability that a
bucket maintains both x and x′ in a hash table is
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Algorithm 4: Query-Processing of LGTM

Input: X, q, k, ε, t hash tables (t is the number of available threads), and an
AKNN graph

1 Prepare t copies of q, q1, ..., qt
2 Run Algorithm 3 for q1, ..., qt in parallel
3 Merge the AkNN results of q1, ..., qt

Pr[G(x) = G(x′)] =
m∏

i=1

Pr[hi(x) = hi(x′)].

Since each hash table is independently constructed, from the above equation,
the probability that a bucket maintains both x and x′ in an arbitrary hash table
is

Pr[∃j ∈ [1, L], Gj(x) = Gj(x′)] = 1 − (1 − Pr[G(x) = G(x′)])L, (2)

where Gi(·) is the i-th compound hash function. Notice that, if we use L hash
tables, we have L start points. Equation (2) demonstrates that the probabil-
ity that at least one of the start points is close to q increases as L increases.
Therefore, as we employ an AKNN graph, the probability that we can reach
points closer to q increases. That is, as L increases, the recall increases proba-
bilistically. This is the theoretical motivation for using multiple hash tables for
LGTM. State-of-the-art graph-based algorithms [6,11] cannot have this advan-
tage, because they fix the start point.

A straightforward approach that uses the above idea is to run Algorithm 3
multiple (e.g., L) times. One may consider that this approach is not efficient.
This is true, but we can remove this inefficiency by using a multi-threading
approach. Given a query q, consider multiple copies of q with different start
points. These query copies can run in parallel with multi-threading, and we
merge their AkNN results after their respective results are fixed. That is, as we
have more available threads, the recall of this query tends to be higher while not
losing computational efficiency.

General Case. Now we are ready to present the query processing of LGTM
(Algorithm 4). Let t be the number of available threads (in the pre-processing,
we set L ≥ t). First, LGTM prepares t copies of a given query q, q1, ..., qt.
LGTM runs Algorithm 3 for q1, ..., qt in parallel. Note that, for a query copy
qi, LGTM uses Gi(·) (i.e., each query copy uses a different hash table, to have a
different start point from those of the others). Then, LGTM merges the AkNN
results of the t query copies.

Time Complexity. Because each bucket in the hash tables has only a constant
number of points, the start point is obtained in O(1) time. Let Ni be the number
of points inserted into Q in Algorithm 1 during processing of a query copy qi.
Since each query copy runs in parallel, the time complexity of Algorithm 4 is
O(maxi ∈[1,t] Ni(deg+log Ni)). Recall deg = K = O(1), so O(maxi ∈[1,t] Ni(deg+
log Ni)) = O(maxi ∈[1,t] Ni log Ni).
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4 Experiment

All experiments were conducted on a machine with Ubuntu 16.04 LTS OS, 18
core 3.0 GHz Core i9-9980XE, and 128 GB RAM.

Datasets. We used the following datasets.

– SIFT2: 1 million 128-dimensional points that represent image sift features.
– GIST: 1 million 960-dimensional points that represent image gist features.
– Deep [2]: 10 million 96-dimensional points representing deep image features.

We used the query points in their original sets (SIFT and Deep have 10,000
queries, while GIST has 1,000 queries).

Evaluated Algorithms. Our experiments evaluated the following algorithms:

– LGTM: our algorithm proposed in this paper. For the LSH in LGTM, m (w)
is 4 (200), 5 (1), and 10 (1) on SIFT, GIST, and Deep, respectively. Besides,
we generated 18 hash tables in the pre-processing of LGTM.

– HNSW [11]: a state-of-the-art graph-based algorithm that uses a hierarchical
graph with an approximate small-world network model.

– NSG [6]: a state-of-the-art graph-based algorithm that adds monotonic paths
to an AKNN graph.

– AKNNG: this algorithm runs Algorithm 1 on an undirected AKNN graph
with random start points. This algorithm is used for demonstrating the effec-
tiveness of our start point selection in LGTM.

(We do not consider the other algorithms, because [6,11] show that they are
outperformed by HNSW and NSG, and [9] confirms that graph-based algorithms
outperform the other approaches.) These algorithms are implemented in C++
and compiled by g++ 5.5 with -O3 flag. We used OpenMP for multi-threading,
and SIMD instructions were also used. For HNSW and NSG, we used the fastest
implementations34.

Evaluation Criteria. We measured average (1) running time (i.e., time per a
query) and (2) recall to evaluate the AkNN algorithms.

4.1 Comparison with AKNNG

To demonstrate the effectiveness of our hashing with proximity graph approach,
we compare LGTM with AKNNG. Note that AKNNG also employs the multi-
threading approach of LGTM. Table 1 depicts the average running time and
recall (k = 10 and t = 8). We see that LGTM provides higher recall with
shorter time than AKNNG. That is, our approach yields both efficiency and
accuracy, whereas using simple random start points cannot maximize efficiency
and accuracy.
2 http://corpus-texmex.irisa.fr/.
3 https://github.com/nmslib/hnswlib.
4 https://github.com/ZJULearning/nsg.

http://corpus-texmex.irisa.fr/
https://github.com/nmslib/hnswlib
https://github.com/ZJULearning/nsg
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Table 1. Average running time [μs] and recall comparison on SIFT, GIST, and Deep
(k = 10 and t = 8)

Data Algorithm Time Recall

SIFT AKNNG 139 0.888

LGTM 115 0.944

GIST AKNNG 717 0.765

LGTM 699 0.845

Deep AKNNG 623 0.832

LGTM 224 0.906

(a) SIFT (time vs. recall) (b) GIST (time vs. recall) (c) Deep (time vs. recall)

Fig. 2. Comparison with state-of-the-art. This figure compares LGTM (with different
t) with HNSW and NSG, by plotting time–recall curves. Plots in upper-left space mean
higher performances.

4.2 Comparison with State-of-the-art Algorithms

We next compare LGTM with two state-of-the-art algorithms, HSNW and NSG.
Figure 2 describes the trade-off relationships between the efficiency and accuracy
of LGTM (t = 1), LGTM (t = 8), LGTM (t = 18), HNSW, and NSG. We set
k = 10, and Figs. 2(a)–(c) show time–recall curves.

Overall Observation. From Fig. 2, it is obvious that LGTM outperforms
HNSW and NSG, even when LGTM uses only a single hash table (thread). With
the same computation time, LGTM returns a more accurate kNN result than
those of HNSW and NSG. This result demonstrates that our integration of LSH
and an AKNN graph functions better than complex graph structures.

Besides, it can be seen that each algorithm needs longer time on GIST,
compared with the other datasets. GIST is a challenging dataset, because, in
Algorithm 1, GIST has many points that update the temporal AkNN result.
Nevertheless, LGTM (t = 18) obtains a high-recall AkNN result with much
shorter time than HNSW and NSG.

Comparison with NSG. Now let us compare NSG with the other algorithms.
Figure 2(c) shows that NSG is outperformed by the other algorithms by a large



230 Y. Arai et al.

Table 2. Average running time [μs] and recall comparison on SIFT, GIST, and Deep
(t = 8 for LGTM)

Data Algorithm k = 1 k = 10 k = 20 k = 30 k = 40

Time Recall Time Recall Time Recall Time Recall Time Recall

SIFT NSG 69 0.832 119 0.734 165 0.685 218 0.707 255 0.694

HNSW 68 0.766 119 0.617 175 0.640 248 0.657 312 0.677

LGTM 67 0.884 115 0.944 155 0.946 200 0.950 251 0.955

GIST NSG 415 0.604 832 0.459 1052 0.392 1378 0.375 1597 0.354

HNSW 390 0.553 871 0.436 1162 0.377 1446 0.361 1732 0.345

LGTM 345 0.694 751 0.845 1008 0.850 1263 0.859 1539 0.867

Deep NSG 203 0.708 267 0.577 330 0.549 384 0.547 439 0.550

HNSW 190 0.923 223 0.704 320 0.676 339 0.616 405 0.610

LGTM 184 0.931 214 0.906 262 0.913 338 0.913 403 0.917

margin. NSG fixes its start node, and it is often far from a given query q, so
NSG needs a large number of distance calculations to approach q. Furthermore,
in cases where the start point is far from q, Algorithm 1 tends to fall into local
optimum, rendering less accuracy. The performance of NSG is hence not good.
This observation empirically confirms that a start point should be near q, to
avoid both a large number of distance calculations and local optimum.

Comparison with HNSW. We here focus on LGTM and HNSW. We see that,
even with a single thread (hash table), LGTM outperforms HNSW. This result
implies that the way of start point selection in LGTM is better than that in
HNSW. When LGTM uses 18 threads, its performance becomes clearly much
than that of HNSW. For example, it reaches 90% recall much faster than HNSW
in all the datasets. This multi-threading approach is one of the main advantages
of LGTM. Complex graph structures like NSG and HNSW make the start point
fixed. Such graphs cannot receive the benefits of our multi-threading approach5.
Our simple yet carefully-designed approach functions better in practice.

Performance with Different k. An efficient AkNN algorithm should keep high
performance even when k increase. Therefore, we investigated the robustness of
LGTM, HNSW, and NSG. Table 2 depicts their performances with different k.
LGTM keeps outperforming the other algorithms, i.e., provides higher recall with
shorter running time on all the datasets. This result also suggests that LGTM
is robust to k, and LGTM returns high recall when k is comparatively large.

5 Conclusion

This paper addressed the problem of approximate k nearest neighbor search
in the high-dimensional Euclidean space. By using our idea that integrates
5 NSG and HNSW can process different queries in parallel, but they cannot process a

query in parallel.
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Euclidean LSH and a proximity graph, we first presented a theorem that, with
at least a constant probability, we can obtain the exact kNN result in a time
sub-linear to n, under a reasonable assumption. This algorithm is theoretically
sound, but has practical limitations. We therefore proposed LGTM by approx-
imating the theoretical algorithm. We conducted extensive experiments using
SIFT, GIST, and Deep, and the results demonstrate that LGTM outperforms
the state-of-the-art algorithms.
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Abstract. Proliferation of temporal data in many domains has gener-
ated considerable interest in the analysis and use of time series. In that
context, clustering is one of the most popular data mining methods.
Whilst time series clustering algorithms generally succeed in capturing
differences in shapes, they most often fail to perform clustering based on
both shape and amplitude dissimilarities. In this paper, we propose a new
time series clustering method that automatically determines an optimal
number of clusters. Cluster refinement is based on a new dispersion cri-
terion applied to distances between time series and their representative
within a cluster. That dispersion measure allows for considering both
shape and amplitude of time series. We test our method on datasets and
compare results with those from K-means time series (TSK-means) and
K-shape methods.

1 Introduction

Time series analysis is applied in many areas of business engineering, finance, eco-
nomics, health care, etc. It serves various purposes such as subsequence match-
ing, anomaly detection, pattern discovery, clustering, classification, etc. Our
study focuses on time series clustering There are two main approaches for time
series clustering. The first approach is based on feature construction. Series are
described by a vector of feature attributes [5], and instances are grouped using a
classical clustering method (K-means,DBscan, ...). The second one uses similarity
measures adapted to time series comparison, combined with basic approaches (e.g.
K-means) to cluster set of raw time series. Several similarity measures have been
suggested for time series clustering, such that DTW [8], SBD [7], LCSS [10], and
ERP [1] measures. All those distance measures compare series considering only
effects of the temporal phase shift, and do not include amplitude drifts. However,
in some application domains, time series clustering should be done by considering
invariance and interval of measurements on the y axis as well as the shift of series
on the x axis. Indeed, the range of values on the y axis can strongly discriminate
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between classes. For example, in agriculture or aquaculture domains, the range
of y values in time series related to environmental data, such as changes in tem-
perature, can significantly influences the growth and survival of living species. In
this paper, we propose an approach based on shape analysis and that also takes
into account the variance along the y axis. In addition, we develop a strategy that
allows to automatically define an optimal number of clusters k using a new dis-
persion criterion applied on distances between instances and their representative
within each cluster. Unlike most methods that normalize data, our approach can
be applied to both normalized and raw time series. This new method is robust to
the shifting of series on the x axis because we use metrics that take into account the
distortion of series over time, in particular DTW , which is the most used for time
series clustering [3,11]. For the y shift, we consider a maximum interval over which
those metrics vary. Section 2 presents notations and basic definitions. In Sect. 3,
we present our contribution, in which a new dispersion measure of distance distri-
bution is presented as well as the principle of our method. Section 4 gives results
of experiments on several datasets and compared to those of TSK-means [4] and
K-shape [9].

2 Notations and Definitions

Let s be a time series of length n where s(i) corresponds to the value of the
signal at time i. Let T = {s1, s2, . . . , sn} a set of time series.
Clusters and Their Representatives: We call k-clustering C of T , the set
C = {C1, C2, . . . , Ck} containing k homogeneous subsets of T (in relation to a
measure of distance Dist), each having a representative noted RCi

with ∀i ∈
{1, . . . , k}, Ci = {si1 , si2 , . . . , simi

} and verifying the following criteria: (1) T =
∪k

i=1 Ci and Ci ∩ Cj = ∅ ∀i �= j and (2) Dist(Rci , s) < Dist(Rcj , s) ∀s ∈ Ci

and j �= i. The representative of a cluster (called prototype) can be a centroid,
medoid, etc.
Standard Deviation and Entropy of a Cluster: Let Ci be a cluster of C on
T according to a measure of distance Dist. Let Dist(Ci) = {di1 , . . . , dimi

} the
set of values of the Dist between an instance of Ci and its representative RCi

.
Let σ(Ci) the standard deviation calculated on the distribution of values taken

by Dist(Ci), and E(Ci) its entropy measure. σ(Ci) =
√

1
mi

∑mi

k=1(dik − di)2

where di is the average of Dist(Ci) and E(Ci) = −∑mi

k=1 P (dik) × log(P (dik)).
In this paper, we used the distance measure DTW optimized by Kehog [6].

3 TSX-Means: A New Method for Time Series Clustering

Our approach mainly focuses on a new strategy for robust cluster refinement
and automatic determination of the optimal number of clusters k. Any distance
(or similarity) measure adapted to time series can be used in this approach. We
tested it with different distance measures, such as measures derived from DTW .
The method, based on a minimum number of clusters initially set to nb min clust
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and a set of defined criteria, implements the principle of refining each cluster by
revisiting all its instances. Instances that do not verify the criteria, in relation to
the class they belong to, are put in a reject class. We then iterate the principle on
that reject class (considered as a new set of series to be clustered) until the stop-
ping conditions are verified. The criteria used in our approach are linked to the
following thresholds: (1) nb min inst: the minimum number of instances allowed
per cluster and (2) seuil disp: the intra-cluster variability, defined from a new dis-
persion measure that depends on both the variability and the entropy measures of
distances between each instance and its representative in cluster belongs to. In this
contribution, we propose a new dispersion measure of distances between instances
and their representative in a cluster. This dispersion measure, noted disp, is deter-
mined by the ratio between the standard deviation and the entropy of the distance
values.

Definition 1 (measure of dispersion disp). Let Ci a cluster of the set T .
We define its measure of dispersion by: disp(Ci) = σ(Ci)

E(Ci)
.

If the dispersion is minimal then the homogeneity is maximal. disp(Ci) reflects
the inner cluster variability. The smaller disp is, the smaller the variability
around the representative is. That allows to select the nearest instances to a
representative according to a fixed threshold, denoted sd in the following.

Criteria for Selecting Cluster Instances: Let sd a fixed threshold and Ci

a cluster. A new associated cluster C ′
i ⊂ Ci is built, verifying the disp(C ′

i) ≤ sd.
Computation of the dispersion measure requires at least two values. A mini-
mum number of instances initially in the new C ′

i cluster is thus provided by
nb min inst in the algorithm. In order to determine those instances, Dist(Ci)
are ordered and saved in Sort(Dist(Ci)) = {v1, v2, . . . , vm} with ∀ i < j, vi ≤ vj

(procedure ApplyCriteria). We integrate in C ′
i the first nb min inst instances

in the sorted list Sort(Dist(Ci)). If disp(C ′
i) ≤ sd then other instances are added

one by one in C ′
i, as long as the criterion remains true, otherwise instances that

do not verify the criterion are put in the reject cluster. The value disp(C ′
i) is

updated each time an instance is added.

3.1 Principle of the Method

The algorithm takes as parameters thresholds nb min clust, nb min inst, and
sd and uses any Dist. As output, it provides a number of clusters determined
automatically based on dispersion criteria, and a reject class noted CR. The
principle of the algorithm is the following:
Step 1: Definition of Initial Clusters. Instances of T (set of time series)
are partitioned into a minimum number of nb min clust clusters. To create
those clusters, we apply the classic algorithm TSK-Means (or K-shape) with
k = nb min clust and a distance measure Dist (f.ex DTW , etc.). The proce-
dure [C,Dist(C)] = CreateInitialsClusters(T, nb min clust) of Algorithm 1
returns initial clusters.
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Step 2: Refining Clusters by Applying the Dispersion Criterion. The
procedure [C ′, CR] = ApplyCriteria(C,Dist, sd, nb min inst) consists in apply-
ing the homogeneity criterion to each cluster Ci to only keep instances verifying
that criterion. The remaining instances are assigned to the reject class CR. If
the number of instances of an initial cluster Ci is less than nb min inst, then
this cluster is deleted and its instances are assigned to the reject class.
Step 3: Applying the Stopping Criterion. If the number of instances in the
reject class is greater than nb min inst, then the initial step is repeated taking
as new set T the rejected class. Otherwise, the algorithm stops.

3.2 TSX-Means Algorithm

At first call of our recursive method (Algorithm 1), the number of clusters to
be determined nbClust, is initialized to 0, and the set of final clusters Cf to
the empty set. At each call of the recursive algorithm, a new set of at most
nb min clust clusters and the reject cluster are created from initial clusters
obtained by the CreateInitialsClusters method. The algorithm is therefore
repeated as long as the reject cluster is not empty and the number of instances
is greater than nb min inst. The method could assign to the reject cluster CR
the same instances indefinitely if no admitted new cluster Cf was generated.
The recursiveCpt iteration counter allows to stop the algorithm when it reaches
a maximum number of iterations provided by the user. Thus, it is possible to
get a number of clusters lower than nb min clust or even no cluster at all. This
occurs when the ApplyCriteria method does not find any instance verifying
the dispersion criterion in each of the initial clusters. This case is linked to a
low value of the dispersion threshold. Nevertheless, increasing the threshold will
integrate instances that are far from the representative and will lead to creating
a cluster with high variability.

4 Experimental Results

The method has been tested on data of the UEA & UCR [2] archives. We tested
our algorithm on 20 datasets. Chosen datasets have series of various lengths and
a different number of classes. Most of them have a low number of classes (≤7),
we say non complex data. In order to test our new method TSX-Means on
more complex data, the last 7 datasets have a higher number of classes (≥24).
For each dataset and for each distance used, we tested our method by varying
the parameters sd and nb min clust. Nb min inst was set to the number of
instances of the smallest class of the dataset. Once the number k is found by
our algorithm, we run TSK-means and k-shape with the same value of k to
compare the performances between the 3 methods. We used different metrics
(Accuracy, ARI and V-Measure (VM)) for performance comparison averaged for
the tested parameters. Accuracy is calculated when the number of clusters is
the actual number of classes. Otherwise, ARI and V-M are used. The parameter
nb min clust has a greater impact on performance measures, and particularly
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Algorithm 1 . TSX-Means(T,nb min clust,sd,nbMaxIter,nbClust,recursifCpt, nb min

inst)

Output: - Cf set of clusters

1: if nb min clust < p then
2: TmpCpt = 0
3: {C, Dist(C)} = CreateInitialsClusters(T, nb min inst)
4: for i=1 to nb min clust do
5: {C′ , CR} = ApplyCriteria(Ci, Dist, seuil disp, nb min inst)
6: if C′ �= ∅ then
7: Cf [nbClust] = C′

8: T = T − C′

9: nbClust = nbClust + 1
10: else
11: TmpCpt = TmpCpt + 1
12: end if
13: end for
14: if TmpCpt == nb min clust then
15: recursifCPT = recursifCpt + 1
16: end if
17: if recursifCpt < nbMaxIter then
18: TSX-Means(T, nb min clust, sd, nbClust, nbMaxIter, recursifCpt)
19: end if
20: end if
21: return Cf

V-Measure, than threshold sd. The difference of ARI and V-M are, in average,
10% higher for complex data for TSX-Means than for K-Shape method. The
new dispersion measure is a good indicator of cluster homogeneity. In general,
TSX-Means method is more efficient than other methods, especially when the
number of classes is very high. Table 1 shows results for accuracy scores. We
noticed that dispersion measure improves clustering performance. Indeed, TSX-
Means outperforms TSK-Means and K-Shape methods for the majority of data.

Table 1. Accuracy of TSX-Means with initial clusters from TSK-Means.

Dataset Distances k TSX-Means TSK-Means Kshape Reject
TSX-means

Kmin

Car sakoechiba 4 0.446 0.433 0.433 4 4

Fish fast 7 0.457 0.440 0.391 0 5

Herring itakura 2 0.609 0.594 0.509 0 2

LargeKitchen sakoechiba 3 0.517 0.453 0.521 0 3

Meat classic 3 0.782 0.653 0.750 1 3

Refrigeration fast 3 0.363 0.361 0.360 0 3

SmallKitchen itakura 3 0.417 0.460 0.407 0 3

WormsTwoClass fast 2 0.575 0.511 0.602 0 2

We noticed that the dispersion measure improves clustering performance with
the set of measures derived from DTW . Indeed, TSX-Means outperforms TSK-
Means and k-shape methods for the majority of data. Table 2 shows accuracy
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scores of TSX-Means using K-Shape as initial clusters generator. Our method
outperforms k-Shape for 5/7 data.

Table 2. Accuracy of TSX-Means and the K-Shape with initial clusters from K-Shape

Dataset k X-Shape K-Shape nb min clust

Computers 2 0.616 0.548 2

Meat 3 0.700 0.683 3

OSULeaf 6 0.420 0.435 6

OliveOil 4 0.800 0.433 4

RefrigerationDevices 3 0.416 0.368 3

ScreenType 3 0.357 0.360 3

Yoga 2 0.487 0.480 2

5 Conclusion and Perspectives

We proposed a new dispersion measure in a cluster, and designed a new method
TSX-Means for time series clustering, allowing to automatically determine an
optimal number of clusters. This measure allows to refine clusters initially gener-
ated by existing clustering methods. Performance of TSX-Means was compared
to TSK-Means and K-Shape methods on a set data. Quality measures of clus-
tering performance showed that TSX-Means method outperforms TSK-Means
and K-Shape, especially for data with a very large number of clusters.
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Abstract. Multi-label classification addresses a special pattern classifi-
cation problem where an instance could belong to multiple class labels
simultaneously. Nowadays, a pivotal challenging issue is to deal with
high-dimensional label space case, which generally deteriorates classifi-
cation performance and increases computation burdens for traditional
multi-label classifiers. To this end, dimensionality reduction originally
for feature space is also applied to label space, deriving two kinds of
techniques: label embedding and label selection. Boolean matrix decom-
position (BMD) approaches to the original binary matrix via two low-
rank binary matrix Boolean multiplication. Without any constraint on
low-rank matrices, this BMD could result in a label embedding method.
When the left matrix consists of a column subset of original matrix,
interpolative decomposition is implemented, which corresponds to a label
selection technique. In this paper, we propose a globally optimal label
selection approach, which consists of two stages: to remove a few unin-
formative labels via an exact BMD without any approximated loss, and
to select most informative labels of fixed number via globally optimal
genetic algorithm. Our experiments on four benchmark data sets with
more than 100 labels show that our proposed method is superior to three
existing approaches, according to two performance evaluation metrics
(precision and discounted gain@n) for high-dimensional label space.

Keywords: Multi-label classification · Data mining · Label selection ·
Boolean matrix decomposition · Genetic algorithm

1 Introduction

Multi-label classification deals with a particular supervised classification issue
in which any instance could be associated with multiple class labels at the same
time and the classes are not mutually exclusive [6]. Its data mining applications
include text categorization, computer vision, bioinformatics, and so on. Given a
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multi-label training set, the multi-label classification task is to learn a classifier
from input feature space to output label space, which then is used to predict a
set of relevant labels for an unseen instance.

As various applications continuously occur in data mining, the dimension-
ality of label space also increases correspondingly, which greatly deteriorates
classification performance and increases computational complexity for many tra-
ditional multi-label classifiers. To cope with this situation, dimensionality reduc-
tion originally for feature space is also accepted for high-dimensional label space
to improve multi-label classification efficiency and effectiveness [11]. In this case,
besides a label reduction operator in the training stage, it is needed to provide a
recovery operator, which is used in the testing phase to recover a low-dimensional
label vector back to the original high-dimensional label space. Therefore, how to
design label reduction and recovery operators becomes a principal issue.

Now, the existing methods are divided into two kinds: label embedding (LE)
and label selection (LS). The LE is to convert original high-dimensional label
space into a low-dimensional real or binary one linearly or nonlinearly, and the
LS is to select some most informative labels to hold label physical meanings.

The first LE algorithm is ML-CS [7] based on compressed sensing, which
uses a random matrix as its projection matrix. However, it is needed to solve
a complicated L1 minimization problem as its reconstruction step, resulting in
an extremely high complexity. After that, besides efficient projection procedure,
much work pursues more efficient recovery step. In PLST [13], principal com-
ponent analysis (PCA) is executed on label matrix to create an orthonormal
projection matrix and an efficient recovery matrix. To fusion feature informa-
tion, canonical correlation analysis (CCA) is modified into an orthonormal form,
which then is combined with PCA to construct CPLST [5]. Hilbert-Schmidt inde-
pendence criterion (HSIC) is applied to achieve projection and recovery matrices
in [4]. Besides PCA and HSIC, via adding a local covariance matrix for each
instance, ML-mLV [14] proposes a trace ratio optimization problem to find out
projection and recovery matrices. To execute LS task, in MOPLMS [1], an L1

and L1,2 regularized least square regression problem is solved, but an indepen-
dent recovery stage based on Bayesian rule is added. In ML-CSSP [3], the LS
task is regarded as column subset selection problem (CSSP), which is efficiently
implemented via a randomized sampling way with a natural recovery matrix.

Boolean matrix decomposition (BMD) [2] decomposes a binary matrix into
two low-rank binary matrix Boolean multiplication. Without any constraints on
two decomposed matrices, BMD could induce some LE methods, e.g., MLC-
BMaD [15]. If the left matrix comprises a subset of original label matrix, such a
BMD is named as interpolative form, to induce some LS methods exactly. So far,
an exact BMD [12] is realized to remove a few uninformative labels without any
approximated loss, which is directly used to implement a LS methods (MLC-
EBMD) [10]. Generally, there are many informative labels from MLC-EBMD in
a crude rank, so selecting fewer informative labels becomes just sub-optimal.

In this study, we construct an additional selection phase with genetic algo-
rithm (GA) to select most informative labels among those remained labels from
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EBMD, which can theoretically induce a globally optimal selection according to
theoretical basis and analysis [9]. Therefore a novel globally optimal label selec-
tion algorithm is proposed in this paper, which consists of two stages: to remove
uninformative labels via EBMD and to select most informative labels using GA.
The experiments illustrate that our proposed method is more effective, compared
with one LE method (MLC-BMaD [15]) and two LS techniques (MLC-EBMD
[10] and ML-CSSP [1]) on four data sets with more than 100 labels.

2 Preliminaries

The traditional multi-label classification is to learn a classifier: y = f(x) : RD

→ {0, 1}C according to a multi-label training data set of size N as follows:

{(x1,y1), . . . , (xi,yi), . . . (xN ,yN )} (1)

where, for the i -th instance, xi ∈ RD is its D-dimensional real feature column
vector, and yi ∈ {0, 1}C its C -dimensional binary label column vector whose 1
and 0 components imply the relevant and irrelevant labels, respectively.

Further, we define a label data matrix Y ∈ {0, 1}N×C :

Y = [Yij |i = 1, ..., N ; j = 1, ..., C] = [yi|i = 1, ..., N ]T = [yj |j = 1, ..., C] (2)

where yj corresponds to the j-th label in Y.
For Y, given an integer c, its Boolean matrix decomposition (BMD) is rep-

resented as Boolean multiplication of two low-rank binary matrices (i.e., label
matrix Z and label correlation matrix B), i.e.,

Y ≈ Z ◦ B =
∑c

i=1
(zi ◦ bi) (3)

with
Z = [z1, ..., zi, ..., zc] = [z1, ..., zi, ..., zN ]T ∈ {0, 1}N×c

B = [b1, ...,bi, ...,bC ] = [b1, ...,bi, ...,bc]T ∈ {0, 1}c×C (4)

where “◦” indicates Boolean multiplication, and zi is the low-dimensional label
vector of yi. This BMD is realized via minimizing the following error,

E(Y,Z ◦ B) = ‖Y − Z ◦ B‖1 =
∑N

i=1

∑C

j=1
|Yij − (Z ◦ B)ij | (5)

where ‖·‖1 is 1-norm of matrix to count the number of “+1/−1” elements.
When the matrix Z consists of a subset of Y, this decomposition becomes

interpolative matrix decomposition (IMD). While the relation ‖Y − Z ◦ B‖1 = 0
holds true, such a BMD is called as exact BMD (EBMD) [12], where the smallest
c << C is referred to as the Boolean rank of Y.

For multi-label classification, the low-rank matrix Z from BMD and IMD
respectively correspond to LE and LS, which convert the original C-label multi-
label problem into a c-label one (c << C). The matrix B is regarded as a recovery
matrix to recover the low c-dimensional vector back to the high C-dimensional
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one. With this label dimensionality reduction, a general framework for multi-
label classification can be summarized as two more complicated procedures:
Training Stage: a) to conduct matrix decomposition Y ≈ Z ◦ B to obtain
Z and B; b) to learn a multi-label classifier z = f(x). Testing Stage: a) to
calculate the low-dimensional binary label vector z for a testing instance x using
f(x); b) to reconstruct the high-dimensional label vector y = BT ◦ z.

3 The Proposed Method

In this section, we propose a novel label selection method combining with exact
Boolean matrix decomposition (EBMD) and genetic algorithm (GA).

3.1 Uninformative Label Reduction via EBMD

The EBMD [12] is to find a smallest Boolean rank c to satisfy Y = Z ◦ B exactly,
where Z is a column subset of Y. In this sub-section, this EBMD is used to
remove some uninformative labels in Y to execute a primary LS step.

We summarize a heuristic EBMD algorithm [12] as follows: (i) to derive an

entire recovery matrix BT = Y
T ◦ Yof size C × C , where Y is a “not” logic

operation; (ii) to estimate σi =
∥∥zi

∥∥
1
‖bi‖1 to indicate the number of “1” com-

ponents in zi ◦ bi, which is to evaluate the contribution of zi ◦ bi(i = 1, ..., C) to
Y; (iii) to rearrange the columns of Y and rows of B in the ascending order of
σi(i = 1, ..., C); (iv) to initialize the label selection matrix Z = Y, the product
matrix T = ZB, and the number of selected columns k = C; (v) for i = 1, ..., C,
we execute: (a) to calculate Ti = zi◦bi; (b) if ‖T‖1 = ‖T − Ti‖1, we remove the
i-th column in Z and the i-th row in B, and then let T = T−Ti and k = k − 1;
and (vi) we obtain a selected label matrix ZN×k and its recovery matrix Bk×C .

This procedure has been used to construct a multi-label LS algorithm MLC-
EBMD in [10], which only remove those uninformative labels in Y.

3.2 Most Informative Label Selection via GA

Through the above EBMD, we could remove the (C − k) uninformative labels
and remain k informative labels. Generally, k is much larger than c (the num-
ber of selected labels), i.e., k >> c. It is worth noting that the aforementioned
algorithm could provide a crude rank for the remained labels according to σi.
However, a more precise rank is needed to improve classification performance fur-
ther. In this sub-section, we apply GA to obtain the c most informative labels,
which theoretically could achieve a globally optimal solution [9].

The GA is a randomized search algorithm that simulates the natural genetic
mechanisms of biological evolutional process. Through three genetic operations:
selection, crossover and mutation, a population of individuals are evolved one by
one generation and their fitness function values are optimized gradually. After
several generations are executed or a proper stopping criterion is reached, an
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individual with the optimal fitness is chosen an optimal solution [9]. When this
GA is applied to execute our LS task, it is needed to fix following three aspects:

Encoding Chromosomes. Binary coding technique is used to encode the M
chromosomes of length k: qi = [qi1, ..., qij , ..., qik]T ∈ {0, 1}k (i = 1, ...,M), where
qij = 1 indicates that the j-th label is selected. Since the c most informative labels
will be selected, each individual is initialized to have the c “1” components only.

Adding an Auxiliary Mutation Operation. Generally, after three genetic
operations are conducted, the number of “1” components in each chromosome is
changed, i.e., ||qm||1 �= c. To this end, we add an auxiliary mutation operation
to fix the number of selected labels to be c exactly.

Defining Fitness Function. We construct a relative reconstruction accuracy
(RRA) as our fitness function to measure the approximation ability from the
reconstructed matrix (Z ◦ B) to original matrix (Y):

RRA(Y,Z ◦ B) =
1

‖Y‖1
∑N

i=1

∑C

j=1
|{(i, j)|Yij = (Z ◦ B)ij}| (6)

where the numerator indicates how many “1”s in Y are recovered by Z ◦ B.

3.3 Label Selection Algorithm Combining EBMD and GA

Based on the previous work, we build an LS method for multi-label classifica-
tion, which consists of two stages: uninformative label reduction with EBMD in
Subsect. 3.1, and most information label selection via GA in Subsect. 3.2. This
procedure is referred to as a global optimal LS method for multi-label classifi-
cation, via combining EBMD with GA, simply, LS-BMDGA.

4 Experiments

In this section, we will compare our LS-BMDGA with three existing methods
(MLC-EBMD [10], ML-CSSP [3] and MLC-BMaD [15]) on four benchmark data
sets.

4.1 Basic Experimental Settings

In order to evaluate the performance of four aforementioned label reduction
techniques, we choose four benchmark multi-label data sets with more than 100
class labels from Mulan library1, including Mediamill, Bibtex, Corel16k-s6, and
Bookmarks. Their detailed statistics are listed in Table 1.

In order to fit the high-dimensional label applications, two evaluation met-
rics are utilized in our experiments, i.e., precision@n, and (DisCounted Gain)
DCG@n (n = 1, 2, 3, ...). Please refer to [8] to see their detailed definitions. It is
desired to achieve high values for both of metrics for a well-performed method.
1 http://mulan.sourceforge.net/datasets-mlc.html.

http://mulan.sourceforge.net/datasets-mlc.html
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Table 1. Statistics of selected multi-label data sets.

Dataset #Train #Test #Features #Labels #Cardinality

Mediamill 30993 12914 120 101 4.376

Bibtex 4880 2515 1836 159 2.402

Corel16k-s6 5192 1737 500 162 3.136

Bookmarks 57985 29871 2150 208 2.028
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Fig. 1. Precision@n(n = 1, 3, 5) and DCG@n(n = 3, 5) from four methods on
Mediamill.
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Fig. 2. Precision@n(n = 1, 3, 5) and DCG@n(n = 3, 5) from four methods on Bibtex.
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Fig. 3. Precision@n(n = 1, 3, 5) and DCG@n(n = 3, 5) from four methods on
Corel16k-s6.
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Table 2. The number of wins for each method and metric across four data sets.

Metric MLC-BMaD ML-CSSP MLC-EBMD LS-BMDGA

Precision@1 0 0 1 39

Precision@3 0 1 1 38

Precision@5 0 0 1 39

DCG@3 0 0 1 39

DCG@5 0 0 1 39

Total wins 0 1 5 194

In our experiments, we compare four methods via a train-test way, in which
random forest with 100 trees is considered as our baseline classifier. For MLC-
BMaD, its threshold for calculating label association matrix is set to 0.7. Further,
on our LS-BMDGA, its key parameters are assigned as follows: the population
size p = 200, evolutional generations g = 400, selection probability ps = 0.8,
crossover probability pc = 0.8, and mutation probability pm = 0.01.

Since precision@1 is equal to DCG@1, we set n = 1, 3, 5 for precision@n, and
n = 3, 5 for DCG@n. In order to verify and compare classification performance
extensively for the above four approaches, the number of reduced labels (i.e., c)
is varied from 5% to 50% of the number original labels (i.e., C) with a step 5%.

4.2 Experimental Results and Analysis

At first, we regard two evaluation metrics (i.e., precision@n and DCG@n) as two
functions of the different proportions of reduced labels (i.e., c/C), respectively.
The experimental results on four data sets in Table 1 are shown in Figs. 1, 2, 3
and 4.

From these four figures, it is observed that: (i) For MLC-BMaD and ML-
CSSP, their performance is unstable, e.g., ML-CSSP and MLC-BMaD achieve
the worst performance on Bookmarks and Mediamill, respectively. Additionally,
overall, MLC-EBMD has a better performance than MLC-BMaD and ML-CSSP.
(ii) At most of label proportions, our LS-BMDGA works best, compared with
three existing methods, whose main reason is that we find out an optimal label
subset form label selection with Boolean interpolative matrix decomposition.

To compare four approaches more accurately, we adopt the “win” index in [4]
to represent the number of each technique reaches the best metric values across
four data sets and ten label proportions (200 wins, totally), as shown in Table 2.
Our LS-BMDGA reaches the best value of 194 times for two metrics over four
data sets, which greatly exceeded the number of wins from summation (6 wins)
of the other three methods.

On the basis of the above experimental analysis, it is concluded that our
proposed LS method (LS-BMDGA) performs the best, compared with three
existing approaches (MLC-BMaD, ML-CSSP, and MLC-EBMD).
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5 Conclusions

In this paper, we propose a new label selection technique to deal with some multi-
label applications with many labels, which could preserve selected label physical
meanings effectively. Our proposed method consists of two effective stages. One is
to apply an exact Boolean matrix decomposition to remove some uninformative
labels and the other is to apply genetic algorithm to select most informative
labels of the fixed number. Theoretically, such an approach could implement a
globally optimal label selection strategy. The detailed experiments show that our
proposed method is superior to three existing techniques in terms of precision
and discounted gain. In future work, we will conduct some experiments on more
benchmark data sets, and compare our method with more existing approaches, to
validate multi-label classification performance of our proposed method further.
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Abstract. Human-Object Interaction (HOI) plays an important role in
human-centric scene understanding. However, the commonly used two-
stage methods have large computational costs and a slow inferring speed.
The existing one-stage methods detect HOIs by detecting the central
points or the union boxes of human and objects, which need to process
a large scale of regions and many unnecessary features. In this paper, we
propose a novel one-stage method for discovering HOI semantics from
massive image data. In particular, we present two new designs in our
method, namely action classification and displacement prediction. Fur-
ther, we design a special HOI score calculation strategy, which can decay
the HOI score of the results that have bad matching result. We evalu-
ate our method on the popular HICO-DET benchmark and compare our
proposal with a number of existing approaches. The results show that
our method outperforms existing methods in discovering HOI semantics.
abstract environment.

Keywords: Human-Object Interaction · One-stage detection · Action
classification · Displacement prediction

1 Introduction

In recent years, human-object interaction (HOI) has attracted much attention.
Given an image, HOI detection aims to localize the human and objects, and
detect the relationship between them. As human beings always play a central
role in real-world scenes, HOI detection has been an important way to extract
high-level semantics from image data and become an useful tool for many image
understanding tasks, such as image classification [12], object detection [17], and
image retrieval [14,18].

Previous work on HOI detection mainly used two-stage methods, which con-
tained two stages. In the first stage, a pre-trained object detector is used to detect
all human and objects. In the second stage, all the possible triplets <human,
verb, object> are analyzed by sending all the relevant features into an action
classification network. However, this kind of methods completely separate HOI
detection into two parts, yielding poor performance in real applications.
c© Springer Nature Switzerland AG 2021
C. Strauss et al. (Eds.): DEXA 2021, LNCS 12924, pp. 251–263, 2021.
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Fig. 1. Comparisons of various interaction detection methods. (a) UnionDet [6] detect
the union box of human and object in an interaction. (b) PPDM [8] detect the central
point of the human and its corresponding object. (c) Our method classifies the actions
for each human and object, and combine them to produce the HOI.

Recently, some researchers developed one-stage methods for HOI detection.
UnionDet [6] detected the union box of human and box as shown in Fig. 1(a).
Wang et al. [16] treated the central point of the human and its correspond-
ing object as interaction points, making HOI detection become an interaction
detection problem. They used an individual object detector as well as an inter-
action point detector, and detected human, objects, and interaction in parallel.
PPDM [8] used a common feature extractor for all the detector. However, detect-
ing the central point or the union box of human and objects needs to handle
the whole union region of human and objects, which needs a complex network
to handle so much information.

In this paper, we propose a novel one-stage method for discovering HOI
semantics from massive image data. As shown in Fig. 1(c), our architecture do
not directly localize the interaction like Wang et al. [16] and PPDM [8]. Instead,
we directly classify the actions of the human at his bounding-box’s center point
and find what he interacts with by predicting the displacements from him to
his corresponding objects. Specially, we predict a displacement for each action
category for the reason that a person can interact with many objects. In addition,
one displacement for one category can make each prediction network focus on
its category-relevant feature. However, determining the categories of actions that
only consider the human feature may lead to some wrong judgement, especial
when the human pose has multiple corresponding verbs. We observe that the
number of possible interaction is limited when the object categories are known.
For example, a chair can only be sited in most real-world scene. And some actions
such as catch and throw can be inferred by observing whether there is a hand
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around the object. Therefore, we perform the action classification at the central
location of an object region and determine the action categories considering both
the action classification result of human and objects.

When producing the HOI triplets, we use the distance between the pre-
dicted location and the ground truth location of the interacted object to match
the human and object. The previous PPDM method does not consider such a
distance when calculating the HOI scores, which will cause some wrong human-
object matching. On the other hand, When a human interacts with multiple
objects or the human and corresponding object is far away in image, the pre-
dicted displacement from human to object would be inaccurate. To solve this
problem, we design an novel HOI score calculating strategy, which introduces a
decay parameter to decay the score of the HOI triplet of wrong matching results.

Briefly, we make the following contributions in this paper:

(1) we propose a novel one-stage framework for discovering HOI semantics from
massive image data. Two designs, including action classification and dis-
placement prediction, are presented in our method. Compared to existing
methods, our method needs not to perform an interaction localization step
and is more effective in discovering HOIs.

(2) To avoid the bias of HOI score calculation, we design a new HOI score
calculating strategy, which can solve the inaccuracy problem in displacement
prediction.

(3) We conduct extensive experiments on a popular benchmark HICO-DET and
compare our proposal with various existing methods, and the results suggest
the effectiveness of our method.

The rest of the paper is structured as follows. Section 2 summarizes related work.
Section 3 details the framework of discovering HOI semantics from image data.
Section 4 reports the experimental results, and finally, in Sect. 5, we conclude the
whole paper.

2 Relate Work

2.1 Two-Stage Methods for HOI Detection

Previous HOI detection methods mainly employed a two-stage strategy. In the
first stage, a pre-trained object detector (most likely to be Faster-RCNN [11])
is used to get the bounding-box of all the possible human and objects in the
input image. In the second stage, all the possible human-object pairs would be
fed into a multi-stream architecture to predict the interaction categories. The
multi-stream architecture consist of at least two stream: the human stream and
the object stream. Both of them take the visual feature of the human or object
bounding-box as input [5].

Most of the previous works concentrate on improving the second stage, and
the most popular method is to introduce addition features. Bansal et al. [1] and
PDNet [20] introduced word embedding to get the language prior knowledge. Wan
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et al. [13] introduced human pose information to help the interaction detection.
Besides, some researcher focused on catching the relation between the instances or
interactions in image. iCAN [5] utilize the spatial relation of the instance through
adding a two-channel binary feature. DRG [4], CHG [15], RPNN [21] used the
graph networks to model the relation between the interactions.

Although the two-stage methods have high performance, they always have
complicate architecture, and expensive calculating cost as well as a slow inferring
speed, due to their sequential and separated two-stage framework.

2.2 One-Stage Methods for HOI Detection

Recently, some researcher begin to explore the one-stage methods for HOI detec-
tion. Wang et al. [16] detect the interaction through detecting the center points
of interacting human and objects and finding the corresponding by predicting
a displacement. But they still completely separated the object and interaction
detector. PPDM [8] use the similar way, but they used a common feature extrac-
tor and trained the network end-to-end. But they didn’t consider the human-
object matching result when calculating the final HOI score. UnionDet [6] detect
the union box of human and object to detect the interaction, which need a large
receptive field to cover the large boxes. DIRV [3] design a rule of where the
interaction regions are and detect interaction base on it.

Unlike all the above methods, our methods does not detect the interaction
directly. We take good use of the object detector and classify the action of
the detected human and object. And we also modify the HOI score calculation
formula to produce better HOI scores.

3 Framework for HOI Detection

3.1 Architecture

As shown in Fig. 2, our architecture composes of three parts: an common feature
extract networks, object detection branch and interaction matching branch. The
feature extract networks take image I ∈ RH×W as input and produce the com-
mon featuremap F ∈ RH/d×W/d. Then the featuremap F is fed into the following
two branch.

In the object detection branch, we detect the central points and the size of
human and object bounding-boxes. In the interaction matching branch, we clas-
sifies the actions at each location and predict the displacement to the correspond-
ing human or object. Then we use a human-based matching strategy to match the
human to its corresponding object to generate the HOI triplets and use our novel
decay calculation strategy to produce the final confident score for each HOI.

3.2 Object Detection Branch

The object detection branch follows the setting of CenterNet [22], which treats
object detection as a standard keypoint estimation problem. In CenterNet,
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Fig. 2. Architecture of our HOI detection. It consists of three parts: (a) Common
feature extract networks, which take the image as input and produces the common
feature map. (b) The object detection branch uses convolution modules to produce the
bounding box of human and objects. (c) The interaction matching branch consist of
two parts: the action classification part classifies the action for each human and object,
and the displacement prediction part predict the displacement to the relevant human
or object for all the human and objects. After getting the output of the two branch,
we use a human-based matching strategy to match the detected human and object to
produce the HOIs.

a bounding-box is represented as (x, y, w, h) ,where (x, y) is the center point
coordinate of the box and (w, h) denote the weight and height of the box. The
object detector branch takes F ∈ RH/d×W/d as input and outputs a center point
heatmap V ∈ RH/d×W/d for each object category and the height and weight of
the predicted box at each location of the input feature map F.

During the inference, a 3 × 3 max-pooling will be used to extract the points
whose value is greater to its 8-connected neighbors, which plays a similar role
as non-maxima suppression (NMS) in convenient object detection methods. The
extracted points will be set as the center points of bounding-box and their values
on the heatmap will be the confidence score of the boxes after playing a sigmoidal
transformation.

3.3 Interaction Detection Branch

The interaction detection branch is composed of two part: action classification
and displacement prediction. Both of them take feature map F as input.
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Action Classification. We classify the verb categories for all the locations of
the input feature map F. Supposed there are N verb categories in dataset, we
treat action classification as N binary classification problems. Taking the feature
map F as input, we employ a 3 × 3 convolution layer with ReLU, followed by a
1 × 1 convolutional layer and a Sigmoid layer to produce 2N heatmap, each of
which is the binary classification result for a HOI category for human or object.
We train this branch with focal loss [9], treating it similar to a keypoint detection
problem.

Displacement Prediction. Similar to the action classification, we employ a
3×3 convolution layer with ReLU, followed by a 1 × 1 convolutional layer and
a Sigmoid layer to predict the displacement. Considering that a human always
interact with multi objects but an object always interact with only one person, we
predict N + 1 displacement d1, d2 · · · dN+1 (N is the number of action categories)
for each location of the feature map F, where di = (xi, yi) i ∈ (1 · · · N) denotes
the displacement from human to the corresponding object of the ith category
action and d

N+1 = (x
N+1 , yN+1) denotes the displacement from object to the

corresponding human. During training, we only compute the L1 loss at each
location of the ground truth human points or object points.

3.4 Loss and Inference

The final loss function is shown in Eq. 1.

L = Lp + Lc + Ld (1)

Lp is the loss for the object detection branch, which all follow the setting of
CenterNet [22], the Lc is the loss for action classification and the Ld is the L1
loss for displacement prediction. The whole network is trained end-to-end.

Through the object detection branch, we get the bounding-box of all the
possible human and object in images and their confident score Sh, So. And the
action classification branch give each human or object N action classification
scoreSa

h ,Sa
o and a displacement (x

ho
, y

ho
) or (x

oh
, y

oh
) to the corresponding

human or object. We define the confidence score of a human-verb pair <human,
verb> as Sh,a = Sh×Sa

h. During the interference, we first calculate the confidence
score of all the human-verb pair and get the K pair of the highest human-verb
confidence scores.

Then, for each human-verb pair, we match them with r objects to produce
HOI triplets. The matching strategy is as follows: Supposed there are M detected
objects in the image, for each human-verb pair, we calculate its matching score
with each detected object. The calculation formula is given in Eq. 2.
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Here, D is the distance measurement function, which we finally choose the
Euclidean distance, and (x

h
, y

h
), (x

oi
, y

oi
) is the coordinates of the center points

of human and the ith object. We use both the displacement predicted from
the human and object to calculate the score and take the higher one. Because
when the human have same action with more than one object, the predicted
displacement will be inaccurate and some interaction is more easy to be inferred
from the object. Thus, this method can produce more reliable matching scores.
Then, we choose r objects with the highest matching score as the human-verb
pair’s matching objects to generate the HOI triplet.

When calculating the HOI score, we should take the displacement prediction
into account and the most simply way is to use the Sdis. However, the size of
Sdis is quite different in different case. If we directly use the Sdis, it would make
some HOI have inappropriate low confidence scores. Therefore, we use a special
decay calculation strategy, which decays the HOI score with the decay of its
matching score. Specially, for a HOI, we define its matching decay parameter by
Eq. 3.

λ =
Soi
h,a

α · Max(S
ojk
h,a )

k = 1, 2 · · · r (3)

where Ojk(k = 1, 2 · · · r) represents the objects a human-verb pair match with
in the previous stage, and α is a hyper-parameter which denotes the base decay
ratioλ. We finally set α to 2 (to 1 for the objects of highest matching scores) in
our experiments to decay the HOI scores that do not get the highest matching
score. This strategy assumes that the HOI with the highest matching score has
a similar level in distance. If objects have similar So and So,a, the decay ratio
λ will mainly depend on Sdis to suppress the object that is far away to the
predicted location. In addition, when objects have higher So and So,a but lower
Sdis, the displacement prediction branch may have inaccurate output. In this
case, the decay ratio would be smaller because of the higher So and So,a .

The final HOI score is calculated by Eq. 4.

SHOI = λSh · So · Min(Sh,a, So,a) (4)

AS shown in Eq. 4, we consider both the result of object detection and inter-
action detection, and use the minimum value of Sh,a and So,a as the confidence
score of the action. In our experiment, we find that the network is more likely
to produce inaccurate positive classification results. Therefore, using minimum
value of Sh,a and So,a can help us get a more accurate confidence score for the
action.

4 Performance Evaluation

4.1 Experimental Setting

Datasets. We conduct experiments on HICO-DET [2] benchmark to evaluate
the proposed methods. The HICO-DET dataset consist of 38,118 images for
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training and 9658 images for testing. In this dataset, there are 600 classes of
different interactions, corresponding to 80 object categories and 117 action verbs.
Note that those 117 action verbs include the ‘no interaction’ class.In the dataset,
HOIs which appear less than 10 times are considered as the rare set, and the
rest 462 kinds of HOIs form the non-rare set.

Metrics. We follow the standard evaluation protocols, as in [2], use the mean
average precision(mAP) as evaluation metric for our experiment. A predicted
HOI triplet is considered as a true positive sample when it meet the following
two requirements: (1) the predicted interaction category is the same type as
the ground truth. (2) both the human and object bounding-boxes of the HOI
triplet have IoUs (intersection-over-union) greater than 0.5 with the respective
ground-truth.

4.2 Implementation Details

Our network is modified from the CenterNet [22] and use the DLA-34 [19]and
the Hourglass104 [10] as the feature extractor, both of which are pre-trained
on COCO dataset. The object detection branches are also initialized with the

Table 1. Comparison on HICO-DET

Methods Backbone Detector Pose Language Full Rare NonRare

Two-stage methods

Shen VGG-19 COCO 6.46 4.24 7.12

InteractNet ResNet-50-FPN COCO 9.94 7.16 10.77

GPNN ResNet-101 COCO 13.11 9.34 14.23

iCAN ResNet-50 COCO 14.84 10.45 16.15

PMFNet-Base ResNet-50-FPN COCO 14.92 11.42 15.96

TIN ResNet-50 COCO � 17.22 13.51 18.32

PMFNet ResNet-50-FPN COCO � 17.46 15.65 18.00

CHG ResNet-50 COCO 17.57 16.85 17.78

Peyre et al. ResNet-50-FPN COCO � 19.40 14.63 20.87

VSGNet ResNet152 COCO 19.80 16.05 20.91

FCMNet ResNet-50 COCO � � 20.41 17.34 21.56

ACP ResNet-152 COCO � � 20.59 15.92 21.98

PD-Net ResNet-152 COCO � 20.81 15.90 22.28

One-stage methods

IPNet Hourglass COCO 19.56 12.79 21.58

PPDM DLA-34 HICO-DET 20.29 13.06 22.45

PPDM Hourglass HICO-DET 21.73 13.78 24.10

Ours DLA-34 HICO-DET 21.16 12.72 23.68

Ours Hourglass HICO-DET 22.35 12.82 25.92
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COCO pre-trained weight. We apply random flip and random crop data augmen-
tation approaches to our model and apply the Adam optimizer [7] to optimize
the loss function. During training and inference, the input resolution is 512 ×
512 and the output is 128 × 128. We train the DLA-based model 120 epochs
with a batch size of 84 and the Hourglass104-based model 130 model with a
batch size of 30. All experiments are carried out on 8 GPUs.

4.3 Results and Comparison

We compare our methods with other HOI detection methods on the HICO-DET
dataset. The compared methods most used a two-stage HOI detector, which first
use a pre-train Faster-RCNN to detect all the possible human and object in the
images and then apply the action classification network on all the human-object
pairs. Besides, many previous works utilize other additional knowledge such as
human poses and language priors to improve the performance of the networks.
Differently, our method doesn’t use any addition knowledge. Table 1 shows the
result and comparison on the HICO-DET dataset. As shown in Table 1, our
method outperforms the other methods.

4.4 Ablation Study

In this section, we do some ablation study to explore the influence of different
components on the final performance. All the experiment here are apply on the
HICO-DET dataset.

HOI Score Decay Strategy. In this part, we examine the superiority of our
HOI scores decay strategy. We apply experiments using different decay param-
eter /lambda in Eq. (4) and different hyper-parameter r in matching stage on
the HICO-DET dataset. r is the number of selected matching objects for an
human-verb pair and higher r produce more possible HOI triplets, which will
increase the importance of HOI score calculation strategy and the infer time of
the network. We set the hyper-parameter α in Eq. (3) to 2 in all the experiments.
As shown in Table 2, directly using the distance score would lead to the worst
performance. Calculating HOI score without decaying performs well when r is
1, but its performance quickly go bad with the increasing of r. Fixed decay ratio
only works well when r is low, too. And decaying the HOI score considering the
whole matching result can take the best used of the additional HOI prediction
to increase the performance.

Combination of Various Components. We evaluate the combination of the
four components in our methods: the action classification at human location and
objects location and the displacement prediction from human and objects. The
results in Table 3 shows that only using the classification result of the object
is hard to predict correct HOI, but combined with the classification result of
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human, it can help to get better performance. Each of the displacements predic-
tion perform well, and considering the number of parameters, the displacement
prediction from objects is better in practice use because it needs to predict only
a displacement for each location. When pursuing the best performance, we can
apply all of the components.

Table 2. Ablation study of decay strategy

λ r=

1 2 3 4 5 6

Sdis 18.02 17.90 17.81 17.79 17.77 17.78

1 20.45 19.90 19.60 19.41 19.29 19.28

0.5 20.45 20.62 20.59 20.56 20.52 20.55

decay base on Sdis 20.45 20.76 20.80 20.83 20.85 20.88

decay base on So · Sdis 20.45 20.78 20.90 20.95 20.99 21.03

decay base on So,a · Sdis 20.45 20.77 20.86 20.90 20.92 20.96

decay base on So · So,a · Sdis 20.45 20.91 21.04 21.07 21.11 21.16

Fig. 3. Visualization results on HICO-DET dataset. The yellow boxes presents the
detected human and the blue boxes presents the objects. If a subject has interaction
with an object, they will be linked by a line and its action categories will be written
below using the same color. (Color figure online)
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Table 3. Ablation study of the components

Method

cls.H cls.O Dis.H Dis.O Full Rare NonRare

� � 20.73 12.29 23.34

� � 20.76 12.15 23.42

� � 19.62 11.53 22.11

� � 19.53 11.24 22.05

� � � 20.93 12.54 23.47

� � � 20.95 12.44 23.52

� � � � 21.16 12.72 23.68

Visualization Results. Figure 3 shows some examples of our HOI detection
on HICO-DET dataset. Our method can find out most of the interaction in
images. But our methods have difficulty in dealing with the interactions that
human and object is far away such as the third image in Fig. 3, which we miss
the interaction with the ball. Besides our method doesn’t consider the influence
between the interaction, such as in the fourth image in Fig. 3, only one person
can be driving the boat but our method is likely to predict the action “drive”
for both person. These problem will be study in our future works.

5 Conclusion

In this paper, we present a novel one-stage method for discovering HOI seman-
tics from massive image data. Our method produces HOI triplets through action
classification and displacement prediction. More specifically, we first classify the
human’s and object’s action categories and then predict a displacement. Fur-
ther, to get more accurate HOI scores, we propose a new decay calculation
strategy to suppress the HOI triplets that have low matching scores. We con-
ducted experiments on a popular benchmark and compared our proposal with
various competitors. The results suggested the effectiveness of our method.

Acknowledgments. This paper is supported by the National Science Foundation of
China (grant no. 62072419).
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Abstract. To overcome the weaknesses of current information retrieval
system and to utilize the strengths knowledge extraction a novel app-
roach based on fuzzy ontology and possibility theory is proposed for
indexing documents. Possibility theory allows to model and quantify the
relevance of a document given a controlled vocabulary through two mea-
sures: necessity and possibility. Fuzzy ontology is used to improve the
indexing process on information retrieval by means of external resource.
Besides, the fuzzy approach has been proposed in order to make the avail-
ability of terms representations in a document more flexible. It allows a
formal representation of a knowledge domain in the form of a hierarchi-
cal terminology provided with semantic relationships. As a result, the
proposed approach has been made on different corpora, had better per-
formance than other indexing approaches and it prove important results.

Keywords: Knowledge extraction · Possibility theory · Data
analysis · Fuzzy ontology · Information retrieval · Document indexing

1 Introduction

The amount of data and textual information on the web is constantly increasing
and the manual processing of information is too expensive and time consum-
ing, especially when it comes to a specific domain such as medical domain.
Thus, any automatic indexing process is at the heart of documentary research.
Classic information search models are based only on words found in the docu-
ment. However, these which are not systematically relevant share a set of words
with the query, in the form of a set of words, which can thus be returned to
browsers. The success of a documentary retrieval system depends mainly on
three tasks: (i) document representation (indexing), (ii) query representation
and (iii) query/document correspondence. Document indexing tends to select
and extract words that match the content of the document, making it easier to
find information. Much research has been proposed in this context to improve
information retrieval models.

Several reasons that motivated us to opt for the integration of the theory
of possibilities and fuzzy ontology. Possibility Theory is an efficient and robust
c© Springer Nature Switzerland AG 2021
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method for uncertain processing tasks such as matching documents and external
resources in a reliable and efficient manner. This theory is known as a robust
method for dealing with uncertain tasks. As for the use of fuzzy ontology, this
makes it possible to increase the performance of information search since they
offer semantic links between the different concepts handled.

The rest of this paper is organized as follows: Sect. 2 presents the related
work. Section 3, details the description of the proposed approach. In the next
Sect. 4 we describe the experimental evaluations and we analyze the obtained
results. Section 5 summarizes different steps of the proposed approach and gives
the main prospects for this work.

2 Related Work

Several approaches have been proposed for knowledge extraction and documents
indexing [4,5]. We can classify these approaches into two families: (i) Approaches
based on free terms extraction and (ii) Approaches based on the controlled
vocabulary.

Approaches based on free terms extraction use only terms existing in the
document [12]. In [8] an approach has been proposed to extract complex terms
from texts, they exploited statistical and linguistic methods. In [15], authors pre-
sented an approach for extracting keywords based on CRF (Conditional Random
Fields). The work in [6] used Natural Language Processing (NLP) to extract
keywords from a document. In [14] the authors proposed an approach to extract
automatically keywords from scientific documents. It generates the candidate
expressions based on a word expansion algorithm and introduces document fre-
quency feature. The work in [10] has proposed a keyword extraction approach
which only uses the document to index without using the whole collection.

Approaches based on controlled vocabulary use external resources and
exploits specific terminology for indexing document. The author of [13] pre-
sented the approach “QuickUMLS” which uses a dictionary to extract medical
concept based on approximate matching. In [9], authors used more than 200
ontologies to facilitate the space of medical discoveries by providing to scientists
unified view of this diverse information. In [7], the authors proposed an indexing
approach for biomedical documents by using the MeSH thesaurus, the basic idea
is to use the VSM method for extracting concepts, and combines a static and a
semantic method to estimate the concept’s relevance for a given document.

3 Fuzzy Ontology-Based Possibilistic Proposed Approach

The proposed approach consists of 3 stages. (i) Pre-processing, (ii) concept
extraction and (iii) filtering task.

Pre-processing. The pre-processing step consists of 5 tasks: (i) divide the doc-
ument into sentences, (ii) remove punctuation, (iii) remove stop words, (iv) de-
suffix words and (v) divide each sentence into words. The four tasks (ii), (iii),
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(iv) and (v) are also applied to each term of the MeSH thesaurus. We used the
RAID algorithm [3] an improved version of SAID [1], for stemming.

Concepts Extraction. In this part, we present the concepts extraction phase
which is based on the two methods: Possibility theory and Fuzzy ontology.

Possibilistic Concepts Extraction. In this part, the concepts extraction is done
first to extract the terms that compose a concept. For this, we use possibility
theory that allows us to calculate a score for each term. The extracted candidate
terms are those having a non-zero score. Besides, the corresponding concepts
are assigned to the terms and the concept score corresponds to the score of its
term. If a concept matches more than one term among the candidate terms, we
associate it the maximum score. The term having the same score as its concept
is denoted representative term.

The conditional possibility allows to calculate two measures: The document
possibility giving a term (see Eq. 1) and The document necessity giving a term
(see Eq. 2).

Equations 1 and 2 are calculated between the document to be indexed Di and
each term Tk. Terms with non-zero values are ranked according to the score Sc
(Eq. 1). The score Sc in term k and in a documenti is the sum of the possibility
and necessity values. The addition of the necessity and possibility measures has
already been adapted in other approaches for the relevance calculation. Indeed,
we have exploited this method to disambiguate words and the measures combi-
nation gave an interesting result.

Sc(Tk,Di) =
∏

(Di|Tk) + N(Di|Tk)
∏

(Di|Tk) =
∏

(Di ∧ Tk)∏
(Tk)

(1)

N(Di|Tk) = 1 −
∏

(di|Tk) (2)

We represent word in the document in two cases: (i) More a word is frequent
in the document, more it is likely to be a representative for this document.
(ii) More a word is frequent in the document and it is less frequent in other
documents of the collection, more it is necessarily to be a representative for this
document.

In this step, we calculate the concept score from the terms that it compose.
This is the higher value of its terms scores, the term having the maximum score
is considered as representative term of document.

Score(C) = max
Tk∈(C)

(Sc(Tk)) (3)

T (C): Set of Concept Terms
A representative term take the same values of the concept possibility and

necessity.
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Fuzzy Concepts Extraction. The creation of the fuzzy ontology goes through
four stages: (i) Corpus/External vocabulary pre-treatment, (ii) Concept iden-
tification, (iii) Fuzzy membership assignment and fuzzy ontology creation and
(iv) Concept extraction based on fuzzy ontology.

This phase of “Corpus/External vocabulary pre-treatment” is described in
the section “Pre-processing”.

To identify the relationships among the concepts we have used the MeSH
thesaurus. In this work we have fuzzified the semantic relationships (Syn-
onyms, described by, preferred term, non-preferred term, preferred concept, non-
preferred).

The relationship between two concepts is assigned to the given relationship
in the range of [0–1]. In fuzzy ontology, membership scores are assigned to the
relationships to show its robustness. Here we defined the weights to the type of
semantic relationship between the concepts.

All relationships and scores are assigned based on the MeSH thesaurus. For
each concept C1 having relationship R with concept C2 and Fuzzy Membership,
we create two nodes C1 and C2 by adding the semantic relation on the link
between the nodes and the weight. Finally, now our fuzzy ontology has been
created.

In the last part we use the fuzzy ontology to find the most associated concept,
those having the highest membership. We give the document word to find the
most related concept for the proposed word using the fuzzy ontology. In this
work, we select the top semantically related concepts from the ontology, given a
document words, those having the highest membership in between [0,1].

Filtering and Final Ranking. To refine this approach, we divided this bag
of the candidate concepts into two others: (i) Principal concepts bag: contains
all concepts in common and those which all their words are present in the doc-
ument. (ii) Secondary concepts bag: here we find concepts that some words of
their term are present in the document. To build the final list of concepts, we
start by filtering the two lists by adding concepts from the secondary list to the
main list by exploiting the Unified Medical Language System (UMLS) medical
terminology and the MeSH thesaurus architecture.

4 Analysis of Experimental Results and Discussion

To evaluate the proposed approach, we used a subset of 150,000 documents
of the OHSUMED 88 collection relating to scientific articles from Pubmed 1.
Moreover, we used three evaluation measures (i) the Precision that represents
the ratio between the Number of Correct Concepts and the total Number of
Extracted Concepts, (ii) the Recall defined as the ratio between the Number
of Correct Concepts and the Number of concepts that correspond to Manual
Indexing and (iii) the F-score that combines precision and recall with an equal
weight concepts.

1 http://trec.nist.gov/data/t9 filtering.html.

http://trec.nist.gov/data/t9_filtering.html
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For the evaluation, the approaches are classified according to their families:
those based on controlled language using controlled vocabulary [2], those based
on partial correspondence (MaxMatcher [16]/QuickUMLS [13]) and others based
on semantic algorithm with exact matching (BioAnnotator [11]). By analyzing

Fig. 1. Precision and F-score value for different approaches

Fig. 1, we notice that the proposed approach gives high performance and good
results comparing to other approaches. The precision value shows the robustness
of our approach in different ranks. These results highlight the interest of using
the fuzzy logic and the possibility theory. A fuzzy membership is assigned for all
type of semantic relationships to deal with the vocabulary mismatch problem
among the concepts. In addition, the possibility theory gives more relevance in
the concept extraction phase. Indeed, it is modeled by the necessity degree which
contributes to improve the both extraction and classification of the relevant con-
cepts. The recall value of our approach is higher than the recall of MaxMatcher
approach, although the base keeps all the concepts partially matched to the doc-
ument. This result is due to the filtering step applied to the proposed approach
which is not the case for MaxMatcher approach.

The filtering step represents a robust solution to minimize incorrect concepts
generated by partial matching. Also, the stemming process is applied to the
proposed approach only on words with the stem length greater than 4.

5 Conclusion and Prospects

In this paper, we proposed a new document indexing approach by exploiting
fuzzy ontology and possibility theory. The obtained results and the evaluation
test show clearly the importance of our approach, which give more representative
concepts compared to other approaches especially with the use of the fuzzy logic
and the possibilistic theory.

The future works can be articulated around two new directions. The first is
to conduct a more in-depth comparative study. In a second direction, we plan to
exploit new source of controlled vocabulary as external terminologies. Moreover,
we are working to evaluate the proposed approach on Big Data corpora.
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Abstract. In this paper, we revisit the semantics of recommendations
and promotional offers using multi-objective optimization principles. We
investigate two formulations of product recommendation that go beyond
traditional settings by optimizing simultaneously two conflicting objec-
tives: Budget-Reco optimizes two customer-centric goals, namely utility
and budget, and Business-Reco optimizes utility, a customer-centric goal,
and profit margin, a business-oriented goal. To capture those objectives,
we formulate knapsack problems and propose adaptations of exact and
approximate algorithms. We also propose Group-Promo, the problem
of generating product promotions that we model as a group discovery
problem with multiple objectives and develop a Pareto-based solution.
Our experiments on our TOTAL datasets demonstrate the importance of
multi-objective optimization in the retail context, as well as the useful-
ness of our solutions when compared to their exact baselines. The results
are valuable to TOTAL’s marketing department that has been improv-
ing hand-crafted strategies by launching several promotional campaigns
using our algorithms.

Keywords: Product recommendations · Promotional offers · Case
study

1 Introduction

Traditionally, recommendation systems were designed to learn a user’s interest
to suggest items that maximize the user’s utility, items the user is most likely
to appreciate. Collaborative filtering emerged as the most common method to
estimate item utilities. In practice, several other dimensions are considered when
designing recommendations especially in the context of retail and e-commerce
platforms. On one hand, users only purchase items that are within their budget,
on the other hand, the business impact of recommendations in terms of revenue
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loss or gain, plays a major role in determining which products to recommend
to which customers. Similarly, when designing promotional campaigns to reward
their customers, retailers consider the business value of each customer. Our study
focuses on product recommendations and promotions that combine customers’
interests with business-oriented goals such as profit margin and revenue.

We formalize optimization problems coming from two real-world application
scenarios. We revisit the semantics of recommendations and promotional offers
using multi-objective optimization principles. We investigate two formulations
of product recommendation that go beyond traditional settings by optimizing
simultaneously two conflicting objectives: Budget-Reco optimizes both utility and
budget, two customer-centric goals, and Business-Reco optimizes utility to serve
customers’ interests, and profit margin, a business-oriented goal. We formalize
knapsack problems and adapt exact and approximate algorithms [6,10]. We also
propose Group-Promo, the problem of providing customers with product promo-
tions that we formalize as a group discovery problem with multiple objectives
and develop a solution based on Pareto plans ([20]). In summary, we make the
following contributions:

1. We formalize three new problems: Budget-Reco, Business-Reco and Group-
Promo;

2. We develop exact and approximation algorithms that efficiently solve our
optimization problems;

3. We conduct a set of experiments with a real dataset on TOTAL customers
in collaboration with our data analysts at the marketing department.

The paper is organized as follows. Section 2 provides the data model and
preliminaries. In Sect. 3, we formalize our problems and discuss the proposed
algorithms. In Sect. 4, we subject our algorithms to a set of experiments. In
Sect. 5, we discuss related works. Finally, Sect. 6 concludes the paper.

2 Data Model and Preliminaries

Let U = {u1 , u2 , .., um} be the set of customers and I = {i1 , i2 , .., in} be the
set of products. For a given customer u, Hu ⊂ I denotes the purchase history
of u. We note X the boolean purchase matrix of m customers in U over the
n products in I. We now provide the definitions that we use in designing our
multi-objective recommendation and promotion framework.

1. Utility: The function Utility(u, i), measures the interestingness of a product
i for a customer u. We use a classical Item-based Collaborative Filtering
(IBCF) approach [23] which calculates a similarity sim(i, j) between each pair
of products i and j using cosine similarity. Our model accommodates other
similarity functions and recommendation strategies such as association rules
[3]. We choose IBCF for its better precision on our dataset [1].

2. Budget: Different customers have different spending habits. The budget is a
customer specific upper-bound on the cumulated cost of multiple products.
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For a given customer u, we denote βu her budget. In our experiments in
Sect. 4, we estimate the budget using the customer’s average spending on
past purchases.

3. Profit Margin: For a given product i, its profit margin Margin(i) is calculated
as follows: Margin(i) = α × sp(i), where sp(i) is the selling price of product
i, and α is a value between 0 and 1 that depends on the product category and
the location at which it is purchased (in our dataset, different gas stations).

Margin(u, i) = (FCOCO
u × αCOCO + FCODO

u × αCODO+

FDODO
u × αDODO) × sp(i)

(1)

where FCOCO
u , FCODO

u , FDODO
u , correspond to the frequency the customer

u visits station types COCO, CODO and DODO respectively. These station
types are determined by the Marketing department of TOTAL and depend
on the size and location of the station as well as the traffic and number of
customers in that station.

4. Cost Price: For a given product i, CostPrice(i) is defined as the price of
product i from which is subtracted its profit margin.

5. User Generosity: The generosity of a customer u, denoted Genu, is estimated
using a business rule that is used by TOTAL’s marketing department to run
promotional campaigns. The user generosity consists of a small percentage of
the total revenue (usually ranging from 1% to 5%) that is generated by the
customer in a given period.

3 Multi-Objective Recommendations and Promotions

3.1 Budget Recommendations

Generally, customers have finite budgets, a.k.a. spending power, and they will
spend more on products they prefer buying. It is therefore natural to account for
budget in generating recommendations. To do that, we propose, Budget-Reco,
a new formulation that accounts for both utility and budget. Given a target
customer u with purchase history Hu and a budget βu, the set of all available
products I, select a set of k items S ⊂ I such that:

∑

i∈S
Utility(u, i) is maximized

subject to
∑

i∈S
sp(i) ≤ βu

|S| =k
S ∩ Hu = ∅

(2)

Budget-Reco is a variant of the well-known 0–1 knapsack problem [8] where
the values of items correspond to their utilities and the capacity of the knapsack
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corresponds to the budget βu. A naive approach to solving this problem is to
generate the set of all possible combinations of k items and then choose the
k items achieving the highest utility whose cumulative costs is less than βu.
However, this approach is prohibitively expensive. To address that, we use two
exact algorithms (branch-and-bound and dynamic programming) and a greedy
heuristic:

– Branch-and-Bound. The general algorithmic concept of branch-and-bound
is based on an intelligent enumeration of the solution space since in many
cases only a small subset of the feasible solutions are enumerated explicitly.
It is however guaranteed that the parts of the solution space which are not
considered explicitly cannot contain the optimal solution [11,24].

– Dynamic Programming. Another popular method to compute an optimal
solution for our problem is dynamic programming. Instead of enumerating
the solution space of the problem, this algorithm starts by solving a small
subproblem and then extends the solution iteratively until an overall optimal
solution is found [11,15].

– Greedy Algorithm. We implemented a greedy item-based collaborative fil-
tering which selects the items that yield the next highest utility as long as
the budget constraint βu is not achieved.

3.2 Business Recommendations

Given a target customer u with purchase history Hu, the set of all available
products I, an integer constant k, Business-Reco selects all sets S ⊂ I satisfying:

∑

i∈S
Utility(u, i) is maximized

∑

i∈S
Margin(u, i) is maximized

subject to

|S| =k
S ∩ Hu = ∅

(3)

The output is k -sets of product recommendations, where each set S satisfies
the conditions above.

The main challenge in designing an algorithm for Business-Reco is the con-
flicting nature of the two objectives (utility and margin). In our recent work, we
proposed a bi-objective approach based on dynamic programming to generate
the set of all non-dominated k-sets [2]. However, computing all k-sets in polyno-
mial time is not feasible. In real world applications, it is not necessary to find
an optimal solution but a “good” solution which can be computed in reasonable
time. As a consequence, we formulated Business-Reco as a multi-objective knap-
sack problem and implemented a Fully Polynomial Time Approximation Scheme
(FPTAS) [7] algorithm with a performance guarantee that returns a suboptimal
solution that is close within a factor of (1 − ε ) to the optimal solution but with
a much faster response time.
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3.3 Promotional Offers

Business experts at the marketing department of TOTAL frequently run promo-
tional offers to reward the fidelity of their customers. The set of products that
are targets of a promotional campaign are determined by experts. The retailer’s
goal could be to sell out the stock of some products or to promote new products
that are not popular yet. To address that, we propose to formalize Group-Promo
whose goal is to find which group of customers to match with which subset of
products so that: (1) the number of targeted customers is maximized, (2) overlap
between group members is minimized, (3) the average utility of products across
group members is maximized, and (4) the cost price of the promoted products
is closest to the generosity of customers.

Problem Definition. Given k sets of items in I and the set of customers U ,
Group-Promo forms k pairs (S,G), where G ⊆ U is a group, for each set S ⊆ I
such that: |⋃ G|

|U| is maximized;

|
⋂

G|is minimized;

max
i∈S

avgu∈GUtility(u, i)is maximized;

max
i∈S

max
u∈G

(|Gen(u) − CostPrice(i)|) is minimized;

(4)

Pareto Formulation. When optimizing more than one objective, there may
be many incomparable group-sets. For instance, for a target set of items, we can
form two groups, each group has its own advantage: the first one has higher utility
and the second optimizes better for overlap between group members. In this
section, we borrow the terminology of Multi-Objective Optimization introduced
in [20] and define these concepts.

Definition 1. Local Plan. A local plan p, associated with a group G for a
target set of items S, is a tuple < Utility(G,S), Convergence(G,S) > where

Utility(G,S) = maxi∈S avgu∈GUtility(u, i)
Convergence(G,S) = maxi∈S maxu∈G(|Gen(u) − CostPrice(i)|)
A local plan consists of objectives that have to be satisfied within each group.

Definition 2. Global Plan. A global plan p, associated with a set of k groups
is a tuple < Coverage, Intersection > where
Coverage = | ⋃

G|
|U|

Intersection = |⋂ G|
A global plan consists of objectives that have to be satisfied across all groups.
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Algorithm 1: Promotional Offer Algorithm to solve Group-Promo
Input: k sets of items in I , a set of customers U
Output: Pair (S,G) for each set S ⊆ I

1 P ← ∅
2 foreach itemset S do
3 Gs ← Construct user groups with LCM
4 PG ← ∅
5 for all user groups g in Gs do
6 p ← Local-Plan(g,S)
7 if p is not dominated by any other plan in PG then
8 PG.add(p)
9 end

10 end

11 end
12 for all k-groupset combinations from PG do
13 Keep non-diminated plans and add them to P
14 end
15 return(P)

Definition 3. Dominance. A plan p1 dominates a plan p2 if p1 has better
or equivalent values as p2 for every objective. The term “better” is equivalent to
“greater than” for maximization objectives, and “lower than” for minimization
objectives. Furthermore, plan p1 strictly dominates p2 if p1 has better values than
p2 for every objective.

Definition 4. Pareto Plan. A plan p is Pareto if no other plan strictly dom-
inates p. The set of all Pareto plans is denoted as P.

Promotional Offer Algorithm. The algorithm described in 1 first constructs
a set of possible groups for each set of items, based on the description of the
frequent items purchased by customers. We use the LCM [28] mining algorithm
for this task (Line 3). This step produces a large number of candidate groups that
share common buying patterns. We compute, for each group, a local plan and
compare the plans to discard all the dominated groups (Lines 5–11). After that,
we generate different combinations of k groups where each group is associated
with one of the set of items in the input. We keep the group-sets that are not
dominated by any other (Lines 12–14).

4 Experiments

The purpose of our experiments is to study the balance between recommenda-
tion accuracy and response time for our three problem formulations. While our
datasets are proprietary, our code is made available on GitHub1

1 github.com/multiobjective-recos/Biobjective RecSys.
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4.1 Experimental Protocol

We split our dataset into training and test sets using the temporal global strategy
[17]. We used purchase records from January 2017 to December 2018 for training
and records from January 2019 to December 2019 for testing. We discarded cold
start customers having fewer than 10 purchases.

4.2 Evaluation Measures

The goal is to evaluate the effectiveness of our recommendations with respect to
accuracy and the generated profit margin in the case of product recommenda-
tions. In the case of promotions, we measure the induced costs and the average
utility. We use the following evaluation measures and report results as averages
over all test customers.

– Precision: measures the percentage of relevant recommendations among the
top-k recommendations.

precisionu@k =
card(Su@k ∩ testu)

k

where Su@k is the top-k recommendations and testu is the target test set of
customer u

– Margin: measures the average profit margins generated by the top-k recom-
mendations.

marginu@k =

∑
i∈Su@k Margin(u, i)

k

where Su@k is the set of top-k recommendations.
– Utility measures the average utility generated by the products offered to the

customer.

Utilityu =
∑

i∈S Utility(u, i)
card(S)

where, given a customer u, S is the set of product promotions for u.
– Costs measures the average costs generated by the products offered to a cus-

tomer.

Costsu =
∑

i∈S CostPrice(i)
card(S)

where, given a customer u, S is the set of product promotions for u.
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Fig. 1. Precision@10 for all algorithms and all customer segments (Budget-Reco)

0

50

100

150

200

1 5 10 25 50 100

CP
U

 T
im

e 
(s

)

Varying k

Dynamic Programming Branch and Bound Greedy_IBCF

Fig. 2. Response time of all algorithms for solving Budget-Reco as a function of rec-
ommendation size k

4.3 Recommendation Experiments

Budget Recommendations. Since users generally have different spending
habits, we customize each customer’s budget to better reflect the value of the
budget constraint βu. We calculate the average spending of each customer in
a single transaction based on past purchases. We segment them into 4 differ-
ent subsets: [0.20[, [20.50[, [50, 100[ and ≥ 100. For example, the segment [0.20[
groups together customers who spend between 0 and 20 euros on average. Rec-
ommendations are then tested on each segment independently. Figure 1 shows
the achieved precision@10 values of all algorithms and for each customer seg-
ment. Precision results for different values of k were similar and are omitted due
to lack of space.

Results show that for all customer segments the greedy-IBCF performs very
closely to the two exact algorithms (branch-and-bound and dynamic program-
ming) with a marginally small decrease on precision. Greedy-IBCF is much
faster than exact algorithms especially when the number of recommendations
k increases.

Business Recommendations. We use the same experimental setting to eval-
uate business recommendations. We report the achieved results on precision and
profit margin with different values of k. We vary the approximation parameter
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ε in {0.1, 0.3, 0.5} and compare the results against a baseline Pareto which is an
exact algorithm based on dynamic programming [2].
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Fig. 3. Average precision (a) and profit margin (b) for different values of k (Business-
Reco)
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Fig. 4. Response time of all algorithms for solving Business-Reco as a function of
recommendation size k

Results are reported in Fig. 3. Without much surprise the approximation algo-
rithm performs worse than Pareto and the values of precision and profit margin
decrease as ε increases. However, in terms of response time, the approximation
method is always faster as is shown in Fig. 4. The gap between the response time
needed by Pareto and the approximation algorithm increases with the number
of recommendations. These results have pushed our collaborators at TOTAL to
consider using the exact algorithm for testing their models offline and to use
the approximation algorithm that yields an acceptable response time without
hurting much precision and profit margin.

4.4 Promotion Experiments

To validate our solution for Group-Promo, we measure the average utility of the
promoted products and the average costs across all customers. We compare our
solution with one of the hand-crafted promotional campaigns that was deployed
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by analysts at TOTAL. In such campaigns, marketers select a set of items for
each customer independently and then determine the subset of products that
minimize the difference between the price of the products and the generosity
of the customer. Our results in Table 1 for different values of k, show that our
solution provides customers with much more interesting products (higher utility
scores). While having an average cost per customer that is very close to the
average cost induced by applying our Group-Promo algorithm.

Table 1. Promotions results

Group-Promo TOTAL’s offers

Utility (%) Costs (Euros) Utility (%) Costs (Euros)

k = 10 11.61 3.191 5.19 2.657

k = 20 19.191 5.779 8.72 6.155

k = 50 28.77 9.550 10.27 10.450

k = 100 32.91 11.789 11.85 11.053

5 Related Work

Our work is related to several others in its aim and optimization mechanism.
We survey the closest literature and emphasize similarities and differences.

Multi-objective Optimization. There exist different approaches to solve a
multi-objective problem [26,27]. Scalarization, where all objectives are combined
into a single objective. Another popular method is ε-constraints where one objec-
tive is optimized and others are constrained [21]. This formulation could be used
in our context in cases where a specific profit amount is desired and products
must be chosen accordingly. Another approach is Multi-Level Optimization [18]
which needs a meaningful hierarchy between objectives. In our case, all objec-
tives are independent and conflicting, hence using this mechanism is not feasible.
While we focus on recommendations, it overlaps with a well-known problem in
combinatorial optimization which is the knapsack problem [9,11] where the goal
is to optimize an objective function given some capacity constraints.

Recommendations and Promotions. Our work is obviously related to the
rich area of recommendations [22]. Recommendation approaches can be broadly
classified into collaborative filtering (CF) and content-based (CB) [22]. CF
approaches started with user-based and then more attention was paid to item-
based to address the sparsity and scalability challenges in user-based CF [23].

Promotions play a central role in shopping [12,13]. Instead of focusing solely
on determining relevant recommendations, we aim to identify promotions that
are also considered interesting [14,19]. Among other things, customers use pro-
motions for budgeting and planning, whereas retailers use promotions to acceler-
ate purchase cycles, stimulate sales of complementary products and attract new
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customers [5,16]. The motivation for focusing on existing promotions instead
of product recommendations is that results from a user study that investigated
customers’ preferences regarding features in an intelligent mobile grocery assis-
tant indicate that customers are more interested in information about relevant
and actual special offers than suggestions for additional products [4].

6 Conclusion

In this paper, we revisited multi-objective optimization and applied it in the
context of retail to generate product recommendations and promotional offers.
We proposed new formulations and appropriate solutions that adapt existing
algorithms. Our empirical validation on real datasets confronts exact and approx-
imate solutions as well as a hand-crafted promotional campaign against our
results, showing the importance of multi-objective recommendation approaches
in the retail world.

Our work lays the ground for a number of short-term and medium-term
directions. Our immediate line of work is to launch a large-scale experiments
and analyses study on a variety of publicly-available retail datasets such as
Amazon. Our second immediate course of action is to gather the results of the
recommendations and promotional offers that were deployed recently at our
partner’s premises and confront the results to our empirical evaluation.

In the medium-term, we would like to characterize users’ generosity more
finely for different product categories. That would require to formulate new prob-
lems that combine different generosities for the same customer. The problem of
promotional offers also needs to be revisited to combine products with different
constraints in the same promotional package. We would also like to study the
applicability of our framework in a changing context where for instance, cus-
tomers’ generosity evolves and users may migrate from one group to another.
This will necessitate the design of adaptive algorithms to handle such changes.
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Abstract. Text classification is a fundamental task that is widely used
in various sub-domains of natural language processing, such as informa-
tion extraction, semantic understanding, etc. For the general text classifi-
cation problems, various deep learning models, such as Bi-LSTM, Trans-
former, BERT, etc. have been used which achieved good performance.
In this paper, however, we consider a new problem on how to deal with
a special scenario in text classification which has a weak sequential rela-
tionship among different classification entities. A typical example is in the
block classification of resumes where there are sequential relationships
existing amongst different blocks. By fully utilizing this useful sequential
feature, we in this paper propose an effective hybrid model which com-
bines a fully connected neural network model and a block-level recurrent
neural network model with feature fusion that makes full use of such a
sequential feature. The experimental results show that the average F1-
score value of our model on three 1,400 real resume datasets is 5.5–11%
higher than the existing mainstream algorithms.

Keywords: Text classification · Recurrent neuron network · Feature
fusion · Dynamic decision · Hybrid model

1 Introduction

Text classification (TC) is a fundamental task [14,15] widely involved in var-
ious sub-domains in NLP. Yet, different from the general classification task,
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we consider the text classification problem under a special scenario where the
samples are orderly organized in a semi-structured document such as in resumes.
Resume block classification (called RBC for short), which will be investigated
as the instance of this problem in this paper, is by nature a text classifica-
tion task with the goal being to classify every information block in the resume
correctly according to the text content. Among different resume blocks, there
are some sequential relationships. For example, the “basic information” block
always appears in the first place, followed by “educational background”, and
“self-evaluation” is likely to be positioned in the last place, etc. Nevertheless,
such sequential relationships are weak as they are not fixed nor stable due to
the casual writing style and the diversity of templates be used for resumes. For
such a special text classification task (called TC-WSR for short), the general
classification algorithms such as [3,10] fail to sufficiently consider the contextual
sequential relationship among different classification entities and their classifica-
tion accuracy can thus be further improved.

For resume block classification, we firstly proposed a Block-Level Bidirec-
tional RNN model (B-BRNN) in [21] to attempt the utilization of the sequen-
tial feature among different blocks, and successfully improves the F1-score by
nearly 6%. However, B-BRNN is based on such an idealized assumption that the
sequence relationship between resume blocks has a strong regularity, actually,
the sequence relationship among resume blocks is only partially ordered, which is
caused by the large number of fixed format resume templates, while not everyone
strictly follows a uniform template, due to the casual writing style of different
people, the sequence relationship among resume blocks shows instability. When
predicting the resume sample which has a huge difference in the sequence feature
distribution with that of training set (we call such kind of resume as abnormal
resume), the performance of the model will be seriously affected. The weak and
unstable sequential relationships will lead to the high variance for the model.

To further improve the performance of resume block classification in dealing
with such a weak sequential feature, we in this paper focus on the research of a
new hybrid model which is able to achieve better generalization for the abnor-
mal resumes mentioned above, meanwhile, can maintain a good performance for
the normal resumes as possible. To this end, we firstly use the feature fusion
strategy [1] to improve the performance of B-BRNN. Secondly, we design an
additional fully connected neural network model (FNN), which is leveraged to
classify each resume block individually as the FNN model is not effected by
the sequence characteristics among different resume blocks. Finally, we use the
hybrid model strategy in ensemble learning to fuse these two models. Different
from the existing hybrid model integration methods, the novelty of our hybrid
model lies in that it can automatically adjust the weight of each sub-model to the
current classification decision based on the input samples, whereby the classifi-
cation advantages and disadvantages of each sub-model under different samples
can be well complemented to further optimize the classification performance.

Specifically, the main contributions of this paper are summarized as follows:
1) we propose an improved B-BRNN with feature fusion, and design a dynamic
decision hybrid model which combines the FNN and our improved B-BRNN
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to improve the model’s adaptability in dealing with new resume samples, and
enhance the generalization ability of the model; 2) We propose an innovative
dynamic weighting strategy which is different from all the existing hybrid strate-
gies in ensemble learning. Our proposed strategy can dynamically adjust the
weighting of each sub-model according to the input samples, whereby further
improving the classification accuracy of hybrid model.

The remainder of this paper is organized as follows. Section 2 discusses the
related work. Section 3 introduces our proposed model for the problem of resume
block classification. Section 4 introduces the experimental design for evaluating
our model and the detailed analysis of the experimental results. The last section
presents the conclusion and some future research directions.

2 Related Work

In the past research, the algorithms used for general TC task have experienced
the traditional ML-based algorithms represented by support vector machines
(SVM), random forest (RF), gradient boosting tree (GBT), and DL-based algo-
rithms represented by CNN [11], RNN [5,7], Transformer [20], Bert [6], etc. [12].
Among them, the deep learning based models have achieved the state-of-the-
art performance in general TC task. However, there hasn’t been earlier work
specifically on the TC-WSR task except us, and in the past, all the researchers
regarded the RBC as a general TC task [3,9,10], we in [21] pointed that these
models are all general purposed, which only take one entity as the input, and
output the single entity classification result individually, ignoring the correla-
tion among different entities, while in the RBC problem, the arrangement of
blocks has a certain order, sufficiently utilizing this sequence feature can improve
the accuracy of RBC, therefore, we proposed a B-BRNN model to obtain this
sequence feature, experiment results showed that the F1-score is 6% higher than
the existing models. However, we exaggerate the role of this sequence feature,
actually, there is only a weak sequence feature among different blocks, when
facing the abnormal resumes mentioned above, the classification performance
of B-BRNN will decline sharply, different from the previous B-BRNN, our pro-
posed hybrid model in this paper can not only maintain the high F1-score under
normal resumes but a high F1-score under abnormal resumes.

In addition, we investigate the existing hybrid model strategies in ensem-
ble learning. Previous strategies includes Bagging such as Random Forest [13],
Boosting such as [2], Blending such as [4], and Stacking such as [18]. But in
essence, the importance of each basic sub model in these hybrid models has
been fixed in the training stage, and in the prediction stage, for any test sample,
the hybrid model will assign the same static weight of each sub based model
learned in the training stage to produce the final classification result, while in
this paper, our novelty lies in dynamic decision, given a specific test sample,
our hybrid model will judge the importance of each sub model for the current
classification task, and dynamically assign a new weight for each sub model to
produce the final classification result.
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3 Our Model

In order to make full use of the extra sequence feature among the blocks of
resume, improve the performance of RBC, and at the same time, improve the
adaptability of the model to abnormal data, a dynamic decision hybrid model
which combines the B-BRNN model improved by feature fusion with the FNN
model is proposed in this paper. Figure 1 is the overview of our proposed model,
the input of this hybrid model is a sequence representing all the blocks in a
resume with their original order, and each block is embedded by word2vec [8],
the output of this model is the labels of all blocks in a resume sample, in addition,
the improved B-BRNN and FNN model can be pre-trained separately, which can
save training time by multi-thread parallel training.

Fig. 1. Dynamic decision hybrid model overview

3.1 B-BRNN Improved by Feature Fusion

Input = {block0, ..., blocki, ..., blockn−1} is the block sequence, where n is the
maximum number of blocks, and blocki is composed of {word0, ..., wordi, ...,
wordm−1}, where m is the maximum size of words in one block. The words are
embedded by word2vec (word2vec technology is more mature, more portable
than BERT [6], less demanding on computer performance, and easy to exper-
iment, although BERT can achieve better representation effect than word2vec
after a large number of corpus pre training, but BERT also brings about the
big increase of computation and memory cost), then after word embedding, a
specific xi can be represented as: 1

m

∑m−1
j=0 embedding(wordj), which represents

the feature vector of blocki. The input of our model is X = {x0, ..., xi, ..., xn−1}.
After the Bi-GRU recurrent unit [5], the hidden output H = {h0, ..., hi, ..., hn−1}
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is obtained, then we use a feature fusion strategy to concatenate the input X
and the hidden output of Bi-GRU, H, and the purpose of this is to let the
model not only pay attention to the context order features of each resume
block, but also give some weights to the text content features of resume block
itself, so as to weaken the sensitivity of B-BRNN to abnormal resume data
with different context sequence characteristics. More specifically, the details of
feature fusion can be described as: when get the X = {x0, · · · , xi, · · · , xn−1},
and H = {h0, · · · , hi, · · · , hn−1}, we design two dense layers: dense1, dense2,
which have a relu activate function, after dense1, F1 = {f0

1 , · · · , f i
1, · · · , fn−1

1 }
is obtained, and as the same, after dense2, F2 = {f0

2 , · · · , f i
2, · · · , fn−1

2 } is
obtained, then, we concatenate F1 and F2 together:

F = {f0, · · · , f i, · · · , fn−1} (1)
= {C(f0

1 , f0
2 ), · · · , C(f i

1, f
i
2), · · · , C(fn−1

1 , fn−1
2 )} (2)

where C(f i
1, f

i
2) means that the two vectors are connected end to end to form a

new vector. Then, given a specific fi in F , we mark the output of dense layer
as oi = dense(fi) = (o0i , o

1
i , ..., o

k−1
i )T , where k is the category counts. The final

output yi in Y = {y0, ..., yi, ..., yn−1} can be described as follows:

yi = softmax(oi) = (p(0)i , · · · , p
(j)
i , · · · , p

(k−1)
i )T (3)

= ( eo
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j
i
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1
i

k−1∑

j=0
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j
i

, · · · , eo
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j=0
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j
i

)T (4)

Then, we choose cross entropy as the loss function, the total loss of one batch is
described as Eq. (6):

Loss = 1
N

N∑

s=1

n−1∑

i=0

Ls(yi, y′
i) (5)

= − 1
N

N∑

s=1

n−1∑

i=0

k−1∑

j=0

p′
i(s)

(j) log p
(j)
i(s) (6)

where N is the batch size, L(yi, y′
i) is the cross entropy of one time step in the

improved B-BRNN, so the total loss is the sum of loss in each time step.

3.2 Dynamic Decision Hybrid Model

Inspired by the idea of hybrid model in ensemble learning, such as random
forest (RF) [13], since the hybrid strategy can ensemble each sub model that
has advantages and disadvantages at different aspects into a model with strong
learning ability, why not use this idea to combine our improved B-BRNN model
with a general classification model which is not be affected by the sequence
feature among different resume blocks? Based on this idea, we further design
a dynamic decision hybrid model which combines a Fully connected Neuron
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Fig. 2. B-BRNN structure improved by feature fusion

Network (FNN) with our improved B-BRNN model through a dynamic decision
hybrid strategy. And the reason why we choose FNN to do model integration is
that FNN has low complexity and computational cost, meanwhile, it can achieve
a good classification result (Fig. 2).

Different from the previous hybrid strategy, the novelty of our hybrid model
lies in “dynamic decision”, which means that our hybrid model can analyze the
characteristics of samples according to the input samples, automatically judge
the importance of sub models for the current input, adjust the weight of each
sub model, and make the best classification decision. Since the FNN model is
not affected by the sequence feature of resume blocks, and a high classification
accuracy can be achieved overall (even though lower than B-BRNN in normal
situation that don’t contain abnormal resumes), and the B-BRNN model can
achieve a high F1-score when facing the normal resume data, but a low F1-
score when facing abnormal resume data (i.e. FNN has a good stability, while
B-BRNN has a large variance), we hope that the hybrid model can determine
the confidence level of B-BRNN model prediction according to some evaluation
criteria, and use it as the weight assignment of B-BRNN in final classification
decision. In this way, when abnormal data appears, FNN will play a major role,
when facing normal resume data, the weight of B-BRNN will be increased, so as
to improve the generalization ability of the model and reduce the model variance.
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Fig. 3. The dynamic decision strategy

The specific way to implement “dynamic decision” is described as Fig. 3.
We use the entropy [16] to judge the confidence level of B-BRNN (with feature

fusion), entropy is calculated by the Eq. (7):

Entropy = −
k∑

i=1

pi log pi (7)

where k is the number of categories and pi is the probability of the occurrence
of the ith category. For a multi classification problem, entropy describes the
confusion level of the model for classification results, high entropy value means
that the model is more uncertain for the current classification. Therefore, entropy
is suitable to evaluate the classification confidence level of our improved B-BRNN
model. Then we can set two entropy thresholds: θb, θw, representing the best
and worst confidence levels of B-BRNN for the current input resume sample,
respectively. When the entropy value of B-BRNN is below the threshold of the
best confidence θb, we can fully trust B-BRNN, when between θb and θw, we take
the method of concatenating this two model’s classification result together, more
specifically, out1 = (p(1)1 , · · · , p

(i)
1 , · · · , p

(k)
1 ), and out2 = (p(1)2 , · · · , p

(i)
2 , · · · , p

(k)
2 ),

the concatenating operation is described as the follows:

C(out1, out2) = (out1+out2)
2 (8)

= (p
(1)
1 +p

(1)
2

2 , · · · ,
p
(i)
1 +p

(i)
2

2 , · · · ,
p
(k)
1 +p

(k)
2

2 ) (9)

while higher than the worst confidence θw, we fully discard the result of B-
BRNN, adopt the result of FNN as the final classification decision. As for how
to determine this two thresholds, we use the proposed B-BRNN (improved by
feature fusion) to predict the test set of 700 resume samples with normal order
and the test set after random disorder respectively, and count the average entropy
of all samples in this two test sets for 10 times, and take the average of these 10
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times as the final best confidence and worst-case confidence threshold. According
to the experiments statistic data, θb is close to 0.4, and θw is close to 0.9.

4 Experimental Evaluation

4.1 Experiment Design

We used three real Chinese resume datasets which are used in [21], in these
datasets, we divide the resume blocks into 10 categories:base info, education
background, skill, job experience, project experience, self comment, honour,
school experience, sci experience, other. The size of each resume dataset is
1,400. These datasets have already segmented each resume into a block sequence
arranged by the original order and provides the type label of each block,
which are the input of the proposed hybrid model. These three datasets can
be available at: https://github.com/xqqhelloword/resume-block-classification/
tree/master/resume project/resume dataset.

In this paper, two experiments are designed, the first is to compare the classi-
fication performance of each model on the normal resume test set, and the second
is to test the adaptability of each model to the resume sample with abnormal
sequence features.

In the first experiment, the size of training set varies from 100 resumes (about
650 blocks) to 700 resumes (about 4,500 blocks), with a increased step size of
100. The test set is 400 resumes (about 3,500 blocks), validation set is 100
resumes. SVM [19], TextCNN [11], W-BRNN (Bi-GRU) [5], FNN [17], Bert [6],
B-BRNN [21] are chosen as the algorithms for performance comparison with our
proposed B-BRNN (feature fusion), dynamic decision hybrid model. We select
F1-score as the evaluation metrics.

In the second experiment, we choose FNN, B-BRNN, B-BRNN improved
by feature fusion (ours), static weight hybrid model (i.e., only taking a average
strategy on the outputs of B-BRNN and FNN without considering the weight
change of sub-models when facing different test resume sample, as described in
Fig. 3: C(out1, out2)), dynamic decision hybrid model (ours) to train under the
same training set of 700 normal resumes, and observe the change of classification
performance of these models under the test set which composed of 700 resumes
when the counts of abnormal resumes accounting for 0% to 100%.

4.2 Experimental Results

Table 1 shows that the F1-score of all our proposed models including B-BRNN
improved by feature fusion and dynamic decision hybrid model are 5.5% to 11%
higher respectively than the existing models including SVM, TextCNN and W-
BRNN, FNN, BERT (Chinese-base version) and in the existing models, the FNN
model performs better than other models (only lower than BERT, but Bert is a
huge pre training model, which has complex structure and high resource cost),
which is the reason we use the FNN to fuse our improved B-BRNN model.

https://github.com/xqqhelloword/resume-block-classification/tree/master/resume_project/resume_dataset
https://github.com/xqqhelloword/resume-block-classification/tree/master/resume_project/resume_dataset
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Table 1. Classification performance comparison

Compare models Resumes-A Resumes-B Resumes-C Average

SVM 84.9 ± 0.1 86.0 ± 0.1 85.3 ± 0.1 85.4 ± 0.1

TextCNN 85.9 ± 0.3 88.0 ± 0.2 86.8 ± 0.3 86.9 ± 0.27

WBRNN (Bi-GRU) 89.1 ± 0.1 90.1 ± 0.2 87.8 ± 0.2 89.0 ± 0.17

FNN 89.6 ± 0.1 90.0 ± 0.1 91.0 ± 0.2 90.2 ± 0.13

BERT (base-Chinese) 90.6 ± 0.1 90.9 ± 0.15 91.3 ± 0.15 90.9 ± 0.13

B-BRNN 96.5 ± 0.3 96.9 ± 0.2 96.7 ± 0.2 96.7 ± 0.23

B-BRNN (feature fusion) 95.8 ± 0.3 96.8 ± 0.1 96.7 ± 0.2 96.4 ± 0.2

Hybrid model (dynamic decision) 95.3 ± 0.1 95.8 ± 0.1 95.5 ± 0.2 95.5 ± 0.13

While compared with the B-BRNN in [21], and the result of dynamic decision
hybrid model on the normal dataset is slightly lower than BRNN (very closed to
BRNN), which shows that our hybrid model didn’t discard the sequence feature
when facing normal dataset.

Another experiment’s result is shown as the Fig. 4, from this figure, we can
see the F1-score of FNN (wathet line) is close to 91%, and is not effected by
the sequence feature between different resume blocks which means FNN is the
most stable classification model even though it isn’t the most accurate in nor-
mal resume data (the B-BRNN is the most accurate, about 96.7% when facing
normal data), while the B-BRNN (navy blue line) has a big variance when the
proportion of abnormal resume samples changes from 0% to 100%, at about
35%, the F1 score is lower than FNN, and when at 100%, the F1-score of B-
BRNN has dropped to 81%, which is not a ideal result. Meanwhile, it is worth
mentioning that the experimental results in Fig. 4 also prove that the measures
proposed by us to improve the adaptability of B-BRNN for abnormal resume
data are effective, B-BRNN improved by feature fusion (orange line) is slightly
higher than B-BRNN in general, which proves that F1-score is improved under
abnormal resume, while our dynamic decision hybrid model (yellow line) is gen-
erally higher than FNN, and it is close to FNN (90%) even when the proportion
of abnormal resume reaches 100%, which fully proves that our hybrid model is
very effective, and increases the adaptability of the model to abnormal resume.
In addition, in order to prove the advantage of our proposed “dynamic decision”
method, we also test the static weight hybrid model that only contat the out-
puts of FNN and improved B-BRNN together, result is shown as the gray line
in Fig. 4, which suggests that, the performance of our dynamic decision hybrid
model is much better than the static weight hybrid model.
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Fig. 4. F1-score under different proportion of abnormal resume samples in the 700
resume size test set (Color figure online)

5 Conclusions and Future Work

In this paper, we investigated the problem of resume block classification, a spe-
cial problem of text classification which features a weak sequential relationship
among different classification entities. To solve this problem, we propose an effec-
tive hybrid model which combines a fully connected neural network model and
a block-level recurrent neural network model with feature fusion that makes
full use of such a sequential feature. The experimental results demonstrate a
better classification performance of our proposed method compared with other
mainstream general classification models.

The following insights can be drawn from the experimental results.

(1) In specific classification scenarios like RBC which has a weak sequence fea-
ture among different classification entities, we can sufficiently utilize this
useful feature to further improve the performance of classification models,
however, this unstable and weak sequence feature didn’t always work well
due to the casual writing style of writers. Given a specific resume sample,
we need to weigh the importance of the sequence features and the features
of text content itself reasonably, make a comprehensive consideration on the
influence of these two features for the final text classification decision.

(2) Through the feature fusion, and dynamic decision hybrid strategy, we suc-
cessfully solve the problem of B-BRNN in [21] that it performs bad when fac-
ing the resume sample which has a huge difference with the sequence features
B-BRNN has learned, improves the adaptability of B-BRNN and reduces
the model variance. Actually, the essence of feature fusion is to weaken the
context features from horizontal time step accumulation in B-BRNN, and
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strengthen the content features of vertical input since the root cause of this
problem is that B-BRNN relies too much on the empirical distribution of
context sequence features among resume blocks and ignores the content of
resume blocks itself. And why the hybrid strategy work is because that we
fully utilize the advantages and disadvantages of each sub model since the
FNN is not effected by the context order characteristics between different
resume blocks, and B-BRNN (with feature fusion) can achieve a much better
result when facing the normal resume data.

In the future, we will focus on the following several directions. 1) Instead of
calculating two prior thresholds based on statistics, we plan to propose a mech-
anism to make the hybrid model learn the rule of generating dynamic weight of
each sub model by itself. 2) Since the idea of pre-train and fine-tune can achieve
a ideal classification result with a very small size training set, we will consider
fine tuning BERT to extract features from the input resume block.
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(111007-PI2001) and Zhejiang Provincial Natural Science Foundation (LZ21F030001).
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Abstract. Patent document is the most suitable element containing
inventive knowledge. How to efficiently use this knowledge towards R&D
activities has been becoming a significant challenge for engineers. In par-
ticular, in patent documents, corresponding solutions of different domains
problems might be a kind of latent inventive solutions for target problems
when these problems are similar enough. With the help of our previous
works, latent inventive solutions from different domains patents are able
to retrieve by IDM-SIM model based on LSTM neural networks and IDM-
Matching model relying on XLNet neural networks. Nevertheless, we also
notice that several solutions with the same similarity value are generated
when a large size of input patents. It produces an obstacle for engineers
to choose the most suitable inventive solutions. In this work, we propose
thus an inventive solutions ranking model called PatRIS relying on the
multiple-criteria decision analysis (MCDA) approach to rank inventive-
ness of latent solutions via corresponding patent indicators and the seman-
tic similarity indicator. We postulate that latent solutions inventiveness is
a positive correlation with corresponding patents inventiveness. The final
case study over the real-world patent dataset illustrates the effectiveness
of our method. This work aims to help engineers easily achieve the most
possible inventive solutions from a large size of patents. To our best knowl-
edge, no other such work proposes a way to rank inventive solutions from
patent documents. Moreover, it illustrates a promising usage of automat-
ically achieving latent inventive solutions from a large size of patent doc-
uments for engineers.

Keywords: Multiple Criteria Decision Analysis · Patent mining ·
Inventive solution ranking · TOPSIS · TRIZ

1 Introduction

Patent documents are significant intellectual resources of protecting interests
of individuals, organizations, and companies [19]. They also provide valuable
information to solve engineering problems and enhance inventiveness. The inno-
vative knowledge in patents always tends to present the latest problem-solving
c© Springer Nature Switzerland AG 2021
C. Strauss et al. (Eds.): DEXA 2021, LNCS 12924, pp. 295–309, 2021.
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solutions. The inventive knowledge contained in patents could be defined as prob-
lems that it aims to solve. Problem describes unsatisfactory features of existing
methods or situations. For instance, for the touch pen use case1, non-conductive
material like plastic could hampers users to operate the pen with wearing gloves,
having very dry skin, or some situations in which the user does not make good
conductive contact with the device to the touch screen. This problem could show
up especially when the environment is cold. The patent, therefore, proposes par-
tial solutions which provide improvements or changes to the defined problems.
A partial solution could be replacing the inner molding built by non-conductive
material of touch pen with a ideally metal material device so that the stylus tip
operates even when held by an extremely good insulator.

It has always been a challenge for engineers without a broad understanding of
different domains’ knowledge to make full use of invention knowledge in patents.
However, exploring several patents by an expert turns to be an arduous task.
Various machine learning tools and techniques have been developed to assist
experts to analyze patents and to automatize the process of mining knowledge.
Indeed, Natural Language Processing (NLP) techniques have witnessed a major
leap forward. A few works provided frameworks to automatically mine inventive
solutions in patent documents [19–21]. Unfortunately, these approaches suffer
several drawbacks. The number of mined solutions is too high to be analysed
by an expert. Even for the high value of similarity threshold between problem
sentences, the number of retrieved solutions remains too excessive. In addition,
ranking the mining patent solutions inventiveness remains an unsolved issue.

In this paper, we aim to address these limits and develop a framework for min-
ing the most possible inventive solutions to engineers. We introduce PatRIS to
rank inventive solutions according to their latent inventiveness. We assume that
the inventiveness of a solution is associated with its corresponding patent inven-
tiveness and similarity value of corresponding problems towards the target prob-
lem. PatRIS is based on multiple-criteria decision analysis (MCDA) method
called TOPSIS with six inventiveness-related indicators. The final detailed case
study illustrates the effectiveness of PatRIS and latent perspective on reality.
For especially emphasizing, PatRIS is the first that combined with the MCDA
method, which is with several indicators to rank latent inventive solutions con-
taining in different patents for the target problem. This ranking approach is dif-
ferent from the direct ranking approach based only on sentence similarity value
[19–21]. Additionally, PatRIS differs from patent classical ranking methods that
are limited to a few indicators, or to specific patent fields [1,2,4,12,23,26]. Fur-
thermore, to our best knowledge, this work is the first to rank latent inventive
solutions from different domains for the target problem from a large number of
patents.

1 Reader may refer to this link for the full patent https://patents.google.com/patent/
US8847930B2/.

https://patents.google.com/patent/US8847930B2/
https://patents.google.com/patent/US8847930B2/
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2 Related Work

In patent solution mining, Ni et al. have introduced SAM-IDM [21] and IDM-
Matching [20] models that are used to find similar problems and link them to
the corresponding solutions from patents of different domains via LSTM neural
networks [11] and XLNet neural networks [29]. However, these works fail to
address the issue of ranking several inventive solutions with the same similarity
value when a large size of input patents. In addition, there is lack of approaches
for evaluating inventiveness of solutions contained in patent documents, but
several approaches have been proposed to measure the value and inventiveness
of patents. Abrams et al. [1] have shown that the relationship between citations
and patent value forms an inverted-U, with fewer citations at the high end of
value than in the middle. Besides, patent citations are recognized to reflect the
economic and technological importance of innovations [4]. There are also a few
research works about patent inventiveness based on specific patent fields. For
instance, Huenteler et al. [12] describe the pattern of innovation in the energy
technologies by analyzing patent-citation networks in solar PV and wind power.
Through an empiric data, Park et al. [23] propose a framework relying on patent
indexes to support company merger and acquisition. The work of Squicciarini
et al. [26] proposes a wide array of indicators, from patent scope, patent family
size, grant lag, citations, to different indexes, capturing the technological and
economic value of patented inventions in detail. It contributes to the definition
and measurement of patent quality. They also mentioned that different indicators
like forward citations and grant lags may generate different effect for different
countries’ patents. Moreover, several research works [7,18,27] further explore the
effect of different patent features like grant decision, renewal, and opposition as
well as indicators to the patent inventiveness.

We notice that, through these related works, several research works keep
focusing on evaluating patent inventiveness in the same specific domain. Sev-
eral works [1,4,7,18,23,26,27] manage to explore the effect of different patent
indicators towards the patent value. However, to our best knowledge, no other
works aim to evaluate the solution inventiveness in patents. Furthermore, there
is no work managing to use different domains solutions as a type of inventive
solutions to solve the target problem when these problems are similar enough.
However, these works about patent indicators inspire us to build our solution
inventiveness evaluation approach via patent indicators.

3 Typical Patent Inventiveness Indicators

Our work collects several patent inventiveness indicators in order to build our
inventive solution ranking approach, as shown in Table 1.

The earliest priority date (first application of the patent worldwide) is rec-
ommended as one of reflections for the inventive performance of patents [5,25].
Patent citation is another significant indicator of the patent innovation. It makes
possible to track the knowledge flow among different patents. There are basi-
cally two types of citations, cited-forward citations and cited-backward citations.
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Cited-forward citations are citations subsequently received by patents. It can be
used to assess the technological impact of inventions [17,24]. Cited-backward cita-
tions are patents referenced during the application process of patents. It is usable
to track the inventive knowledge spillovers in technology [22]. Especially, a patent
value as well as the number and quality of its forward citations have repeatedly
been found to be correlated [13]. Meanwhile, patents that received more citations
than the average are more likely to be renewed [9]. In addition, when a patent from
the patent family (e.g. a divisional application or a continuation application) cites
a patent instead of the patent itself, this is a family citation, because the family
cites other patents. We separate thus citations as within family or not. Number of
IPC classes is the number of technical classes the patent involved. The positive and
sizeable correlation between the firm market value and the number of IPC classes
of its patents is proposed as well [15]. Nevertheless, there is limited evidence about
a correlation between the number of IPC classes and inventiveness of a patent.
Lanjouw et al. [14] and Harhoff et al. [10] also keep opposite opinions. Number
of inventors may present the cost of the research behind the invention. Besides,
the number of inventors listed in the patent is associated with the economical and
technological value of patents [3,8]. Moreover, the more resources involved, the
more research-intensive and expensive the project. The size of patent families is
proxied by the number of patent offices at which a given invention has been pro-
tected [26], due to the international patenting is much more costly than domestic
applications. In addition, patent holders want to secure patent protection in var-
ious countries and regions. It implies they contain a higher expectation of return
from the patent [18].

Table 1. Patent indicators and explanations

Patent indicator Explanation

Number of Inventors (NI) The number of inventors involved in the
patent

Cited-Forward Citations with no
Family (CFCNF)

Forward citations that are not
family-to-family cites

Cited-Forward Citations with Family
(CFCF)

Forward citations that are
family-to-family cites

Cited-Backward Citations with no
Family (CBCNF)

Backward citations that are not
family-to-family cites

Cited-Backward Citations with Family
(CBCF)

Backward citations that are
family-to-family cites

Number of IPC Classes (NIPCC) The number of technical classes

Priority Date (PD) The earliest filing date in a family of
patent applications

Family Size (FS) The number of countries in which the
same invention is patented
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In this work, the number of IPC classes is not chosen as a patent inventiveness
indicator due to several opposite research opinions. In addition, for family size,
different patents definitions may matter for the 25% of patent families with com-
plex structures and lead to different family compositions, which have an impact
on family size as a proxy of patent value [16]. We also notice that priority date
of the patent is not suitable to this work. We aim to rank inventiveness among
different solutions. Corresponding patents’ priority dates are not in the same
comparing time level. Furthermore, the solution of the earlier priority date’s
patent does not present more inventiveness than others. Thus, these two indica-
tors, priority date and family size, are also not chosen in this work. Overall, five
patent indicators, cited-forward citations with no family, cited-forward citations
with family, cited-backward citations with no family, cited-backward citations
with family, and number of inventors are used to be indicators in this work.

4 Patent Ranking Inventive Solutions: PatRIS
As shown in Fig. 1, an inventive solutions ranking model called PatRIS is pro-
posed. In detail, patent documents Pat from different domains, as the input,
firstly flow to LSTM neural networks to achieve similar problems set P to the
target problem Ptarget and corresponding similarity values (SV). After that,
XLNet neural networks extract solutions S for given similar problems compared
to the target problem according to the context information in related patent
documents. These solutions from different domains patents are seen as latent
inventive solutions for the target problem.

Nevertheless, when the input number of patents is high, several inventive
solutions with the same similarity value will be also generated to the list. It
contributes the obstacle to rank them only based on corresponding similarity
values. As shown in Table 2, we can see that there are three latent inventive
solutions with the same similarity value 0.86 in the real-world U.S. patent sample.
The assumption that inventiveness of latent solutions is related to inventiveness
of corresponding patents provides a solution to address the issue. PatRIS makes
use of patent inventiveness indicators in Sect. 3 and the similarity value indicator
SV to build the inventive solution ranking model based on multiple-criteria
decision analysis method, in order to rank these inventive solutions according to
patent features and semantic similarity eventually.

Moreover, multiple-criteria decision analysis (MCDA) is a sub-discipline of
the operation research that explicitly evaluates multiple criteria in the decision
making to aid in understanding the inherent trade-off [6]. PatRIS relying on a
MCDA method called TOPSIS contains the first five patent indicators in Table 1
and semantic similarity value (SV) as sixth criterion to build the ranking system.
It aims to rank mined solutions based on latent inventiveness by combining



300 X. Ni et al.

Fig. 1. The framework of PatRIS

Table 2. Inventive solutions from different domains

Target problem Similar problems Patent

number

Similarity

value

Domain Inventive solutions

Patent Number:

US9534284

Domain: C

The second

metal layer is

not provided

The web page is not

captured normally

US9535571 0.86 G Associated with a

broadcasting

application

according to an

exemplary

embodiment of the

present invention

If the wfe instruction

is not intended for

agent discovery

purposes

US9535772 0.83 G Are accessible to

the agent as well as

the client, such as

designated

locations in a

memory 104

The scope of the first

aspect is not limited

to these examples

US9537403 0.86 H A slow DAC 930,

the gear shift can

be made gradual.

Alternatively, by

using a fast DAC,

the gear shift can

The message is not

received in step

US9537998 0.86 H Step 301.

Alternatively, when

the message is

transmitted, the

mobile

patent indicators and semantic similarity of corresponding problems. We assume
that the solution is more inventive when the corresponding patent is ranked
among the best inventive support and corresponding problem’s similarity value
to the target problem is higher. This can be formulated as the function 1. It
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is to maximize the solution inventiveness with chosen indicators in order to
rank them.

maxf(x) = (F1(x), F2(x), F3(x), F4(x), F5(x), F6(x))
F1(x) = NI(x1, x2, ..., xn)
F2(x) = CFCNF (x1, x2, ..., xn)
F3(x) = CFCF (x1, x2, ..., xn)
F4(x) = CBCNF (x1, x2, ..., xn)
F5(x) = CBCF (x1, x2, ..., xn)
F6(x) = SV (xsv1, xsv2, ..., xsvn)

(1)

subjected to linear constraints:

xi ≥ 0, i = 1, ..., n (2)

xsvi
∈ [0, 1], i = 1, ..., n (3)

In (1)–(3), NI(x), CFCNF (x), CFCF (x), CBCNF (x), CBCF (x), and
SV (xsv) are count of the number of inventors, cited-forward citations with no
family, cited-forward citations with family, cited-backward citations with no fam-
ily, cited-backward citations with family, and semantic similarity respectively. x
is the vector of count variable, 0 stands for the lower bound of the i-th count
variable. The linear constraints proceed from the patent cost expense (number
of inventors), peer acknowledgement (number of backward citations), related
knowledge reference (number of forward citations), and semantic distance (sim-
ilarity value) considerations. As shown in Table 3, a real-world U.S. patent sam-
ple, the count of indicators has been listed. The higher number of inventors,
the higher cost has been invested in the patent. High number of forward cita-
tions means a high technological impact of invention. High number of backward
citations means that the innovation tends to refer to high number and larger
range of scientific publications. High similarity value presents the short distance
between solution’s corresponding problem and the target problem. Thus, these
six criteria are positively correlated with the corresponding values xij . PatRIS
ranks the mined solutions from the most inventive to the less inventive. Different
weights wj are also assigned to criteria.

Table 3. A sample of the indicator detail

Patent number NI CFCNF CFCF CBCNF CBCF SV

US9535571 1 1 22 18 0 0.86

US9537403 3 3 14 15 0 0.86

US9535772 2 0 2 4 0 0.83

US9537998 2 0 2 9 0 0.86
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As shown in formula 4, we normalize each value in order to set all of attributes
among the same range. j-th feature Fj = {x1, x2, ...xi}, i ∈ {0, n} is from those
six criteria, and xij is the value of the i-th solution under the j-th feature. After
normalization, values xij of patent indicators reaching 1 denote that the corre-
sponding patents are more inventive in the j-th feature Fj than other patents.
Solutions might be more inventive when xsvij

is closer to 1. Attribute weights
are also applied to the corresponding values.

Normalization(xij , F ) =
xij

sum(F )
(4)

TOPSIS (Technique for Order of Preference by Similarity to Ideal Solution)
with other two typical types of MCDA methods, weighted sum method and
weighted product method are listed as follows.

1. Weighted Sum (WS):

Scorei =
∑

i

xij × wj (5)

Table 4. Ranking of different decision approaches

Patent

number

Inventive solutions NI CFCNF CFCF CBCNF CBCF SV Rank

(WS)

Rank

(WP)

Rank

(PatRIS)

US9535571 Associated with a

broadcasting

application according

to an exemplary

embodiment of the

present invention

1 1 22 18 0 0.86 3 2 3

US9537403 A slow DAC 930, the

gear shift can be

made gradual.

Alternatively, by

using a fast DAC, the

gear shift can

3 3 14 15 0 0.86 4 1 4

US9535772 Are accessible to the

agent as well as the

client, such as

designated locations

in a memory 104

2 0 2 4 0 0.83 2 4 2

US9537998 Step 301.

Alternatively, when

the message is

transmitted, the

mobile

2 0 2 9 0 0.86 1 3 1
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2. Weighted Product (WP):

Scorei = Πixij
wj (6)

3. TOPSIS: aims to choose alternative that has the shortest geometric dis-
tance from the positive ideal solution and the longest geometric distance from
the negative ideal solution. Therefore, the best target is to close the best choice
and far away from the worst choice. Major steps are as follows:

Step1: Achieve the normalized matrix.

x̄ij =
xij√∑
i xij

2
(7)

Step2: Assign weights to each value to compute the weighted normalized
matrix.

xwij = x̄ij × wj (8)

Step3: compute the ideal best to mark attribute as having positive impact.

idealbestpositivej = Max(xwij) (9)

idealworstpositivej = Min(xwij) (10)

Step4: Compute the Euclidean distance of idealbestpositive and
idealworstpositive, respectively.

Besti =
√∑

j

(xwij − idealbestpositivej )2 (11)

Worsti =
√∑

j

(xwij − idealworstpositivej )2 (12)

Step5: Compute Scorei and use it to rank inventive solutions.

Scorei = Worsti/(Besti + Worsti) (13)

Overall, as illustrated in Table 4, the final ranks of inventive solutions accord-
ing to three types of MCDA methods are listed. In addition, Algorithm 1 illus-
trates the general idea of PatRIS based on TOPSIS towards ranking inventive
solutions.



304 X. Ni et al.

Algorithm 1. PatRIS
Input: Ptarget: target problem; Pat: input patents; F : patent feature; th: similarity

threshold;
Output: ranking
1: P ← LSTM(Pat, Ptarget, th)
2: �Extract input Patents Pat to achieve similar problems P = {P1, P2, ..., Pn}

with chosen similarity threshold th for the target problem Ptarget

3: S ← XLNet( Pat, P)
4: �XLNet retrieves corresponding solutions S = {S1, S2, ..., Sn} of P for Ptarget

from Pat

5: for each Si ∈ S do
6: x̄ij ← xij√∑

i xij
2

normalization of each value xij under Fj

7: xwij ← x̄ij × wj assign weights wj to achieve weighted normalized matrix
8: idealbestpositivej ← Max(xwij)
9: idealworstpositivej ← Min(xwij)

10: Besti ←
√∑

j(xwij − idealbestpositivej )
2

11: Worsti ←
√∑

j(xwij − idealworstpositivej )
2

12: Scorei ← Worsti/(Besti + Worsti) achieve ranking Scorei for Si

13: end for
14: return ranking(Scorei, Si)

5 Dataset and Experimental Settings

We detail the dataset and the experimental settings of PatRIS in this section.
First of all, 6,161 U.S. patent documents are used as the input of LSTM neural
networks to generate the problem sentence dataset for each patent. This open-
source dataset2 is issued on 03, January 2017 by the United States Patent and
Trademark Office (USPTO) and it is utility patents including eight domains,
human necessities (HN), performing operations (PO), textiles (T), fixed con-
structions (FC), mechanical engineering (ME), chemistry (C), electricity (E),
and physics (P). It then generates 4,574 problems, as illustrated in Table 5. After
that, 2.8 million matching pairs of different domains problems are reserved out of
10 million pairs of problem matches from 4,574 problems. Two trained identical
LSTM neural networks by the labelled Quora dataset3 are used to compute simi-
larity value between two problem sentences. In particular, due to the shortage of
open-source labelled datasets for similar patent sentence pairs, a labelled sample
dataset generating by SNLI project4 and a labelled dataset with 1,121 similar
patent sentence pairs5 from different patents, which generated by our two experts
are used to evaluate the output of LSTM neural networks. LSTM neural networks
eventually retrieve 327 pairs of similar problems from different domains patents

2 https://bulkdata.uspto.gov/data/patent/grant/redbook/fulltext/2017/.
3 https://www.kaggle.com/c/quora-question-pairs/data.
4 https://nlp.stanford.edu/projects/snli/.
5 https://drive.google.com/file/d/1JvrUuO4by FzvyP-5gxKQAuyyQc9cadY/view.

https://bulkdata.uspto.gov/data/patent/grant/redbook/fulltext/2017/
https://www.kaggle.com/c/quora-question-pairs/data
https://nlp.stanford.edu/projects/snli/
https://drive.google.com/file/d/1JvrUuO4by_FzvyP-5gxKQAuyyQc9cadY/view
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when similarity threshold is set 0.8. After that, these chosen similar problems are
first converted into 327 queries. The trained XLNet neural networks by labelled
open-source Stanford Question Answering Dataset (SQuAD 2.0)6 are then used
to achieve solutions for similar problems. These solutions from different domains
patents are considered as latent inventive solutions for target problems, due to
their corresponding problems are similar with target problems but belonging
domains are different. In addition, different weights are assigned to criteria of
PatRIS in order to weight up the most valuable features like CFCNF and SV.
Through several comparisons with the different weights distribution, the chosen
optimized weights w∗ are as {NI: 0.1, CFCNF: 0.3, CFCF: 0.1, CBCNF: 0.1,
CBCF: 0.1, SV: 0.3}. PatRIS eventually ranks these latent inventive solutions
according to its inventiveness, in order to let engineers achieve the most possible
latent inventive solutions easily. Besides, We especially open source our dataset
and codes in GitHub7.

Table 5. Number of problems from U.S. patents

Problem Domain

HN PO C T FC ME P E

4,574 652 414 370 26 70 245 1,558 1,239

6 Case Study

We choose the target problem in Table 2 as an instance. The full target problem
sentence is “When the second metal layer 410 is not provided, the first metal layer
310 may be dissolved in a solvent to thus be removed.”. From the original patent
US9534284, we can see that it mentions “A metal having corrosion resistance,
such as stainless steel, may have an oxide film on the surface thereof to protect
the metal.”. Therefore, the solution that patent proposed for the target problem
is to use stainless steel or other metals having corrosion resistance to replace the
layer 310 in Fig. 2.

From Table 4, PatRIS and WeigtedSum present the same ranking. In partic-
ular, Widianta MM et al. [28] mentioned TOPSIS approach tends to be superior
than other MCDA approaches. In deed, the ranking result according to PatRIS
based on TOPSIS presents the stronger evidence. The first inventive solution
“Alternatively, when the message is transmitted, the mobile terminal determines
whether a received or transmitted message for a call of the message exists in
step 343.” from U.S. patent US9537998 mentions a mobile terminal device. It
works to determine whether the message is received. Thus, for solving the tar-
get problem, it might be a latent inventive solution to design a device like the
6 https://rajpurkar.github.io/SQuAD-explorer/.
7 https://github.com/nxnixin/PatRIS.git.

https://rajpurkar.github.io/SQuAD-explorer/
https://github.com/nxnixin/PatRIS.git
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mobile terminal in patent US9537998 to detect the solvent to prevent the dis-
solving problem or detect the oxide film condition of the metal for the further
protection. The second inventive solution “In alternate embodiments, the client
may communicate intentions to the agent via any number of WFE communi-
cation registers 108 and/or any number of other storage components that are
accessible to the agent as well as the client, such as designated locations in a
memory 104.” from U.S. patent US9535772 tends to use a communication reg-
ister or storage components to address the issue of accessing to the agent. For
the target problem, the inventive solution of the communication register is like
the first inventive solution. Design an electrical device to detect the oxide film
condition so that preventing the dissolving problem. Moreover, the first two
latent inventive solutions belong to the same type of solution and PatRIS ranks
indeed them as the neighbor solutions. The third inventive solution “FIG. 10
is a diagram illustrating controlling display of a terminal icon associated with
a broadcasting application according to an exemplary embodiment of the present
invention.” from U.S. patent US9535571 mentions a controlling display of a ter-
minal icon, as illustrated in Fig. 3. For the further details in the patent, in Fig. 3,
(a) part is a screen of the terminal displaying and (b) part is a screen used to
show the updated message when the graphical object change condition. Thus,
we could assume that the latent inventive solution from this patent might be to
add a screen device like Fig. 3 to detect the condition of layer 310 and perform
then the further protecting measures. The forth inventive solution “As men-
tioned above for FIG. 9, by using a slow DAC 930, the gear shift can be made
gradual.” from U.S. patent US9537403 mentions a slow Digital-to-Analogue Con-
verter (DAC) device, as shown in Fig. 3. Through details of the patent, we can
see that it performs to make the gear shift be gradual by converting the counter
output into an analogue signal which forms the compensation signal. Thus, we
assume that we might design a device like DAC device to detect the solvent or
the surface of layer 310 by sending the analogue signal or slow the dissolving
speed of metal layer in the solvent and then leave the time to further protec-
tion measures. Overall, the mobile terminal, the alternate embodiment, and the
controlling display mentioned in the first three inventive solutions are directly
derived from the original solution sentences and could provide the inventive
solving direction. The slow DAC device in the forth inventive solution converts
the previous output into an analogue signal. Indeed, the analogue signal is not
directly associated with the oxide film related solutions, however, it also provides
an inventive solving-problem idea using a type of device to remind or prevent
its related problem. Thus, the forth inventive solution is seen as a little bit less
of the direct reminders to the target problem compared to the first three inven-
tive solutions. It also matches the ranking results of PatRIS based on TOPSIS
and implies that the multi-criteria optimization decision approach is suitable to
rank latent inventive solutions according to the mix of corresponding patents’
inventiveness indicators and the similarity indicator.
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Fig. 2. The illustration figure of patent US9534284

Fig. 3. The illustration figures of patents

7 Conclusion and Future Work

In this paper, an inventive solution ranking model called PatRIS based on LSTM,
XLNet neural networks, and a MCDA method called TOPSIS is proposed to
rank latent inventive solutions from different domains patents. In particular, it
addresses the issue of ranking several latent inventive solutions with the same
similarity value. We postulate that solutions’ inventiveness is associated with
their corresponding patents and the similarity level of corresponding problems
towards the target problem. PatRIS is eventually able to rank these solutions
via several chosen indicators. This work further facilitates engineers to find the
most possible latent inventive solutions hidden in patent documents of different
domains for the target problem in order to speed R&D activities. More impor-
tantly, it is able to avoid the failing of ranking when solutions with the same
similarity value. Engineers without a broad understanding of different domains
knowledge will be able to make full use of inventive knowledge from the wider
range of patent documents to facilitate their inventive design inspirations. In
particular, the final case study on the real-world U.S. patent sample illustrates
the performance of our method and presents its latent perspective in the real
world. In the future, we will explore the following direction. Combining a larger
size of related knowledge will be able to further improve the accuracy of inventive
solutions ranking. Thus, we will manage to explore different scientific knowledge
sources, such as scientific papers, professional scientific blogs, etc. to improve
and across validate the ranking results.
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Abstract. Stream join is known as one of the most important and computation-
ally expensive stream operations in data stream management systems (DSMSs).
Parallelization techniques that leverage modern multi-core processor have been
proposed for stream join in literature. Equi-join is the most frequent type of join in
query workloads, and symmetric hash join (SHJ) is the most effective algorithm to
process that in data streams. In this paper, as the first research work, we propose a
shared-memory parallel symmetric hash join algorithm on multi-core processors
for equi-based stream join. Also, we introduce a novel parallel algorithm called
chunk-based pairing hash join that significantly elevates throughput and scalabil-
ity. We have performed extensive experimental evaluation that demonstrates high
scalability and low latency for our proposed algorithms.

1 Introduction

Stream join, streaming counterpart of database join, is one of the most important and
computationally expensive streaming operations [1, 2]. Given the unbounded nature of
data streams, the join operation is performed only on the most recent portion of each
data stream, referred to as windows. Given high computational cost of windowed stream
joins [4], research efforts have proposed parallelization techniques for window join that
leveragemodernmulti-core processor architectures. In the literature, both shared-nothing
(distributed) [7–9] and shared-memory [1, 2, 4, 5, 10] parallelization techniques have
been proposed. The former targets at scaling out in multi-node and distributed systems
while the latter aims at scaling up the performance and throughput within an individual
multi-core node. The latter is the scope of this paper. Equi-join is themost frequent type of
join in query workloads and symmetric hash join (SHJ) is the most effective algorithm
to process equi-join in data streams [5]. In this paper, we propose a shared-memory
parallel symmetric hash join (PSHJ) algorithm on multi-core CPUs that achieves high-
throughput and low-latency in performing equi-based stream joins. Furthermore, we
introduce a novel algorithm called chunk-based pairing hash join that further boosts up
data throughput and scalability. Based on latest research surveys in literature [11], and
to best of our knowledge, we are the first research work to propose parallel hash-based
stream join algorithms on multi-core processors. We have conducted extensive set of
experiments to evaluate our proposed ideas and have compared our parallel algorithms
with the state-of-the-art parallel stream join in literature known as ScaleJoin [3]. In
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summary, this paper makes the following contributions: (1) As the first research work,
we propose a shared-memory parallel symmetric hash join algorithm on multi-core
processors that achieves high throughput, scalability, and low latency in performing
equi-based stream join; (2) We introduce chunk-based pairing hash join as a novel
algorithm that significantly elevates data throughout and scalability; (3) Our proposed
parallel algorithms significantly outperform the state-of-the-art published result to date
on parallel stream joins. The remainder of this paper is organized as follows. Section 2
introduces our proposed algorithms and illustrates on their designs, implementations,
and properties. Section 3 discusses our empirical evaluation and results. We conclude in
Sect. 4.

2 Proposed Parallel Hash-Based Stream Joins

In this section, we introduce our parallel hash-based stream join algorithms: parallel
symmetric hash join (Sect. 2.1) and chunk-based pairing hash join (Sect. 2.2).

2.1 Parallel Symmetric Hash Join Algorithm

In this section, we present our parallelization design for symmetric hash join algorithm
on multi-core CPUs. We first overview the input data stream properties. Then, we dis-
cuss distribution mechanism for delivery of input tuples to processing threads. Next,
algorithmic implementation of processing threads will be explained. And last, we sum-
marize properties of this algorithm. Equi-based stream join compares tuples received
from two input streams R and S using equality condition on a common join attribute A
as Ar = As where Ar and As are representations for the join attributes related to stream
R and S respectively. It is assumed that tuples are locally ordered based on timestamp
within each data stream and globally ordered across the input data streams as well.
This is called synchronous data streams which is the focus of this research. we consider
round-robinmethod for delivering and distributing the input tuples to processing threads.
We first combine tuples in R and S into a single timestamp-sorted input queue shared
among all processing threads so that they can consume tuples from this shared ine of
ready tuples [3, 6]. This avoids a centralized coordinator for task distribution among
processing threads and ensures in-order processing of tuples. The tuples are distributed
among processing threads in round-robin fashion. This helps to build resilience against
skewed input streams. Once a processing thread TH receives an input tuple t from stream
R (symmetrically for stream S), it performs both the build and probe phase related to
the equi-join evaluation for t. First, TH adds t to the hash table for stream R in the hash
bucket corresponding to join attribute value of t. Second, TH probes the hash table for
stream S to find matching tuples. We integrate a near-eager tuple invalidation strategy
in the build phase in our algorithm. In particular, after a newly arrived tuple is added to
its hash bucket, it also invalidates the expired tuples from the hash bucket.

Since hash tables forR and S are shared data structures among all processing threads,
concurrent insertion accesses to hash tables should be synchronized. Each hash bucket
is protected through a latch. Proper reader-writer locks with writer-preference type
are used for buckets in hash tables. Parallel symmetric hash join has the following
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desirable properties: (1) high throughput and low latency; (2) disjoin-parallelism in
terms of independency among processing threads; (3) independent from architecture
and hardware-specific optimizations.

2.2 Chunk-Based Pairing Hash Join Algorithm

In this section, we introduce our novel parallel hash-based stream join algorithm called
chunk-based pairing hash join (CPHJ). Through performance analysis of our parallel
symmetric hash join (PSHJ) algorithm, we aim at minimizing inter-thread synchroniza-
tion overhead inCPHJ.We tackle at generalization of hashing procedure to two groups of
tuples as chunks instead of individual tuples so that we can separate probe phase related
accesses from those of build phase. In particular, we divide the tuples within each sliding
window for input streams into multiple chunks. Once two new chunks of tuples arrive in
sliding windows for R and S streams, the chunk-based pairing hash join algorithm per-
forms two group-based steps on the newly arrived chunks as follows: (1) All processing
threads enter to chunk-based build phase and populate both hash tables for R and S by
inserting newly arrived tuples into buckets; (2) After synchronization through barriers,
all processing threads enter the chunk-based probe phase and find matching tuples by
probing hash table for the partner stream in a symmetric fashion. The algorithm performs
the same procedure on the next two incoming chunks of tuples arriving in the sliding
windows.

In the group-based build phase, as all threads need write-access to hash tables,
latches are implemented for hash buckets to synchronize concurrent access. In contrast,
in the group-based probe phase, as all threads need to only probe hash tables, they can
freely access the shared hash tables at the same time with no synchronization. Thus,
the significant portion of synchronization overhead is eliminated in our parallel design.
This will minimize the overall synchronization overhead and significantly increases
throughput. The only drawback is that arrival of new tuple chunks incurs a latency in
join evaluation and output generation. However, as it will be show in the next section,
response time for chunk-based pairing is shorter than parallel SHJ on average despite
this latency while it achieves higher throughout compared to parallel SHJ.

In our implementation, we consider fixed-size chunks in terms of number of tuples.
We address this parameter as λ. We have experimented wide range of values for λ to
find an efficient value and have set the chunk size to 300 tuples in our implementation.
Note that distribution mechanism for delivering input tuples is the round-robin schema
explained in previous section. The tuple expiration policy also remains the same.

3 Empirical Evaluation

In this section, we first introduce the experimental setup including the multi-core archi-
tecture and the benchmark used in experiments. We evaluate our proposed algorithms
in terms of scalability and latency. We study scalability in terms of number of tuples
processed per second. We measure processing latency in terms of average end-to-end
response time for input tuples. We have compared our algorithms in terms of scalability
and latency with those of the state-of-the-art parallel stream join in literature, ScaleJoin.
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We follow the common benchmark used by previous work on parallel two-way
stream join processing for our empirical evaluation [1–4]. R tuples consists of attributes
< ts, x, y, z > and S tuples composed of attributes < ts, a, b, c, d >. Details regarding
schema, attributes, andvalues are described in [12]. The tuple injection rate is the same for
the two input streams and equals to 500 tuples per second. According to the benchmark,
the tuple injection rate is steady and window size is fixed size during the course of
running stream joins. Evaluation is performed on a system equipped with Intel Xeon Phi
Coprocessor 5110P whose detailed specification is described in [13].

3.1 Scalability and Performance Evaluation

We assess the scalability of parallel stream joins for two streams R and S over increasing
number of threads and for different widow sizes. Window sizes are 5, 10 and 15 min.
The number of threads varies from 1 (non-parallel) up to 80 threads We measure the
throughput in terms of number of tuples processed per second. Figure 1 [13] shows
scalability results for PSHJ, CPHJ, and comparative results with ScaleJoin.

Figure 1(a) shows throughput results for parallel symmetric hash join algorithm
(PSHJ). It achieves high throughput rate up to approximately 60,000 t/s, 48,000 t/s, and
33,000 for window sizes of 5, 10 and 15 min respectively. It demonstrates almost linear
scalability up to 50, 45 and 30 processing threads for window sizes of 5, 10 and 15
min respectively. Figure 1(b) depicts scalability results for chunk-based pairing hash
join (CPHJ). It obtains significantly high throughput rate up to approximately 71,600,
56,100, and 39,300 tuples per second for window size 5, 10 and 15 min respectively.
Also, it achieves linear scalability for up to 65, 60 and 50 number of threads. Figure 1(c)
depicts comparative results in terms of scalability and throughput between PSHJ, CPHJ,
and ScaleJoin. The window size is 5 min in this experiment. A significant throughput
difference is observed between our two algorithms when the number of threads exceeds
50 and CPHJ still keeps increasing the throughput under large number of threads up
to 65. At this point, it achieves highest throughput of 71,600 t/s. After 65 threads, due
to inevitable and high inter-thread synchronization overhead, throughput declines, but
CPHJ has gradual decrease in throughput and still obtains throughput of 63,100 t/s for 80
threads. According to Fig. 1(c), PSHJ and CPHJ achieve up to 11 times and 12.5 times
more throughput, respectively, compared to that of ScaleJoin. Also, these two algorithms
provide up to around 22 times and 24.5 times more throughput, respectively, compared
to that of non-parallel (sequential) stream join computation.

3.2 Latency Evaluation

Figure 2(a) [13] shows the end-to-end latency for CPHJ, PSHJ, and ScaleJoin under
different number of processing threads for window size of 5 min. ScaleJoin has less
latency thanour proposed ideas because it performsnested loops-style join, and thus there
is no shared data structures and inter-thread synchronization overhead. However, our
proposed hash-based joins still have latency less than 1.5 s which is considered low and
acceptable for time-sensitive stream applications. CPHJ has lower latency compared to
PSHJ for large number of threads, thanks to its chunk-based design and synchronization-
free probe phase. Furthermore, we have conducted an experiment to measure response
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(a) (b) (c)

Fig. 1. Scalability: (a) Parallel symmetric hash join; (b) Chunk-based pairing hash join; (c)
comparative results for PSHJ vs. CPHJ vs. ScaleJoin

Fig. 2. Latency Evaluations for parallel schemas: CPHJ, PSHJ, ScaleJoin. (a) Under different
number of threads – window size is 5 min; (b) Under different input tuple intensities

time under intense input data streams where the tuple injection rate grows very large.
Figure 2(b) [13] shows the results for this type of latency evaluation for the three parallel
join schemas. Our algorithms show significantly better latency for intense workloads
compared to ScaleJoin which shows exponential jump in latency for input rates more
than 10,000. According to Fig. 2(b), CPHJ can scale-up to intense workload in terms of
latency better than parallel SHJ.

Stream join is a dynamic and costly operation and potentially consume more energy
compared to other database operations. According to research analyzing energy effi-
ciency in database servers [14], there is a strong linear correlation between energy-
efficiency and performance of in-memory parallel hash joins in database servers. Thus,
our proposed in-memory parallel hash joins also achieve significant energy-efficiency
for the systems running stream joins [14] and thus has contribution to research area on
dynamic energy-aware databases as well [15, 16].

4 Related Work and Conclusion

The existing research work on parallel stream join can be classified into two cate-
gories: shared-nothing (distributed) [7–9] and shared-memory [1–4, 10]. A detailed
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discussion on the related work is presented in [13]. In this paper, we proposed two
in-memory parallel hash-based stream join algorithms. Our extensive experimental
evaluation showed high scalability and low latency for our proposed ideas. Also, they
significantly outperformed the best existing work in literature in terms of scalability.
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Abstract. Many studies have established that microblog streams, e.g., Twitter
and Weibo, are leading indicators of emerging events. However, to statistically
analyze and discover the emerging trends around these events in microblog mes-
sage streams, e.g., popularity, sentiments, or aspects, one must identify messages
related to an event with high precision and recall. In this paper, we propose a novel
problem of automatically discovering meaningful keyword rules, which help iden-
tify the most relevant messages in the context of a given event from fast moving
and high-volume social media streams. For the specified event, such as {#trump}
or {#coronavirus}, our technique automatically extracts the most relevant key-
word rules to collect related messages with high precision and recall. The rule set
is dynamic, and we continuously identify new rules that capture the event evolu-
tion. Experiments with millions of tweets show that the proposed rule extraction
method is highly effective for event-related data collection and has precision up
to 99% and up to 4.5X recall over the baseline system.

Keywords: Rules extraction · Event analysis · Streaming data · Algorithm

1 Introduction

The real-time and high-volume nature of microblog streams such as Twitter makes it a
great source of information about recent or emerging events. In many existing works
[22, 23], an event has been defined as 5W1H tuple – “What?”, “Where?”, “When?”,
“Who?”, “Why?” and “How?”. However, we use a more relaxed definition of an event
as “messages, posted by multiple users, in the same context, within a bounded time
window” [3, 10, 18, 24]. The “context” can be a real-world event, such as an earthquake or
a football match or an abstract topic (e.g., a group of people discussing “climate change”
on a particular day). Given an event, identifying the messages (e.g., tweets) related to
the event can be useful for multiple applications such as understanding the sentiments
towards the event [13], knowing the current hype around the event and predicting its
future popularity [3], summarizing the event to obtain social news [4], predicting event
location [5, 9], predicting election outcomes [12], detecting disaster events [24] and
sending warnings [10], etc. For such applications, identifying the tweets or messages
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with a high recall is of utmost importance. Thus, a high-precision and high-recall system
to collect event related tweets is a pre-requisite for such applications [30, 31].

Given an incoming Twitter message stream, a naïve way to obtain related tweets
for an event is to query the stream using the event words or hashtags. For example,
“#brexit” could be used to extract tweets for the event “United Kingdom withdrawal
from the European Union”. In many recent works [12, 24, 25], the tweets related to the
events are collected using a small number of known hashtags. Similarly, most of these
illustrative applications rely on hand crafted keyword rules [3, 12] (we refer to words and
hashtags collectively as keywords). However, such a system would clearly have a poor
recall, especially for events that are geographically and culturally diverse since events can
have multiple popular representative words and/or hashtags used by potentially disjoint
sections of Twitter users. Hence, such approaches are not only susceptible to bias, but
also inadequate due to the dynamicity of real-world events.

Another method to collect event related tweets is to identify other keywords that
co-occur frequently with the main event keyword [26, 30, 31], and fetch the tweets con-
taining them. However, this results in low precision as frequently co-occurring words are
also often part of other events. For example, in [26], the most frequently co-occurring
words for the main event words {‘thanksgiving, turkey’} were {‘hope’, ‘happy’}. How-
ever, the tweets fetched based on just the keywords ‘happy’ or ‘hope’ will lead to low
precision. Similarly, in [26], for main event words {‘tiger’, ‘woods’}, the frequently co-
occurring words found were ‘accident’ and ‘crash’ for a Tweet corpus from November
2009, when Tiger Woods had met an accident. Clearly, tweets fetched on just ‘accident’
will lead to low precision related to tweets about the event ‘tiger wood car accident’. But,
if we search for tweets containing the words {‘tiger’, ‘accident’}, the collected tweets
will be highly relevant. In this paper, a set of such keywords, used to fetch tweets related
to an event with high precision, is called a rule. If we also use an additional rule {‘tiger’,
‘crash’}, we get further tweets related to the main event.

If such rules related to an event can be identified automatically, the tweets related to
the event can be collected with high precision and recall. Naturally, as the event evolves,
the rules must also evolve accordingly.

In this paper, we propose a novel problem: For a given event, automatically identify
a set of keyword rules such that these rules can be used to collect the event related tweets
with high precision and high recall. The rule set is dynamic, and rules are added and
removed from this rule set as the event evolves. It is natural that the keywords in the
discovered rules also act as an event word cloud, and hence can be used to track the event;
but the reverse is not true. Such a system is particularly useful for many applications to
gauge the intensity, popularity, sentiments of an event or event summarization.

In summary, an event is represented using a disjunction of rules where each rule is
a conjunction of multiple keywords. The characteristics of the rules are:

– The keywords must have high contextual frequency, i.e., they must occur in event
related tweets with a high frequency.

– Keywords within a rule must be cohesive and representative of the event of interest.
– Rules should be able to capture the event evolution and the event drift, and hence must
be dynamically updated.
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The organization of this paper is as follows: In Sect. 2, we present the related work.
In Sect. 3, we present our methodology, followed by description of the baseline system
in Sect. 4. Next, we present the experimental results in Sect. 5. Finally, we present the
conclusion in Sect. 6.

2 Related Work

In one of the earliest works, Li et al. [30], highlighted the need of a search system
with high precision and high recall in the context of medical search, legal search, and
social search, etc., and proposed a double-loop human supervised method. Similarly, in
[31], authors presented a high precision, high recall system to extract tweets related to a
given event and proposed a semi-supervised approach to identify the relevant keywords
based on a word importance score. Finally, in a recent work [21], the authors proposed
a supervised method to maximize the information coverage (i.e., high recall) for long
running events and propose a human assisted method.

In summary, there exists a significant body of work to build a high precision and high
recall system, to extract related traffic for the event of interest. However, the existing
methods 1) mostly rely on supervised mechanism to come up with set of event related
keywords, and 2) more importantly, each single keyword in this set is used as Boolean
filter to extract event related traffic. Such systems either result in a low precision if a
keyword is toogeneric, or a low recall ifonly highly informative keywords are discovered.
In this paper, we propose to discover the rules comprising multiple keywords.

There has been significant work on tracking user specified or automatically discov-
ered events. Thiswork is collectively termed ‘Event Tracking’ [15–17, 27]. The objective
of such systems is to monitor the evolving events. However, all these systems invariably
identify and track the word cloud related to the source event, but their objective is not
to collect event related tweets with high precision and recall. Although the word cloud
evolves as the event progresses, it cannot be used to automatically create the rules unless
a principled mechanism is defined to convert them into such rules. If a keyword rule is
too complex (e.g., contains most of the keywords in an event word cloud), it will have a
poor recall and if is it too simple, e.g., every keyword in the event word cloud becomes
a rule by itself, it will have a poor precision.

Another relevant and well-studied problem is Query Expansion Techniques [7, 11,
19]. Existing works on query expansion techniques use keywords [1, 10, 13, 20], topic
words [1, 8, 10], social factors [2], or visual contents [2]. Though query expansions
methods overMicroblog streams [6, 20, 21] appear close to our goal, the objective of such
methods is to expand aquery to retrieve additional semantically relevant tweetsonly in the
context of the given query. On the other hand, our objective is to continue to retrieve the
keyword rules for the entire event lifecycle. Thus, the query expansion methods cannot
be trivially adapted to an event data collection system. Further, the objective of query
expansion methods is to identify semantically similar alternate queries for improving
the recall, whereas the keywords rules can be semantically different, covering different
event aspects.
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3 Methodology

The rule extraction problem is defined as follows.

Input: A set of one or more rulesR0 representing an event E that needs to bemonitored.

Output: A dynamic set of rules R for gathering the tweets related to the event E with
high precision and recall during the event lifetime.

We consider N tweets at a time (called batch) over the input tweet stream.

Definition: Given a rule setR, a tweet t is related to an eventE, if∃r ∈ R such that {r} ⊆
{t}. {r} is the set of keywords in the rule r and {t} is the set of keywords in tweet t.

Let TRi be the set of tweets filtered based on the rule set Ri in batch i. Note that, the
rule set R0 (e.g., R0|‘r= #brexit’) is defined by the user (specifying the event). Thus, the
tweets in the set TR0 represents the best estimate of ground truth. Similarly, we assume,
tweets in batch i, matching the current rule set Ri represent the best estimate of ground
truth for batch i.

We propose a two-step approach. In first step, we identify a set of candidate rules
CR. In second step, a rule r ∈ CR is added as the final rule if (benefitr/costr) ≥ α,where
the benefit and cost of a rule r is calculated over the tweets collected based on this rule.
Our premise is that the keyword distribution in set TRi is the representative distribution
of the event in iteration i. For a new rule r to be admitted into the rule set in iteration
i+ 1, the distribution of the keywords in the tweet set Tr , filtered based on rule r, should
be similar to this distribution. We next explain our detailed methodology.

First, we extract the set of frequent wordsWi and hashtags Hi from tweets in TRi in
batch i. For a given fraction threshold f, the keywords KRi = {Wi ∪Hi|f } are considered
where KRi is set of top f fraction of keywords in the batch (if f = 0.05, we consider top
5% most frequent keywords in set KRi ). Wi represents the set of words and Hi is set of
hashtags in KRi . A new rule is subset of keywords in KRi , r = {

w|w ∈ KRi

}
.

Partitioning Keywords Based on Their Frequency: Next, we partition the set of key-
words into buckets such that approximately similar frequency keywords are in the same
bucket. Towards that, we sort the list of keywords in set KRi in non-increasing order of
their frequency. If the frequency of two keywords is vastly different, one of them cannot
be frequently co-occurring with the other in the tweets. Therefore, to identify the set
of keywords with similar frequencies, we identify the change points on the frequency
distribution curve of the keywords in KRi . A change point over a frequency distribution
is a point where the mean frequency within a small window around it changes signifi-
cantly. We use the classical CUSUM algorithm [28] to detect the change points over the
frequency distribution. Keywords, corresponding to frequencies between two change
points are put in the same bucket, representing a set of keywords with similar frequency.

Building Co-occurrence Graph: For each bucket of keywords, we induce a graph
G(V ,E) over the keywords in the bucket such that each keyword is a node in G. Two
keywords A and B have an edge between them if their co-occurrence score |TA∩TB|

|TA∪TB| ≥ γ ;
γ (0 < γ ≤ 1) is the user specified threshold. Without loss of generality, TA is set of
tweets containing keyword A in batch i.
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We identify all the cliques of size greater than one in the graph G(V ,E), such that
the frequency of the clique is above a threshold th:

th = 2fNγ

1 + γ
(1)

Thus, each pair of keywords in the clique must appears in ≥ th tweets together.
Note, 2γ

1+γ
≤ 1, and for a given fraction f, and a batch size of N, the minimum number

of tweets in which a keyword appears is f.N. Thus, the threshold th ensures that the
words in a clique are mostly co-appearing in the tweets. There is no limit on the clique
size, however, due to limit on the tweet size, we find that cliques are no larger than six
keywords.

The keywords in a clique become the candidate rules. Hence, a rule contains at least
two keywords. However, if a clique of size one, with frequency greater than 2th (i.e.,
2fN ) is a hashtag, it is also a rule. Note, popular hashtags for an event are likely to appear
as single keyword rules (as they co-appear with many keywords).

Keyword Quality under a Rule Set: Given the ith batch of N tweets, a keyword k and
a rule set Ri, we define the quality of keyword k under Ri as

Q(k|Ri) = |T (k|Ri)|
|Tk | (2)

Tk is the set of tweets containing keyword k in batch i (of N tweets) and T (k|Ri) is
set of tweets containing keyword k in set TRi .

Tweet Quality under a Rule Set: Given the ith batch of N tweets, a tweet t and a rule
set Ri, we define the quality of the tweet t under the rule set Ri as

Q(t|Ri) =
∑

k∈KRi∩k∈t Q(k|Ri)
∣∣k ∈ KRi ∩ k ∈ t

∣∣ (3)
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A candidate rule r is accepted as the final rule if in (i + 1)th batch, (a) it adds many
novel tweets containing hashtags andwords in setKRi (high benefit). Benefit is calculated
as

∑
t∈Tr Q(t|Ri) and (b) if the increase in frequency of hashtags/words in setKRi is more

than the increase in frequency of hashtags not in KRi (low cost). Cost is calculated as∣∣TRi+1∪r − TRi+1

∣∣. We define α as the ratio of benefit and cost. Thus, a rule is discovered
in batch i, and if its impact is positive in batch i + 1, it is accepted. The updated rule set
is used to collect the matching tweets from the next batch of N tweets and the process
continues. The overall method is illustrated in Algorithm 1.

4 Baseline

We choose the system presented in [19] as the baseline, as it comes closest to the ob-
jective of our system. The objective in [19] is to search about an event retrospectively,
given query term(s). The twitter corpus is divided into batches of fixed time length,
called timespan. A burstiness score of a word w, b(w|Ti) = P(w|Ti)

P(w)
is calculated for each

word appearing in a timespan Ti where P(w|Ti) = fw|Ti+μ
fw
N|Ti+μ| and P(w) = fw+K

N+K |V | . fw is
the frequency of word w in the entire corpus, and fw|Ti is the frequency of the word w
in Ti. N is the total number of terms in the entire corpus, |Ti| is the number of terms in
timespan Ti. |V | is the total size of the vocabulary.µ andK are the smoothing parameters.
Top-k words are used to expand the initial

They divide the twitter timeline into batches, and consider keyword co-occurrence
scores to identify correlated keywords, similar to our system. The key difference is, they
consider all temporally correlated keywords. The assumption that temporally correlated
keywords are related to the same event may not hold for disjoint events which, nonethe-
less, occur together. On the other hand, we consider temporally and spatially related
terms (i.e., appearing in the same tweet) in the context of the event specific rule set.
Further, unlike our system, where we dynamically discover rules, their system works on
entire tweet corpus, and it is not a live system.

5 Experiments

5.1 Dataset

We consider two datasets: DS 1) 71.7 million tweets, from 17th Oct 2016 to 16th Dec
2016. DS 2) 61.5 million tweets from 5th March 2020 to 30th April 2020. Both these
sets were collected using Twitter 1% traffic API. The two time periods were selected
carefully, to represent tweets from two different periods, before Twitter changed its
character limit from 140 to 280 characters per tweet in 2017. We used a small set of
stop-words, to discard certain frequently occurring keywords.

Given a rule set Ri in ith batch of tweets, the precision of a rule is defined as

prec(r|Ri) =
∑

t∈Tr Q(t|Ri)

|Tr| (4)
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Thus, each tweet contributes to the precision proportional to the quality of keywords
it contains, w.r.t. rule set Ri. Recall of rule r is computed as

rec(r|Ri) =
∑

t∈Tr Q(t|Ri)
∑

t∈TRi ∪ r
Q(t|Ri)

(5)

Thus, we compare the quality of the tweets collected due to a new rule r with the
quality of all the tweets collected due to combined rule set of r and existing rules. As
defined earlier, we consider the current rule set as the ground truth. Note, all tweets at
R0 (e.g., R0|“r = #brexit”) are considered related to Brexit event. We considered three
types of events, 1) Point events with lifespan of a day; 2) Medium term events, with
lifespan of approximately a week; 3) Long term events, spread over multiple weeks.

5.2 System Configuration

We Apache Flink [14], a stream processing framework and deployed in local mode,
supporting Java 11 to implement the described rule extraction framework. For each of
our experiments, we set the following parameters, unless specified otherwise: γ = 0.2,
α = 0.1, f = 2.5% (top 2.5% keywords sorted on frequency are selected, in a batch).
Note, the number of tweets collected by our system and base-line are different. Since we
have a fixed batch size, the two systems may cover different number of batches (x-axis
in Figs. 1, 2, 3 and 4).

5.3 Short Term Events

We evaluate a point event, #earthday (DS2). We set batch size N = 800 and γ = 0.2.

Fig. 1. Precision and recall for event #earthday

In Fig. 1, we plot the precision-recall of our system w.r.t. baseline. Note that, the
first batch of tweets will always have a precision of 100% because we start with the
event hashtag as the only seed rule. We see, the recall of our system improves quickly.
The precision for our system drops due to addition of spurious rules, but then improves
subsequently with addition of better rules. The baseline precision is low because of the
presence of many unrelated keywords.



326 M. K. Agarwal et al.

5.4 Medium Term Events

Weselected the eventwithmedium term impact, of up to seven days, namely #blackfriday
(DS1). Figure 2 shows the trends due to #blackfriday event.

Fig. 2. Precision and recall for event # blackfriday

We see, the baseline trends are because of many keywords discovered as rules related
to another event, namely, #thanksgiving. This leads to a significant drop in precision as
well as recall. our system starts with a low recall but steadily improves. The precision
of our system remains high throughout.

5.5 Long Term Events

We cover two long term events, #trump (during the trump election campaign) in DS1
(Fig. 3), and Covid-19 Virus (#coronavirus), in DS2 (Fig. 4).

Fig. 3. Precision and recall for event # trump

We see, our system starts with low F1Score for #coronavirus, which improves slowly
initially but subsequently adds many relevant rules.

For such long running events, determining the ground truth rules is difficult (as
events change fundamentally multiple times over its lifespan), therefore, it is difficult
to compute the precision-recall curve for the whole event. We, thus, zoom in around
the time where they were most popular for a period of one week. Assuming that these
long running events are relatively stable during the zoomed in period, we compare the
baseline with our system in this time period.
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Fig. 4. Precision and recall for event # coronavirus

5.6 System Performance

We have primarily two tunable parameters, Score threshold α, and similarity threshold
γ . The batch size variation did not impact the performance much, as in a short span, the
event characteristics do not change much. A smaller value of γ and α implies more rules
are added in the system. In the heatmap plot, in Fig. 5, we see, as α and/or γ reduce, the
recall of our system improves, while reverse is true in case of precision.

Fig. 5. System Performance under Parameter Tuning

Our system is very efficient: we could process the popular event #trump in 40 min.
Since, the event is spread over the entire dataset, comprising ~71.7 million tweets, we
get the processing speed of ≈30k tweets per second.

5.7 Human Judgements

In this experiment, the tweets retrieved by our system and the baseline system are judged
by the human judges. We analyzed the rules over one day of peak period for each event.
For an event, the systems discover multiple rules. We sample the rules and for each
sampled rule, we uniformly randomly sampled m tweets, out of all the tweets filtered
based on that rule, which were then presented to the judges. Thus, if an event has k rules
discovered, up to k.m tweets were judged (some rules filtered less than m tweets). The
judges were trained in the task, i.e., they were briefed about the event, and asked to judge
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if a tweet is related to the event or not. m is set to 20. We considered a rule relevant, if
80% or more tweets filtered based on the rule are considered relevant to the event by the
judge. For relevant rules, we multiply the relevance score (for 80% threshold, it ranges
from 0.8 to 1.0) with the numbers of tweets filtered based on that rule, to compute the
final number of relevant tweets. The results are presented in Table 1 for 80% relevance
threshold. We show relevant tweets vs. all tweets by two systems.

Table 1. Precision and recall (baseline vs. ours)

Event name Rule precision
(our system)

Rule precision
(baseline)

Relevant/All (our
system)

Relevant/All
(baseline)

#earthday 45/58 2/11 5696/7148 2040/4722

#coronavirus 73/74 6/11 45216/47167 10334/14081

#trump 80/80 7/10 65043/65534 97901/121277

#blackfriday 14/16 3/11 6554/7772 3570/17616

For events #trump, our recall was inferior to the baseline. However, our precision at
99% was better. For #earthday and #coronavirus both the recall as well as precision are
improved over baseline. For event #coronavirus, the recall was 4.5X over the baseline.
However, as we would analyze next, even for #trump and #blackfriday, the quality of
our rules is significantly better.

Table 2. Rules discovered by our system and baseline (rules in bold are relevant)

Event name Rules – baseline Rules – our system

#earthday @adamcvean, @coco_who, @lowkeyel, @_mthegem,
#earthday, #earthday2020

‘earth, mother’, ‘planet, protect’, ‘pledge, save,
water’, ‘first, years’, #earthday, #earthday2020, ‘50th,
anniversary’, ‘come, every’, ‘plant, trees’

#coronavirus italians, cancellations, sanitizer, panicking, #bestlyrics,
#coronavirus, #kca

‘actually, people’, ‘house, president’, ‘declares,
emergency’, ‘got, shit’, ‘know, one’, ‘negative, tested,
trump’, ‘covid19, news’, #coronavirus, ‘#covid19,
#covid’

#trump elected, bernie, protest, obama,michelle, #trump,
#mannequinchallenge

‘president, states, united’, ‘racism, win’, ‘hope, win’,
‘make, today’, ‘lives, matter’, ‘america, great, make’,
#trump, #notmypresident, ‘#electionnight,
#election2016’

#blackfriday moana, inner, friday, recount, deals, #blackfriday,
#pizzagate, #thanksgiving

‘chance, giveaway’, ‘like, people’, ‘black, friday’, ‘new,
one’ ‘free, shipping’, ‘#giveaway, #win’, #blackfriday,
‘#amazongiveaway’

In Table 2, we show some of the rules discovered by the two systems. For event,
#trump, tweetswere collected overNov 9th and 10th, 2016. The baseline system collected
more tweets than our system (as shown in Table 1), however, if we analyze the rules
generated by the two systems, we see, most of the rules by the baseline system were
Obama, Michelle, and Bernie. Even though, they were considered related to the event
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‘Election of Donald Trump’, but not precisely to the main intent #trump. Further, many
unrelated hashtags such as # mannequinchallenge, which were co-occurring, were also
identified. #protest was a mixed rule, with less than half of all the tweets related to
election of Trump. On the other hand, the rules discovered by our system never deviated
from the main intent. We identified rules related to all the major intents for this event,
such as ‘racism, win’ or ‘hope, win’. Even seemingly unrelated rules ‘make, today’ were
found to be related to the primary intent of the event.

Similarly, for #blackfriday (26–27 Nov 2016) many unrelated rules such as ‘moana’
(about a movie), or #pizzagate were found by the baseline system. Similarly, unrelated
rule #thanksgiving resulted into a huge loss of precision (Table 1). On the other hand,
except two rules, all the rules by our systemwere related to themain event intent. Further,
our system was able to remove co-occurring tweets related to #thanksgiving.

Finally, for #coronavirus, the rules discovered by our system covered varied intents.
For instance, rule ‘actually, people’ was about denying that anything serious called
Coronavirus exists. Even a rule like ‘got, shit’ that added 232 tweets was highly precise
rule. ‘house, president’ was a rule about ‘Coronavirus bill passed by the house’, etc.

6 Conclusion

Wepresented a novel system to automatically extract themeaningful keyword rules from
live data streams, in the context of a given event with the objective of collecting event
data with high precision and high recall. Ours is a first system that identifies conjunction
of multiple keywords as rules. Our system could identify meaningful rules for events
with varying dynamicity. The number of rules remained bounded. For long running
events, the rules automatically captured the event evolution with high precision. Further,
our system was highly efficient while computing the rules. Our future work direction is
to automatically identify the different event facets using the rules.
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Abstract. Cardinality estimation plays a vital role in query optimizer,
the key factors challenge its accuracy are join-crossing correlations
between different attributes. Traditional estimation techniques provide
poor estimation quality for complex queries with many joins for the lack
of correlations. Recently, much work has shown that machine learning
based methods overcome the challenge to a certain extent. However, the
existing learning-based approaches have two major downsides. First, lack
of explicit utilization of the effective and explainable feature: conjunctive
predicates between different attributes. Second, the dynamic information
associated with the dataset status is not used to encode the static query
structure. In this paper, we propose GACE, a cardinality estimator based
on Graph Attention Network (GAT) to capture join-crossing correlations
between attributes from join graphs constructed on conjunctive predi-
cates. GACE leverages the reliable features Base Table Selectivity and
Join Selectivity obtained through traditional techniques to enrich the
encoding of query structure and track the status alterations of dataset.
Taking the regularity of join graphs into account, a GAT model with
batch training supporting is implemented to sufficiently decrease the
overhead of training. The results of our empirical evaluation on real-
world dataset (IMDb) demonstrate that GACE achieves improvement in
quality of cardinality estimation, especially for more joins.

Keywords: Query optimization · Cardinality estimation ·
Join-crossing correlations · Graph Attention Network · Feature
encoding

1 Introduction

Choosing an optimal execution plan with minimum cost for an SQL query is the
ultimate goal of query optimization. Most classical query optimizers belong to
cost-based optimization (COB) category, which picks a plan to execute accord-
ing to estimated cost. COB is composed mainly of cardinality estimation and

Supported by the National Key R&D Program of China (grant No. 2019YFB1705601)
and the Natural Science Foundation of China (grant No. 62072075).

c© Springer Nature Switzerland AG 2021
C. Strauss et al. (Eds.): DEXA 2021, LNCS 12924, pp. 332–345, 2021.
https://doi.org/10.1007/978-3-030-86475-0_32

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-86475-0_32&domain=pdf
https://doi.org/10.1007/978-3-030-86475-0_32


GACE: Graph-Attention-Network-Based Cardinality Estimator 333

cost model. Cost model estimates the overhead of different execution plans in
the search space to choose the best execution plan grounding on the estimated
cardinalities of intermediate results. As shown by prior work, Cardinality esti-
mation has much more influence on performance of the chosen plan than the
cost model [11]. However, query optimizers implemented by traditional cardinal-
ity estimation methods like histograms often choose sub-optimal plans because
of the ignorance of join-crossing correlations between attributes, which are the
key factors that influence the accuracy of cardinality estimation on real-world
datasets [11,12]. They simplify computational model by making assumptions
such as uniformity and independence etc., leading to the miss of correlations.

Recently, many machine learning techniques have been applied to improve
the accuracy of cardinality estimation and reduce the consumption of cardinal-
ity estimation. MSCN [10] leverages query structure involved in every query as
the input of its multi-set convolutional network to capture the correlations. E2E
[19] is also based on query structure, which further encodes the features of query
structure at the deeper level of tree-like physical query plan, and employs a two-
level tree LSTM model to capture join-crossing correlations between attributes.
However, inadequate feature extraction and encoding limit their further enhance-
ments in the accuracy and scalability, specifically on workloads with more joins.
First, conjunctive predicates that imply correlations between different attributes
are not fully utilized. The cardinalities of the conjunctive operation results are
related to the correlations between the participating join attributes, the more
correlations, the larger the cardinalities. Second, Their one-hot encoding for
query structure is static and not associated with the status of the dataset. If the
status of the dataset changes, the accuracy of the model may fluctuate.

To break through these limitations, we first propose a Graph-Attention-
Network-Based cardinality estimator (GACE) with more robust encoding meth-
ods for query structure that captures the correlations between attributes from
joins (conjunctive predicates) of query workloads through GAT to the best of our
knowledge. Experiments on real-world dataset (IMDb) and query workload show
that GACE is effective and feasible to catch join-crossing correlations between
attributes from query workload.

In summary, we make the following contributions.

(1) A cardinality estimator based on GAT that takes advantage of the features
extracted from join graphs. GAT helps to extra from join graphs with the
identical shape form by conjunctive predicates of queries, and convert the
correlations between join attributes into attention weights between nodes.

(2) A more feature-rich encoding approach that combines the weaker one-hot
encoding with dynamic features: Base Table Selectivity σ and Join Selectivity
�� associated with the status of dataset, which are fetched through traditional
technologies.

(3) A GAT implementation that supports batch training, which reduce the over-
head of training. It is workable because the shapes of join graphs formed by
attributes on the dataset are regular.
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2 Related Work

2.1 Traditional Cardinality Estimation Methods

Cormode et al. [2] gave a comprehensive surveys about traditional cardinality
estimation methods: sampling, histogram, sketching and wavelet. i) Sampling has
become the most widely implemented traditional methods [12,13,23] because of
its simplicity and effectiveness. There are three main challenges with sampling:
vanishing problem, 0-tuple problem and memory and time overhead. Leis et al.
[12] optimizes the problems by using indexes and limiting the total sampling
overhead during enumeration, however this method is restricted by the existence
of the index. The idea of sampling is also widely combined by other traditional
methods and learning-based methods. ii) Histogram [9] summarizes a dataset by
grouping the data values into buckets. The single-attribute histogram approaches
work well when dealing with queries involving only single table. When it comes
to queries with joins between multiple tables, the assumption of independence
leads to a general underestimation. [7,16–18] use multi-dimensional histogram
approaches to capture the statistical relationships between different attributes.
What follows is more memory and time overhead caused by choosing bucket
boundaries from more degrees. iii) Sketching (FM sketch [5], Count-Min sketch
[3], LinearCount [22], HyperLogLog [4]) are widely used in cardinality estimation
in the context of big data field, they use hash functions and bitmap like data
structure to appropriately count distinct values. They are used directly in point
query case, extra steps are required to fit range queries. iv) Wavelet-based work
[1,15] use wavelets to approximate the underlying correlations between multi
attributes. They built wavelet coefficient synopses of data and use these synopses
to provide approximate answers to queries. Compared with previous methods,
wavelets have not yet been adopted for use in commercial database systems.

2.2 Learning-Based Cardinality Estimation

Learning-based methods can be divided into two categories according to the
source of feature encoding: learning from query structure and learning from
data distribution. i) Tanu et al. [14] first use queries’ attributes, operators, etc.
to perform cardinality estimates without knowledge of query execution plans
and data distribution. Recently, MSCN [10] separately encodes tables, joins, and
predicates from query structure, which achieves considerable cardinality estima-
tion accuracy on IMDb dataset using multi-set convolutional network. E2E [19]
extracts query structure feature from deeper layer: physical query plan by a two-
level tree LSTM model. What’s more, it proposes a set of word vector models
to embed string values for JOB query workload. ii) Probabilistic relational mod-
els (PRMs) based work [6,20] have made improvements in factoring the joint
probability distribution of all the attributes in the database into materialized
tables. Deepdb [8] is also a work of this data-driven family, using Sum-Product
Networks (SPNs) to learn correlations from data rather than queries. Yang et al.
[25] also uses unsupervised autoregressive model and Monte Carlo integration
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to learn the correlations between attributes from data in a single table. Later
Yang et al. proposed NeuroCard [24], a join cardinality estimator supporting
multi-tables based on Naru.

3 Overview

Our work absorbs the strengths of MSCN [10], and adds Graph Attention Net-
work to capture join-crossing correlations between attributes from join graphs.
Figure 1 shows the overview of our cardinality estimator, GACE.
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Fig. 1. Overview of GACE, GACE is composed of four modules: Database Controller,
Feature Encoder, Sample Encoder, and Estimate Model.

Database Controller. Database Controller is a component that helps to han-
dle the database backend (PostgreSQL version 10.3). It is used for three main
purposes: i) executing query workload for real cardinalities, ii) estimating the
cardinalities of base table for Base Table Selectivity σ, iii) fetching unique val-
ues number of attributes for Join Selectivity ��. We normalized the real and
estimated cardinalities with min-max normalization in log scale

Cnorm =
ln (c) − ln (cmin)

ln(cmax) − ln(cmin)
. (1)

Feature Encoder and Sample Encoder. Separator in Feature Encoder com-
ponent divides a query q ∈ Q into different parts: tables Tq ∈ T , predicates
Pq ∈ P , joins Jq ∈ J . Each Tq has a one-to-one correspondence with sample
bitmap Sq ∈ S, that is, s ∈ Sq represents a bitmap that stores boolean values of
the corresponding t ∈ Tq’s sample tuples after applying predicates p ∈ Pq. This
part of work is finished by the Sample Encoder component on the top of Fig. 1.
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Graph Encoder uses jq of every query q to encode vertexes features Vq ∈ V . Tq,
Pq, Jq, Sq, Vq specifically refer to the elements participating in query q. T , J , P ,
S, V describe the sets of all available tables, predicates, joins, samples, vertexes
in query workload respectively. More encoding detail is discussed in Sect. 4.

Estimate Model. We used four modules to learn features from Table Encoding
{Tq, Sq}, Predicate Encoding Pq, Join Encoding Jq, Vertex Encoding Vq respec-
tively, the first three are Multilayer Perceptrons (MLP), and the last one is a
Graph Attention Network. We use the commonly used metric q-error as the loss
of our model defined in Formula (2)

q-errormax = max(
Ĉ

C
,
C

Ĉ
), (2)

where C and Ĉ stand for real and estimated cardinality normalized by Formula
(1) respectively.

4 Encoding and Model

4.1 Encoding

In this section, we use a specific query q as an example to describe our encoding
process in detail, focusing on our strategy to generate dynamic features: Base
Table Selectivity σ and Join Selectivity ��. As shown in Fig. 2, we sort all tables,
all attributes, all operations, and all joins separately for one-hot like encoding,
and fetch sample rows for sample bitmap encoding. Operation Encoding uses
pure one-hot encoding, setting the corresponding bit position with 1.

Sample Encoding. The Sampler Encoder Component in our system takes out
a certain number of sample tuples (1000 tuples) from the database. For each q,
and it will apply predicates Pq of Tq correspondingly, the bits in sample bitmap
Sq of tuples is set to 1 if meet predicates Pq. Sample Encoding uses the idea of
sampling to reflect the cardinality of base table after the pushdown of predicates.

Base Table Selectivity σ. We propose the Base Table Selectivity to enrich
Table Encoding and Attribute Encoding. Compared to the traditional one-hot
like encoding, we set the bit position with Base Table Selectivity σq ∈ σall rather
than 1. A Base Table Selectivity σ ∈ σq corresponds to a table t ∈ Tq is a decimal
∈ [0, 1]. Formula (3) shows the definition

σ =
Ĉtp

Rows(t)
, (3)
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Fig. 2. Query encoding example, σt and ��t0∗t1 represent Base Table Selectivity and
Join Selectivity respectively, they are used for replacing 1 in one-hot encoding.

where Rows(t) stands for the total rows of base table t, Ĉtp represents the
estimated cardinality of base table t applying predicates p got through traditional
cardinality estimation technologies. If a table t has no predicates, the Base Table
Selectivity σ of it is 1. For each base table in a query, Feature Encoder uses
its estimated cardinality Ĉtp fetched by Database Controller with EXPLAIN
command and persistent Rows(t) to calculate its Base Table Selectivity σ. As for
attributes in predicates, they use the Base Table Selectivity σ of corresponding
base tables.

Join Selectivity �� and Vertex Encoding. Join Encoding and Vertex Encod-
ing are different from Tables Encoding and Attribute Encoding, they involve
conjunctive operations between different attributes. We propose Join Selectivity
for Join Encoding and Vertex Encoding. Formula (4) shows its definition

��=

{
min( 1

µinner
, 1
µouter

), join case
1, no join case

(4)

where μinner and μouter are the number of unique values of inner table and outer
table’s conjunctive attributes respectively. Figure 3 shows our Vertex Encoding
for the example query, where table title join table movie companies on t.id =
mc.movei id, we set corresponding attributes to ��t∗mc, which riches the feature
of vertexes. Base Table Selectivity σ and Join Selectivity �� can not only enrich
the one-hot like encoding, but also better adapt to the status shifts of the dataset,
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such as the addition and deletion of tuples, their contribution to estimation
quality is discussed in Sect. 5.

Generated Sq and Tq are spliced into Table Set as the input of Table Set
MLP. The input of Predicate Set MLP are composed of Attribute Encoding,
Operations Encoding and value normalized by the same min-max normalization
method as cardinalities defined in Formula (1). Join Encoding Jq and Vertex
Encoding Vq construct the input of Join Set MLP’s and GAT’s respectively.

Fig. 3. Vertex encoding example of graph attention network

4.2 Model

Graph Attention Network [21] GAT belongs to Graph Convolutional Network
family, it can effectively aggregate the features of different vertexes in the graph.
By introducing the attention mechanism, the graph attention network peels off
the correlation between vertex features and graph structure, so GAT does not
need to obtain information of the entire graph, which improves the generalization
ability of model. GAT parameterizes the adjacency matrix of graph, and allows
the model to learn the degrees of contribution between different nodes through
self-learning, that is the attention weights

αi,j =
exp(LeakyReLU(−→a T [W

−→
hi ||W−→

hj ]))∑
k∈Ni

exp(LeakyReLU(−→a T [W
−→
hi ||W−→

hj ]))
. (5)

Formula (6) describes the computing layer of GAT

−→
h

′
i =

K∏
k=1

σ(
∑
j∈Ni

αk
ijW

k−→h j), (6)

where αk
ij are attention weights, W k is weight matrix, and

−→
h j are features of

nodes.
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In the context of query optimization, conjunctive predicates between
attributes can be seen as edges of join graph. As shown on the right of
Fig. 3, queries involve the joins of id of table t(title) and movie id of table
mc(movie companies) and table mi(movei info) form join-crossing edges
between them. This kind of conjunctive predicates between primary keys and
foreign keys is very common in real-world query workload. The cardinalities of
results applying the join predicates are closely related to both the cardinalities
of base tables (Base Table Selectivity σ) and the join-crossing correlations (Join
Selectivity ��) between the join base tables. The more the correlations are cap-
tured, the more accurate the cardinalities predicted by the model are. We use
GAT to learn the attention weights between different vertexes of join graph from
query workload including join-crossing correlations between different attributes.

Three MLPs and GAT are used to learn features from query structure and
query workload. Formulas below show the deep detail of our model in Estimate
Model in Fig. 1

Tablemodule : wT = LN(
1

|Tq|
∑
t

t ∈ TqMLPT (vt)),

Joinmodule : wJ = LN(
1

|Jq|
∑
t

j ∈ JqMLPJ(vj)),

P redicatemodule : wP = LN(
1

|Pq|
∑
t

p ∈ PqMLPP (vp)),

GCNmodule : wG = LN(
1

|Vq|
∑
t

v ∈ VqGAN(vv)),

Merge&predicate : wout = MLPout([wT , wJ , wP , wG]).

Table, Join, Predicate MLP modules extract basic features from query struc-
ture: Table Encoding (including Sample Encoding Sq) Tq, Join Encoding Jq,
Predicate Encoding Pq, respectively. The most important feature of them are
Base Table Selectivity and Join Selectivity associated with the status of dataset.
GAT learns the attention weights between attributes from join graphs and Ver-
tex Encoding with Join Selectivity Vq, including the join-crossing correlations.
We put LayerNorm layer at the end of each model to normalize the distribu-
tions of intermediate layers. The features of four models are concatenated by
the last layer of MLP, estimated cardinality is a value between 0 and 1 after
activation by sigmoid function and the estimated cardinalities can be recovered
via denormalization function defined in Formula (7).

Ĉunnorm = eĈnorm×(Cnorm(max)−Cnorm(min))+Cnorm(min) , (7)

where Ĉnorm is cardinality estimated by model, Cnorm(max) and Cnorm(min)

represent the maximum and minimum real cardinalities after normalization.
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5 Evaluation

5.1 Experimental Setup

Query Workloads. We use the IMDb dataset used in JOB[11] and query
workloads proposed by MSCN [10]. Table 1 shows the join number distribution
of each query workload: i) Train query workload contains 100k queries, the max
number of joins is 2. ii) Synthetic workload is generated by the same query
generator as train workload, containing both (conjunctive) equality and range
predicates on non-key attributes, the maximum number of joins is 2. iii) Scale is
a comprehensive workload with join number uniformly distributed from 0 to 4.
iv) JOB-light contains 70 queries derived from 113 queries in JOB, the maximum
join number is 4. Synthetic, Scale and JOB-light query workloads are used as
test workloads to evaluate the performance of models.

Batch Training. Different from the normal tasks using GAT, which treat the
input of the entire dataset as a complete graph, our task regards each query in
the workload as a small graph. Therefore, the traditional GAT cannot be directly
transferred to our task for batch training. In the scenario of cardinality estima-
tion, not only can we obtain the max number of attributes before training, but
also the shape of join graphs formed between attributes are identical the same.
So it is practicable to consider multiple join graphs of queries as a batch, sharing
parameters in the same GAT. Based on the fact, we have implemented a GAT
that supports batch training. Figure 4 compares the time overhead of training in
epochs with batch size = 8 on machine with Intel(R) Xeon(R) E5-2678 v3, 128
GB Memory, and NVIDIA TITAN RTX, BatchGAT achieves 3x acceleration.

Fig. 4. BatchGAT vs. GAT Fig. 5. Base table estimation quality

Metrics. Q-errormax with max operation defined in Formula (2) is adopted as
a metric to evaluate the results. Both real and estimated cardinalities are lower
bounded by 1, and max operation is used in the calculation, so the minimum
attainable q-errormax is 1. We give q-errormax at median, 90th, 95th, 99th,
max and mean percentiles of each query workload in the form of table to show
the estimation quality synthetically. On box plots, we replace q-errormax with
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q-error without max operation defined in Formula (8) to illustrate the quality
more intuitively

q-error =
Ĉ

C
. (8)

Q-error preserves the estimated trend of models: overestimation if greater
than 1 and vice versa is underestimation. The lower whisker, lower quar-
tile, median, upper quartile, upper whisker of box plots represent q-error at
5%, 25%, 50%, 75%, 95% after sorted, respectively.

Table 1. Join distribution of workloads

Number of

joins

0 1 2 3 4 Overall

Train 26818 29888 43294 0 0 10000

Synthetic 1636 1407 1957 0 0 5000

Scale 100 100 100 100 100 500

JOB-light 0 3 32 23 12 70

Table 2. q-errormax on synthetic

Median 90th 95th 99th Max Mean

PostgreSQL 1.69 9.57 23.9 465 373901 154

MSCN 1.19 3.32 6.84 30.51 1322 2.89

New-Enc

MSCN

1.18 3.29 6.73 31 1200.1 2.85

E2E 1.18 3.19 6.05 24.5 323 2.81

GACE 1.18 3.28 6.8 29.61 1008.6 2.83

Table 3. q-errormax on Scale

Median 90th 95th 99th Max Mean

Postgre

SQL

2.59 200 540 1816 233863 568

MSCN 1.42 37.4 140 793 3666 35.1

New-Enc

MSCN

1.35 37.38 108.50 503.57 2799.54 26.41

E2E 1.42 37.3 125 345 1813 26.3

GACE 1.35 24.93 58.71 253.09 2813.74 19.19

Table 4. q-errormax on JOB-light

Median 90th 95th 99th Max Mean

Postgre

SQL

7.93 164 1104 2912 3477 174

MSCN 3.82 78.4 362 927 1110 57.9

New-Enc

MSCN

2.44 17.00 41.24 135.64 269.31 11.59

E2E 3.51 48.6 139 244 272 24.3

GACE 2.11 10.92 19.12 103.13 219.59 8.16

5.2 Dynamic Features for Query Structure

Base Table Selectivity σ. We construct base table queries (216k) with 0
join by extracting all tables and corresponding predicates from the train query
workload. An example query may look like

SELECT * FROM title AS t WHERE t.production_year>2010;

Figure 5 displays the distribution of q-error via EXPLAIN (PostgreSQL
version 10.3) command on our man-made queries, the vast majority of q-error is
around 1. First subplot of Fig. 7 shows the 0 join case of all test query workloads,
the estimation error is also relatively small.

Join Selectivity ��. We execute all conjunctive queries with 1 join between
two tables to calculate the q-errormax between real cardinalities and cardinalities
estimated by �� ×Rows(tinner)×Rows(touter) in order to evaluate the reliability
of Join Selectivity. The min, max, mean q-errormax are 1.65, 1.90, and 1.74
respectively.
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Our experiments demonstrate that Base Table Selectivity and Join Selectivity
are reliable features, the estimation quality of new-enc MSCN (MSCN with Base
Table Selectivity and Join Selectivity embedded) on test workloads in Sect. 5.3
illustrates their effectiveness.

5.3 Estimation Accuracy

We compare the estimation quality of MSCN, new-enc MSCN and GACE (with
dynamic features and GAT) from two perspectives: query workloads and number
of joins. Quality of PostgreSQL is generally underestimated poorly because its
traditional cardinality estimation technologies miss join-crossing correlations.

Query Workloads. Table 2, Table 3, and Table 4 give detail q-errormax on dif-
ferent test workloads. On Synthetic workload, new-enc MSCN perform slightly
better than MSCN [10] at all percentiles (1% at mean) other than 99th, GACE
performs similarly as new-enc MSCN and both inferior to E2E [19], the overall
estimated cardinalities of them are very close to the real cardinalities, limiting
the room for improvement. On scale workload, the overall estimated quality is
also comparatively accurate. New-enc MSCN outperforms MSCN slightly at all
percentiles (20% at mean), the improvement of GACE is considerable, it outper-
forms E2E in all cases by 5%–68% except max percentile. On JOB-light work-
load, which mainly contains queries with 2–4 joins, the performance of MSCN
and E2E is not impressive. After adding more dynamic features, new-enc MSCN
performs better than E2E in all cases, by 2.09x on mean error. As for the GACE
with new feature encoding and GAT module, the estimation quality has exciting
advancement at all percentiles, better than E2E by almost 3x on mean error.
Figure 6 shows the q-errors box plots of models on three test workloads, from
the angle of q-error, the overall conclusion is basically the same as q-errormax, it
can be found that all cardinality estimators have a tendency of underestimation.
Figure 7 illustrates the estimation quality from the view of the join number on
different workloads.

Number of Joins. It can be concluded that when the join number is 0–2,
the underestimation and overestimation q-error of new-enc MSCN, and GACE
are almost the same, slightly better than MSCN, which is consistent with their
performance on the Synthetic query workload. On the case of 3 join, the esti-
mation quality of new-enc MSCN is slightly better than MSCN, GACE achieves
considerable improvements. This is because when the number of joins is 0–3, the
overall estimation quality is relatively high, leaving little space for promotion.
When join number reaches 4, the performance of previous work is poor, the
introduction of new dynamic features and the GAT network bring impressive
improvements.
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Fig. 6. Q-error distribution of PostgreSQL, MSCN, New-enc MSCN, GACE on differ-
ent query workloads.

Fig. 7. Q-error distribution of PostgreSQL, MSCN, New-enc MSCN, GACE on differ-
ent number of joins

These observations verify the performance of new-enc MSCN and GACE in
three different test workloads from another perspective. On Synthetic workload
with up to 2 joins, the overall estimation quality of all models are relatively



344 D. Zhu et al.

reliable, new-enc MSCN and GACE perform similarly with MSCN and inferior
to E2E. On Scale workload, new-enc MSCN and GACE improve slightly due to
the even distribution of join number from 0 to 4. New-enc MSCN and GACE
have each accomplished improvements on JOB-light mainly containing queries
with 2–4 joins, the latter is more significant.

6 Conclusion

In this paper, we propose a Graph-Attention-Network-based cardinality estima-
tor (GACE) that effectively catches join-crossing correlations from join graphs
extracted on query workloads in addition to query structure. GACE leverages the
Graph Attention Network to learn attention weights between different attributes
across tables, including the key factors that challenge the accuracy of cardinal-
ity estimation: join-crossing correlations. GACE combines one-hot encoding with
dynamic features with dataset status embedded (Base Table Selectivity and Join
Selectivity) to enrich the feature encoding of query structure. Exploiting the
regularity of join graphs, a GAT with batch training support is implemented to
mitigate the training overhead. Experiments on IMDb dataset for query work-
loads with different distribution of joins demonstrate that the combination of
one-hot encoding with Base Table Selectivity and Join Selectivity is helpful in
improving the quality of cardinality estimation and GAT can effectively capture
the join-crossing correlations between attributes from join graphs especially on
workloads with more joins. It inspires us to explore the possibility of combining
graph neural networks with methods learning from data in our next work.
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Abstract. A Temporal Network is a graph whose topology is changing
over time and represented as a collection of triplets of the form (u, v, t)
that denotes the interaction between the agents u and v at time t. Ana-
lyzing and enumerating different structural patterns of such networks
are important in different domains including social network analysis,
computational biology, etc. In this paper, we study the problem of enu-
merating one such pattern: maximal (Δ, γ)-Clique. Given a temporal
network G(V, E, T ), a (Δ, γ)-Clique is a vertex subset, time interval pair
(X , [ta, tb]) such that between every pair of vertices of X , there exist at
least γ links in each Δ duration in [ta, tb]. The proposed methodology is
broadly divided into two phases. In the first phase, each temporal link is
processed for constructing (Δ, γ)-Clique(s) with maximum duration. In
the second phase, these initial cliques are expanded by vertex addition
to form the maximal cliques. We show that the proposed methodology
is correct, and running time, space requirement analysis has been done.
From the experimentation on three real datasets, we observe that the
proposed methodology enumerates all the maximal (Δ, γ)-Cliques effi-
ciently, particularly when the dataset is sparse. As a special case (γ = 1),
the proposed methodology is also able to enumerate (Δ, 1) ≡ Δ-cliques
with much less time compared to the existing methods.

Keywords: Temporal Network · (Δ, γ)-Clique · Enumeration
algorithm

1 Introduction

Network (also called graph) is a mathematical object which has been used exten-
sively to represent a binary relation among a group of agents. Analyzing such
networks for different structural patterns remains an active area of study in dif-
ferent domains including Computational Biology [11], Social Network Analysis
[19], Computational Epidemiology [14], and many more. Among many one such
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structural pattern is the maximally connected subgraphs, which are popularly
called as Clique. Finding the maximum cardinality clique in a given network is
a well-known NP-Complete Problem [7].

Real-world networks are time-varying, which means that the existence of an
edge changes with time. Such networks are represented as temporal networks [10]
(also known as time-varying networks). For these types of networks, a natural
supplement of clique is the temporal clique which consists of two things: a subset
of the vertices, and a time interval. Viard et al. [20] put forward the notion of
Δ-Clique. A vertex subset along with a time interval is said to be a Δ-Clique if
every vertex pair from that set have at least a single edge in every Δ duration
within the time interval. However, for practical applications such as commu-
nity structure in temporal networks etc. Δ-Clique appears to be a too sparse
structure. Hence, the notion of Δ-Clique has been extended to (Δ, γ)-Clique by
incorporating frequency along with the duration [3].

The problem of maximal clique enumeration is a classic computational prob-
lem that has been extensively studied on static graphs. Akkoyunlu [1] was the
first to propose an algorithm for this problem. Later, Bron and Kerbosch[5]
introduced a recursive approach for the maximal clique enumeration problem.
These two studies are the foundations on maximal clique enumeration and trigger
a huge amount of research due to many practical applications from computa-
tional biology to spatial data analytics [2,4]. In the past two decades, several
methodologies have been developed for enumerating maximal cliques in differ-
ent computational paradigms, and different kinds of networks, such as in sparse
graphs [6], in large networks [18], in uncertain graphs [16], and many more.
However, the literature on temporal clique enumeration is limited. To the best
of our knowledge other than the enumeration of Δ-Clique [8,19], (Δ, γ)-Clique
[3], isolated cliques [15] there are no other studies.

A maximal (Δ, γ)-Clique signifies different meanings in different contexts. In
case of a time-varying social network, a (Δ, γ)-Clique may signify a temporal
community in the network. Similarly, in case of a protein-protein interaction
network, a (Δ, γ)-Clique signifies a set of proteins that frequently dock and
form a new protein. Hence, enumerating maximal (Δ, γ)-Clique is an important
problem in temporal network analysis. The key contributions of this paper are
as follows:

– We propose an efficient two phase approach for enumerating maximal (Δ, γ)-
Cliques of a temporal network.

– We prove that the proposed methodology is correct and do an analysis for
understanding its time and space requirement.

– We perform an extensive set of experiments to show the effectiveness of the
proposed methodology.

The rest of the paper is organized as follows. Section 2 defines the problem.
Section 3 discusses the proposed solution methodology. Section 4 contains the
experimental evaluation, and finally, Sect. 5 concludes our study.
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2 Problem Definition

In this section we present some preliminary concepts and defines our problem.

Definition 1 (Temporal Network) [10]. A temporal network is defined as
G(V,E, T ), where V (G) is the set of vertices of the network and E(G) is the set
of edges among them. T is the mapping that maps each edge of the graph to its
occurrence time stamp(s).

Fig. 1. Links of a Temporal Network

The figure beside shows the links of
a temporal network. In a static network,
a subset of vertices, where every pair of
them is adjacent is known as a clique.
Recently, Banerjee and Pal [3] generalized
the notion of clique and introduced the
notion of (Δ, γ)-Clique which is stated in
Definition 2.

Definition 2 ((Δ, γ)-Clique). Given a temporal network G(V,E, T ), time
duration Δ, and a frequency threshold γ ∈ Z

+, a (Δ, γ)-Clique of G is a tuple
consisting of vertex subset, and time interval, i.e., (X , [ta, tb]) where X ⊆ V (G),
|X | ≥ 2, and [ta, tb] ⊆ T. Here ∀vi, vj ∈ X and τ ∈ [ta,max(tb − Δ, ta)], there
must exist at least γ number of edges, i.e., (u, v, tij) ∈ E(G) and f(u,v) ≥ γ with
tij ∈ [τ,min(τ + Δ, tb)]. f(u,v) denotes the frequency of the static edge (u, v).

Let, All the links of G are within the time interval [tmin, tmax]. Next, we
define the Maximal (Δ, γ)-Clique.

Definition 3 (Maximal (Δ, γ)-Clique). Given a temporal network
G(V,E, T ) and a (Δ, γ)-Clique (X , [ta, tb]) of G, (X , [ta, tb]) will be maximal if
none of the following is true.

– ∃v ∈ V (G) \ X such that (X ∪ {v}, [ta, tb]) is a (Δ, γ)-Clique.
– (X , [ta − 1, tb]) is a (Δ, γ)-Clique. This applies only if ta − 1 ≥ tmin.
– (X , [ta, tb + 1]) is a (Δ, γ)-Clique. This applies only if tb + 1 ≤ tmax.

In this paper, we study the problem of enumerating the maximal (Δ, γ) -Cliques.

3 Proposed Methodology

The proposed methodology is broadly divided into two steps. Given all the links
with time duration of the temporal network, initially, we find out the maximal
cliques of cardinality two. Next, taking these duration wise maximal cliques, we
add vertices into the clique without violating the definition of (Δ, γ)-clique.
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3.1 Phase 1 (Initialization)

Algorithm 1 describes the initialization process. For a given temporal network
G, initially, we construct dictionary De with the static edges as the keys and
correspondingly, the occurrence time stamps are the values. By the definition of
(Δ, γ)-clique, if the end vertices of an edge is part of a clique, then the edge has
to occur atleast γ times in the link stream. Hence, for each static edge (uv) of G,
if its frequency is at least γ, it is processed further. The occurrence time stamps
of (uv) are fed into the list T(uv). A temporary list, Temp, is created to store
each current processing timestamps from T(uv) with its previous occurrences,
till it has maintained (Δ, γ)-clique property. Now, the for-loop from Line 8
to 32 computes all the (Δ, γ)-cliques with maximum duration where {u, v} is
the vertex set. During the processing of T(uv), any of the following two cases
can happen. In the first case, if the current length of Temp is less than γ, the
difference between the current timestamp from T(uv) and the first entry of Temp
is checked (Line 10). Now, if the difference is less than or equal to Δ, current
timestamp is appended in Temp. Otherwise, all the previous timestamps that
have occurred within past Δ duration from the current timestamp are added in
Temp (Line 14). This process basically checks Δ timestamp backward from each
occurrence times of the static edge (u, v). In the second case, when the current
length of Temp is greater than or equal to γ, it is checked whether the current
processing time from T(uv) falls within the interval of (last γ-th occurrence time
+ 1) to (last γ-th occurrence time + 1 + Δ). Now, if it is true, the current
timestamp is appended in Temp. It can be easily observed that this appending
is done iff the at least consecutive γ occurrences are within each Δ duration.
Otherwise, the clique is added in CI

T with the vertex set {u, v} and time interval
[ta, tb] (Line 22), where ta is the Δ ahead timestamp from the first γ-th entry
in Temp and tb is the Δ on-wards timestamp from the last γ-th entry in Temp.
Next, all the previous timestamps that have occurred within past Δ duration
from the current timestamp are added in Temp as before (Line 24). It allows
to consider overlapping clique. Now, this may happen when we process the last
occurrence from T(uv), it is added in Temp. However, no clique can be added by
the condition of 9 to 26 if the length of Temp is greater than or equal to γ. This
situation is handled by Line 27 to 31. This process is iterated for each key from
the dictionary De. We present few lemmas and they leads to the correctness of
the methodology. Due to space limitation, we will not be able to give the proofs.

Lemma 1. For a link (uv), if there exist any consecutive γ occurrences within
Δ duration, then it has to be in ‘Temp’ at some stage, in Algorithm 1.

Lemma 2. In any arbitrary iteration of the ‘for loop’ at Line 8 in Algorithm 1,
each consecutive γ occurrences of ‘Temp’ will be within Δ duration.

Lemma 3. Let, tf and tl be the first and last occurrence time of a link in Temp.
In the interval [tf , tl], Temp contains at least γ links in each Δ duration.

Lemma 4. In Algorithm 1, the contents of CI
T are (Δ, γ)-Cliques of size 2.
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Algorithm 1: First phase of Maximal (Δ, γ)-Clique enumeration
Data: The temporal network G(V, E, T ), Δ, γ ∈ Z

+.

Result: The initial clique set CI
T of G

1 Construct the Dictionary De;

2 CI
T = φ;

3 for Every (uv) ∈ De.keys() do

4 if f(uv) ≥ γ then

5 T(uv) = Time Stamps of (uv);

6 Temp = [ ];

7 Temp.append(T(uv)[1]);

8 for i = 2 to len(T(uv)) do

9 if len(Temp) < γ then

10 if T(uv)[i] − Temp[1] ≤ Δ then

11 Temp.append(T(uv)[i]);

12 else

13 Temp = [ ];

14 Temp.append(time stamps of the links occured in previous Δ Duration)

15 end

16 else

17 if Temp[len(Temp) − γ + 1] + 1 + Δ ≥ T(uv)[i] then

18 Temp.append(T(uv)[i]);

19 else

20 ta = Temp[γ] − Δ ; // first γ-th occurrence of (u, v) in Temp

21 tb = Temp[len(Temp) − γ + 1] + Δ ; // last γ-th occurrence of

(u, v) in Temp

22 CI
T .addClique({u, v}, [ta, tb]);

23 Temp = [ ];

24 Temp.append(time stamps of the links occured in previous Δ Duration)

25 end

26 end

27 if i = len(T(uv)) and len(Temp) ≥ γ then

28 ta = Temp[γ] − Δ ; // first γ-th occurrence of (u, v) in Temp

29 tb = Temp[len(Temp) − γ + 1] + Δ ; // last γ-th occurrence of (u, v)

in Temp

30 CI
T .addClique({u, v}, [ta, tb]);

31 end

32 end

33 end

34 end

Lemma 5. All the cliques returned by Algorithm 1 and contained in CI
T are

duration wise maximal.

Lemma 6. All the duration wise maximal (Δ, γ)-cliques of size 2 are contained
in CI

T .

3.2 Phase 2 (Enumeration)

Algorithm 2 describes the enumeration strategy. For the given temporal network
G, we construct a static graph G where V (G) is the vertex set of G and each
link of G induces the corresponding edge in E(G) without the time component,
which we call as a static edge. Next, the dictionary D is built from the initial
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clique set CI
T of Algorithm 1, where the vertex set of the clique is the key and

corresponding occurrence time intervals are the values. This data structure is
also updated in the intermediate steps of Algorithm 2. Now, two sets CT1 and
CT2 are maintained during the enumeration process. At any i-th iteration of the
while loop at Line 5, CT1 maintains the current set of cliques which are yet to
be processed for vertex addition and CT2 stores the new cliques formed in that
i-th iteration. At the beginning, all the initial cliques from CI

T are copied into
CT1 . A clique (X , [ta, tb]) is taken out from CT1 which is duration wise maximal
and the IS MAX flag is set to true for indicating the current clique as maximal
(Δ, γ)-clique. For vertex addition, it is trivial to see that only for the neighboring
vertices of X (v ∈ NG(X )), there is a possibility of (X ∪ {v}, [t

′
a, t

′
b]) to be a

(Δ, γ)-clique. If the new vertex set X ∪ {v} is found in D with one of its value
as [ta, tb], the IS MAX flag is set to false, signifying that the processing clique
(X , [ta, tb]) is not maximal. Otherwise, if X ∪ {v} is not present in D, all the
possible time intervals in which X ∪ {v} can form a (Δ, γ)-clique are computed
from Line 16 to 37. This process is iterated for all the neighboring vertices of X
(Line 10 to 38). Now, we describe the statements from Line 17 to 36 in detail. As
mentioned earlier, to form a (Δ, γ)-clique with the new vertex set X ∪{v} all the
possible combinations from X ∪ {v} of size |X |, (represented as C(X ∪ {v},X )),
has to be a (Δ, γ)-clique. Now, for all z ∈ C(X ∪ {v},X )), if z is present in
D.keys(), it signifies the possibility of forming a new clique with the vertex set
X ∪ {v} (Line 17). Now, all the entries of these combinations are taken into
a temporary data structure DTemp from D. For the clarity of presentation, we
describe the operations from Line 19 to 35 for one vertex addition, i.e., X ∪ {v}
with the help of an example shown in Fig. 2. Now, let the entries of DTemp are
z1, z2, . . . zn, i.e., all zi ∈ C(X ∪ {v},X ) and the length corresponding entries
in DTemp are l1, l2, . . . ln respectively. So, one sample from z1 ⊗ z2 ⊗ · · · ⊗ zn

is taken as timeSet in Line 19 of Algorithm 2. One possible value of timeSet
is [t11, t21, . . . , tn1]. For this value, the resultant interval [t

′
a, t

′
b] is computed as

t11 ∩ t21 · · · ∩ tn11 = [max(ta
1

z1
, ta

1

z2
, . . . , ta

1

zn
), min(tb

1

z1
, tb

1

z2
, . . . , tb

1

zn
)].

Fig. 2. The entries of DTemp

If the difference between t
′
b and t

′
a is more

than or equal to Δ, then the newly formed
(Δ, γ)-clique, (X ∪ {v}, [t

′
a, t

′
b]), is added in CT2

and D. Also, if [t
′
a, t

′
b] matches with the cur-

rent interval of X , then the flag IS MAX is set
to False, i.e., (X , [ta, tb]) is not maximal. Now,
this step is repeated for all the samples from
z1⊗z2⊗· · ·⊗zn from Line 19 to 35. This ensures
that all the intervals in which X ∪ {v} forms
(Δ, γ)-clique are added in D.

Now, if none of the vertices from NG(X ) \ X is possible to add in X ,
(X , [ta, tb]) becomes maximal (Δ, γ)-clique and added into final maximal clique
set CL at Line 40. Vertex addition checking is performed for all the cliques of CT1

in the while loop from Line 7 to 42. When CT1 is exhausted and CT2 is not empty,
the contents of CT2 are copied back into CT1 for further processing, signifying
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that all the maximal cliques have not been found yet. This is controlled using
the flag ALL MAXIMAL in the While loop at Line 5. If no clique is added
into CT2 , the flag ALL MAXIMAL is set to true so that in the next iteration
the condition of the While loop at Line 5 will be false and finally Algorithm 2
terminates. At the end, for the temporal network G, CT contains all the maxi-
mal (Δ, γ)-cliques of it. An illustrative example of the enumeration Algorithm
is given in Fig. 3.

Fig. 3. Illustrative example of the proposed Maximal (Δ, γ)-Clique Enumeration Algo-
rithm, (a)Input Temporal Graph with Δ = 4 and γ = 2, (b)Output of the Algorithm
1 - First Phase, (c)-(d) The content of CT1 at Different Iteration of Algorithm 2. The
cliques in red are duration-wise maximal but not w.r.t. cardinality.

All the cliques are added in CT , only from CT1 at Line 40 in Algorithm 2. Now,
initially CT1 contains the elements from CI

L, which are (Δ, γ)-cliques from Lemma
4 and later it is updated with the entries of CT2 . So, if we show that the elements
of CT2 are (Δ, γ)-cliques, the statement will be proved. Now, all the cliques
of CT2 are of atleast Δ duration, from the condition at Line 28. Also, from the
description of the Algorithm 2, it is easy to verify that in each iteration of vertex
addition to a clique of CT1 can only be made, if all the possible combinations of
vertices form (Δ, γ)-cliques. This ensures that all the vertex pairs of the clique
in CT2 are linked atleast γ times in each Δ duration within the intersected time
interval of all the combinations. Hence, the elements of CT are (Δ, γ)-cliques.

Lemma 7. In Algorithm 2, all the intermediate cliques are duration wise
maximal.

Lemma 8. In Algorithm 2, at the begining of any i-th iteration, CT1 holds all
the duration wise maximal (Δ, γ)-cliques of size i + 1.

Lemma 9. All the (Δ, γ)-Cliques returned by Algorithm 2 and contained in CT

are maximal .
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Algorithm 2: Second phase of Maximal (Δ, γ)-Clique Enumeration
Data: A Temporal Network G, Initial Clique Set CI

T , Δ, γ.

Result: Maximal (Δ, γ) Clique Set CT of G.
1 Construct the Static Graph G;

2 Prepare the dictionary D from CI
L CT1 ← CI

L;
3 ALL MAXIMAL = False;
4 while ¬ ALL MAXIMAL do

5 CT2 ← φ;
6 while CT1 �= φ do

7 Take and remove a clique (X , [ta, tb]);

8 IS MAX = True;

9 for Every v ∈ NG(X ) \ X do
10 Xnew = X ∪ {v};
11 if Xnew ∈ D then

12 if [ta, tb] ∈ D[Xnew] then

13 IS MAX = False;

14 end

15 else

16 if ∀z ∈ {C(Xnew, X )} and z ∈ D then

17 DTemp ← Get the entries from D for C(Xnew, X );
18 foreach permutation of DTemp entries as timeSet do

19 max ta = [ ];
20 min tb = [ ];
21 for t ∈ timeSet do

22 max ta.append(t[1]);
23 min tb.append(t[2]);

24 end

25 t
′
a = MAX(max ta);

26 t
′
b = MIN(min tb);

27 if t
′
b − t

′
a ≥ Δ then

28 CT2 .add(Xnew, [t
′
a, t

′
b]);

29 D[Xnew].append([t
′
a, t

′
b]);

30 if t
′
a = ta ∧ t

′
b = tb then

31 IS MAX = False;
32 end

33 end

34 end

35 end

36 end

37 end
38 if IS MAX then

39 CT .append(X , [ta, tb]);

40 end

41 end

42 if len(CT2 ) > 0 then

43 CT1 ← CT2 ;

44 else
45 ALL MAXIMAL = True;
46 end

47 end
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Theorem 1. All the maximal (Δ, γ)-Cliques of G are contained in CT .

Lemma 10. Running time and space requirement of Algorithm 2 is of
O(n4.22n.fmax + n5.22n + 2n.fn

max.n3) and O(m + |CI
T |.fmax + n.fmax + n.2n),

respectively.

Theorem 2. The computational time and space requirement of the proposed
methodology is of O(n4.22n.fmax + n5.22n + 2n.fn

max.n3 + γ.m) and O(m +
|CI

T |.fmax + n.2n + n2.fmax), respectively.

4 Experimental Results

Datasets and Experimental Setup. We use the following three datasets:
(i) College Message Temporal Network (College Message) [17], (ii) Bitcoin OTC
Trust Weighted Signed Network (Bitcoin)1 [13], and (iii) Infectious SocioPat-
terns Dynamic Contact Network (Infectious) [12]. All the datasets contain set
of tuples of the form (t, u, v), where u and v are the anonymous ids of the person
who are in contact at time t. The basic statistics of the datasets are given in
Table 1. The only parameters involved in our study are Δ and γ. For analyzing
temporal network, one intuitive question becomes to find out the frequently con-
nected groups for a given time duration which depends on the network lifetime.
Due to the page limit, the Δ values are directly described in the result table.
To select γ, we consider two points, (i)duration Δ, (ii)the ratio of the no. of
links with the no. of static edges. For smaller value of Δ, we start with the γ
value as 1, keep on increasing it by 1 till the maximal clique set becomes empty.

Table 1. Basic statistics of the datasets

Datasets #Nodes #Links #Static Edges Lifetime

College Msg 1899 59835 20296 193 Days

Bitcoin 5881 35592 21492 5.21 Years

Infectious 10972 415843 44516 80 Days

For a larger value of Δ, the
increment is performed in the
order of 10 to 30. For, Bit-
coin due to small ratio of link
to static edge, we report the
result only for γ = 1.

Experimental Goal . The goals of the experiments are to analyze, how the
number of maximal cliques, maximum cardinality, maximum duration, compu-
tational time and space change with Δ and γ. We compare the performance with:
(i) Virad et al.’s Method [20]: This is the first method proposed to enumerate
maximal Δ-Clique of a temporal network. (ii) Himmel et al.’s Method [9]:
This method incorporates the famous Born-Kerbosch Algorithm to improve the
Virad et al.’s Method. (iii) Banerjee and Pal’s Method [3]: This is the exist-
ing maximal (Δ, γ)-Clique enumeration algorithm. We obtain the source code
of the first two methodologies as implemented by the respective authors. The
proposed methodology is developed in Python 3.4 along with NetworkX 2.0. All
the experiments have been carried out on a CPU server with 40 cores and 160
GB of RAM. Implementations of the algorithms are available at https://github.
com/BITHIKA1992/Delta-Gamma-Clique.
1 https://snap.stanford.edu/data/soc-sign-bitcoin-otc.html.

https://github.com/BITHIKA1992/Delta-Gamma-Clique
https://github.com/BITHIKA1992/Delta-Gamma-Clique
https://snap.stanford.edu/data/soc-sign-bitcoin-otc.html
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Results and Discussion . First, we focus on Δ-Clique, which is equivalent to
(Δ, γ)-Clique with γ = 1. This result is shown in Table 2. In all the datasets,
the maximal clique count decreases with the increment of Δ. This quantity can
increase for a large Δ if there exist some user pairs who contact very frequently
for long duration. This generates many maximal cliques with cardinality 2 and
different [ta, tb], like bitcoin and Infectious. The maximum cardinality(C) iden-
tifies if there is a large group and the maximum duration(D) signifies maximum
how long the users contacted among them. Both C and D increase with the
growth in Δ. It is observed that the proposed methodology is the fastest one
compared to the existing methods. The computational time increases with Δ
in [20], as the algorithm starts with the clique (link) with duration =1, and
expands in both right and left by Δ and creates more intermediate cliques.
Whereas, the processing time depends on the maximal clique count in both [9]
and the proposed method. The computational space is mainly dependent on
the size of intermediate clique set, and it get penalized more in Virad et al.’s
method due to the same reason as discussed. The effect can be seen in Infectious
for Δ = 6000 and 12000. System’s memory becomes insufficient to compute for
these two Δ values. Comparing with the Himmel et al.’s method the proposed
method the trade-off between space and time can be observed for the dense
dataset Infectious.

Now, the results for γ > 1 are shown in Fig. 4. As the maximal clique set
becomes null for γ > 2 in Bitcoin, we only show the plots for College Message
and Infectious datasets. For a fixed Δ, the maximal clique count decreases with
the increase in γ, which in turn reduce the computational time and space as

Table 2. Results for the Maximal Clique Count (N), Maximum Caridinality (C),
Maximum Duration (D), Computational Time (in Secs.) / Space (in MB) for Maximal
Δ-clique ((Δ, γ)-clique with γ = 1) Enumeration for different datasets

Dataset Δ N C D Algorithm

Virad et al. [20] Himmel et al. [9] Proposed

College Message 3600 33933 4 21761 35.25/372 41/140 19.84/148

43200 25635 5 403018 43.02/546 31.38/133 4.19/142

88640 22701 5 896134 52.29/727 28.56/131 2.28/140

259200 21019 5 2322612 84.05/1281 27.61/128 1.41/136

604800 21658 6 6334253 133.53/2427 25.85/128 1.19/139

Bitcoin 3600 26577 7 10791 18.31/142.97 196.49/221 2.36/157

43200 26091 8 129422 19.58/142.71 193.74/235 2.41/158

88640 25970 8 265798 20.69/142.57 190.93/250 2.3/159

259200 26290 8 777572 22.6/142.73 191.49/288 2.36/160

604800 27149 8 1814344 29.69/143.39 193.52/367 2.34/162

Infectious 60 161066 6 3760 274.13/2591 1025.01/286 80.75/357

120 138662 7 5180 405.84/3915 998.53/266 46.88/354

600 128392 10 11200 2659.82/18117 1043.46/262 30.87/523

1200 139684 13 12400 9824.58/72628 1062.69/278 84.13/1017

6000 152121 16 22740 NA 1238.75/293 108.34/3076

12000 152198 16 34740 NA 1266.8/293 108.03/3097
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Fig. 4. Plots for the Clique Count, Maximum Caridinality, Maximum Duration, Com-
putational time, Space with the change of Δ and γ; (a-e) for College Message, (f-j)
for Infectious dataset; In computational time and space for the proposed algorithm is
marked with blue and green respectively, and Banerjee et al.’s Method [3] is marked
with red for the same (Color figure online)

well. Maximum cardinality and the duration also reduces with the increment in
γ. For fixed γ, the same observation of γ = 1 is found. While comparing with
the only existing method [3], it can be observed that the improvement is more
significant for large value of Δ and the small value of γ (Refer Fig. 4 [d,e,i,j]).
Lastly, we can conclude for both Δ and (Δ, γ)-Clique enumeration, the proposed
methodology is better if the input dataset is sparse.

5 Conclusion

In this paper, we have studied the problem of enumerating maximal (Δ, γ)-
Cliques and proposed a two-phase approach to solve this problem. We have
shown that the proposed approach is correct. Experimental evaluation with real-
world datasets shows that the proposed approach can be used effectively to study
the contact patterns of temporal network datasets. Now, the proposed approach
can be extended to study the temporal networks with probabilistic links.
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