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Preface

The volume at hand represents the result of joint efforts of contributing researchers,
reviewers, and organizers, and contains the papers presented at the 32nd International
Conference on Database and Expert Systems Applications (DEXA 2021). This year,
DEXA was held for the second time as a virtual conference during September 27–30,
2021, instead of in Linz, Austria, as originally planned. The decision to organize
another virtual version of DEXA was driven by the intention to provide stable con-
ditions for all DEXA participants and set a good example in temporarily suspending
on-site meetings. We put our trust in the loyalty of DEXA community and look
forward to personal DEXA meetings in 2022.

We are proud to report that authors from 43 different countries submitted papers to
DEXA this year. The number of submissions was similar to those of the past few years.
Our Program Committee conducted more than 500 reviews. We would like to sincerely
thank our Program Committee members for their rigorous and critical, and at the same
time motivating, reviews of these submissions. Based on the total number of accepted
papers, we can report that the acceptance rate this year was 27%, a rate comparable to
DEXA conferences of the last few years.

The conference program this year covered a wide range of important topics such as
data management and analytics; consistency; integrity; quality of data; data analysis
and data modeling; data mining; databases and data management; information retrieval;
prediction and decision support; authenticity, privacy, security, and trust; cloud data-
bases and workflows; data and information processing; knowledge discovery; machine
learning; semantic web and ontologies; stream data processing; and temporal, spatial,
and high dimensional databases.

We tried to follow our on-site face-to-face format. Thus, the authors of the accepted
papers presented their research online using video conference software over four days.
Presentations were performed live in 12 different thematic clusters structured as 15
sessions, each one with an assigned session chair. The scientific presentations, dis-
cussions, and question-and-answer time were all live and part of each session. As we
were aware of time difference issues, for example, for participants from Australia or
South American countries having to present or participate during unusual times of the
day, we tried to minimize this inconvenience.

We would like to express our gratitude to the distinguished keynote speakers for
illuminating us on their leading-edge topics: Elisa Bertino (Purdue University, USA)
for her talk on “Privacy in the Era of Big Data, Machine Learning, IoT, and 5G”, Amit
Sheth (University of South Carolina, USA) for his talk on the third wave of AI, and
Torben Bach Pedersen (Aalborg University, Denmark) for his talk on “Extreme-Scale
Model-Based Time Series Management with ModelarDB”.

In addition, we had a panel discussion on “Big Minds Sharing their Vision on the
Future of AI” led by Bernhard Moser (SCCH, Austria), with Battista Biggio
(University of Cagliari, Italy), Claudia Diaz (Katholieke Universiteit Leuven,



Belgium), Heiko Paulheim (University of Mannheim, Germany), and Olga Saukh
(Complexity Science Hub, Austria).

As is the tradition of DEXA, all accepted papers were published in “Lecture Notes
in Computer Science” (LNCS) and made available by Springer. Authors of selected
papers presented at the conference will be invited to submit substantially extended
versions of their conference papers for publication in special issues of international
journals. The submitted extended versions will undergo a further review process.

The 32nd edition of DEXA featured six international workshops – three established
ones and three brand-new ones – covering a variety of specific topics:

– The 12th International Workshop on Biological Knowledge Discovery from Data
(BIOKDD 2021)

– The 5th International Workshop on Cyber-Security and Functional Safety in
Cyber-Physical Systems (IWCFS 2021)

– The 3rd International Workshop on Machine Learning and Knowledge Graphs
(MLKgraphs 2021)

– The 1st International Workshop on Artificial Intelligence for Clean, Affordable, and
Reliable Energy Supply (AI-CARES 2021)

– The 1st International Workshop on Time Ordered Data (ProTime2021)
– The 1st International Workshop on AI System Engineering: Math, Modelling, and

Software (AISys2021)

The success of the conference is due to the continuous and generous support of its
participants and their relentless efforts. Our sincere thanks go to the dedicated authors,
renowned Program Committee members, session chairs, organizing and steering
committee members, and student volunteers who worked tirelessly to ensure the
continuity and high quality of DEXA 2021.

We would also like to express our thanks to all institutions actively supporting this
event, namely:

– Institute of Telekooperation, Johannes Kepler University Linz (JKU), Austria
– Software Competence Center Hagenberg (SCCH), Austria
– Web Applications Society (@WAS)

We hope you have enjoyed the conference! We are looking forward to seeing you
again next year.

September 2021 Christine Strauss
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Abstracts of Keynote Talks



Privacy in the Era of Big Data, Machine
Learning, IoT, and 5G

Elisa Bertino

Samuel Conte Professor of Computer Science, Cyber2SLab, Director,
CS Department, Purdue University, West Lafayette, Indiana, USA

Abstract. Technological advances, such as IoT devices, cyber-physical systems,
smart mobile devices, data analytics, social networks, and increased commu-
nication capabilities are making possible to capture and to quickly process and
analyze huge amounts of data from which to extract information critical for
many critical tasks, such as healthcare and cyber security. In the area of cyber
security, such tasks include user authentication, access control, anomaly
detection, user monitoring, and protection from insider threat. By analyzing and
integrating data collected on the Internet and the Web one can identify con-
nections and relationships among individuals that may in turn help with
homeland protection. By collecting and mining data concerning user travels,
contacts and disease outbreaks one can predict disease spreading across geo-
graphical areas. And those are just a few examples. The use of data for those
tasks raises however major privacy concerns. Collected data, even if anon-
ymized by removing identifiers such as names or social security numbers, when
linked with other data may lead to re-identify the individuals to which specific
data items are related to. Also, as organizations, such as governmental agencies,
often need to collaborate on security tasks, data sets are exchanged across
different organizations, resulting in these data sets being available to many
different parties. Privacy breaches may occur at different layers and components
in our interconnected systems. In this talk, I first present an interesting privacy
attack that exploits paging occasion in 5G cellular networks and possible
defenses. Such attack shows that achieving privacy is challenging and there is
no unique technique that one can use; rather one must combine different tech-
niques depending also on the intended use of data. Examples of these techniques
and their applications are presented. Finally, I discuss the notion of data
transparency – critical when dealing with user sensitive data, and elaborate on
the different dimensions of data transparency.



Don’t Handicap AI without Explicit
Knowledge

Amit Sheth

University of South Carolina, USA

Abstract. Knowledge representation as expert system rules or using frames and
variety of logics, played a key role in capturing explicit knowledge during the
hay days of AI in the past century. Such knowledge, aligned with planning and
reasoning are part of what we refer to as Symbolic AI. The resurgent AI of this
century in the form of Statistical AI has benefitted from massive data and
computing. On some tasks, deep learning methods have even exceeded human
performance levels. This gave the false sense that data alone is enough, and
explicit knowledge is not needed. But as we start chasing machine intelligence
that is comparable with human intelligence, there is an increasing realization that
we cannot do without explicit knowledge. Neuroscience (role of long-term
memory, strong interactions between different specialized regions of data on
tasks such as multimodal sensing), cognitive science (bottom brain versus top
brain, perception versus cognition), brain-inspired computing, behavioral eco-
nomics (system 1 versus system 2), and other disciplines point to need for
furthering AI to neuro-symbolic AI (i.e., hybrid of Statistical AI and Sym-
bolic AI, also referred to as the third wave of AI). As we make this progress, the
role of explicit knowledge becomes more evident. I will specifically look at our
endeavor to support human-like intelligence, our desire for AI systems to
interact with humans naturally, and our need to explain the path and reasons for
AI systems’ workings. Nevertheless, the variety of knowledge needed to support
understanding and intelligence is varied and complex. Using the example of
progressing from NLP to NLU, I will demonstrate the dimensions of explicit
knowledge, which may include, linguistic, language syntax, common sense,
general (world model), specialized (e.g., geographic), and domain-specific (e.g.,
mental health) knowledge. I will also argue that despite this complexity, such
knowledge can be scalability created and maintained (even dynamically or
continually). Finally, I will describe our work on knowledge-infused learning as
an example strategy for fusing statistical and symbolic AI in a variety of ways.



Extreme-Scale Model-Based Time Series
Management with ModelarDB

Torben Bach Pedersen

Aalborg University, Denmark

Abstract. To monitor critical industrial devices such as wind turbines, high
quality sensors sampled at a high frequency are increasingly used. Current
technology does not handle these extreme-scale time series well, so only simple
aggregates are traditionally stored, removing outliers and fluctuations that could
indicate problems. As a remedy, we present a model-based approach for
managing extreme-scale time series that approximates the time series values
using mathematical functions (models) and stores only model coefficients rather
than data values. Compression is done both for individual time series and for
correlated groups of time series. The keynote will present concepts, techniques,
and algorithms from model-based time series management and our implemen-
tation of these in the open source Time Series Management System (TSMS)
ModelarDB. Furthermore, it will present our experimental evaluation of
ModelarDB on extreme-scale real-world time series, which shows that that
compared to widely used Big Data formats, ModelarDB provides up to 14x
faster ingestion due to high compression, 113x better compression due to its
adaptability, 573x faster aggregation by using models, and close to linear
scale-out scalability.



Big Minds Sharing their Vision on the Future
of AI (Panel)

Panelists

Battista Biggio, University of Cagliari, Italy
Claudia Diaz, Katholieke Universiteit Leuven, Belgium

Heiko Paulheim, University Mannheim, Germany
Olga Saukh, Complexity Science Hub, Austria

Moderator

Bernhard Moser, Software Competence Center Hagenberg and Austrian Society
for Artificial Intelligence, Austria

Abstract. While we are currently mainly talking about narrow AI systems, in
the future, neural networks will increasingly be combined with graph-based and
symbolic-logical approaches (3rd wave of AI).
How will this technological trend affect the key issues of security such as

integrity protection or privacy protection, and environmental impact? In this
context, in this interactive panel discussion, technology experts will discuss
current and envisioned challenges to AI from the research perspective of their
respective fields.
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Abstract. This paper contributes a reference architecture of a reusable
infrastructure for scientific experiments on data processing and data inte-
gration. The architecture is based on containerization and is integrated
with an external machine learning cloud service to build performance
models.
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1 Introduction

In recent years, the volume of collected data increases faster than ever in the
past. There is a high demand for well optimized, high performing, and reliable
data processing and data integration solutions, e.g., in data warehouse, data
lake, and data science architectures. Although there exist numerous solutions in
these areas, the need for further research seems to be bigger than ever. The 3Vs
of big data need excessive scientific experiments to workout better performance,
scalability, security, and more trustworthy solutions for data processing.

In a hybrid cloud architecture, an infrastructure necessary to perform experi-
ments can be highly distributed. A subject of an experiment can be a component
of the cloud or can be provided as a service, but more often it is necessary to
have it on premise to access performance metrics at a low level of a technology
stack. To this end, monitoring resources consumption, I/O, and operating sys-
tem performance indicators is necessary. Integrating all monitoring components
and tooling required for an experiment is often a challenging integration project
itself.

In general, the majority of experiments share a life-cycle similar to the one
shown in Fig. 1. Each experiment has to be carefully designed and then a nec-
essary infrastructure has to be set up, cf. the prepare step. Experiments are
executed based on specifications, aka. recipes, to produce experimental data.
These data are then analyzed and conclusions are drawn, which may result in
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some tuning of a design and recycle of all the steps. Typically, data integration
experiments require expensive resources. Therefore, it is important to figure out
in which phases such resources are required and allocate them only when needed.

Design Prepare Execute Analyse Conclude

steps

resources

• analy cs 
cluster ($)

• analy cs 
SaaS ($-$$$)

• analy cs 
cluster ($)

• sources 
repository

• sources 
repository

• analy cs 
cluster ($)

• bare metal 
($$$)

• sources 
repository

• sources 
repository

• mini cluster

Fig. 1. The life-cycle of a scientific experiment

A few contributions to automating experiments have been proposed in scien-
tific publications so far. [8] and [5] address the problem of running experiments
on biological data. In [8] the authors proposed workflow templates, which repre-
sent types of a task (services) to run. A workflow template is instantiated with
concrete tasks. The paper provides a general description of the solution, without
providing details on the implementation. In [5], a method for defining, deploying,
and running scientific workflows on biological data was proposed. Such workflows
can have an arbitrary structure, like in our approach. [7] contributes a Python
library for experimenting with recursive inter-network architectures (which are
based on inter-process communication). The library allows to programmatically
define a network topology and other parameters of the network. [2] describes a
distributed framework based on containers for building a fog of IoT devices and
scheduling works of heterogeneous IoT applications. Finally, the state of the art
analysis of approaches to designing environments for continuous experimentation
is available in [1].

In recent years, a common trend is observed to support performance tun-
ing of systems and software pieces by machine learning (ML) algorithms, e.g.,
[3,4,6]. Such algorithms require large volumes of test data to learn reliable per-
formance models. Thus, excessive experimental evaluations are needed to provide
performance data, to feed ML algorithms.

In this short paper we propose a software architecture for automatically
deploying, running, collecting, and analyzing performance data. Our
solution differs from the aforementioned ones in the following: (1) it includes a
ML component to build performance models and (2) it is based on virtualization
by means of containerization (Docker). The architecture has been designed to
fulfill the major requirement - to support full automatization of all tasks in an
experiment’s pipeline, i.e., all components of the architecture are automatically
deployable either in a cloud or on-premise environment. The automatization
encompasses: (1) setting up multiple test environments that differ with various
parameters, e.g., the number of nodes, memory, CPUs, (2) deploying software
components to be evaluated, (3) running experiments with various parameters,
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(4) monitoring the execution of the experiments, (5) gathering and persistently
storing performance data, (6) preparing the performance data for ML algorithms,
and (7) running the ML algorithms. The architecture has been designed at a
logical level (cf. Sect. 2) and at an implementation level (cf. Sect. 3). To the best
of our knowledge, it is the first architecture that is able to fully automatize the
full pipeline of scientific experiments.

2 Reference Architecture: Logical Level

In our reference architecture, all services are distributed across the cloud or
on-premise infrastructure. At the logical level, there are the following groups
of services: Core, Analytics, External SaaS, and Experiment subject. Each such
group is a separate deployment unit, which can be provisioned on a single or
multiple nodes.

Experiment subject represents all operational services and data sources
that are subjects of experiments. This is the most frequently changing part of
experiments’ architecture, as different experiments are focused on testing differ-
ent components (e.g., databases, ETL engines, or other data integration compo-
nents). They use different data sets, with different scale factors and configura-
tions of data sources. Nevertheless, a still significant portion of these services can
be reusable. Services to initialize data sets, generate data, and monitor resources
consumption can be continuously developed to provide a good toolkit for subse-
quent experiments.

Core provides: (1) an entry point for experiments and (2) the orchestration
of all experiments, accessed via GUIs and APIs. These services are reusable in
a broad scope of experiments without any changes required.

Analytics includes a data repository and services needed to store, (pre-)
process, and analyze data collected during experiments. This component stores
all results of all executed experiments.

External SaaS integrates all external services that may be needed for exper-
iments, e.g., a repository of recipies, a repository of experimental results, data
preparation, machine learning, and variety of analytical functions. Recipes repos-
itory is a persistent and versioned repository for documents that describe all
experiments to be run. Recipes are maintained like any other code. These ser-
vices do not require any maintenance, but the services have to be picked up
carefully to ensure long lasting support, backward compatibility, and general
reliability.

3 Reference Architecture: Implementation Level

The aforementioned logical architecture has been implemented by means of
encapsulated functionalities, deployed as Docker containers. We outline the
implementation for a use-case on testing performance of user defined functions
(UDFs) in data processing workflows (DPWs). In such applications, UDFs are
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typically treated as black boxes, i.e., their semantics and performance character-
istics are unknown, which prevents from optimizing execution plans of DPWs.
The goal of UDFs testing is to collect their performance characteristics to fur-
ther build ML models that can determine a type of an executed UDF (thus to
open a black box), based on these characteristics.

The experiments for collecting performance characteristics of UDFs were
conducted with Spark UDFs on top of the PostgreSQL database. All services
in the architecture were packed in Docker containers and deployed on an
OpenShift cluster. The implementations of the logical components (cf. Sect. 2)
were deployed on dedicated clusters, as presented in Fig. 2.

Analytical cluster

Public Cloud services

Experiment subject cluster

                                               Datasets reference images

Core services clusterMultiple
Clients
API Requests

Experiments 
orchestrator

Execution Leader
API

Database initializer
API

Results
NoSQL datastore

Execution engine
Spark Service

Resource Monitor
Daemon service

Results
Analyzer

Subject dataset
RDBMS

AutoAI
Machine learning
runtime

Fig. 2. The implementation components of the logical reference architecture

The Experiment subject service from the logical architecture (cf., Sect. 2)
is implemented by Database initializer, Execution engine, Resource monitor, and
Subject dataset. Database initializer prepares and maintains databases used for
experiments. In particular, it (1) generates PostgreSQL databases of requested
sizes, using the TPC-DS1 generator; (2) prepares a fresh new database by cloning
the volumes snapshot generated in the previous step; (3) warms-up a database
if needed - some experiments require databases to be in a state other than
initial (e.g., triggered lazy initialization, pre-filled caches, collected statistics).
Execution engine makes available an environment to run experiments. In the
described use-case, UDFs were executed on Apache Spark. The Spark cluster was
deployed with Apache Spark operator for Kubernetes (spark-on-k8s-operator).
UDFs were specified by recipes stored in the Git repository and were executed
on data from the TPC-DS benchmark, stored in PostgreSQL. Resource monitor
is implemented as a service with a RESTfull interface to be used by Execution
engine. Resource monitoring by Resource monitor can be done either at an oper-
ating system (OS) level or at the Spark level. At the OS level raw characteristics

1 http://www.tpc.org/tpcds/.

http://www.tpc.org/tpcds/
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of CPU usage, memory allocations, network traffic, and I/O are monitored. At
the Apache level some performance metrics of this engine are collected. All the
metrics are periodically uploaded into Results datastore. Subject dataset stores
in a relational database (in the current implementation PostgreSQL) datasets
used by experiments.

The Core service is implemented by Experiments orchestrator and Execution
leader. The first service manages experiments, each of which is described by a
recipe stored in a repository. From a set of workers, it assigns a service called
Execution leader that is responsible for communicating with other components
of the architecture.

The Analytics service is implemented by Results analyzer and Results datas-
tore. Results analyzer prepares data collected from experiments in order to pass
them to the AutoAI service for analysis. Data being analyzed are stored in
Results datastore. Since experiments are of different natures and their results
are of heterogeneous formats, a NoSQL database (MongoDB) is used. It also
stores the results of analyzes.

The External SaaS service is composed of Git repository and AutoAI. Git
repository stores recipies, described in YAML files. Recipes contain all the infor-
mation necessary to execute and analyse experiments. To start an experiment
via Experiment orchestrator, the only required input is a link to a recipe in
Git repository. This way, an exact context of an experiment execution is ver-
sioned. A recipe can be composed of two sections, namely: Execution specification
and Analyzes specification. Execution specification contains all the information
needed by Execution engine to execute UDFs in Spark (a UDF implementation,
sequences of executions, the number of re-tries, the set of indicators to be moni-
tored, datasets specification). Analyzes specification defines a type of processing
to be run on data collected by Resource monitor. The specification includes a
sequence of actions, like data pre-processing for ML, model training, model eval-
uation, hyper-parameter tuning, and model re-training. The AutoAI service2 in
IBM Cloud, is used to automatically train multiple models, evaluate them, tune
hyper-parameters, and return both a model and its assessment, as the result of
the whole experiment’s cycle.

Technology Stack. The following technology stack was proposed to imple-
ment the architecture: (1) Docker containerization - an operating system level
virtualization, which is resource efficient and ensures exactly the same conditions
for subsequent software re-executions; (2) Kubernetes containers orchestration -
a system for automating application deployment, scaling, and management on
multiple nodes; (3) OpenShift container platform - platform as a service (PaaS)
for containerized software managed by Kubernetes; (4) Bare metal as a service
(MaaS) - hardware that can be configured in a flexible way with web GUI or
API; typically available within minuets for experiments, often with customized
operating system, middle-ware, and cluster management software.

2 https://www.ibm.com/cloud/watson-studio/autoai.

https://www.ibm.com/cloud/watson-studio/autoai
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Experimental Evaluation. The architecture for evaluating the performance
characteristics of UDFs was deployed on two OpenShift clusters. Deploying the
full architecture in a cloud performed as follows: (1) the Core service on a 3-
node cluster was provisioned within less than 5 min, (2) the Analytics service
on another 3-node cluster was provisioned also within less than 5 min, (3) the
Experiment subject on another 3-node cluster was provisioned within less than
4 h; most of the time was spent on data sets images generation. The time can
be easily reduced by increasing the number of nodes in a cluster, since the data
generation process scales linearly w.r.t. the number of nodes. Having completed
this experimental evaluation, we can conclude that the architecture proved its
flexibility in defining a parameterized environment for experiments.

4 Summary

In this paper we contributed an architecture for conducting scientific experi-
ments. Unlike, other solutions in this field, our architecture is built with chunks
encapsulated in containers. Moreover, it integrates with a ML service to build
performance models. The architecture enables a high level of re-usability of its
components for various (even very different) experiments. As soon as the exper-
iments are finished, the most expensive part of the infrastructure can be scaled
down to zero. The architecture was deployed in the cloud to test performance
of user defined functions. This application proved that the whole architecture
could be deployed quickly and fully automatically.

Acknowledgement. The work of Robert Wrembel is partially supported by IBM
Shared University Reward 2019.
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Abstract. The subgroup discovery problem aims to identify a subset
of objects which exhibit interesting characteristics according to a qual-
ity measure defined on a target attribute. In this paper, we propose a
new optimized approach, called SD-CEDI, which originality consists of
extracting subgroups defined on discontinued attribute intervals. The
intuition behind this approach is that disjoint intervals allow refining
the definition of subgroups and therefore the quality of the subgroups
identified. For this purpose, the approach we propose models the search
space through a hypercube and aims to slice this hypercube to highlight
subgroups. Unlike recent methods that also exploit the concept of hyper-
cubes, the originality of our approach relies on the way it performs the
slicing in order to bring out discontinuous attribute intervals. The good
performances of the approach are demonstrated by comparing, qualita-
tively and quantitatively, the results with the main algorithms that are
the references in the domain.

Keywords: Data science · Subgroup discovery · Knowledge
extraction · Algorithm

1 Introduction

Numerous subgroup discovery techniques have been proposed. The vast majority
of these approaches make the assumption that optimal subgroups emerge from
continuous intervals on attributes. Thus, the main contribution of the literature
for extracting subgroups aims to search for those defined on continuous attribute
intervals. That result in the identification of groups defined over wider intervals
thus containing some irrelevant objects that may degrade the quality function.

In this paper, we focus on the subgroup discovery problem and we propose
a new approach, called SD-CEDI, which originality consists of searching for
subgroups defined on discontinuous attribute intervals. The intuition behind this
approach is that disjoint intervals allow refining the definition of subgroups and
therefore the quality of the subgroups identified. For this purpose, the approach
we propose models the search space through a hypercube and aims to slice
this hypercube to highlight subgroups. Unlike recent methods that also exploit
the concept of hypercubes, the originality of our approach relies on the way it
performs the slicing in order to bring out discontinuous attribute intervals.
c© Springer Nature Switzerland AG 2021
C. Strauss et al. (Eds.): DEXA 2021, LNCS 12923, pp. 10–21, 2021.
https://doi.org/10.1007/978-3-030-86472-9_2
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Subgroup Discovery with Consecutive Erosion on Discontinuous Intervals 11

In this work, we detail the SD-CEDI algorithm we propose and the optimiza-
tions it integrates during the searching process. The efficiency of the approach
is demonstrated by comparing the results with the main algorithms that are the
references in the domain. Thus, by applying our approach to the benchmark
of the four datasets traditionally used in the field, we show qualitatively and
quantitatively the good performances of the approach.

The paper is organized as follows. Section 2 reviews the main related works.
Section 3 formally defines the concept of subgroups and describes the approach
we propose. Section 4 is devoted to performances based on experimental results.
Section 5 concludes and presents the future directions.

2 Related Works

Subgroup Discovery is a descriptive data analysis technique method of data
mining which aims to extract a group of transactions with the highest “quality”
defined on an attribute or a group of attributes according to a quality function.
The attributes used in the quality function are called target variables.

In [1], Atzmueller et al. presented an overview of the main quality function
in the domain for each type of target variable. Thus, the quality function which
they presented for the numerical target in their paper, being one of the most
relevant, will be used in the rest of the paper:

qα(P ) = nα(mP − m0) (1)

In this equation, qα is the quality function, P is the subgroup, n is the number
of elements in the subgroup, α ∈ [0; 1] is a parameter to adjust the weight of
n in the final result, and finally mP and m0 are respectively the means of the
target value calculated on the subgroup and the whole dataset.

Regarding the subgroup discovery methods, Herrera et al. [5] introduce a
classification according to three main families: (1) Extensions of classifica-
tion algorithms, based on algorithms which search rules to separate classes,
and include notably the pioneer of the subgroup discovery (EXPLORA [6] and
MIDOS [8]), (2) Evolutionary algorithms for extracting subgroups, which
allows extracting fuzzy rules by using bio-inspired methods such as genetic algo-
rithms (as MESDIF [3] for instance) and (3) Extensions of association algo-
rithms, which particularity stands out in the possibility to use many types of
target variable (binary, nominal, numerical, etc.)

In [2], Atzmueller et al. proposed SD-MAP, an algorithm based on FP-Tree
which became a reference to the domain for years.

Recently, Millot et al. proposed OSMIND [7], that is able to extract opti-
mal subgroups with better quality than SD-MAP, even without discretization,
through a fast but exhaustive search. However, the previous methods have their
limitation about the format of their subgroup, which can only be defined on
continuous intervals.
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In our recent works, we have proposed DISDi [4], that is the first attempt at
using discontinuous intervals in its subgroup description, and was even able to
surpass OSMIND in some situations.

In this paper, we propose to deepen the principle of discontinuous intervals
in subgroup discovery through the SD-CEDI algorithm, by using consecutive
erosion on a hypercube in order to extract the best subgroup with discontinuous
intervals.

3 SD-CEDI Algorithm

In order to understand the tasks which have to be done by SD-CEDI, it is
necessary to understand the principles of the Subgroup Discovery.

Thus, in this section, the tasks of Subgroup Discovery will be formally
defined, then the concept of SD-CEDI will be detailed.

3.1 Preliminaries

Let D be a dataset constituted with a set of attributes A and a set of transactions
T such as: ∀t ∈ T,∀a ∈ A,∃v such that t[a] = v. The dataset D can also be seen
as a hypercube where each attribute a is considered as a dimension on the
cube. The search for subgroup discovery aims to find interesting patterns which
describe a particular set of objects according to a quality function qα (see Eq. 1).

In [2], Atzmueller et al. pinpoints 4 properties needed in order to conduct a
Subgroup Discovery: (1) A quality function qα that evaluate the quality of the
subgroup, (2) a target variable atarget (or a group of target variables) used in
the quality function, (3) a subgroup description language in which the format
of the subgroup description is defined and (4) a search strategy, essentially the
concept of the algorithm used for the extraction.

Obviously, the target variable depends on the dataset; nevertheless in this
study we always work with non-discretized numerical variable as targets. As
for the description language, we define a subgroup g as a set of objects called
“selectors”, si composed of a left part and a right part. The left part is an
attribute ai in A, while the right part is an interval or a set of intervals leading
to a restriction on the value upon the ai attribute.

For the quality function, we consider the function which is commonly used
for the numeric target quality function [1] described previously in the Eq. 1.

At last, the search strategy used the principle of a FP-Tree which specificity
will be explained further.

More formally, for each attribute ai in A, the values Mini and Maxi are
defined respectively as the minimal and maximal value of the dataset on the
attribute ai.

Definition 1: Selector. A selector sj is defined as a couple of objects (lj , rj)
with lj = ai ∈ A and rj such as
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rj =
k⋃

1→nbI

[mink;maxk] (2)

where min1 ≥ Mini, maxnbI ≤ Maxi and maxk < mink+1.
We can then define two functions: lh, the function which return the left part

of a given selector and rh which return its right part, namely lh : sj → lj and
rh : sj → rj . We note S the set of all possible selectors.

Definition 2: Extent of a Selector. For every selector sj , we can define its
extent ext(sj) as the transactions of T for which the value of the attribute lh(sj)
is in the range of rh(si).

ext(sj) = {t ∈ T such as t [lh (sj)] ∈ rh (sj)} (3)

Definition 3: Extent of a Subgroup. The extent ext(g) of a subgroup g
composed by the selectors s1, s2, ..., sl is the intersection of the extent of its
selectors.

ext(g) =
k⋂

1→l

ext(sk) (4)

Property 1: Closer Upper-Bound. For a subgroup g, a closer upper-bound
ub(g) can be identified as the highest value theoretically reachable with the
combination of the transactions in ext(g). This bound can be found by the
formula:

ub(g) = max
(
qα(Top1), qα(Top2), ..., qα(Top‖ext(g)‖)

)
(5)

with Topn the set of the n transactions of ext(g) with the highest target value.

Proof. Let consider a set of transactions gsmall with nbsmall elements and
sumsmall the sum of the targets value of its transactions. For two transactions t1
and t2 with val1 and val2 as their value on the target variable, with val1 ≥ val2
we can calculate the score of the new sets created by adding t1 and t2 to gsmall,
respectively g1 and g2:

val1 ≥ val2 ⇒ sumsmall + val1 ≥ sumsmall + val2

⇒ mean1 = sumsmall+val1
nbsmall+1 ≥ sumsmall+val2

nbsmall+1 = mean2

⇒ qα(g1) = nα (mean1 − m0) ≥ nα (mean2 − m0) = qα(g2)

With this property, using any subgroup g allows creating the best subsets
of elements maximizing the quality function in the Eq. 1 for each possible size.
Thus, the highest value determines the best score that any subset of g can
achieve.
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Fig. 1. 5 steps of the SD-CEDI algorithm

3.2 SD-CEDI

The algorithm SD-CEDI that presented performs the search for subgroups in 5
main steps, as depicted in Fig. 1: (i) Interval Selection: Selection of the first
intervals available for an erosion in the current subgroup. (ii) Interval Erosion:
Erosion of the selected interval and creation of the corresponding subgroups. (iii)
List Integration: Addition of the new subgroups candidate in the list of can-
didates ordered by their upper bound. (iv) Potential Oriented Selection:
Selection of a subgroup with the best potential in the list. If there is one, rep-
etition of step 1 with the new subgroup. Otherwise, go to step 5. (v) Final
Subgroup: Return the best subgroup found during the search if there are not
more candidates.

More precisely, the SD-CEDI algorithm is detailed in Algorithm1. SD-
CEDI uses successive erosion in order to merge to the optimal solution. Thus,
the first step is to identify the first subgroup which includes every transaction
(Algorithm 1 - lines 2 and 3). From there, SD-CEDI can recursively extract all of
the other subgroups of interest through the erosion (Algorithm1 - line 7). Usu-
ally, this kind of erosion should be represented by a graph, as erosion of different
intervals may lead to the same result. For instance, let’s consider an ordered set
{a, b, c, d, e}, the intervals it1 = [a; d] and it2 = [b; e]. A third interval, it3 = [b; d]
can be obtained with either a left erosion of it1 or a right erosion of it2.

In order to extract the list of sub-selectors without redundancies, additional
information was added to the interval with which they are composed. Thus, the
intervals which can be eroded exist in 4 states, according to the Fig. 2.

Three parameters have to be considered during the erosion: the lock on the
left bracket (preventing the left erosion), the lock of the right bracket (preventing
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Algorithm 1. SD-CEDI
Require: A : list of attributes, Atarget : target variable, T : list of transactions
Ensure: bestsg : Subgroup with the highest score
1: orderedList ← {}
2: firstsg ← completeBreakableSg(A,T )
3: curSg ← firstsg
4: bestsg ← firstsg
5: bestScore ← 0
6: while curSg �= NULL do
7: subsg ← EROSION(curSg)
8: orderedList.remove(curSg)
9: for newSg ∈ subsg do

10: if newSg.getScore() > bestScore then
11: bestsg ← newSg
12: bestScore ← newSg.getScore()
13: end if
14: if newSg.getUpperBound() > bestScore then
15: orderedList.addByUpperBound(newSg)
16: end if
17: end for
18: curSg ← orderedList.takeF irst()
19: end while
20: return bestsg

the right erosion) and the possibility of breaking the interval into the union of
two intervals. At last, by considering that the erosion of a current subgroup can
only be done on the first unlocked interval of the fist unlocked selector, the search
space can be reduced from a graph, in which a subgroup can be the result of
many different erosions, to a tree in which each node had only one parent. The
erosion process is detailed in the Algorithm 2.

In order to find the best subgroup in this tree, SD-CEDI will go through the
5 steps presented earlier:

During the (i) Interval selection (Algorithm 2 - lines 2 to 11), SD-
CEDI will identify, in the current subgroup, the interval which has to be eroded,
which is the first interval which is not completely locked in all the selectors.

The interval will then be identified as one of the four possible types shown
in Fig. 2, extract the corresponding subintervals and create the new subgroup
candidate in the (ii) Interval Erosion step (Algorithm 2 - lines 12 to 25).

It can also be noted that each candidate is tested in order to become the
best subgroup if they show a better result than the current best (Algorithm1 -
lines 10 to 13).

At the (iii) List Integration, the candidates which were generated will be
tested: to optimize the exploration of the tree, SD-CEDI uses the Property 1.
With this property, the method is able to prune the branches of the tree when
the closer upper bound of their subgroup cannot reach the score of the best
current subgroup (Algorithm1 - lines 14 to 15).
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(a) (b)

(c) (d)

Fig. 2. Four kinds of interval erosion in the SD-CEDI algorithm: (a) left lock, (b) right
lock, (c) no lock and (d) breakable, with blue for locks, red for removed elements and
green for removable elements (Color figure online)

Furthermore, the closer upper-bound property is better exploited by finding
a subgroup with a high score sooner, which expose two problems with the classic
exploration of the tree. The subgroup with good score tends to be the results
of many erosion and thus be positioned deep in the tree. The Breadth First
Search is then inadequate with the closer upper-bound property. However, the
Depth First Search also shown his flaws as the algorithms may invest too much
time on subgroups with a low and unreachable closer upper-bound if the current
best subgroup has a low score.

To overcome this limitation, SD-CEDI perform a (iv) Potential Oriented
selection: each node of the tree which has to be tested is ordered by its closer
upper-bound, as seen in the line 15 of the Algorithm1. This method allows SD-
CEDI to find the high scored subgroup faster, and then increase the effect of the
pruning throw the upper bound.

At last, the (v) Final Subgroup extracted by SD-CEDI is returned at the
end of the Algorithm 1, line 20.

4 Experimental Results

The performances of SD-CEDI have been evaluated on 4 datasets traditionally
used as a benchmark for evaluating performances of subgroup discovery algo-
rithms. These datasets, that come from the Bilkent repository1, are the following:
(i) Airport (AP), which contains air hubs in the United States as defined by the
Federal Aviation Administration. (ii) Bolt (BL), which gathers data from an
experiment on the effects of machine adjustments at the time to count bolt.
(iii) Body data (Body), which represents data on body Temperature and Heart
Rate. (iv) Pollution (Pol), which are data on pollution of cities.
1 http://pcaltay.cs.bilkent.edu.tr/DataSets/.

http://pcaltay.cs.bilkent.edu.tr/DataSets/
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Algorithm 2. EROSION
Require: Subgroup : sg
Ensure: subsg : List of the eroded subgroups created from sg
1: subsg ← {}
2: indexSel ← 1
3: while sg.isSelectorLock(indexSel) do
4: indexSel ← indexSel + 1
5: end while
6: sel ← sg.getSelector(indexSel)
7: indexInter ← 1
8: while sel.isIntervalLock(indexInter) do
9: indexInter ← indexInter + 1

10: end while
11: inter ← sel.getInterval(indexInter)
12: if inter.isLockLeft() then
13: newSubInters ← inter.erodLeft()
14: else if inter.isLockRight() then
15: newSubInters ← inter.erodRight()
16: else
17: newSubInters ← inter.erodNoLock()
18: if inter.isBreakable() then
19: newSubInters.addAll(inter.erodBreak())
20: end if
21: end if
22: for all curInter ∈ newSubsInters do
23: newSg ← sg.replaceInterval(curInter, indexSel, indexInter)
24: subsg.add(newSg)
25: end for
26: return subsg

The number of attributes as well as the number of transactions varies from
a dataset to another, as shown in Table 1.

Table 1. Description of the datasets

Airport Bolt Body Pollution

Nb. attributes 5 7 2 15

Nb. transactions 135 40 130 60

We have compared SD-CEDI to the three main algorithms that are references
in the domain: SD-MAP [2], OSMIND [7] and DISDi [4]. For each dataset, all
attributes are numeric attributes and have not been discretized beforehand. Such
an approach, without discretization, is interesting as the discretization process
may not be an intuitive operation due to the multiple existing methods to do so.
Thus observing these results under those circumstances may reveal the actual
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capacity of the subgroup discovery algorithm in front of raw data. Finally, note
that in the case of the DISDi algorithm, all tests have been done with the β
parameter - that defines the minimal size of the selector - fixed at the value
which optimizes the score.

4.1 Best Quality on Raw Dataset

In a first step, we have studied the quality score of the extracted subgroups for
each algorithm. Figure 3 describes the score of each method on the datasets of
the benchmark, normalize by the maximum score obtained. The comparison of
the best subgroup extracted by SD-CEDI is always used as a reference.

0,00

0,25

0,50

0,75

1,00

AP BL body pollution

SD-MAP OSMIND DISDi SD-CEDI

Fig. 3. Comparison of the quality value of the best subgroup identified

First of all, we can observe that for all datasets SD-CEDI always provides
the best score.

In the case of SD-MAP, one of the reference algorithms, the best result are
shown on the BL dataset, where it reaches 86% of the score of SD-CEDI. Never-
theless, if the dataset became more complex either by the number of attributes
or the number of transactions, a larger gap is observed ranging from 59% to the
pollution dataset to 68% to the AP dataset.

There is a major interest in the comparison with the other two algorithms,
as SD-CEDI shares a similar search strategy with OSMIND but extends the
description of selectors with discontinuous intervals, and inversely DISDi used a
FP-Tree for the search strategy but also search discontinuous intervals.

The 4 datasets can be categorized in two types with their structure: (1) the
few attribute number with high number of transactions (AP and Body) and the
(2) high attribute number with low transaction number (BL and Pollution).

For the first type of dataset, the use of discontinuous intervals seems to be
more effective, as both DISDi and SD-CEDI are able to extract subgroups with
the best score possible. On the other hand, the algorithm that uses consecutive
erosion shows better result with the second type of dataset, with OSMIND and
SD-CEDI reaching the best score on this situation.

These results allow SD-CEDI to highlight the good performances
of the approach we propose regarding the score of the extracted
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subgroup. Indeed, we could observe that in all configurations SD-
CEDI always identify subgroups having a score greater or equal to
the best known approaches.

4.2 Best Quality on Resized Datasets

The second step of the analysis focuses on the evolution of the gain provided by
SD-CEDI when the size of the datasets varies from the values 10, 20, 50 and 100
transactions when the dataset was large enough. The gain is evaluated through
the equation below:

GAINSD−CEDI =
ScoreSD−CEDI − Scoreother

Scoreother

Fig. 4. Evolution of gain of SD-CEDI compared to the other algorithms according to
the dataset size

The Fig. 4 illustrates the evolution of the gain on the different dataset sizes.
As previously observed, the results are significant since SD-CEDI is able to
extract the subgroups with the best scores in each configuration. In accordance
with the precedent section, it can be observed that SD-Map constantly shows
the worst results. Except for the Bolt dataset, SD-CEDI provides a gain which
either increase (AP and Pollution) or oscillating stably around a value (Body).
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In the case of OSMIND, SD-CEDI provides a subgroup with a score 6% higher
on average, but the contribution of our method stands out in the body dataset,
where the average gain rises up to 17%. Compared to DISDi, the quality of the
subgroup extracted by SD-CEDI are 8% better, reaching 12% on the pollution
dataset and even 14% on the BL dataset.

These results confirm our previous observations. Indeed, we
observe that SD-CEDI extract subgroup with better score quality
than its pairs regardless of the size of the dataset, which confirms the
good performances of the approach.

4.3 Time Comparison

In the last part, we focus on the runtime to extract subgroups. The Fig. 5 displays
the computation time taken by each algorithm.

Fig. 5. Comparison of the runtime

The first observation which can be made is on SD-MAP. Indeed, it is the
fastest on every dataset, especially on BL and Body, but we observed that the
quality of the patterns is not the best for SD-MAP.

However, none of the three other methods seems to stand out from the others.
In the three cases, there is one dataset where they take more than 10 s, and no
special pattern seems to favour one of them in comparison to the others.

Thus regarding the calculation time, these results suggest that the
approaches are relatively equivalent.

5 Conclusion

In this paper, we have addressed the subgroup discovery problem and we have
presented SD-CEDI, a new approach which the originality consists of extracting
subgroups defined discontinuous intervals. The main idea behind the approach
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is to model the search space through a hypercube and to slice this hypercube to
highlight subgroups. The results of the experiments, conducted on a benchmark
datasets, show the good performances of SD-CEDI to always extract an equiva-
lent or higher subgroups than the main algorithms of the domain that only focus
on continuous intervals.

As perspectives, it may be interesting to parallelize the method in order to
scaling up for more complex datasets. Another interesting track is to focus on
a way to express the quality of a subgroup in regard to the description of its
attributes, thus defining a new quality measure which takes into account the
discontinuity of the intervals.
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Abstract. SQL/Row Pattern Recognition (SQL/RPR), a row matching
query processing for sequence data stored in a database, has been stan-
dardized in SQL:2016. So far, many studies have focused on developing
technology to perform SQL/RPR for large-scale sequence data, such as
stock chart records and system logs. However, due to the large amount of
data and complex calculation problems, the processing speeds of current
methods are not sufficient. In this paper, we propose a fast SQL/RPR
pattern-recognition method that uses parallel primitives on GPUs. This
method improves on the processing speed of PostgreSQL, a commonly
used RPR method, by 7.1 to 22.6 times in different use cases.

Keywords: GPGPU · Parallel primitives · Big data processing ·
SQL/RPR

1 Introduction

With the recent development of information technology, a large amount of data
is generated every day. Sequence data, which is data continuously arranged along
the time axis such as stock chart records and system logs, is one of the most
common forms of data storage. It is usually arranged by row in a database,
with multiple rows of data showing relationships and changing trends. Users
can perform a matching task from the sequence data in accordance with a pre-
specified pattern, such as “the stock price goes down” followed by “the stock
price goes up”. Thus, important feature points (e.g. inflection points) can be
extracted, thereby affecting users’ decisions (e.g. bottom fishing).

This kind of row-pattern matching task on sequence data is called SQL/Row
Pattern Recognition (SQL/RPR) [9]. Because a large number of applications
require pattern recognition for sequence data, SQL/RPR has been standardized
in SQL:2016 and divided into four steps: 1) grouping the target sequence data
set, 2) sorting the data in each group in accordance with user requirements,
3) transforming target row patterns on the basis of regular expression, and 4)
matching target row patterns with each group. This four-step process is suitable
for various types of sequence data and provides support for data analysis in many
c© Springer Nature Switzerland AG 2021
C. Strauss et al. (Eds.): DEXA 2021, LNCS 12923, pp. 22–34, 2021.
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applications. However, the operations in each step are computationally expen-
sive, especially for large-scale data sets. Therefore, accelerating the processing
speed of SQL/RPR is a challenging task.

Over the past decade, the GPU, a programmable processor originally
designed for accelerating computer graphics and image processing, has become
compatible with many particular frameworks that provide access to general pur-
pose computing (GPGPU). In contrast to CPUs, current GPUs consist of thou-
sands of smaller cores, which give applications their high computing capability.
Mars [7] was proposed to implement the MapReduce framework [5], and is an
efficient and simple parallel programming model, on GPUs. However, imple-
menting SQL/RPR effectively with MapReduce is difficult. Fortunately, some
GPU programming libraries of parallel algorithm primitives are available, such
as ModernGPU [4] and CUDPP [2,6]. These primitives are important build-
ing blocks for a wide variety of algorithms such as gather, scatter, scan, sort,
split, and reduction, and building data structures such as trees and summed-area
tables. As a result, these parallel primitives are suitable for and can accelerate
the SQL/RPR four-step process.

In this paper, we propose a GPU-based framework for accelerating
SQL/RPR. The main contribution of our work is to map the four steps of
SQL/RPR onto GPUs and use the corresponding parallel primitives to perform
each step at a high processing speed.

The remainder of the paper is organized as follows. Section 2 describes related
work. In Sects. 3 and 4, the mechanism of SQL/RPR and the proposed method
are described. The experimental results are discussed in Sect. 5, and are followed
by concluding remarks in Sect. 6.

2 Related Work

2.1 Implementation of SQL/RPR Based on Spark SQL

Nakabasami et al. [10] proposed a method consisting of sequence and row fil-
tering to reduce the processing cost of row pattern matching for sequence data.
Sequence filtering is a method that groups the data with the PARTITION BY
clause. Then, it removes the unmapped groups from the row pattern matching in
accordance with conditions defined by the DEFINE clause. The conditions may
include row pattern variables such as PREV() and NEXT(). Row filtering is a
method that keeps only the rows that match the conditions of the row pattern
variable defined by the DEFINE clause, plus a few rows before and after, and
removes all other rows. Using the above methods, the number of target rows for
row pattern matching and the overall matching cost will be greatly reduced.

2.2 SQL Query Processing on GPUs

PG-Strom [3] is an extension module designed for PostgreSQL, and it accelerates
SQL aggregation queries and batch processing for large data sets by using GPUs.
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PG-Strom consists of a code generator, that automatically generates a GPU code
from SQL instructions, and an execution engine, that executes SQL workloads in
parallel on GPUs. Moreover, for tasks suitable for GPU processing, it provides a
function that automatically replaces PostgreSQL in the background to improve
the processing capability of the entire system.

He et al. [8] proposed algorithms for relational database operators on GPUs.
They defined eight essential functions to efficiently implement algorithms for
major relational operators, such as selection, projection, join, and aggregation.
Due to these algorithms, query processing can be accelerated by 2 to 27 times.

3 SQL/Row Pattern Recognition

This section describes the mechanism of SQL/RPR standardized in SQL:2016.
Figure 1 shows an example of a trading database. This database has three
attributes: item, trade date, and price. Figure 2 shows an example SQL/RPR
query to the database.

Fig. 1. Example of database Fig. 2. Example of SQL/RPR query

In this query, a V-shaped pattern, in which the transaction price decreases
one or more times followed by one or more increases, is extracted. To use the
SQL/RPR function, the MATCH RECOGNIZE clause is used, and a series of
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clauses is then defined under it to extract the corresponding pattern, includ-
ing PARTITION BY, ORDER BY, MEASURES, ONE ROW PER MATCH,
ALL ROWS PER MATCH, AFTER MATCH SKIP, PATTERN, SUBSET, and
DEFINE.

– PARTITION BY: Groups rows with the same specified value by an attribute.
– ORDER BY: Sorts rows in each group by the attribute specified in the PAR-

TITION BY clause.
– MEASURES: Defines sorted rows on the basis of row pattern measurement

conditions.
– ALL ROWS PER MATCH: Outputs one row for each extracted pattern.
– AFTER MATCH SKIP: Specifies start of next pattern matching location,

after extracting a non-empty pattern.
– PATTERN: Defines the pattern to be extracted using a regular expression

with a row pattern variable and quantity specifier, such as {+,*}.
– SUBSET: Defines a set list of row pattern variables.
– DEFINE: Defines the matching conditions of row pattern variables, includ-

ing the functions PREV() and NEXT(), and aggregation functions such as
AVG(), MAX(), and COUNT().

4 Implementation of SQL/RPR on GPUs

In this section, we propose a method for accelerating SQL/RPR with GPUs. As
shown in Fig. 3, our method builds on the four-step process flow mentioned in
Sect. 1 with an additional step at the beginning and end of the process.

Fig. 3. Workflow of proposed method
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In our method, first the SQL/RPR processing is transferred from the CPU-
database to GPU memory. After that, the data is partitioned into several groups
and sorted by respective specified item. Next, a row pattern variable is tem-
porarily mapped to each row in each group on the basis of the DEFINE clause,
called temporary mapping. Then, pattern matching is performed for each group
in parallel in accordance with the options defined by the AFTER MATCH SKIP
clause. This allows the GPU to produce an offset of the matched pattern. In our
acceleration method, the offset is then sent back to the CPU database where the
results are generated and displayed on the host (CPU).

In the first step, when the CPU database is transferred to the GPU, each
attribute is arranged as an array. This includes the ID attribute, which is called
the ID array. Moreover, in this research, it is assumed that the size of the CPU
database is within the range that can be stored in GPU memory (GPU database).

4.1 Partition

During the partition phase, the data is grouped by attributes with the same
value (called partition attributes). In our research, a hash table is required to
perform the partition for the GPU database. The value of a partition attribute
is set as a key, and the ID transferred from the CPU database is set as a value.
Thus, both are inserted into the hash table in pairs. In our implementation, the
hash table parallel primitive in CUDPP is used to perform the grouping for each
value of the partition attributes. It outputs two kinds of arrays: one is the ID
array that represents a series of groups organized as:

ArrayID = (group1 1, group1 2, ..., group2 1, ..., group3 1, · · · ); (1)

the other is the SegHead array that represents the index of the first element of
each group as:

ArraySegHead = (index of group2 1, index of group3 1, · · · ). (2)

Figure 4 shows an example of the database partition on a GPU. In this case,
the partition attribute is set as an item. Then, the hash table parallel primitive
completes the partition and outputs the two arrays, ArrayID and ArraySegHead,
for each group.
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Fig. 4. Example of partition

4.2 Sorting

Sorting each partitioned group requires not only the two outputs from Sect. 4.1
but also an attribute specified by the user, called the sorting attribute. Since sort-
ing must be done independently within each group, the segmented sort parallel
primitive in ModernGPU is used. It uses two kinds of arrays as inputs: Array A,
which is sorted for each segment, and Array B, which defines the interval between
any two segments. In our implementation, Array A is set as the array that holds
the sorting attribute, and Array B is set as the ArraySegHead. Then, Array A is
sorted in accordance with Array B and updated with the sorting results. At the
same time, a new array Array C, which is stored with the index of the updated
Array A is also generated.

4.3 Pattern Definition Using Regular Expression

Inside of SQL/RPR, the matching begins by performing temporary mapping
using row pattern variables in accordance with the DEFINE clause. As each row
is mapped, the system also checks for possible matching patterns. If a pattern is
matched, the temporary mapping of row pattern variables becomes permanent; if
not, the matching is cancelled. This process is performed for all rows. However,
in our implementation, the ordering of the temporary mapping and pattern
checking is performed differently. First, temporary mapping is performed on all
rows; then, the rows are checked for possible matching patterns. Each process is
performed in parallel by GPU threads.
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Fig. 5. Use cases

Because the definition of the matching condition of row pattern variables is
performed by combining multiple functions specified in SQL:2016, the number of
patterns in the DEFINE clause is limitless. In our experiment, the five use cases
shown in Fig. 5 are used to evaluate our method. These use cases generally use
the functions specified in SQL:2016, which are similar to the DEFINE clauses of
the original use cases. The temporary mapping of each row in each group must
be done in parallel. Furthermore, the ID array and the SegHead array output in
Sect. 4.1 are also required to avoid a cross-row during temporary mapping. Use
cases 3 and 4 contain row pattern variables in the DEFINE clause that cannot
be matched in temporary mapping, such as First() and aggregation functions.
In this case, temporary mapping can only be performed using suitable functions,
such as A in use case 3 and A, B in use case 4. The row pattern variables that
are not suitable for temporary mapping are moved to the next step, such as B
in use case 3 and C in use case 4.

4.4 Pattern Matching

During the pattern matching step, CUDA-grep [1] is used to extract patterns
of row pattern variables from the temporary mapping data. It matches mul-
tiple regular expression patterns with the target data in parallel. However, in
our implementation, one regular expression pattern, defined in the PATTERN
clause, is matched with multiple partitioned groups. Therefore, CUDA-grep is
adjusted to use multiple threads of GPUs in order to perform pattern matching
for multiple pieces of target data in parallel.
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Next, use case 4 is used to introduce how to perform matching when row
pattern variables are not suitable for temporary mapping. Here, the target data
is defined in the PATTERN clause: (A ∗ B + C). First, temporary mapping is
performed for row pattern variables A and B. Then, matching is performed on
all rows in each partitioned group until pattern (A∗B+) is matched. After that,
for the row where (A ∗ B+) is matched to its previous row and no row pattern
variable itself is mapped, the MAX() function is performed. The purpose of the
MAX() function is to return the highest Tax value among all rows that are tem-
porarily mapped as row pattern variable A. In our implementation, MaxReduce
of ModernGPU is used, which is a parallel primitive that outputs the largest
value in an input array and makes it possible to calculate the conditions for
mapping row pattern variable C to each row.

After pattern matching is completed, an offset array is output to show which
rows are matched. In this array, each pattern is assigned a sequential pattern
number that is added to all rows included in the corresponding pattern. In
addition, the pattern numbers are independent for each group, which means
that the last number shows the total number of matched patterns in that group.
The offset array is compared with the CPU-database and the matched patterns
are output as the final results.

5 Evaluation

In this section, we compare and evaluate our method with a method that imple-
ments SQL/RPR on PostgreSQL.

5.1 Method Used for Comparison

There are five tasks in the PostgreSQL-based method used for comparison.

Partition&Sort: The input data is partitioned into several groups and sorted
within each group using the PARTITION BY and ORDER BY clause.

Mapping RPV: Temporary mapping of row pattern variables is performed for
each row on the basis of the DEFINE clause.

Concat RPV: The row pattern variables temporarily mapped are concatenated
for each group and converted into a long character string as shown in Fig. 6.

Pattern Matching: Pattern matching is performed on the concatenated row
pattern variable attributes for each group. These attributes are converted into
a table with two attributes: 1) id, which is a serial number starting from 1,
and 2) is match, which is a pattern number assigned in accordance with the
pattern appearance position.

Collecting Results: The final result is generated based on the table output
from the Pattern Matching and Mapping RPV tasks.
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Fig. 6. Example of Concat RPV Task

All tasks, except for the Pattern Matching task, were performed using the
SQL queries. Since the Pattern Matching task cannot be implemented by SQL
query alone, it was implemented in C++.

5.2 Experiment Setup

The architecture of the system we used is shown in Table 1. We tuned the buffer
parameters of PostgreSQL used as the method for comparison. In this experi-
ment, the execution time was measured from the time when data was read into
the CPU database, to the time when the calculation result was written back to
the memory on the CPU. Thus, the data transfer time between CPU and GPU
was included.

Table 1. Architecture of machine

CPU Intel Core i7-6800K (3.4 GHz, 6 cores)

RAM 32GB

GPU Series NVIDIA TITAN X (Pascal)

CUDA Cores 3584

GPU Basic Clocks 1.53 GHz

GPU Memory Size 12GB

CUDA CUDA8.0

OS CentOS 7.7

DBMS PostgreSQL 9.2
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A test table was designed for the CPU database first. It had four attributes:
item, trade date, price, and tax. Artificial data was used to be read into the
test table. The data for each attribute was random and followed a uniform
distribution. We used three databases with overall sizes of 870 MB, 1.7 GB, and
10 GB. The numbers of records in the three databases are around 1.74 × 107,
3.47×107, and 2.08×108, respectively. In addition, there were ten types of data
for the item attribute. Figure 7 shows the queries used in our experiment, and
the definitions of the AFTER MATCH SKIP, PATTERN and DEFINE clauses
are the same as the use cases shown in Fig. 5.

Fig. 7. Queries used in experiment

5.3 Experimental Results

The execution time of our proposed method was measured for each task.
The tasks included copyHostToDevice, Partition, Sort, Mapping RPV, Pattern
Matching, and copyDeviceToHost. copyHostToDevice is the transferring of data
from CPU to GPU, and copyDeviceToHost is the reverse. In addition, we mea-
sured the execution time of the method used for comparison for each task
described in Sect. 5.1.

The execution times for use case 1 are shown in Fig. 8. The time of each
task and the total time of all tasks were measured for the different database
sizes. The processing speed of our method was about 7.1–16.9 times faster than
the method for comparison. Moreover, in all other use cases, the speed of our
method was 7.5–22.6 times faster than the method for comparison.
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Fig. 8. Comparison of execution time for different data set sizes (use case 1)

Table 2. Execution time of Pattern Matching in different use cases

Execution time (s) Database size Performance (times)

870MB 1.7 GB 10 GB

Use case 1 15.617 31.228 186.957 7.1–16.9

Use case 2 15.213 30.325 181.821 7.5–17.8

Use case 3 15.635 31.093 186.157 12.0–22.6

Use case 4 14.411 28.637 172.212 10.5–22.5

Use case 5 15.221 30.291 180.606 10.3–20.2

As shown in Fig. 8, with our method, the Pattern Matching task took the
most time, and there was a big gap in the execution times between the Pattern
Matching task and others. Except for Pattern Matching, all other tasks had
almost no effect on the overall execution time of the system and could be ignored.
Table 2 shows the execution time of the Pattern Matching task for each use case.
Among them, the execution time of use case 4 showed a slight difference from the
other use cases due to its different extraction pattern. Nevertheless, the execution
time of all tasks with the method for comparison increased as the database size
increased as shown in Fig. 8. Compared with our method, the execution time
of each step was higher and could not be ignored. This also fully proves the
effectiveness of our acceleration method.

Tables 3 and 4 show the execution time of each task and the total time
of all tasks when the number of groups was changed from 10 to 10,000. The
database size was 870 MB, and use case 1 was used for the AFTER MATCH
SKIP, PATTERN, and DEFINE clauses.
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Table 3. Execution time of proposed
method for different group numbers

Execution time (s) Group number

10 1000 10000

Task copyHostToDev 0.30 0.30 0.30

Partition 0.03 0.03 0.03

Sort 1.00 0.99 0.97

Mapping RPV 0.001 0.001 0.001

Pattern Match 15.62 12.41 8.15

copyDevToHost 0.080 0.081 0.076

Total time 17.03 13.81 9.53

Table 4. Execution time of method for
comparison for different group numbers

Execution time (s) Group number

10 1000 10000

Task Partition & Sort 44.13 84.77 103.97

Mapping RPV 17.89 17.66 17.91

Concat RPV 5.37 5.08 4.63

Pattern match 19.38 19.71 18.58

Collect results 34.04 38.10 35.23

Total time 120.81 165.33 180.31

As shown in these two tables, the execution time of the Pattern Matching task
in our proposed method notably decreased as the number of groups increased.
The reason is that processing with a high degree of parallelism was performed
as the number of groups increased, leading to a decrease in execution time. In
comparison, for the other method, the execution time of the Partition&Sort task
increased as the number of groups increased due to the larger amount of partition
calculations. In accordance with this result, the larger the number of partitioned
groups, the more effective the proposed method was with high parallelism.

To measure the performance by a GPU-supported RDB, we have also tested
a few queries with the latest version of PostgreSQL (PostgreSQL 12) and PG-
Strom, because PG-Strom can work only with PostgreSQL 12. The execution
time of PG-Strom and that of PostgreSQL 12 were almost the same in most cases,
which means that the GPU of PG-Strom could not contribute to SQL/RPR
queries. It is noteworthy that the performance of PostgreSQL 12 was roughly
two times higher than that of PostgreSQL 9. Nevertheless, their efficiency was
far lower than our proposed.

6 Conclusion

In this paper, we proposed a fast SQL/RPR query execution method that uses
parallel primitives on GPUs. In an experiment, SQL/RPR was implemented on
PostgreSQL as a method for comparison. The performance was evaluated by
comparing the two methods by using SQL/RPR use case queries. The results
show that it is possible to efficiently perform SQL/RPR query processing on
GPUs by combining technologies such as parallel primitives. In addition, the
proposed method achieved a processing speed of about 7.1–22.6 times faster
than the method for comparison.

In the future, a compiler that can automatically generate a GPU code for the
DEFINE clause is expected to be built. In addition, supporting multiple options
that exist in the AFTER MATCH SKIP clause and a fast SQL/RPR method
for a database that exceeds the GPU memory size are also worthy of challenge.



34 T. Ohara et al.

References

1. Cuda-grep. https://github.com/bkase/CUDA-grep. Accessed 20 Jan 2021
2. Cudpp. https://github.com/cudpp/cudpp. Accessed 20 Jan 2021
3. Pg-strom. https://heterodb.github.io/pg-strom/. Accessed 20 Jan 2021
4. Sean baxter: Moderngpu 2.0. https://github.com/moderngpu/moderngpu.

Accessed 20 Jan 2021
5. Dean, J., Ghemawat, S.: MapReduce: simplified data processing on large clusters.

Commun. ACM 51(1), 107–113 (2008)
6. Harris, M., Sengupta, S., Owens, J.D.: GPU Gems 3 – Parallel Prefix Sum (Scan)

with CUDA (Chap. 39), pp. 851–876. Addison Wesley, Boston (2007)
7. He, B., Fang, W., Luo, Q., Govindaraju, N.K., Wang, T.: Mars: a mapreduce frame-

work on graphics processors. In: 17th International Conference on Parallel Archi-
tectures and Compilation Techniques, PACT 2008, Toronto, Ontario, Canada, 25–
29 October 2008, pp. 260–269. ACM (2008)

8. He, B., et al.: Relational query coprocessing on graphics processors. ACM Trans.
Database Syst. 34(4), 21:1–21:39 (2009)

9. ISO/IEC JTC 1/SC 32: Information technology - database languages - SQL tech-
nical reports - part 5: row pattern recognition in SQL. Technical report, ISO/IEC
(2016)

10. Nakabasami, K., Kitagawa, H., Nasu, Y.: Optimization of row pattern matching
over sequence data in spark SQL. In: Hartmann, S., Küng, J., Chakravarthy, S.,
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Abstract. Tabular metadata (i.e. attribute names) location and clas-
sification is a fundamental problem for large-scale structured corpora.
Web tables [24], CORD-19 [35], have thousands to millions of tables,
but often have missing or incorrect labels for rows (or columns) with
attribute names (e.g. Last Name). Missing or incorrect metadata labels
[19] prevent or at least significantly complicate the fundamental data
management tasks such as query processing, data integration, indexing,
and many other. Different sources position metadata rows/columns dif-
ferently inside a table, which makes its reliable identification challenging.

In this work we describe a scalable, hybrid two-layer Deep- and
Machine-learning based ensemble, combining Long Short Term Mem-
ory (LSTM) and Naive Bayes Classifier to accurately identify Metadata-
containing rows or columns in a table. We have performed an extensive
evaluation on several structures datasets, including an ultra large-scale
dataset containing more than 15 million tables coming from more than 26
thousands of sources to justify scalability and resistance to heterogene-
ity, stemming from a large number of sources. We observed superiority
of this two-layer ensemble, compared to the recent previous approaches
and report an impressive 81.53% accuracy at scale.

Keywords: Hierarchical metadata · Metadata classification · Web
table

1 Introduction

Large-scale structured datasets are becoming ubiquitous. WDC [24], CORD-19
[35], Census Buerau [1] are just a few examples. Such corpora exhibit a wealth of
useful structured data usually originating from hundreds to millions of different
sources. Each source represents even the tables of the same category (e.g. Songs,
COVID vaccines side-effects) differently, hence efficiently accessing or deriving
insights from such heterogeneous and large-scale data is extremely complicated
[2,13,16,17,27,28,30,31]. Not only that, but also some sources use only rela-
tional tables, other sources may use tables of different non-relational formats.
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For example, it is very common that information about a particular product
is stored differently by different Websites with different attributes and format-
ting. The problem becomes worse when the table attributes are hierarchical (i.e.
several attributes nested inside another one).

Because of the table format and metadata variety, efficient metadata anno-
tation and identification is still a subject of ongoing research [4,19,23]. Since
tabular data can be stored not only in a relational database, but also in CSV
format, as a spreadsheet, etc., there have been related research focused on CSV
structure detection [7,23] and Web table metadata annotation [10]. Although
these systems showed promising performance, the evaluation sets used in their
experiments have relatively small number of sources, hence are very homoge-
neous (i.e. do not exhibit high variety of tabular and metadata representations
by contrast to heterogeneous datasets composed from many sources that we
used to evaluate our approach). Each source has a liberty to choose the table
and metadata format, hence an algorithm, which works good for one source,
usually performs much worse for tables from another source unless the formats
are significantly similar. To prove that the approach is robust for diverse sources,
the evaluation sets should be composed from as many sources as possible.

In this work, we describe and evaluate a hybrid Deep- and Machine-Learning
ensemble to classify metadata rows/columns in a table. To gauge generality, we
have evaluated it on two large-scale collections of tables - CORD-19 [35] and Web
Data Commons (WDC) [24], which have more than 88 thousand and 15 million
tables in English respectively. In both cases, there are hundreds to hundred
thousands of different sources, storing data and forming tables in different ways.
We have designed an ensemble combining Long Short Term Memory (LSTM)
[20] based Recurrent Neural Network (RNN) [21] and a Naive Bayes Classifier.
Most of the previous approaches are limited to only on table cell-level analysis,
whereas we have take into account the cell context (i.e. the whole tuple or a
column). Our approach takes the context of the cell into account along with the
position of the cell and the surroundings of that cell in the table. The first-layer
model - RNN is order-sensitive as order matters for the terms inside a cell (i.e.
First Name is different from Name First). However, the second-layer model is
order-insensitive as the order of attribute values does not matter in a tuple. For
example, a tuple having artist and then album value is the same as vice versa.

Finally, we designed an algorithm that using our hybrid metadata clas-
sification ensemble can distinguish different kinds of metadata in a table -
row/column-based or hierarchical. To summarize, the main contributions of this
paper are the following:

1. A novel two-layer ensemble comprised of an RNN and Naive Bayes models for
metadata detection. On the first layer, the RNN model performs analysis of
an input cell and encodes the context. In the second step, the feature vectors
composed of encodings of all cells in a tuple or a column are classified with
the Naive Bayes classifier combined with the decision-tree. The output is a
binary label indicating whether a tuple/column contains metadata or just
regular data as well as whether it is of hierarchical or plain type.
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2. A Web-scale training and evaluation infrastructure that we architected and
which is essential for experiments with large-scale datasets.

3. Extensive evaluation on several Web-scale datasets with tables coming from
thousands to millions of different sources from a wide variety of domains.

The rest of the paper is structured as follows. First we define the terminol-
ogy that we used throughout the paper. Then we describe the methodology,
followed by the metadata classification ensemble description. After it we explain
the large-scale evaluation architecture and experimental study on large-scale
datasets with comparative evaluation against the previous approaches. We fin-
ish with the related work discussion and conclusion.

2 Definitions

Relational tables, defined in [8], have the following properties: values are atomic,
each column has values of same type, each column has unique name. An example
of relational table is illustrated in Fig. 1(a).
Def1: Cell is a data value (i.e. can be a number, string, etc.) found at the
intersection of a row and a column in a table. A relational table has C * R cells
total, where C number of columns and R number of rows.
Def2: Metadata is a sequence of the attribute names of a table, found in a row or a
column. Metadata can be represented as a row - Fig. 1(a), or a column - Fig. 1(c)
Def3: We call non-relational here the tables that have hierarchical/nested meta-
data. For example, a metadata row or column may have nested metadata, such
as in Fig. 1(b) - “Name” column is divided into two columns having “First name”
and “Last name” separately.

Fig. 1. Vertical and horizontal alignment of Metadata (a, c); hierarchical metadata (b).

2.1 Non-relational Table Representation

In Fig. 1, three different types of tables that our ensemble is working with are
shown - two relational tables (a, c) and a non-relational table having hierarchical
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Fig. 2. Tables with hierarchical metadata and their structural representation. MD
denotes Metadata.

Metadata (b). In Fig. 2 we illustrate how we convert non-relational tables with
hierarchical metadata into the relational format by adding a non-breaking space
in the corresponding cells to bring it to a valid relational table format. We
converted both the WDC and CORD-19 non-relational tables like that to the
relational format used by the ensemble.

3 Methodology

In this work, we describe a scalable ensemble of Machine- and Deep-learning
models for Metadata identification in tables. Our ensemble can classify apart
Metadata from data rows and columns. In previous works, researchers worked
mostly on a single cell level, that is they have analyzed table cells, their position,
data value types, and the surroundings such as blank cells among the neighbour-
ing cells [4,11,19,23]. By contrast, we take into account the contexts for all cells
in a tuple/column, being classified and the spacing of the surroundings. The
model architecture is depicted in Fig. 3. We use an entire table tuple or column
as the input of our model and the model predicts whether it contains Meta-
data or not. We do not check every table tuple or column, because we never
saw metadata stored in the middle, at the very bottom or as a rightmost table
column, but if the dataset specifics requires that, nothing prevents that. Hence,
we take the first table tuple, the first column and the second tuple as input for
the model and the model processes them. The second tuple is taken as input,
because for non-relational tables with hierarchical metadata, the second row
contains the second layer of the Metadata as depicted in Fig. 1(b). Finally, to
post-filter false-positives, we have designed a custom decision-tree model, based
on the number of spaces in the column or row. Algorithm 1 encodes this process
step by step in pseudo-code for clarity.

In Algorithm 1 code, we see that it takes two table rows and one column
as input and stores the predicted value for each input. Then it generates the
final decision by using the decision-tree, based on the spaces. As any model, it
has false-positives, which we mitigate with this space-based logic. For example,
if both the first and second rows of a table are classified as Metadata rows,
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Algorithm 1: Classifying Metadata row/columns of a table.
Input:

row1 = the first table row
row2 = the second row
column1 = the first column

Output: Metadata position
1 y1 = the ensemble’s classification of row1

2 y2 = the ensemble’s classification of row2

3 y3 = the ensemble’s classification of column1

4 s1 = number of spaces in row1

5 s2 = number of spaces in row2

6 s1 = number of spaces in column1

7 if y1 = 1 and y2, y3 = 0 then
8 return Metadata in the first row only;
9 else if y3 = 1 and y1, y2 = 0 then

10 return Metadata on first column only
11 else if y1 = 1 and y2 = 1 and s2 > 0 then
12 return Hierarchical metadata
13 else
14 return No metadata;
15 end

but there are no blank cells in either row, then the second row cannot be the
second row of a hierarchical Metadata. If the first and second rows has the same
number of cells without any spaces and it can not be hierarchical metadata of a
non-relational table.

3.1 Ensemble Architecture

In this section, we describe the two-layer ensemble we have designed for tabular
Metadata classification and the ideas behind its design. The first layer consists of
a Recurrent Neural Network (RNN) [21] model containing LSTM [20] units for
the analysis of a table cell. The number of rows and columns are different for each
table and also the number of terms inside each cell is different. Keeping this in
mind, we have designed our RNN model to process one cell of a tuple or column
at a time. Each cell may contain different number of terms as its value and
the order matters in this case. For example, “First Name” and “Name First” are
different values both syntactically and semantically. Hence, we decided to use the
LSTM-based model, which is order-sensitive, to predict the probability of a cell
having Metadata. Although, it is understood that many common terms, some
of them referring to data types are used in the Metadata cells, such as “Time”,
“Date”, “Name”, etc., a purely rule-based classification would not be accurate
enough at scale given enormous variety of sources in large-scale datasets, all
having different naming conventions, even for the data types. Moreover, the
whole Metadata cells as components forming a tuple or a column are order-
insensitive. For example, suppose there are two columns in a table - “Name”
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and “Age”. It does not matter if we swap “Name” with “Age” in a tuple, the
tuple still remains the same, retaining its semantics. Hence, the second layer
that we added (Naive Bayes Classifier) is order-insensitive. After feeding the cell
to the RNN model, we have taken the output of an intermediate dense layer
as an encoding of the cell and for a whole row or column, we concatenated all
such encodings to form the feature vector, input to the Naive Bayes Classifier.
Figure 3 illustrates the ensemble architecture.

Fig. 3. Hybrid ensemble architecture used for Metadata classification. The RNN is on
the first layer, followed by the Naive Bayes on the second layer. The circles represent
Dense units [33] and blank boxes before Naive Bayes classifiers are the output feature
vectors of the Dense layer that represent cell encodings.

Feature Space: We have used 100’000 dimensional feature space, i.e. 100K
English terms in our vocabulary that we have selected by taking all terms from
our datasets, sorting by frequency and cutting off the noise words and spam
[34]. Increasing the dimensionality further led to significantly slower training
time, which would prevent or make the experiments much more difficult (see
Sect. 4 for configuration of our cluster).

Feature Vectors: First the term sequence in a cell is converted into a fea-
ture vector, encoded by one-hot encoding. The maximum number of terms in
a cell is 734 for our datasets. Each cell is converted to a collection of 734 vec-
tors, each vector corresponding to a term using zero-padding. We did not use
any pre-trained word embedding, rather we have trained our local embedding
using our vocabulary and datasets. The dimensionality of our dense embedding
layer is 50, which helps reduce the dimensionality of input vector space (100K)
significantly and alleviates sparsity. We have used keras embedding layer in our
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implementation. The vectors output of the embedding layer are passed to the
input of the LSTM units. We have used 60 LSTM units in this case followed
by a fully connected layer, containing 256 dense nodes. Then we have added
a dropout layer, usually used to avoid overfitting and finally, the output layer
has one dense unit with the sigmoid function as the activation function, which
outputs the probability of the input cell is a Metadata cell, however it does not
generate the final decision for an entire tuple or column.

To generate the final label, the first layer, first, processes all cells of a tuple or
column sequentially, before the second layer starts processing and producing the
final decision. Although the individual cells contain sequences of terms that are
order-sensitive as discussed, the order of each cell within the row or column does
not matter. So we need an order-insensitive model to process an order-insensitive
sequence of cells.

After training the RNN model, for each cell, we extract the output of the
intermediate dense layer that contains 256 dense units. This layer produces an
encoding for each input cell. We have taken each cell’s encoding, concatenated
them and used it to form the input feature vector for the Naive Bayes Classifier.
For example, if there are 4 cells in a row, each cell will have a feature vector of 256
dimensions that of the intermediate dense layer. For a tuple, concatenating the
individual cell’s feature vector, we’ll have a vector of 4 * 256 = 1024 dimensions
as the input feature vector for the Naive Bayes Classifier.

The final output is binary, whether the input sequence of cells, i.e. tuple
or column is a Metadata row/column or not. The output of the Naive Bayes
Classifier is then used with the decision-tree rules in Algorithm 1 to produce the
final output having the Metadata type.

3.2 Large-Scale Evaluation Architecture

In this work, we have used two different datasets. One is named CORD-19 [35]
and the other is Web Data Commons [24], a large-scale corpus having Web
Tables from different sources on different topics. The CORD-19 dataset is a
novel collection of papers related to COVID-19. Tables used in the papers are
stored in a JSON file having HTML format and they have used the structured
representation shown in Fig. 2. We have extracted the HTML formatted tables
to JSON. Given mostly medical tables in CORD-19, there are tables of all three
formats, metadata on left, metadata on top and hierarchical metadata. Most
tables having hierarchical metadata have metadata on top. From the CORD-19
papers, we were able to extract 88777 tables.

Another large-scale dataset that we have used in this work is WDC [24]. This
dataset consists of more than 100M Web tables, including information about
their source URL, table type, text before and after the table, where more than
15M tables are in English language. The tables are from a variety of domains,
including scientific, news articles, product information and many other. This
dataset is a very robust, large-scale dataset with significant representation of
tables from many domains, so it is very attractive choice for evaluating our
models, scalability, and generalizability across domains. Concerning metadata
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position, we have found six types of tables in total: relational, metadata on left,
metadata on top, hierarchical metadata on left, hierarchical metadata on top.
In total there are more than 100 million tables from 265804 different sources.

4 Experimental Study

In this section, we first describe the training and test sets construction followed
by the experimental evaluation on several large-scale datasets.

Hardware: We run all experiments on a cluster of 4 machines, each having 4
Intel Xeon 2.4 GHz 40-core CPUs, from 192 GB to 1 TB of RAM, 10 TB disk
space each, interconnected with a 1 GB Ethernet.

Software: For implementing the RNN model, we have used Keras, a popular
python library for deep learning, having Tensorflow framework as the backend.
The second step i.e. the Naive Bayes classifier is implemented using Scikit-learn,
a popular machine learning library for python. Throughout the experimentation
and implementation, we have used python as the programming language.

4.1 Training the Models

Our ensemble has 2 layers that we trained separately. On our large-scale datasets,
we are able to achieve at best 82.76% accuracy for classifying Metadata on top
and 78% for hierarchical Metadata on top. These are the best results in class,
to the best of our knowledge, given the scale, a huge number of sources, and a
variety of domains represented in the datasets.

Main Parameter Settings: In the first layer, for LSTM model, we have used
60 LSTM units and an embedding layer where the dense embedding dimension-
ality of 50. LSTM units are unidirectional and order sensitive. The input feature
vector is composed of a collection of terms in a cell and it is first encoded using
one-hot encoding and then is passed through the embedding layer that reduces
the dimensionality to 50. After the LSTM units, we have added a fully con-
nected layer with 256 nodes. We have used rectified linear activation function
for all nodes. We are aware that such models tend to overfit even on a large
training set. To alleviate that we have used a dropout layer after the dense layer
with a value of 0.2, known to be a balance between dropping too many features
and degree of overfitting. Lastly, there is a node having sigmoid as the activation
function.

First we have trained the LSTM model as a binary classifier i.e. to classify
a cell being a Metadata cell or not. We have taken the output feature vector
of the dense layer having 256 nodes as an encoding of the input cell, i.e. the
dimensionality of an encoded vector is 256. For a tuple or column, there are
several cells. We have concatenated their encodings to form an encoding for a
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tuple/column. This feature vector is the input of the Multinomial Naive Bayes
Classifier, which is also a binary classifier that predicts the input tuple or column
being Metadata or not.

Dimensionality: Each table has a different number of columns and rows, hence
a different number of cells. Each cell has a different number of terms, some of
them can be blank, e.g. with hierarchical Metadata or just missing values. The
largest cell had 764 terms among the datasets we have used. So after tokeniza-
tion, we had to pad each cell with zeros to align all cells to 734 dimensionality.
As discussed above, the input we have used in the Naive Bayes model is the
concatenated encodings of all cells in the tuple or column. The widest table has
36 cells in one row. Other vectors, having less cells were amended with zero
matrices.

4.2 Training Data

First, we have selected only English tables from the WDC dataset as the dataset
is multilingual and we wanted to experiment first on the English subset, which
is more than 15 million tables. From our experiments, we have observed that
one source maintains a common format for most of its tables. So if we compose
the training set from one source it will be biased to that source. Hence, we have
uniformly sampled at random an equal number of tables from all sources and
constructed the training set containing 570K tables. We used space-based logic to
find the Metadata rows/columns to form the training set. Per the representation
illustrated in Fig. 2, tables having hierarchical metadata have spaces inside the
Metadata row. However, this is not a 100% guarantee, sometimes there is a
blank space purposefully in the leftmost column. So we first pre-selected all
tables having more than one space in the top row. Second, we pre-selected the
well-formed relational tables that should not have blank spaces neither in the
first row nor the column. After that, we took samples from these subsets and
checked the table type and Metadata location manually to ensure there are 500
correct positive labels for each kind of metadata.

We amended the positively labeled training instances with the same number
of negative (regular data rows and columns, without Metadata) instances by
sampling tables from the entire dataset and taking the second last row from
each table in the sample. To ensure the training set is balanced, we made sure
there is equal number of positively and negatively labeled instances.

4.3 Test Data

We have constructed three separate test sets - for Metadata in the first row,
in the first column, and hierarchical Metadata. To ensure heterogeneity of our
test sets, we have first uniformly sampled the tables from the entire dataset,
excluding the tables used for the training set. In total, we had 6,785 different
sources for the three test sets. Then we annotated 500 tables for each test set
and the same number without metadata to ensure a balanced test set.
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5 Evaluation

Here we evaluate the accuracy of our trained ensemble to recognize Metadata
on two large-scale tabular corpora - WDC [24] and CORD-19 [35] as well as four
other popular corpora used in the recent related work [6,7,10,23]. We have used
accuracy as defined in Eq. 1 below as the metric. TP, TN, FP, FN denote the
true positives and negatives.

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Table 1 illustrates Metadata classification accuracy for three Metadata types
evaluated on WDC [24] and CORD-19 [35] datasets. The accuracy varies,
depending on the dataset size and number of sources. The CORD-19 dataset
contains only medical tables extracted from scientific publications on COVID-
19. Although the scientific papers are from different sources, there might be an
inherent similarity of formats common among tables in this domain, hence the
accuracy is slightly better than that for WDC [24], which is also much larger
and has more sources.

Table 1. Classification accuracy evaluation.

Dataset Metadata type Accuracy

Cord-19 Metadata in the first row 83.76%

Metadata in the leftmost first column 82.9%

Hierarchical metadata 84.35%

WDC Metadata in the first row 79.87%

Metadata in the leftmost first column 76.47%

Hierarchical metadata 81.53%

In recent related work [6,7,10,23], the authors evaluated their Metadata clas-
sification models on much smaller datasets, composed from much fewer sources.
By contrast, CORD-19 and especially WDC are ultra large-scale heterogeneous
datasets and we would like to highlight high accuracy and generalizability of our
approach in such challenging context.

Purely cell-based approaches that consider and classify just a single table
cell in isolation [6,7,10,23] without treating them sequentially as a row or a col-
umn, unlike our approach, do not scale and generalize very well across domains,
datasets, and sources. We implemented a naive standard cell-level classifica-
tion including Random Forest classifier as in [23] and evaluated it on CORD-19
dataset. Its accuracy was 65% (for Metadata in the first row) compared to our
83.7%, which yields an impressive ≈19% delta in accuracy.

Our approach performs approximately the same on all datasets used recent
works [6,7,10,23] on location and classification of the components of verbose
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CSV files, such as Metadata, Header, Group, Data, Notes with a slight delta
in F-measure. Our work is most similar to the header detection in these files
(i.e. Metadata in our terminology). We picked 3 largest and most heterogeneous
datasets, used by the recent studies to comparatively evaluate our approach.
Other two datasets were not available for public access as well as are manu-
ally crawled and post-processed, which makes them more customized and less
attractive for comparison. Table 2 compares these and our datasets used for
comparative evaluation by size and the number of sources. Our F-1 score is a
slightly higher on DeEx (83% vs. 80.7% ) and SUAS datasets (97% vs. 96%) and
a bit lower on CIUS dataset (95% vs. 97.2%). The heterogeneity of our training
and test sets is much higher, because they are composed from a large number
of sources, which significantly affect generalizability of our trained ensemble as
justified by the comparative evaluation against a regular cell-based approach
on our large-scale datasets (≈19% delta in accuracy, see this Section above for
the detailed description). I.e. instead of using many tables from one or several
large sources for training and evaluation, we have uniformly at random taken
tables from a wide variety of sources both for training and evaluation purposes to
ensure the trained model is more robust and naturally resistant to heterogeneity
as well as making the evaluation set much more challenging.

Table 2. Comparison of the datasets used for evaluation by size (number of tables)
and the number of sources. For our datasets, we count just the English subset of WDC
and the CORD-19 dataset.

Related work Dataset size Number of sources

Christodoulakis et al. [7] 4500 2

Fang et al. [10] 255 2

Zhe et al. [6] 1.1 Million Not mentioned

Lan et al. [23] 1345 5

Our datasets [24,35] More than 15 million More than 26512

Except many fundamental data management activities, naturally dependent
on metadata such as query processing, data integration, warehousing, replication
and many, another important application of Metadata location and classifica-
tion is distinguishing relational and non-relational tables. In our datasets, we
had both kinds of tables and we have evaluated performance of our ensemble
on this task as well. Although the number of sources is ultra large, it performs
remarkably well on WDC. We were more interested in Recall, because of the
large number of sources and our goal to evaluate generalizability of our trained
ensemble in context of many sources. Precision was ≈75% for both datasets, but
we thought Recall is more interesting as in context of thousands of sources it
charctarizes the ability to recognize new representations and resistance to hetero-
geneity at scale, which is a big challenge in practice [14,15,18,22]. For classifying
relational tables we observed Recall - 79.9% on WDC and 94.6% on CORD-19
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and for non-relational tables on WDC - 76.5% and 96.7% on CORD-19. We
would like to highlight stellar Recall on CORD-19 and lower, but still remark-
able Recall on WDC due to the vast scale and unprecedented heterogeneity of
this Web-scale dataset.

Table 3. Accuracy of our hybrid ensemble, evaluated on the datasets used by the
related work. Here MD abbreviates to Metadata; “w/o NB” means the results are
calculated by using only the first-layer RNN model; “with NB” means the ensemble is
two-layer as usual with NB as a second layer. The best results are in bold.

Dataset Algorithm MD on top MD on left Hierarchical MD

Cord-19 [35] w/o NB 77.97% 80.75% 83.43%

with NB 83.7% 82.9% 84.3%

Lehmberg et al. [24] w/o NB 67.3% 69.8% 74.3%

with NB 78.8% 76.4% 81.5%

DeEx [12] w/o NB 83.7% 91.8% 81.9%

with NB 78.8% 95.73% 82.36%

SAUS [12] w/o NB 78.5% 89.3% 91.4%

with NB 87.4% 95.7% 82.6%

We finish by discussing Table 3, which illustrates the comparative evaluation
results of our ensemble for the same classification task of three different kinds
of Metadata - Metadata on Top, Metadata on Left and Hierarchical Metadata.
This experiment is performed on 4 different datasets and the accuracy of locating
these metadata types is presented.

From these last evaluation results, we can infer that using the order-
insensitive Naive Bayes classifier as a second layer generally improves the Meta-
data classification performance compared to just using the Deep Learning RNN
model alone. In most cases the ensemble performs better, because analyzing
only the cell content, which is done in the first layer is insufficient. Analyzing
the cell composition in a tuple or a column in an order-insensitive way improves
performance. In only two cases for the SAUS Hierarchical metadata and DeEx
regular Metadata on top, just the first layer performs better, because in these
case the Metadata rows have many numeric values and Naive Bayes is classically
term-based.

6 Related Work

Accurate, scalable, generalizable Metadata location and classification in Web
Tables, CSV files, tables, extracted from scientific publications, other large-scale
structured corpora is starting gaining momentum in the Data Management and
Science communities [6,7,10,23]. It is due to both fundamental nature of Meta-
data and it being of critical importance for many data management tasks on
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structured data and the fact that large-scale structured datasets are becoming
ubiquitous, lack accurate Metadata labeling, and are, at the same time invaluable
assets full of useful information.

Here, we presented a hybrid, two-layer Machine- and Deep-Learning ensem-
ble for location and classification of Metadata rows, columns as well as more
complex hierarchical Metadata in tables. Several recent works study discrimi-
nating between relational and non-relational tables, which is related to meta-
data classification [5,37]. Except being capable to do the same and at scale, our
approach is also useful for precise Metadata rows or columns location and Meta-
data type identification. In [7], authors proposed Pytheas, a line classification
system for a CSV files. Using fuzzy logic, it determines whether a field is data
or not and based on the rules, it detects table border and hence it can differen-
tiate table from metadata to some extent. Their algorithm uses two phases for
the task, offline (training) phase and online table discovery (inference) phase.
In the offline phase, the algorithm learns the weights for the rule set and in
the inference phase, using fuzzy logic it computes confidence value for each line
whether it belongs to data or not data. They have evaluated their algorithm on
two manually annotated datasets containing a total of 4500 CSV files with a
recall value of 95.7%. Although the recall is high, the evaluation set size is much
smaller and less heterogeneous (composed only from two different sources) than
the Web-scale corpora, we used to evaluate our approach. Size and the number
of sources used for training and validation sets drastically affect classification
performance at scale and in presence of heterogeneity [11,22].

The authors in [6] proposed rule-assisted active learning for header spread-
sheet property detection including differentiating header from data to reduce
human annotation. They have used a hybrid iterative learning framework, with
and without user-provided rules for learning property detection of a CSV docu-
ment. At first, a human labeler labels the spreadsheet properties manually and
the models are trained based on the human labeling activity. They have worked
with two different sources of data, a web-crawled dataset containing 1.1M sheets
and Web400 data containing 400 sheets. Authors have shown 89% accuracy for
header detection in a CSV file. Again the validation set size is much less com-
pared to what we have used and the number of sources is not specified by the
authors. Table 2 compares the datasets including the one used by the authors.

The authors in [10] used Random Forest classifier to detect and classify table
headers. They have proposed two heuristic strategies to separate data and the
header. As a baseline, they have used the first row and first table columns as
default headers. Their evaluation set contains only 255 tables, which is remark-
ably small compared to all recent works and our datasets. They have achieved
92% accuracy on their test set, which does not unfortunately mean it will remain
the same when the validation set becomes larger and more heterogeneous, even
slightly.

To finalize the discussion, the authors in a very recent work [23] performed
line and cell classification in verbose CSV. In this work, authors have focused
on CSV structure detection and for this purpose, they have detected various
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cell types like metadata, header, group, data, derived, notes etc. Our work is
similar to the part of their work on cell classification, more precisely, the header
cell classification. For cell classification, they have used content, contextual and
computational features of the cell. That is they have analyzed the number of
empty cells, position of row or column, is there any empty column besides the
column being analyzed, block size, data type etc. This analysis is, however, is
purely cell-based and does not take into account compositional features of cells
when they become tuples or columns, which we do. Our ensemble is also two-
layered, where the first layer takes into account term order inside cells and on the
second layer the cells are order-insensitive. This idea has been proven valuable
and sound for structured data in context of set-based relational model and is
absent in [23] as well as all other recent works to the best of our knowledge.

Lastly, the authors trained a multi-class random forest classifier and evalu-
ated performance of their system on 5 different datasets. Their evaluation results
are good compared to the related works, but the evaluation set is again much
smaller than ours. Moreover, the number of sources of their datasets is very lim-
ited whereas we have evaluated our system on very large-scale, heterogeneous
datasets.

7 Conclusion

Here, we presented a hybrid, two-layer Machine- and Deep-Learning ensemble for
location and classification of Metadata rows, columns as well as more complex
hierarchical Metadata in large-scale structured datasets. For cell-level analysis
in the first layer, we used a Recurrent Neural Network (RNN) model with LSTM
units. The cell-level analysis is order-sensitive as the cell content - a sequence
of terms is order-sensitive. On the second layer, which analysis the composition
of several cells into a tuple or a column, we have used the Naive Bayes classi-
fier, which is order-insensitive in accord with order-insensitivity of a tuple or a
column regarding the cell order. Except this architectural novelty, in the recent
previous work, the authors used a small number of sources and relatively small-
scale datasets to evaluate their approaches. We have evaluated scalability and
generalizability our approach on a very large-scale heterogeneous dataset. We
have specifically constructed our training and evaluation sets to contain tables
from thousands of sources. Tables are represented very differently depending on
a source, so an algorithms trained on one source, having high accuracy one or
several sources, does not usually generalize and works very poorly on thousands
of other sources [3,9,11,22,25,26,29,32,36]. That is why rule-based or regular
Machine-learning based approaches would be incapable of inferring additional
source-dependent features, unlike Deep-Learning. Our work achieves high accu-
racy on two large-scale datasets, WDC and CORD-19 that confirms scalability
and generalizability in context of a large number of sources.



Scalable Tabular Metadata Location and Classification 49

References

1. Census bureau. https://www.census.gov/data/datasets.html
2. Alexe, B., et al.: Simplifying information integration: object-based flow-of-

mappings framework for integration. In: Castellanos, M., Dayal, U., Sellis, T. (eds.)
BIRTE 2008. LNBIP, vol. 27, pp. 108–121. Springer, Heidelberg (2009). https://
doi.org/10.1007/978-3-642-03422-0 9

3. Braunschweig, K., Thiele, M., Lehner, W.: From web tables to concepts: a semantic
normalization approach. In: Johannesson, P., Lee, M.L., Liddle, S.W., Opdahl,
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Abstract. Multiple kernel clustering (MKC), as an important tool for
handling multi-view non-linear data, has attracted notable attention
among data mining and machine learning communities. The key issue
of MKC is to obtain a more accurate and appropriate kernel similarity
for clustering from the given multiple kernel library. However, existing
MKC methods only capture the unified or consistent information while
the view-specific individual structures have been ignored to degrade clus-
tering performance. In this paper, we propose a novel multiple kernel k-
means clustering method (UVSMKC), where the unified and view-specific
information is seamlessly explored under multiple kernel setting. Differ-
ent form traditional framework, we formulate the provided multi-view
kernels with a unified low-rank similarity matrix, multiple view-specific
matrices and the respective noise matrices. Furthermore, we design a
four-step alternate algorithm to solve the proposed optimization prob-
lem. Comparing to the state-of-the-art multiple kernel clustering meth-
ods, the experimental results on six multiple kernel benchmark datasets
validate the effectiveness of our proposed UVSMKC, showing promising
ability to capture consensus and view-specific information.

Keywords: Multiple kernel clustering · Multi-view clustering · Data
clustering

1 Introduction

Multi-view clustering is of great importance in the unsupervised data learn-
ing tasks which has received great attention among data mining society. To
effectively deal with non-linearly separable data, kernel k-means is proposed to
transform original data to appropriate space. However existing data are collected
from multiple sources which gives rise to multiple kernel k-means clustering in
reality. Given a group of pre-defined kernel matrices, multiple kernel clustering
(MKC) optimizes the available information to classify data items with similar
structures or patterns into the same group [1,4–6,8,10,12,14–16,19,21]. By fol-
lowing traditional multiple kernel learning framework, MKC optimizes the opti-
mal coefficients for the pre-defined kernel matrices [1,3,5,10,13–15,20]. In [1],
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a three-step alternate algorithm is put forward to seamlessly obtain clustering
result, kernel coefficients and dimension reduction. The work in [14] proposes
a multiple kernel k-means clustering algorithm with a matrix-induced regular-
ization term to reduce the redundancy of the selected kernels. Furthermore, the
local kernel alignment criterion has been applied to multiple kernel learning to
enhance the clustering performance in [10]. On the contrary, late fusion based
multiple kernel clustering strategy seeks to exploit the complementary infor-
mation in kernel partition space to reach consensus on partition level [18]. In
[18], late fusion alignment is firstly proposed to maximally align the multiple
base partitions with the consensus partition and enjoys considerable algorithm
acceleration and satisfactory clustering performance.

Although the aforementioned methods have improved MKC from massive
aspects, most of them only capture the consistent information to obtain a unified
kernel matrix while the view-specific individual structures have been ignored.
In fact, individual view may contain independent local information since they
are collected from different sides. Moreover, each kernel matrix may consist of
various noise. Therefore, how to jointly optimize consistent and view-specific
information still keeps to be unsolved.

In this paper, we propose a novel multiple kernel k-means clustering method
(UVSMKC), where the unified and view-specific information are seamlessly
explored under multiple kernel setting. Different from traditional framework,
we formulate the provided multi-view kernels with a unified low-rank similar-
ity matrix, multiple view-specific matrices and the respective noise matrices.
Furthermore, we design a four-step alternate algorithm to solve the proposed
optimization problem. Extensive experiments on six multiple kernel benchmark
datasets are conducted to evaluate the effectiveness of the proposed method. As
demonstrated, the proposed algorithm enjoys superior clustering performance
with better clustering structure, in comparison with the state-of-the-art multi-
ple kernel clustering methods.

The contributions of this paper are summarized as follows,

– Different from traditional multiple kernel k-means strategy, we propose a
novel MKKM method termed as Unified and View-specific Multiple Kernel
K-means Clustering (UVSMKC). Unlike existing methods seeking for optimal
kernel coefficients, we propose to divide multiple kernel matrices into the
shared similarity, view-specific structures and individual noises.

– The proposed UVSMKC integrates multi-view information with unified and
view-specific structures for clustering task. It simultaneously optimizes the
low-rank consistent kernel similarity, view-specific matrix and the respec-
tive noise information. By introducing �2 and �2,1 regularization term to the
respective matrices, the noises can be further eliminated to better recover the
clustering structures.

– An optimization algorithm is designed to efficiently tackle the resultant prob-
lem. By the virtue of it, UVSMKC shows clearly superior clustering perfor-
mance and structure advantages in comparison with state-of-the-art methods.
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Fig. 1. The flow chart of the proposed Unified and View-specific Multiple Kernel Clus-
tering. Given 3 kernel matrices, our method pursues a consistent kernel matrix, pre-
sented as U ∗ U�, a set of view-specific matrices{Dv}3

v=1 and noise matrices {Ev}3
v=1.

U will be used as input to the k-means clustering method to generate the final clus-
tering result.

The rest of this paper is organized as follows. Section 2 outlines the related
work of multiple kernel clustering. Section 3 introduces the proposed optimiza-
tion objective and the four-step alternate algorithm with its convergence and
the computational complexity. Section 4 shows the experiment results with eval-
uation. Section 5 concludes the paper.

2 Background

In this section, we briefly review the most related work, including kernel k-means
(KKM) and multiple kernel k-means (MKKM).

2.1 Kernel k-means (KKM)

As an important task in unsupervised learning, clustering can categorize data
into different groups according to the similarity of the samples. k-means is one
of the most classic clustering methods, and able to classify a given data set into
a certain number of clusters in a simple and easy way. The main idea is to deter-
mine the cluster according to the cluster centers, which makes finding optimal
cluster centers vital. Firstly, we just initialize the cluster centers randomly. It is
noteworthy that different locations cause different results. That is the reason we
need to repeat the experiment multiple times. Next, each point from the data
set is regrouped into the cluster with the nearest cluster centers, then we need
to re-calculate k new centers of the clusters resulting from the previous step.
Repeat the steps until centers do not move again.

Unfortunately, k-means algorithm lacks the ability to deal with nonlinear
data sets. Next, kernel k-means (KKM) algorithm is proposed to solve the prob-
lem. KKM applies the same trick as k-means but with one improvement that
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for the measurement of sample distance, kernel method is used instead of the
Euclidean distance.

Suppose there is a data set X = [x1,x2, · · · ,xn] ⊆ Rd×n, and φp(·) : x ∈
X �→ H which non-linearly maps x into a higher dimensional Hilbert space H.
It can be mathematically expressed as follows,

min
Zn×k

n∑

i=1

k∑

c=1

Zic ‖φ(xi) − μc‖22 , s. t.
k∑

c=1

Zic = 1, (1)

where Z = [Zic]n×k and Z ∈ {0, 1}n×k is the indicator matrix, nc =
∑n

i=1 Zic is
the number of the cluster and μc = 1/nc

∑n
i=1 Zicφ(xi) is the center of cluster

c. Specifically, Eq. 1 is equivalent to the following one,

min
Zn×k

Tr(K − L1/2Z�KZL1/2), s. t.Z1k = 1n, (2)

where L = diag
[

1
n1

, · · · , 1
nk

]
, and K is the kernel matrix, defined as Kij =

φ(xi)�φ(xj). Unfortunately, this problem is NP-hard. To simplify the problem,
note that H = ZL1/2, which represents normalized clustering assignment. Equa-
tion 2 can then be rewritten as follows,

min
H∈Rn×k

Tr(K − H�KH), s. t.H�H = Ik. (3)

The optimal solution is calculated by H = UKQ, where UK is concatenated
by the eigenvectors of K involved with k largest eigenvalues λ1 ≥ · · · ≥ λk and
Q is an arbitrary orthogonal matrix [7].

2.2 Multiple Kernel k-means (MKKM)

Let X = [x1,x2, · · · ,xn] be a collection of n samples, {Kp}m
p=1 be a set of pre-

calculated kernel matrices. The optimal kernel matrix Kα denotes
∑m

p=1 α2
pK

p,
where

∑m
p=1 αp = 1,αp ≥ 0. MKKM jointly optimizes the linear combination

and the clustering partition matrix H by solving problem in Eq. 4.

min
H,α

Tr(Kα (In − HH�)), s. t.H ∈ Rn×k,H�H = Ik, (4)

where Ik is an identity matrix with size k×k. The optimization problem in Eq. 4
can be solved by alternately updating H and α:

i) Optimizing H given α. With coefficients α fixed, the optimization problem
in Eq. 4 can be reduced to a simple kernel k-means clustering optimization
problem shown in Eq. 3, and H is calculated by taking the k eigenvectors
having the largest eigenvalues of Kα .

ii) Optimizing α given H. With H fixed, α can be optimized via solving the
following quadratic programming with linear constraints,

min
α

m∑

p=1

α2
p Tr(Kp(In − HH�)), s. t. α�1m = 1, αp ≥ 0, (5)

which admits a closed-form solution.
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MKKM is a classic method in multiple kernel clustering, there are many vari-
ants improving it from different aspects. The work in [2] studies nonlinear rela-
tionship, adopting the manifold adaptive kernel, instead of the original kernel, to
integrate the local manifold structure of kernels. Multiple kernel clustering with
corrupted kernels [11] proposes a scheme to address the problem of considerable
corrupted kernels, where each given kernel is adaptively adjusted according to
its corresponding error matrix. These variants are both good at handling outliers
and noise, however they tend to ignore the view-specific information.

3 The Proposed Method

In this section, we firstly revisit kernel k-means, and then discuss a variant of
the formula. Starting from the variant, we introduce our method at the second
part. Finally, we propose a simple algorithm to solve the problem.

3.1 A Variant of Kernel k-means

We introduce a variant of the formula 3 as follows,

min
U

1
2

‖E‖2F , s. t.U�U = Ik,K = UU� + E. (6)

It seems that there is no direct connection between Eq. 3 and Eq. 6. We will
prove the equivalence of the two formulas below.

Theorem 1. Given a kernel matrix K, the optimal solution of Eq. 3 H∗ and
Eq. 6 U∗ satisfy the following equation H∗ = U∗.

Proof. Notice that Tr(K−H�KH) = Tr(K) − Tr(H�KH) = Tr(K) + 1
2{‖K−

HH�‖2F − Tr(K�K + HH�HH�)}. It is obvious that c = Tr(K) − Tr(K�K +
HH�HH�) is a constant. Let E represent K − HH�, and take it into the
equation. Then, we have Tr(K − H�KH) = c + 1

2‖E‖2F, which means Eq. 3 is
equivalent to minH

1
2‖E‖2F, s. t.H�H = Ik,K = HH� + E.

These gives us a new angle to discuss kernel k-means: it can be thought of
as a simple noise reduction process. In the next part, our method is proposed to
improve this process.

3.2 Unified and View-Specific Multiple Kernel Clustering

Apply the single-view version variant into multi-view, and the new formula is
written as follows,

min
U

m∑

v=1

‖Ev‖2F , s. t.U�U = Ik,Kv = UU� + Ev. (7)

In Eq. 7, the noise matrix is treated as a dependent variable, changing as H
updating. And there goes the problem: when obtaining a consensus H, {Ev}m

v=1
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is carrying noise and specific information from each kernel. It is not appropriate
to handle noise and view-specific information without distinction. Inspired by
[17], we break the kernel matrices down into three parts: consensus part, specific
part and noise part, as the Fig. 1 shows. It comes down to an equation as follows,

Kv = UU� + Ev + Dv, ∀v ∈ [1,m]. (8)

Then, we argue that {Ev}m
v=1 is carrying redundant information, while

{Dv}m
v=1 is carrying kernel-specific information. That is why we should treat

them as independent variables. To obtain ideal low-rank consensus matrix, we
use UU� to denote it. In addition, we use F-norm and �2,1-norm to ensure the
sparseness of {Dv}m

v=1 and row sparseness of {Ev}m
v=1 respectively. Our idea can

be mathematically expressed as follows,

min
U,{Dv}m

v=1,{Ev}m
v=1

m∑

v=1

{‖Dv‖2F + λ ‖Ev‖2,1}, (9)

s. t. ∀v ∈ [1,m],Kv = UU� + Dv + Ev,U�U = Ik.

From Eq. 9, the proposed model treats U, {Dv}m
v=1 and {Ev}m

v=1 as equal.
In this way, we utilize kernel-specific information and redundant information to
improve common information filtering.

3.3 Optimization

Given one of the constraints contains three variables, we find it hard to solve the
problem in Eq. 9 directly. Fortunately, this problem can be solved by Augmented
Lagrange Multiplier(ALM). By adding penalties to the original formula, we can
obtain augmented Lagrange function as follows,

min
U,{Dv}m

v=1,{Ev}m
v=1,{Wv}m

v=1,μ

m∑

v=1

{μ

2

∥∥Kv − UU� − Dv − Ev
∥∥2

F

+ ‖Dv‖2F + λ ‖Ev‖2,1 +
〈
Wv,Kv − UU� − Dv − Ev

〉}
,

(10)

s. t.U�U = Ik.

where {Wv}m
v=1 is a set of Lagrange multipliers, μ is a penalty parameter, and

〈∗, ∗〉 denotes Euclidean space inner product of two matrices. We design a simple
algorithm to solve this problem by alternatively updating U, {Dv}m

v=1, {Ev}m
v=1.

update U With {Dv}m
v=1,{Ev}m

v=1 being fixed, the problem in Eq. 10 can be
rewritten as follows,

min
U

m∑

v=1

{μ

2

∥∥Kv − UU� − Dv − Ev
∥∥2

F
+ < Wv,Kv−UU�−Dv−Ev >}, (11)
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s. t.U�U = Ik.

The Eq. 11 can then be converted into Eq. 12.

min
U

Tr(U�MU), (12)

s. t.U�U = Ik,

where M = μ(Dv + Ev − Kv) − Wv. Obviously, the optimal of the problem in
Eq. 12 can be obtained by calculating the k eigenvectors corresponding to the
smallest k eigenvalues of M.

update Dv With U and {Ev}m
v=1 being fixed, the Eq. 10 is equivalent to

min
Dv

m∑

v=1

{
‖Dv‖2F +

μ

2

∥∥∥∥K
v − UU� − Dv − Ev +

Wv

μ

∥∥∥∥
2

F

}
. (13)

By taking derivation of Eq. 13 with respect to Ev to zero, we can get the
closed-form solution as Eq. 14.

Dv =
Wv� − μUU� − μEv� + μKv

μ + 2
. (14)

update{Ev}m
v=1 With U and {Dv}m

v=1 being fixed, the problem in Eq. 10 is
equivalent to

min
Ev

m∑

v=1

{
μ

2

∥∥∥∥K
v − UU� − Dv − Ev +

Wv

μ

∥∥∥∥
2

F

+ λ ‖Ev‖2,1

}
(15)

The problem in Eq. 15 can be divided into sub-problems by taking only one
row of Ev into consideration each time. Then, the sub-problems can be written
as,

min
e

m∑

v=1

{μ

2
‖e − a‖ + λ‖e‖2

}
, (16)

where e is a row of Ev, a is the corresponding row of A, and A = UU� +Dv −
Kv − Wv

μ . By taking derivation of Eq. 16 with respect to x to zero, we can obtain
the closed-form solution as follows.

e =

⎧
⎪⎨

⎪⎩

(2‖a‖2 − μ
2λ )a

2‖a‖2 , if 2‖a‖2 ≥ μ

2λ
,

0, if 2‖a‖2< μ

2λ
.

(17)

where 0 denotes zero matrix.

4 Experiments and Analysis

In this section, we evaluate the clustering performance and convergence of the
proposed algorithm on six benchmark data sets.
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Algorithm 1. Unified and View-specific Multiple Kernel K-means Clustering
Input: Set of given kernel matrices {Kv}m

v=1, cluster number k, pre-defined
parameterλ.
Initialize: {Dv}m

v=1, {Ev}m
v=1, {Wv}m

v=1, μ.
Output: Performing spectral clustering on U.

1: while not convergence do
2: update U by solving Eq. 12.
3: update {Dv}m

v=1 by solving Eq. 13.
4: update {Ev}m

v=1 by solving Eq. 15.
5: update {Wv}m

v=1 by Wv = Wv + μ
(
Kv − UU� − Ev

)
.

6: update μ.
7: end while
8: return result.

4.1 DataSets

We conduct experiments on six widely-adopted benchmark datasets, they are
Plant, Mfeat1, AR10P2, YALE3, CCV4, Caltech101-55. In Table 2, detailed infor-
mation about these data sets is presented. In particular, the number of samples,
kernels and categories of these data sets is shown in the list.

4.2 Compared Algorithms

A wide range of the state-of-the-art clustering approaches are employed to com-
pare with the proposed algorithm. (1) Average Multiple Kernel k-means
(A-MKKM). AMKKM conducts clustering on the average of original kernel.
(2) Best Single View Kernel k-means (B-KKM). BKM takes the best clus-
tering performance based on only one view, and is often used as a benchmark
to measure the effectiveness of multi-view clustering. (3) Multiple Kernel k-
means (MKKM). MKKM alternatively performs kernel k-means and then
calculates the optimal linear combination of the base kernel matrices. (4) Co-
regularized multi-view spectral clustering (CRSC) [9]. Based on spectral
clustering, CRSC proposes a framework to find the common cluster member-
ship by co-regularizing the clustering hypotheses. (5) Robust kernel k-means
using �2,1 norm (RMKKM) [3]. Based on �2,1 norm, RMKKM simultane-
ously finds the optimal clustering result, the cluster membership and the best
linear combination of base kernels. (6) Robust Multiple Kernel k-means
(RMSC). RMSC recovers a common low-rank transition probability matrix
based on transition probability matrices for every view, and perform Markov
chain clustering on it. (7) Localized Data Fusion for Kernel -means clus-
tering with Application to Cancer Biology (LMKKM) [5]. LMKKM
1 http://archive.ics.uci.edu/ml/datasets/Multiple+Features.
2 http://featureselection.asu.edu/old/.
3 http://cvc.yale.edu/projects/yalefaces/yalefaces.html.
4 http://www.ee.clumbia.edu/ln/dvmm/CCV/.
5 https://www.vision.caltech.edu/archive.html.

http://archive.ics.uci.edu/ml/datasets/Multiple+Features
http://featureselection.asu.edu/old/
http://cvc.yale.edu/projects/yalefaces/yalefaces.html
http://www.ee.clumbia.edu/ln/dvmm/CCV/
https://www.vision.caltech.edu/archive.html
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Table 1. The ACC, NMI and Purity comparison of different clustering algorithms on
six benchmark data sets. The best results are red, and the results that are comparable
to the best are bold. Besides, we calculated average rank by three criteria respectively.

Datasets A-MKKM SB-KKM MKKM Co-trian RMKKM RMSC LMKKM MKKM-MR MKKM-LKA Proposed

ACC(%)

Plant 60.21 51.91 56.38 60.21 55.00 53.62 44.79 52.55 50.32 63.30

Mfeat 95.20 86.00 66.75 95.30 73.70 96.60 94.90 92.55 96.65 95.90

AR10P 38.46 43.08 40.00 38.46 30.77 30.77 40.77 39.23 27.69 56.15

YALE 52.12 56.97 52.12 56.97 56.36 58.03 53.33 60.00 46.67 60.61

CCV 19.98 20.23 18.29 19.98 16.76 16.29 20.17 20.86 18.35 23.65

Caltech101 5 36.67 36.86 28.63 36.08 32.75 33.73 38.24 38.04 32.16 38.24

Average Rank 5.17 4.83 7.33 4.50 7.50 6.00 5.33 4.33 7.67 1.33

NMI(%)

Plant 25.54 17.19 20.02 25.54 19.43 23.18 13.79 21.65 21.46 28.69

Mfeat 89.83 75.79 60.84 90.02 73.05 92.64 89.68 85.90 92.70 91.12

AR10P 37.27 42.61 39.53 39.82 26.62 27.87 41.67 40.11 24.72 51.12

YALE 57.72 58.42 54.16 57.69 59.32 57.58 56.60 62.87 53.51 61.38

CCV 17.06 17.84 15.04 17.06 12.42 13.77 16.86 18.71 16.52 18.57

Caltech101 5 70.64 70.55 65.97 70.60 66.76 68.93 71.28 71.08 67.18 71.52

Average Rank 4.50 5.33 8.33 4.33 8.00 6.17 5.83 3.50 7.00 1.67

Purity(%)

Plant 60.21 56.38 56.38 60.21 55.00 59.47 54.86 58.72 56.60 63.30

Mfeat 95.20 86.00 66.75 95.30 77.45 96.60 94.90 92.55 96.65 95.90

AR10P 39.23 43.08 40.00 39.23 32.31 33.08 40.77 39.23 28.46 56.15

YALE 53.94 57.58 52.73 57.58 58.18 57.24 53.94 60.00 49.09 62.42

CCV 23.56 23.62 22.41 23.56 20.79 20.08 24.36 24.88 22.90 25.58

Caltech101 5 38.24 38.04 29.80 37.65 33.92 34.90 39.41 39.02 33.92 40.00

Average Rank 4.67 5.00 8.00 4.33 7.83 6.17 5.17 4.00 7.00 1.33

obtains sample-specific information by calculating combined kernel in a local-
ized way. (8) Multiple kernel k-means with Matrix-induced Regular-
ization (MKKM-MR) [14]. MKMR proposes a matrix-induced regularization
and plays a good role in redundancy elimination. (9) Multiple Kernel Clus-
tering with Local Kernel Alignment Maximization(MKKM-LKA) [10].
MKKM-LKA requires the clustering algorithm to focus on sample pairs closed
enough to be together and avoids sample pairs that far apart involving similarity
evaluation.

Table 2. Detailed information of used data sets

Data sets #Samples #Kernels #Clusters

Plant 940 69 4

Mfeat 2000 12 10

AR10P 130 6 10

YALE 165 5 15

CCV 6773 3 20

Caltech101-5 510 48 102
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4.3 Experimental Setup

All base kernels are firstly centered and scaled so that, for every α and i, Kα

(xi, xi) = 1. The number of clusters is given for every data set, and we set
it as the ground truth. In addition, the clustering performance are judged by
three widely recognized criteria, including clustering accuracy (ACC), normal-
ized mutual information (NMI) and purity (PUI). For the proposed algorithm,
the trade-off parameter λ is chosen from [10−5, ..., 105]. We repeat each experi-
ment 50 times for all algorithm to avoid the effect of the random initialization
and take the best result. Our experiments are conducted on desktop computer
with Intel i9-9900K CPU @ 3.60 GHz × 16 and 64 GB RAM.

4.4 Clustering Performance

Table 1 lists the ACC, NMI, Purity comparison of the above algorithm on six
data sets. The best results are written in red, and the results comparable to
the best are bold. Based on the results, we find that our algorithm almost has
the best performance on all given data sets: Plant, AR10P, YALE, ORL and
Caltech101-5. Actually, it outperforms the second best algorithm 3.09%, 13.7%,
0.61%, 2.79%, 0.3% on ACC respectively. As for Mfeat, our method is not dis-
tinguishable from the best one. The NMI and purity in the table also show the
proposed algorithm outperforms other multiple kernel clustering algorithms on
most data sets. Furthermore, it is interesting that A-MKKM and SB-KKM have
better performance than other methods on some data sets.

Particularly on the dataset Plant, the other methods are not as good as A-
MKKM, while our method outperforms it. Given that A-MKKM does better
than SB-KKM on Plant, we infer that it is necessary to combine information
from every kernel to score higher than A-MKKM on the three criteria. This is the
evidence that our method is able to combine effective information from different
kernels. Meanwhile, on data set ORL, SB-KKM outperforms all methods other
than ours. According to SB-KKM being better than A-MKKM on ORL, we find
that our method has the ability to remove redundant information of each kernel.
In summary, these results verify that the proposed algorithm can help improve
clustering performance, compared to existing state-of-the-art approaches.

4.5 Kernel Structure and Parameter Sensitivity Study

To visualize the clustering result of our method, we show the affinity matrix in
Fig. 2(a). There are ten blocks on the diagonal, which means our method manage
to recognize every cluster. However, the color of these ten blocks is a bit mottled,
indicating that our method can identify samples from the same cluster, but there
are still deficiencies. Meanwhile, there are darker yet recognizable blocks on both
sides of the diagonal. That shows affinity matrix captures the similarity between
different clusters and might have a bad influence on clustering performance.
As Fig. 2(b) shows, our method converges quickly within a few iterations. This
verifies the convergence of our algorithm.
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Fig. 2. An illustration of the learned affinity matrix on Mfeat and the number of our
method until convergence on dataset Plant.

5 Conclusion

In this article, we propose a novel multiple kernel clustering method named
Unified and View-specific Multiple Kernel Clustering, which takes kernels down
to unified, view-specific and noise matrices. We also introduce an algorithm to
solve the Augmented Lagrange function of the original problem. Experiment
results show that our method outperforms the compared state-of-art methods
in clustering effects. In the future, we will consider utilize local information to
improve our model.
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Abstract. Data lineage allows information to be traced to its origin in
data analysis by showing how the results were derived. Although many
methods have been proposed to identify the source data from which the
analysis results are derived, analysis is becoming increasingly complex
both with regard to the target (e.g., images, videos, and texts) and tech-
nology (e.g., AI and machine learning). In such complex data analysis,
simply showing the source data may not ensure traceability. Analysts
often need to know which parts of images are relevant to the output
and why the classifier made a decision. Recent studies have intensively
investigated interpretability and explainability in the machine learning
(ML) domain. Integrating these techniques into the lineage framework
will greatly enhance the traceability of complex data analysis, including
the basis for decisions. In this paper, we propose the concept of aug-
mented lineage, which is an extended lineage, and an efficient method
to derive the augmented lineage for complex data analysis. We express
complex data analysis flows using relational operators by combining user
defined functions (UDFs). UDFs can represent invocations of AI/ML
models within the data analysis. Then we present an algorithm to derive
the augmented lineage for arbitrarily chosen tuples among the analysis
results. We also experimentally demonstrate the efficiency of the pro-
posed method.

Keywords: Data traceability · Data lineage · User Defined Function ·
Complex data analysis

1 Introduction

When data analysis is utilized for decision-making, it is critical to guarantee
the traceability of the results. Data provenance in data analysis refers to all
metadata describing its processing and is essential for traceability. In particular,
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data lineage refers to tracing the source data from which the analysis results are
derived. This topic has been widely researched in the database domain [5,6,17].

Even with lineage, sufficient traceability remains a challenge. Modern data
analysis has become more complex. Not only are the targets composed of diverse
content data such as images, videos, and texts but processing often involves
sophisticated technologies such as AI and machine learning (ML). Below is an
example.

Example 1. Figure 1 shows an analysis of a financial institution summarizing the
results of loan application examinations based on customer information using an
ML model. The ML model takes (Income, Debt, LoanAmount) as inputs and
returns the examination result (Accept, Marginal, Reject). The reason that an
application was rejected is not obvious. In this case, the lineage of 〈Reject, 1〉 is
a set of tuples {〈0002, Joa, 25, 2200〉, 〈0002, 1350, 12/17〉, 〈0002, 20000, 12/19〉}.
This is insufficient to understand why 〈Reject, 1〉 was derived from these source
tuples. In other words, the source tuples do not fully explain “why this appli-
cation was rejected.” However, the reason for the decision in the ML model
along with the source tuples may explain why an application was rejected. For
example, “the model rejected this application because the debt and existing loan
amount of the applicant are both large.” This reason describes the basis of the
result, leading to a higher traceability.

Fig. 1. Analysis summarizing the results for loan application examinations using an
ML model. Tuples surrounded by dashed lines represent the source data of the result
tuple 〈Reject, 1〉.

In this paper, we propose the concept of augmented lineage, which is an
extension of lineage that incorporates the basis for decisions (reason) in complex
data analysis. Reason shows (1) which region of the content data (e.g., images
or videos) the analytical model emphasizes and (2) the basis for the AI/ML
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model decision. The contributions of this paper are as follows: (i) proposal and
formulation of augmented lineage, (ii) proposal of a basic algorithm to derive
the augmented lineage, (iii) proposal of an enhanced method for its efficient
derivation, and (iv) experimental evaluation of the proposed derivation method.

The rest of this paper is organized as follows. Section 2 overviews related
work. Section 3 presents the data model used to represent data analysis. Section 4
proposes the augmented lineage, while Sect. 5 formulizes a basic algorithm to
derive the augmented lineage. Section 6 details its enhanced method. Section 7
experimentally investigates the derivation method. Finally, Sect. 8 concludes this
paper.

2 Related Work

Lineage has been researched widely in database and scientific workflow domains.
Cui et al. [6] modeled queries in data warehouses using the relational model and
proposed a method to find the source tuples from which the output tuples were
derived by executing tracing queries. Bhagwat et al. [1] also targeted relational
queries and showed how to obtain the lineage. They assigned identifiers to all
values in the source tables, and annotated query results with the lineage tuple
identifiers during query processing.

Modern data analysis includes content data analysis and AI/ML analysis
(e.g., recommendation [18], anomaly detection [2,12], and medical diagnosis
[7,13]). [5,17] derived the lineage for the analysis, which included user-defined
functions (UDFs) and relational operators. Cui and Widom [5] proposed a
method to derive a lineage for analysis, which included more generalized oper-
ators. Their method can deal with non-relational operators by focusing on the
relationship between the input and output data (e.g., one-to-one, N-to-one, N-
to-M relationships) of each operator and schema information. Wu et al. [17]
presented a method to find lineage in SciDB, which handles multi-dimensional
array data for an analysis involving user-defined operators. In their study, both
the input cells from which an output cell was derived (backward lineage) and
the output cells to which an input cell contributes (forward lineage) could be
identified. The lineage was obtained by recording the input/output relationships
of each operator in the workflow. They proposed a method to efficiently manage
and later derive lineages by rerunning. In these studies, lineage means the cor-
respondence between input/output tuples (cells). However, they did not show
the important parts of the content data (images, texts, etc.). Moreover, they did
not cover the basis for AI/ML decisions. Zheng et al. [19] proposed a method to
track information about which parts of the content data were extracted by data
extraction processing represented by UDFs as well as the traditional tuple-level
lineage. Even this framework cannot provide the basis for decisions made by
AI/ML processing.

Recently, many studies have investigated interpretability and explainability
of AI/ML processing [8,9]. Using frameworks such as [14–16], the basis for the
decisions in AI/ML processing can be shown. The augmented lineage presented



68 M. Yamada et al.

in this paper is a general framework that integrates such reasoning functions into
lineage and contributes to the improved traceability in complex data analysis,
including AI/ML processing.

3 Data Model

This section describes the data model to represent data analysis. Complex data
analysis is modeled as a task consisting of relation-like operators. First, we intro-
duce the notations. Table T (A1, . . . , An) has a set of tuples {t1, . . . , tp}. t.A
projects tuple t onto the tuple with an attribute set A (⊆ {A1, . . . , An}). For
a set of tuples {t1, . . . , tq} (including, in special cases, single values), 〈t1, . . . , tq〉
denotes the tuple that concatenates them. Source data set D consists of the set
of tables {T1, . . . , Tm}1. T denotes the task on the source data set D, and O
denotes its output. That is, O = T (D) = T (T1, . . . , Tm).

Next, we describe the operators that compose a task. To model data analysis,
we assume seven set-relational operators: basic operators (Join ��, Selection σ,
Projection π, Aggregation α, Union ∪, Difference −) and Function operator (φ),
which models complex data analysis. A task is represented as a tree consisting
of these operators, while leaf nodes are source tables. For ease of exposition, this
paper restricts the operators to relational operators. However, our framework
can deal with more generalized processing and external programs as long as they
have the same input/output relationships as relational operators. For example,
when σ receives one tuple, it either (1) outputs the tuple or (2) outputs nothing.
Processing by external programs with the same input/output relationships can
be modeled in the same way as σ. Due to space limitations, we only introduce the
function operator in detail. First, we define the reason for the function operator.

Definition 1 (Reason). Reason is the information showing the basis for the
result of complex data analysis.

Example 2. Given a classifier that takes customer information and loan appli-
cation information as inputs to examine the application, the classifier can show
which source data contributes above a certain threshold in decision making as
well as the decision results. We treat such information as reasons.

Definition 2 (Function operator). Function operator (φf(E )) applies UDF
f , which models complex data analysis2, to all tuples (more precisely, their val-
ues for attributes E) in the input table. UDF f is the function with the fol-
lowing input and output, f : Domain(E) → V alue × Reason3, where Value

1 If a table is referred to more than once, each reference is regarded as access to a
different table.

2 UDF can be used to model target-specific simple computation (e.g., compute an
area), too. For simplicity of discussion, we focus on the use of UDF for complex data
analysis.

3 If a reason is not needed (only the output value is needed), we can perform f in the
non-reasoning mode, which produces no reason.
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is the domain of the output values of the complex data analysis, and Reason
represents the domain of reasons. The UDF developers must determine what
information is produced as reasons. The output of function operator φf(E ) is
φf(E )(T ) = {〈t, f(t.E).V alue, f(t.E).Reason〉 | t ∈ T}.
Example 3. Using our data model, the analysis in Fig. 1 can be represented as:

O = T (D) =αJudge,COUNT (∗)(φf(Income,Debt,LoanAmount)(
πIncome,Debt,LoanAmount(Client �� Debt �� Loan)))

Figure 2(a) shows its operator tree. Note that αG,g(B)(T ) groups tuples in table
T based on grouping key G and applies aggregate function g to attribute B for
each group. Here, “Judge” refers to the UDF’s Value attribute, and UDF f is
assumed to show the set of attributes contributing above a certain threshold
to the output (Value) as a reason. Table 1 shows the output of the function
operator.

Fig. 2. (a) Operator tree. (b) Segmented operator tree.

Table 1. Output of the function operator in Example 3.

Income Debt LoanAmount Judge Reason

3400 810 4000 Accept {Income, LoanAmount}
2200 1350 20000 Reject {Debt, LoanAmount}
. . . . . . . . . . . . . . .
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4 Augmented Lineage

This section defines augmented lineage. Augmented lineage is an extension of
lineage in [4]. The set of the source tuples from which tuple o(∈ T (D)) of task
T is derived is called the source lineage of tuple o in task T . It is denoted by
SL(o) = {T ∗

1 , . . . , T ∗
m} (T ∗

i ⊆ Ti). The source lineage is called lineage in [4]. For
a detail description, please refer to the paper. Re-executing task T on SL(o)
results in tuple o, and all tuples in SL(o) contribute to it. The source lineage of
tuple set Ō(⊆ T (D)) in task T is SL(Ō) =

⋃̂
o∈ŌSL(o). Note that

⋃̂
is an oper-

ator that produces the union for each table: {T 1∗
1 , . . . , T 1∗

m } ⋃̂ {T 2∗
1 , . . . , T 2∗

m } =
{T 1∗

1 ∪ T 2∗
1 , . . . , T 1∗

m ∪ T 2∗
m } s.t. T j∗

i ⊆ Ti.
Before defining the augmented lineage, we define intermediate lineage of tuple

set Ō(⊆ T (D)) in an intermediate result.

Definition 3 (Intermediate Lineage). Let O be the output tuples of task
T . That is, O = T (D) = T (T1, · · · , Tm). Furthermore, let task T be divided
into two tasks, T ′ and T ′′. Namely, T (D) = T ′(TO′ , Tli+1 , . . . , Tlm), TO′ =
T ′′(Tl1 , . . . , Tli). The intermediate lineage IL(Ō, TO′) of tuple set Ō (⊆ T (D))
in intermediate result TO′ is the source lineage T ∗

O′ ∈ SL(Ō) of tuple set Ō in
task T ′.

Definition 4 (Augmented Lineage). Augmented lineage AL(Ō) of tuple set
Ō(⊆ T (D)) in task T consists of the following pair, where TO′

i
denotes the

intermediate result generated by each function operator φfi(Ei ).

– Source Lineage (SL): SL(Ō)
– Reasoning Lineage (RL): RL(Ō) = {〈o.Ei, o.V alue, o.Reason〉 | ∀i, o ∈

IL(Ō, TO′
i
)}

Referring to the outputs of the function operator shown in Table 1, the aug-
mented lineage of the tuple 〈Reject, 1〉 in the task shown in Example 1 is as
follows (Note that [A,B] means a pair consisting of A and B.):

⎡
⎣

⎧
⎨
⎩

Client: { 〈 0002, Joa, 25, 2200 〉 }
Debt: { 〈 0002, 1350, 12/17 〉 }
Loan: { 〈 0002, 20000, 12/19 〉 }

⎫
⎬
⎭ ,

{ 〈 〈 2200, 1350, 20000 〉,
Reject, {Debt, LoanAmount} 〉

}⎤
⎦

5 Augmented Lineage Derivation

There are two approaches to obtain the lineage [3,10]: the eager approach and
lazy approach. The former produces lineage for all analysis results during execu-
tion. The latter derives the lineage for the chosen analysis results after execution.
This paper uses the lazy approach.

In recent data analysis, analysts often develop analysis flows using trial and
error to configure parameters, change source data, etc. In this context, the lazy
approach is more desirable than the eager approach, which has a larger over-
head for every analytical execution. This is why we focus on the lazy approach.
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Our proposed method to derive the augmented lineage is based on [6], which
proposed a method to obtain lineage of database queries via the lazy approach.
Our extension enables use of UDFs for complex data analysis, a more practical
treatment of task operators, and inclusion of reasoning lineage.

Given a task, we divide its operator tree into one or more operator sub-trees
(segments) and then derive the augmented lineage for each segment. In Sect. 5.1,
we explain segments in more details and present an algorithm to divide a task.
In Sect. 5.2, we introduce a tracing query, which finds the source lineage of a
single segment. Finally, we propose a basic algorithm to derive the augmented
lineage of a task in Sect. 5.3.

5.1 Segment

There are two types of segments:

– Non-D-segment: A segment of operators except the difference in the order of
φ-α-∪-π-σ-��. The leftmost operator is located at the top of the operator tree,
which is called the top of the segment. Namely, the operators are executed
from right to left in a bottom-up manner. Note that all the operators do not
need to actually appear in a Non-D-segment.

– D-segment: A segment consisting of a single difference operator.

An operator tree can be transformed by exchanging the order of commutative
operators to be divided into fewer segments. We call such an operator tree its
canonical form. Algorithm 1 transforms the operator tree of task T into the
canonical form and divides it into segments. After canonicalizing, each Non-D-
segment will satisfy one of the following conditions.

i. It is at the top of the operator tree.
ii. Otherwise,

A. it has a function operator at the top,
B. it has an aggregation operator at the top,
C. it has a union operator at the top and is directly below a join operator

or a D-segment, or
D. it has a projection, selection, or join operator at the top and is directly

below a D-segment.

Example 4. The task in Example 3 is divided into two Non-D-segments by Algo-
rithm 1: (1) Non-D-segment consisting of α alone and (2) Non-D-segment φ-π-��
(Fig. 2(b)).

In the following explanation, it is assumed that the operator tree of task T
is in a canonical form unless specified otherwise.
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Algorithm 1. Canonicalize
Input: Operator tree of task T
Output: Canonical form of T
1: Pull unions above projections and selections in T ;
2: Pull projections above selections and joins in T ;
3: Pull selections above joins in T ;
4: Merge adjacent same operators;
5: Split T into segments;
6: return T ;

5.2 Tracing Query

First, we consider the case where task T consists of a single segment, and
explain a tracing query to find the source lineage SL(Ō) of a tuple set Ō(⊆
T (T1, . . . , Tm)) in task T . For this, we introduce the split operator.

Definition 5 (Split operator). Let A denote the set of attributes in table T .
The split operator produces a set of tables with attribute set Ai ⊆ A using the
projection as:

SplitA1,...,An
(T ) = {πA1(T ), . . . , πAn

(T )}
The tracing queries for Non-D-segments and D-segments are shown below. If

a task consists of a single segment, its source lineage can be obtained using the
following tracing queries.

Tracing Query for a Non-D-Segment: Given a non-D-segment T (D) =
φf(E )( αG,g(B)(∪i(πAi

(σCi
(T i

1 �� · · · �� T i
mi

))))), the source lineage of tuple
set Ō(⊆ T (D)) in task T can be obtained by executing the following tracing
query:

TQŌ,T (D) =
⋃

i

SplitT i
1 ,...,T

i
m i

(σCi
(T i

1 �� · · · �� T i
mi

) � Ō)

Note that � denotes semi-join. If some operators are missing in the Non-D-
segment, their counterparts are omitted in the tracing query. If tuple set Ō is the
whole output T (D), the tracing query is denoted as follows using the notation
ALL:

TQALL,T (D) =
⋃

i

SplitT i
1 ,...,T

i
m i

(σCi
(T i

1 �� · · · �� T i
mi

))

Tracing Query for a D-Segment: Given a D-segment T (D) = T1 − T2, the
source lineage of tuple set Ō(⊆ T (D)) in task T is represented as follows:

TQŌ,T (T1, T2) = {Ō, T2}

5.3 Augmented Lineage Derivation Procedure

We introduce an algorithm to derive the augmented lineage of tuple set Ō(⊆
T (D)) in task T . To obtain the augmented lineage, we (1) transform the oper-
ator tree of the task into the canonical form by executing Algorithm 1 and
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Algorithm 2. Augmented Lineage Derivation Procedure
Input: Source data set D, Task T , Tuple set Ō(⊆ T (D))
Output: Augmented lineage of tuple set Ō in task T
1: SL = RL = ∅;
2: Initialize TQqueue; // TQqueue is a queue.
3: Enqueue a pair [Ō,T ] into TQqueue;
4: while TQqueue is not empty do
5: Dequeue a pair [Ō,T ] from TQqueue;
6: if T ′s top segment T̄ is a D-segment then
7: // O = T̄ (O1, O2) = O1 − O2, Oi = Ti(Di) s.t. Di ⊆ D
8: if Ō = ALL then
9: Ō ← O;

10: {O∗
1 , O∗

2} ← {Ō,ALL};
11: else if T ′s top segment T̄ is a Non-D-segment then
12: // O = T̄ (O1, . . . , Ok), Oi = Ti(Di) s.t. Di ⊆ D
13: if T̄ ′s top operator is φf(E ) then
14: if Ō = ALL then
15: Ō ← O;

16: for o ∈ Ō do
17: RL = RL ∪ {〈o.E, o.V alue, o.Reason〉};

18: {O∗
1 , · · · , O∗

k} ← TQ(Ō, T̄ , {O1, · · · , Ok});

19: for Each O∗
i do

20: if O∗
i corresponds to a source table Tj then

21: if O∗
i = ALL then

22: O∗
i ← Tj ;

23: SL = SL ∪ {O∗
i };

24: else if O∗
i does not correspond to any source table then

25: Enqueue [O∗
i ,Ti] into TQqueue;

26: return [SL, RL];

(2) apply Algorithm 2 to the task. Algorithm 2 recursively derives the source
lineage of each segment and records the reasoning lineage if the tuples in the
intermediate lineages contain reasons.

6 Implementation of Augmented Lineage Derivation

The procedure to derive the augmented lineage introduced in Sect. 5.3 assumes
that when a task consists of multiple segments, the intermediate result of the
lower segment is available to derive the source lineage of the upper segment. The
following two approaches are commonly applied.

(1) Full Materialization (Full): This approach materializes (generates and
stores) the intermediate results when the analysis runs. This approach some-
what affects the analytical execution, and the storage cost for managing the
intermediate results becomes overhead.
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(2) Rerun: This approach recovers all necessary intermediate results by rerun-
ning the analysis before executing tracing queries. Although there is no run-
time overhead and storage cost in the analytical execution, rerunning the
analysis before deriving the augmented lineage is time consuming.

In the preliminary experiments, we evaluated the performance of the above
two approaches on complex data analyses. As a result, when a task includes a
function operator with an expensive UDF, the operator’s re-execution is time
consuming compared to other relational operators. Hence, we propose the fol-
lowing enhanced approach to derive the augmented lineage efficiently.

Function Materialization (FM): This approach materializes only intermedi-
ate results, which are directly generated by the function operators when running
the analysis. The other intermediate results are recovered by rerunning the anal-
ysis before deriving the augmented lineage.

To improve the efficiency of Rerun and FM, it is possible to semi-join the
source tables with the output tuples before rerunning the analysis. This opti-
mization can reduce the source table size before the re-execution of the analysis.
In addition, we can execute each segment after optimizing it in all approaches.
We experimentally evaluate the cost of the above approaches.

7 Experiment

To evaluate the runtime and storage cost of our proposed method when deriving
the augmented lineage, we implemented it on a relational database. The anal-
ysis run in our experiments used person recognition for images to determine
the number of times that celebrities appeared on stage at large event places.
We used [11] dataset for our experiments. The analysis employed two tables:
Image(ImageID,P laceID, Img) and Event(EventID, P laceID, V isitors) as
inputs, where the underlined attributes are keys. In our experiment, both source
lineage and reasoning lineage were also stored in relational tables.

Fig. 3. SQL statement executed in our experiment.

Attribute Img contained the path (URI) of an external image file as a string.
The path involved the name of the celebrity in the image. Figure 3 shows the
SQL used for this experiment, and the analysis is modeled as follows:
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O = T (D)
= αV alue,COUNT (∗)(φrecognition(E )(σC(R1 �� (αPlaceID,AV G(V isitors)(R2)))))

s.t. E : Img, C : avg >= 50000, R1 : Image, R2 : Event

This operator tree consists of three Non-D-segments: (1) α, (2) φ-σ-��, and
(3) α. Recognition function is a UDF that performed person recognition. To
investigate the effect of UDF processing costs on the effectiveness of Function
Materialization, we prepared two implementations of the recognition function.
Face Recognition: A person is identified by an ML-based face recognition
model in the given image. It outputs the person’s name as the value and the
position of the bounding box around the face as the reason. Its processing cost
is expensive.
String Processing: A person is recognized by extracting the name from the
URI string. It outputs the person’s name as the value and the position of the
name in the URI as the reason. Its processing cost is cheap.
Each output value of the two recognition function implementations is the same.

We also prepared three different source table sizes (Small, Medium, Large).
Table 2 shows the number of tuples in each case. Our implementation used Post-
greSQL 9.6.21 and Python 3.7.8. All experiments were run on a machine with
an Intel(R) Xeon(R) CPU E5-2620 v2 @ 2.10 GHz and 128 GB memory.

Table 2. Number of tuples in each
source table.

Image Event

Small 4.5× 104 6.075× 105

Medium 4.5× 105 6.075× 106

Large 4.5× 106 6.075× 107

Table 3. Number of materialized tuples.

Full FM

Small 4.95× 104 4.5× 103

Medium 4.95× 105 4.5× 104

Large 4.95× 106 4.5× 105

Analysis with Face Recognition UDF (Expensive UDF): Figure 4 sum-
marizes the processing time to derive the augmented lineage. Table 3 shows the
number of materialized tuples as the intermediate results. Both Function Mate-
rialization (FM) and Full Materialization (Full) outperform Rerun with respect
to processing time. Full is up to about 1578.3 times faster than Rerun for the
medium-sized table and FM is up to about 516.8 times faster than Rerun for the
small-sized table. FM drastically reduces the number of materialized tuples (by
about 91%) compared to Full (Table 3). Hence, FM is an appropriate approach
to realize a fair trade-off between processing time and storage cost.
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Fig. 4. Processing time to derive the
augmented lineage in the analysis with
expensive UDF.

Fig. 5. Processing time to derive the
augmented lineage in the analysis with
cheap UDF.

Analysis with String Processing UDF (Cheap UDF): Figure 5 summa-
rizes the processing time to derive the augmented lineage. In this case, Full
Materialization (Full) and Function Materialization (FM) exceed Rerun with
respect to processing time. Full is about 6.6 times faster in medium table size
and FM is about 2.2 times faster than Rerun in small table size. Furthermore,
since the size of the intermediate results is the same as that in Table 3, FM
had a smaller storage cost than Full. However, the advantage of materializing
the intermediate results on the processing time is smaller because the processing
cost of a cheap function operator is not very high compared with other relational
operators, and its re-execution has a low overhead.

8 Conclusions and Future Work

In this paper, we have proposed the augmented lineage, which is an extended
lineage combining reasons for complex data analysis. This augmented lineage
ensures traceability of complex data analysis, including AI/ML processing. Addi-
tionally, we formulated an algorithm to derive the augmented lineage using the
lazy approach. We also introduced Function Materialization (FM), which allows
for a fair tradeoff between runtime cost and storage cost in deriving the aug-
mented lineage. Experiments on a relational database showed that FM is effec-
tive, especially when expensive UDFs involving sophisticated AI/ML processing
are included in the data analysis flows. Interesting future research topics include
comparison with other existing approaches, extending the proposed data model
for more generalized analysis contexts, and applying the proposed framework to
big data processing systems and stream processing environments.
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Abstract. We are interested in the regression of data to a parame-
terised system of differential equations formalising a dynamical system.
We study the case of the Green Solow model, a neoclassical economics
model for sustainable growth. Faced with the challenges posed by the
coupling of the equations, the scarcity of data, and their auto-correlation,
we devise several solutions. We present a baseline model and propose
three models leveraging neural ordinary differential equations, a recently
proposed machine learning model. We empirically and comparatively
evaluate the performance of the four models. The results demonstrate the
advantages of the proposed approach using neural ordinary differential
equations. We conclude by discussing the generality of this knowledge-
and data-driven approach to the analysis of dynamical systems.

Keywords: Data analysis · Dynamical systems · Machine learning

1 Introduction

Dynamical systems [10] are physical systems characterised by the evolution of
their state over time. The modelling of a dynamical system generally stems
from a first principles approach where a general relationship is derived using
fundamental theoretical concepts and empirical observations. It is a hand and
brain iterative process of empirical observations, hypotheses formulation, and
testing. The resulting model is generally a parameterised system of differential
equations defining the time evolution rules of the physical systems.

Recent advances in machine learning, such as the identification of the gov-
erning equations from data [4,24] and the integration of knowledge into physics-
informed machine learning models [17,18], create new opportunities for the data-
driven modelling of dynamical systems.

Regression analysis [9] is a data-driven computational statistical analysis that
models the relationship between variables. Given a parameterised model, regres-
sion finds values of the parameters that best fit the model to the observed data
c© Springer Nature Switzerland AG 2021
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of the variables. However, these parameters may be inconsistent and not inter-
pretable by domain experts if the coupled equations of the dynamical system
are not solved simultaneously. The model may also assume ceteris paribus while
the parameters themselves vary over time. Finally, the data for such a dynami-
cal system is often scarce and auto-correlated. These complicate the search for
parameters. We are interested in the regression of observed data to a parame-
terised system of differential equations formalising a dynamical system, to find
values of the parameters that best fit the model to the observed data of the
variables.

We therefore propose leveraging neural ordinary differential equations [5], a
family of deep neural network models that combine neural networks with dif-
ferential equation solvers. Neural ordinary differential equations have the ability
to find consistent time-varying parameters based on coupled equations despite
scarce and auto-correlated data.

The dynamical system that we consider is the Green Solow model [3]. It
describes the dynamics of sustainable growth. Country-level macro-economics
data for the variables of the model, such as capital, income, and emissions, are
generally openly available from national and international organisations.

We present and empirically evaluate the performance of four approaches to
the regression problem estimating the parameters of the dynamical system. We
devise a conventional first approach to serve as a baseline reference. The three
other original approaches illustrate how neural ordinary differential equations
can be leveraged for the problem at hand.

The remainder of this paper is structured as follows. Section 2 presents the
Green Solow model and describes the data sets. Section 3 synthesises related
machine learning approaches to regression analysis, physics informed neural net-
works, and neural ordinary differential equations. Section 4 formulates the prob-
lem and presents the baseline model and the three proposed neural ordinary
differential equation models. Section 5 is a comparative empirical performance
evaluation and analysis of the four models. Section 6 summarises the findings
and discusses research questions stemming from this work.

2 The Green Solow Model

The Green Solow model [3] is an augmentation of the Solow–Swan model [1,21],
a neoclassical economics model describing the dynamics of economic growth. The
Solow–Swan model is a dynamical system that proposes to model the evolution
of a country’s economy over time due to factors such as labour force, capital,
and savings rate, based on fundamental economics concepts. The Green Solow
model augments the Solow–Swan model to describe the dynamics of economic
sustainable growth considering pollution emissions and the rate of pollution
abatement from technological progress within the Solow model.

The Green Solow model is represented by the coupled three-dimensional ordi-
nary differential equation, Eqs. 1 to 3, defining the time evolution of the system.
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It is a function of variables kt, yt, and et measuring the state of the physical sys-
tem and parameters n, s, δ, α, gB , and gA quantifying the interaction between
the variables and their time evolution.

dkt

dt
= (s × yt) − ((δ + n + gB) × kt) (1)

dyt
dt

= yt × (gB + (α × dkt

dt
× 1

kt
)) (2)

det
dt

= et × (−gA + (
dyt
dt

× 1
yt

)) (3)

The variables kt and yt represent capital per capita and income per capita
at time t respectively, both in millions of United States dollars. The variable et
represents emissions per capita at time t in metric tons. The parameters in Eqs. 1
to 3 are the fixed savings rate, s, growth rate of population, n, rate of capital
depreciation, δ, rate of labour-augmenting technological progress, gB, capital
share of output, α, and rate of technological progress in emissions abatement,
gA. The parameters characterise the evolution of the dynamical system. However,
the four parameters δ, α, gB , and gA are neither observable nor measurable. The
values of these four unobserved parameters are to be estimated, to allow the best
fit of the variables kt, yt, and et to the time evolution rules.

The Green Solow model was designed to show that the emissions per capita
for a given country generally converge to a sustainable growth path described by
the Environmental Kuznets Curve [22]. By modifying the differential equations
describing the Green Solow model into a form that can be solved analytically
and making use of aggregated variables for each country, a multivariate linear
regression can be specified to estimate the unobserved variables α, gB , and gA
(δ is substituted out). The results of this regression also allow making of cross-
country comparisons regarding savings rates and population growth rates in
emissions per capita and indirectly predicting future emissions per capita.

Data for the variable kt is sourced from the Penn World Tables series named
Capital stock at Current Purchasing Power Parities [6]. The data for the vari-
able et is sourced from the World Development Indicators [23]. The data for the
variable yt is sourced from Angus Maddison and runs until 2008 [13], as is the
parameter nt. Lastly, data for the variable st is sourced from the World Devel-
opment Indicators series named Adjusted savings, gross savings (as a percentage
of the gross national income) [23]. The remaining parameters of the dynamical
system are not measured and no data is available for them.

3 Related Work

Physics-informed neural networks [18] in general and neural ordinary differential
equations [5,17] in particular attempt to reconcile observation data with the
knowledge of systems of differential equations characterising a dynamical system.

Physics-informed neural networks refer to neural networks integrating prior
knowledge about the physical systems being studied, by incorporating differen-
tial equations in the loss function of a neural network. They work on the basis



Neural ODEs for the Green Solow Model 81

of neural networks being universal function approximators [11,17], but regular-
ize the neural network based on constraints of the differential equation. These
constraints can train neural networks to avoid physically inconsistent or non-
sensible outputs and can supplement data scarcity issues faced by supervised
learning tasks that typically require larger datasets [18].

Neural ordinary differential equations [17] constitute a noticeable break-
through for the integration of dynamical systems and neural networks, allowing
the design and implementation of effective and efficient physics-informed neu-
ral networks. They are made practical and effective by two properties of neural
networks being differentiable objects [5] and universal approximators [11,17].
Unlike other physics-informed neural networks that make use of existing knowl-
edge to constrain a neural network, neural ordinary differential equations directly
embed a neural network into differential equations, allowing the neural net-
work to approximate all or part of the non-linear dynamics of a system while
incorporating a variety of interactions and known mechanisms of the dynamical
system [17]. Furthermore, instead of discretizing the states of a dynamical sys-
tem, neural ordinary differential equations make use of an ordinary differential
equation solver and compute gradients using the adjoint sensitivity method [15]
which scales linearly with the dimensions of independent variables and explicitly
controls numerical error [5].

Finding the parameters of the Green Solow model is complicated by the
scarcity and auto-correlation of data. Neural ordinary differential equations have
proven to perform well with scarce data [12,19]: backpropagation reduces to cal-
culating gradients of the differential equation solution with respect to their unob-
served parameters via the adjoint method. The neural network hence only learns
information about parameters that are unobserved, instead of all parameters in
the dynamical system, and compensates for less data with more knowledge. Fur-
thermore, because the neural network approximates fewer parameters, it has
fewer trainable weights than one approximating the entire dynamical system.
These two factors account for the ability of neural ordinary differential equations
to reconstruct models based on scarce data and more knowledge to effectively
and efficiently analyse and predict the dynamics of physical systems [17].

Auto-correlated data can also bias the parameters [8] of the Green Solow
model found by regression. Ordinary differential equations solvers eliminate the
problem of auto-correlation by computing the first difference of the dependent
variable. Neural ordinary differential equations perform better with solvers using
the adjoint method [2]. The adjoint method freely selects Lagrangian multi-
pliers when the constraints of the ordinary differential equation are met. The
Lagrangian multipliers are selected to prevent expensive differentiation of inde-
pendent variables. They control for effects of the change in independent variables
over the entire time period for which the ordinary differential equation is solved.
This eliminates the problem of auto-correlation.
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4 Methodology

Our problem statement is as follows: to find parameters of the Green Solow
model, we formulate a regression problem that estimates coefficients by min-
imising the residual of the dependent variable, based on independent and con-
trol variables of the regression. It is possible and easier to ignore that the sys-
tem is coupled and to consider and solve the three equations independently.
However, this yields different parameter values for each equation. For instance,
solving Eqs. 1–2 yield two different values of gB . These values are mathemati-
cally inaccurate- they are not consistent with the coupling and are not possible
to interpret consistently. Instead we propose four solutions that solve the cou-
pled system with consistent parameter values. The estimated coefficients of each
of the four regressions either directly find the parameters δ, α, gA, and gB or
adjust the Green Solow model by allowing time-varying parameters δt, αt, gA,t,
and gB,t, or introducing multiplicative adjustment terms Mk,t, My,t, Me,t, to
fit the coupled equations. Model 0 is a baseline coupled regression of the three
equations of the Green Solow model. It does not make use of neural ordinary
differential equations and highlights the weakness of the Green Solow model
in assuming constant parameters across time. Following it, three models using
neural ordinary differential equations are introduced. We leverage the ability of
neural ordinary differential equations to find consistent time-varying parameters
based on coupled equations despite scarce and auto-correlated data.

In the following four models, the subscript t indicates time-dependent vari-
ables and coefficients while the subscript data indicates observed data. The
symmetric mean absolute percentage error [7] of each regression is minimised
instead of the mean squared error. It allows the residual of each regression sub-
problem to be scaled into a dimensionless percentage value. The residuals of all
sub-problems are then summed and minimised at the same time. Estimating
coefficients of three regression sub-problems of different scales at the same time
using the mean squared error would bias the estimation towards coefficients in
regression sub-problems of a larger scale, but the squared residual can still be
used for regression sub-problems that are estimated independently.

4.1 Baseline Method

Model 0 is a baseline non-linear regression of the three-dimensional coupled
Green Solow model of Eqs. 2, 3 and 4. Its dependent variables are dkt

dt , dyt

dt ,
and det

dt computed using the adjoint sensitivity analysis method. Its independent
variables are yt, kt, and et. The estimation of st and nt is not of interest therefore
macroeconomics data for the variables nt,data and st,data are used to control and
remove their effects.

dkt
dt

= (st,data × yt) − ((δ + nt,data + gB) × kt) (4)

Model 0 simultaneously estimates parameters δ, α, gB , and gA as regression
coefficients by minimising the symmetric mean absolute percentage error of the
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residual between solutions, yt, kt, and et and their corresponding macroeco-
nomics data.

To accelerate the training process, the coefficients δ, α, gB , and gA are ini-
tialised using values obtained using the Nelder-Mead method [14] to solve each
equation independently.

4.2 Proposed Models

Model 0 assumes constant parameters δ, α, gB and gA in the dynamical system
of the Green Solow model. We propose two mutually exclusive methods that
use neural ordinary differential equations to improve the fit of parameters to the
dynamical system by either introducing time-dependent parameters or introduc-
ing a multiplicative time-dependent adjustment term to the Green Solow model.

Models 1 and 2 estimate time-dependent coefficients in the regression problem
formulated from the Green Solow model. Neural networks are embedded within
the dynamical system of the Green Solow model. The neural network in Model
1 takes kt, yt or et as inputs while that in Model 2 takes t. Both neural networks
output δ, α, gB and gA as individual time-dependent parameters. The dynamical
system is rewritten to reflect the time-varying parameters:

dkt
dt

= (st,data × yt) − ((δt + nt,data + gB,t) × kt) (5)

dyt
dt

= yt × (gB,t + (αt × dkt

dt
× 1

kt
)) (6)

det
dt

= et × (−gA,t + (
dyt
dt

× 1
yt

)) (7)

Model 1 is a non-linear regression of the three-dimensional coupled Green Solow
model rewritten as Eqs. 5, 6, and 7. Its dependent variables are dkt

dt , dyt

dt , and det
dt

computed via the adjoint sensitivity analysis method. Its independent variables
are kt, yt, and et, its control variables are n and s. The coefficients estimated
by the regression are the parameters δ, α, gB, and gA, represented using a
neural network NN(kt, yt, et) = [δt, αt, gB,t, gA,t]ᵀ that takes in the independent
variables.

Model 2 is a non-linear regression of the three-dimensional coupled Green Solow
model rewritten as Eqs. 5, 6 and 7. Its dependent variables are dkt

dt , dyt

dt , and det
dt

computed via the adjoint sensitivity analysis method. Its independent variables
are kt, yt, et, and t, its control variables are n and s. The coefficients estimated
by the regression are the parameters δ, α, gB, and gA, represented using a
neural network that takes in the independent variable, a timestep t, according
to NN(t) = [δt, αt, gB,t, gA,t]ᵀ.

Both Models 1 and 2 are neural ordinary differential equations comprising
a neural network embedded within the three ordinary differential equations of
the Green Solow model. The optimal weights and biases of the neural network
approximate the coefficients of the regression, by minimising the symmetric mean
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absolute percentage error loss of the residual. The neural network is initialised
using δ, α, gB, and gA from the Nelder-Mead method [14].

Model 3 introduces a multiplicative time-dependent adjustment term to the
Green Solow model. It is a non-linear regression of the three-dimensional coupled
Eqs. 8, 9, and 10. Its dependent variables are dkt

dt , dyt

dt , and det
dt computed via

the adjoint sensitivity analysis method. Its independent variables are kt, yt, et,
and t. Its control variables are δ, α, gB , and gA estimated using the Nelder-
Mead method, and n and s. The coefficients estimated by the regression are
the adjustment terms. Model 3 represents the multiplicative time-dependent
adjustment terms each as a neural network NNx(t) = Mx,t, for x ∈ [k, y, e],
respectively. The parameters δ, α, gB , and gA estimated using the Nelder-Mead
method and used in the Green Solow model are sub-optimal, hence Model 3
multiplies them by an adjustment term, to adapt them for optimal time evolution
of the dynamical system.

The neural ordinary differential equation comprises three neural networks,
each embeded within one of the three ordinary differential equations of the Green
Solow model. Each neural network is distinct, takes in the time-step t, and
returns the respective multiplicative time-dependent term. As they are individ-
ually trained, kt,data, yt,data, and et,data are substituted into Eqs. 8, 9, and 10 to
ease the training. The optimal weights and biases of the neural network approx-
imate the multiplicative time-dependent term as the regression coefficient by
minimising the residual.

dkt
dt

= (s × yt) − ((δ + n + gB) × kt × Mk,t) (8)

dyt
dt

= yt × (gB + (α × dkc

dt
× 1

kt
)) × My,t (9)

det
dt

= et × (−gA + (
dyc

dt
× 1

yt
)) × Me,t (10)

After training, the optimal coefficients of each regression are substituted back
into the dynamical system and a solver is used to obtain kt, yt, and et from
initial conditions as a three-dimensional coupled ordinary differential equation.
kt, yt, and et obtained from each model are compared in Sect. 5.2.

5 Performance Evaluation

5.1 Experimental Setup

We evaluate, compare, and analyse the performance of the four models for 73
countries, for which at least 20 years of data are available for each of the variables
et, yt, kt, st, and nt for years 1970 to 2008. We further choose the United States
of America (USA) and Botswana as representative of developed and developing
countries, respectively, for a detailed analysis. The former is a developed country
with peak emissions before 1970 and a relatively linear trend of kt, yt, and et.
The latter is a developing country with significant variation in kt, yt, and et.
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The neural network of Model 1 has 3 hidden layers and 12 densely connected
nodes in each layer. The neural network of Model 2 has 2 hidden layers and 12
densely connected nodes in each layer. The neural networks of Model 3 have
2 hidden layers and 20 densely connected nodes in each layer. The activation
function is the hyperbolic tangent. The architecture and hyper-parameters of the
neural networks are tuned to optimise their fit to data and minimise convergence
time. The Nelder-Mead method is used to find numerically stable δ, α, gB,
and gA for the intialisation of all models. The models are trained by combining
the optimisation algorithms ADAM and Broyden-Fletcher-Goldfarb-Shanno and
progressively reducing their learning rates [16] until the error plateaus. These
training choices constrain the search space to accelerate model convergence.

5.2 Results and Discussion

This section compares the effectiveness of models in Sect. 4 in fitting data from
USA and Botswana to the Green Solow model. Table 1 reports the mean squared
error and mean absolute percentage error for kt, yt, and et, for each model.
Figure 1 compares kt in red, yt in blue, and et in green against kt,data, yt,data
and et,data for USA over 39 years. Figure 2 compares the same for Botswana over
34 years. All models follow the overall upward or downward trend of the data.

For USA, kt and et for Model 0 are too linear to fit kt,data and et,data well.
However, Model 0 fits yt,data best among all models, because yt,data is highly
linear. The poor fit of kt and et to the Green Solow model comes from the
constant and consistent δ, α, gA, and gB between Eqs. 2, 3 and 4. Values of δ,
α, gA, and gB are compromised to fit multiple equations. Among the models,
Model 1 has the lowest mean absolute percentage error in fitting kt and yt but
not the lowest mean square error, likely because kt deviates from kt,data in years
35–40, resulting in a heavier penalty under the mean squared error. Model 2 has
the lowest mean squared error in fitting kt among all models. Although kt in
Model 2 is more linear than that in Model 3, it constructs a best-fit line of kt,data

Table 1. Metrics for USA and Botswana for Models 0 to 3.

USA Botswana

Model 0 Model 1 Model 2 Model 3 Model 0 Model 1 Model 2 Model 3

Ref. Fig. 1a Fig. 1b Fig. 1c Fig. 1d Fig. 2a Fig. 2b Fig. 2c Fig. 2d

Mean squared error

kt 3.53E−5 3.5E−5 2.46E−5 4.51E−5 4.47E−6 3.13E−7 4.01E−7 3.29E−6

yt 2.33E−7 2.46E−7 3.37E−7 1.16E−6 2.19E−7 1.56E−8 3.99E−8 1.83E−7

et 6.66E−1 4.54E−1 5.93E−1 3.72E−1 5.25E−1 7.55E−2 8.44E−2 6.69E−2

Mean absolute percentage error

kt 3.81 3.53 3.98 5.64 1.34E+1 6.00 7.64 15.10

yt 1.68 1.63 2.13 3.74 1.12E+1 2.72 4.12 11.71

et 3.16 2.37 3.04 2.33 3.98E+1 1.75E+1 1.82E+1 1.64E+1
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(a) Model 0 (b) Model 1

(c) Model 2 (d) Model 3

Fig. 1. Regression and data of kt and yt (left ordinate, red and blue), and et (right
ordinate, green) between 1970 and 2008 inclusive for USA for Models 0–3. (Color figure
online)

and minimises the residuals above and below kt. It follows the global non-linear
increasing trend in kt,data best. For Model 3, et matches the maximum point
of et,data and has the lowest mean absolute percentage error and mean squared
error. This can be attributed to each neural network being trained independently
and being less constrained compared to the neural networks in Models 1 and 2.

For Botswana, the results mirror those of USA. We highlight additional
insights gained. For Model 0, the exponential trend observed in et highlights
another difficulty in fitting coupled differential equations with constant param-
eters. The closed form solution of et has to fit the exponent (from solving Eq. 3)
of an exponential term (from solving Eq. 4). For Model 1, kt can fit the increas-
ing gradient of kt,data. Model 1 has the lowest mean squared error and mean
absolute percentage error in fitting kt and yt. Model 2 slightly underperforms
Model 1 in fitting kt and yt. Model 3 has the lowest errors in estimating et.

Figure 3 shows that on average across all 59 countries that converged for the
training of all four models, Models 1–3 with neural ordinary differential equations
outperform the baseline Model 0. Similar to previous results, Model 1 fits kt and
yt best, while Model 3 fits et best. The complete code in Julia and results for
the models discussed are available at github.com/zykhoo/nODE-Solow.

https://github.com/zykhoo/nODE-Solow
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(a) Model 0 (b) Model 1

(c) Model 2 (d) Model 3

Fig. 2. Regression and data of kt and yt (left ordinate, red and blue), and et (right
ordinate, green) between 1975 and 2008 inclusive for Botswana for Models 0–3. (Color
figure online)

Fig. 3. Boxplots of the mean squared error loss for Models 0–3 (left to right) compared
on a logarithm scale for kt (in red), yt (in blue), and et (in green). (Color figure online)

In terms of efficiency, Model 0 is simpler and therefore faster than Models 1
to 3. Models 1 and 2 require a training time of the order of 102 s per country.
Model 3 trains sequentially a neural network for each equation. Each neural
network requires training time of the order of 103 s per country.
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6 Conclusion

We have presented four models to estimate the parameters of the Green Solow
model: Model 0, a baseline model, and Models 1 to 3, three neural ordinary
differential equation models. Models 1 and 2 consider time-dependent parameters
while Model 3 introduces a multiplicative time-dependent adjustment term to
the Green Solow model. The results indicate that the three proposed models
are able to couple the differential equations and capture the time dependence
of the parameters to achieve a better fit of the observed data to the model. We
also verify that there are two different values and interpretations of α and δ in
regression when ignoring that the system is coupled. We attribute the success
of Models 1–3 to the ability of neural ordinary differential equations to solve
coupled differential equations despite scarce and auto-correlated data.

The simplicity of design and quality of performance of the proposed mod-
els suggest neural ordinary differential equations potentially constitute a good
generic tool for model discovery and improvement for a wide range of dynamical
systems. This hybrid approach combines the interpretability of knowledge-driven
models with the flexibility of a data-driven neural network training approach.

We are now investigating the application of the approach to other data ana-
lytics and machine learning tasks such as prediction and pattern recognition.

We have preliminarily evaluated the performance in prediction of the four
models against a long short-term memory artificial recurrent neural network. The
four models are competitive but do not perform as well. However, while the long
short-term memory model makes three independent predictions for kt, yt, and et
respectively, the four models optimise a more constrained problem and produce
predictions for kt, yt, and et consistent with the coupling of the equations. This
suggests further investigation of the integration of neural differential equations
with long short-term memory models for consistency with coupled equations.

We have also qualitatively evaluated the performance of the four methods by
using Grammarviz [20] to cluster the times series of the parameters. The clusters
correspond to economies facing similar sustainable development challenges. This
coincides with findings by Brock and Taylor [3] regarding emissions convergence
and the shape of the Environmental Kuznets curve [22].
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Abstract. Nowadays, companies are more and more adopting cloud
technologies in the management of their business processes rising, then,
the Business Process as a Service (BPaaS) model. In order to guarantee
the consistency of the provisioned BPaaS, cloud providers should ensure
a strategical management (e.g., allocation, migration, etc.) of their avail-
able resources (e.g., computation, storage, etc.) according to services
requirements. Existing researches do not prevent resource provision prob-
lems before they occur. Rather, they conduct a real-time allocation of
cloud resources. This paper makes use of historical resource usage infor-
mation for providing enterprises and BPaaS providers with predictions
of cloud availability zones’ states. For that, we first propose a Neural
Network-based prediction model that exploits the superposition power
of Quantum Computing and the evolutionary nature of the Genetic Algo-
rithm, in order to optimize the accuracy of the predicted resource uti-
lization. Second, we define a placement algorithm that, based on the
prediction results, chooses the optimal cloud availability zones for each
BPaaS fragment, i.e. under-loaded servers. We evaluated our approach
using real cloud workload data-sets. The obtained results confirmed the
effectiveness and the performance of our NNQGA approach, compared
to traditional techniques.

Keywords: Cloud computing · BPaaS management · Resource
prediction · Quantum Computing · Neural Network · Genetic
Algorithm

1 Introduction

The success of cloud technologies has risen various service models like the prolif-
eration of BPaaS as a new cloud service supporting companies’ business processes
[1]. Providing and managing BPaaS services over cloud environments deprive
companies from owning and scaling the required resources [1]. Rather that is
ensured by cloud providers through different strategies.

BPaaS management has been widely and diversely treated. Some researchers
have proposed generic frameworks allowing the BPaaS design [5], modeling [4],
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allocation, execution evaluation [2] and reuse [1]. Other researches have concen-
trated on the trust and the security of the BPaaS management systems. How-
ever, existing BPaaS management approaches suffer from the following limits:
(1) the specificity related to the multi-cloud environments has not been taken
into account, neither as a BPaaS management supporting factor allowing to
benefit from separated data centers, nor as a constraint against the resource
sharing between the different cloud zones; (2) the majority of the approaches
have not covered the fact of predicting future states of each cloud zone, as they
are following an adaptive mode. In fact, that allows to inhibit potential Service
Level Agreement (SLA) violations. It also allows the optimization of the future
usage of cloud resources on the basis of historical data and BPaaS behaviour;
(3) the existing frameworks have not proposed resource usage-aware manage-
ment operations. Rather, they performed independent tasks allowing securing
or reconfiguring the placement of BPaaS fragments. The need for a predictive
management of BPaaS services comes from the fact that on-the-fly resources’
provision may not be efficient. BPaaS management over cloud environments is a
highly dynamic and complex task that, whenever it is managed in real time, it
could lead to blocking situations like the lack of resources. Moreover, an unbal-
anced workload over cloud data centers brings to eventual execution delays or,
even, to time wasting. Hence, an efficient management of cloud resources should
not be limited on a real-time one. Rather, a predictive management mode could
prevent several problems in the execution context of BPaaS services.

Our main contributions consist on a prediction model allowing to estimate
the CAZs’ future available resources in order to ensure a reliable BPaaS manage-
ment. A BPaaS management algorithm is then defined to perform the placement
of BPaaS fragments based on the predicted available resources.

The reminder of the paper is organized as follows. Section 2 presents the pre-
vious works in relation with BPaaS management. Section 3 details the proposed
prediction model. Section 4 presents our experimental results. The last section
discusses our future directions and concludes the paper.

2 Related Work

To deal with BPaaS management, some researchers have tackled one manage-
ment operation like BPaaS placement in [2], BPaaS decomposition in [8], and
BPaaS adaptation in [3]. Others have considered various objectives together,
like the BPaaS design, allocation, execution and evaluation in the Cloud-Socket
project [1]. Several BPaaS management techniques have been adopted, including
fuzzy clustering, affinity rules, multi-modeling, decision models, etc. We cite, as
example, the mapping of the BPaaS placement task to the DNA fragment assem-
bly problem and the use of memetic genetic algorithm in [2]. Fuzzy logic has also
been applied to deal with the changing and volatile cloud environment. In [3],
a fuzzy c-means based QoS clustering method was proposed to facilitate the
assessment of the QoS parameters’ preservation. Other researchers, like [9], have
proposed rule-based approaches for the deployment and the modeling of reusable
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business processes. That is based on the mapping of business needs to a set of
organizational rules, which facilitates the management operations. However, the
established rules should be updated periodically in order to still being relevant.

To trigger BPaaS management operations, researchers have mainly adopted
the dynamic mode, allowing their approaches to pursue changes in terms of cloud
resources or business requirements. We cite as examples, adaptive business pro-
cess composition [11], adaptive deployment [9] and adaptive modeling [4]. This
is unlike the static mode that does not guarantee cloud elasticity. An adaptive
mode robustly follows parameters’ variations (e.g., user requirements, available
resources, etc.). Add to that, it allows to overpass blocking situations in an on-
the-fly manner. However, that is consuming in terms of processing, whenever it
is compared to the static mode. In fact, decision makers should survey the overall
management context in real time. Despite the ability of this mode to readjust
the offered tasks following environmental changes, that burdens the adminis-
trative practices with additional activities. The adaptive mode can lead to an
imbalanced workload. These problems can not be over-passed by the static mode
that, in addition to its inability to flexibly meet new requirements, it is unable to
cover all of the possible BPaaS scenarios in advance. Moreover, in complicated
business sectors, neither the static nor the adaptive mode can anticipate future
challenging circumstances. Hence, that is specifically necessitating a predictive
mode.

As for BPaaS management constraints, the security as a critical challenge
for all cloud services, and especially for BPaaS, has been treated in [10,11],
by addressing the privacy and the know-how preservation problems. Other con-
straints, like BPaaS execution time, have been covered only in [2]. The BPaaS
cost has been optimized in [3]. In addition, the collaboration in the context of
BPaaS, as stated in [10], seems to be highly recommended in order to deal with
sophisticated scenarios. However, it has not been taken into account by existing
works.

Although the majority of BPaaS management approaches propose dynamic
solutions that automatically adapt to the cloud conditions, none of them has
conducted predictions of BPaaS future changes. Moreover, the state of the cloud
zones has not been neither taken into account, nor predicted. Despite the fact
that BPaaS fragments can be dispersed over multiple CAZ, the selection of the
target environments has not been done. In fact, that has a direct impact on
the BPaaS management operations (e.g., placement of BPaaS fragments) and
the cloud resource usage. Also, the dynamicity and uncertainty of cloud condi-
tions, as well as the incomplete data of the managed BPaaS involve nearly the
totality of the BPaaS management tasks. Their treatment bring several benefits
like accuracy enhancement. Moreover, that strengthens providers’ relationships
with their customers. However, that has been considered only in [3]. Finally,
most approaches have dealt with BPaaS management in traditional single cloud
environments, while dispersing BPaaS fragments was proven to be an effective
solution to some organization concerns (e.g., privacy policies) [10].
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Fig. 1. Flowchart of the CAZ states’ prediction process.

3 Resource Usage Prediction Model

Our prediction model consists on the hybridization of a neural network with a
quantum genetic algorithm as a training tool. Like it is depicted in Fig. 1, we
pursue the following steps:

1. An initial solution of equiprobable weights is, first, created. Then, it will be
optimized following the proposed quantum genetic algorithm.

2. On the basis of the initially generated weights, we create the first neural
network prediction P(t). That’s by multiplying the historical resource usage
values by the current weights.

3. The efficiency of these weights is, then, evaluated in terms of prediction accu-
racy. This step aims at training the neural network with weight values that
are optimized by the proposed QGA.

4. If there is no improvement of the prediction’s accuracy, we readjust the neural
network’s weights through the quantum gate rotation.

5. Finally, NN is used to evaluate the prediction of cloud zones’ resource usage
with QGA-optimized weights.

3.1 Multi-layer Perceptron for Resource Usage Prediction

The input of our prediction model consists of n neurons (x1, x2, ..., xn). Each
neuron xi (1 ≤ i ≤ n) represents an observation of previous resource consump-
tion within each cloud server (see Fig. 1). The weights binding the input layer to
the hidden layer are first randomly initialized. Then, they are optimized through
a proposed quantum genetic algorithm (see Sect. 3.2).

At the neurons of each hidden layer, the chosen transfer and activation func-
tions are applied. For the activation, we use in this work, the sigmoid function
[6] that is mostly employed to overcome linearity in the model.
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3.2 Quantum Genetic Algorithm for the Neural Network’s Training

In this section, we show how QGA is employed to optimize the training phase of
our NN-based prediction model. The quantum chromosome is encoded as a two-
dimensional vector that represents the superposition of two candidate solutions.
For that, qubits allow the exploration of the search space in order to determine
optimal weights of our NN model. The genes of the quantum chromosome, as
it has been described, are a series of probabilities denoting respectively the bias
and the weight values of the proposed network. The number of genes is equal to
three (see Fig. 2): (1) a double-chain gene for the bias values (b1..bn and bb1..bbn)
(2) a double-chain gene for the weights of the input layer’s neurons to those of
the hidden layer, and (3) a double-chain gene for the weights linking the hidden
layer’s neurons to the output layer. After a measurement step, the most probable
values are selected as shown in Fig. 3.

Fig. 2. Quantum chromosome for resource usage prediction with NN training

Fig. 3. Representation of the qubit for NN weights’ optimization

As a quantum operator, we use the quantum gates to move from one gen-
eration of chromosomes to another much optimal one. For that, we adopt the
rotation strategy [6]. Using the following formula, we first determine the rota-
tion angle θ based on the evolution of the fitness function and the initial rotation
angle θ0:

θ =
(Fp − Fc)
|Fp − Fc| ∗ θ0 (1)
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where Fc and Fp are, respectively, the current and previous fitness values. Then,
we calculate the rotation gate through the following unitary operator U(θ):

U(θ) =
(

cos(θ) − sin(θ)
sin(θ) cos(θ)

)
(2)

Finally, we apply the obtained rotation gate on the chromosomes to update
their qubits as follows: (

α′
i

β′
i

)
= Ui ∗

(
αi

βi

)
(3)

The QGA-based prediction steps are summarized in Algorithm 1.

Algorithm 1. NNQGA-based resource usage prediction
1: Input: Historical resource usage (HistRes).
2: Output: Predicted resource usage.
3: p ← 1 � Population number.
4: Initialize (θ0 , ChromosomeWeight) � Generate the quantum rotation angle, and

the initial NN weights
5: while ( e ≤ emin ) do
6: for i in range (1, popSize) do
7: for j in range (1, Len(ChromWeights)) do
8: if (pMeasure ≤ ChromosomeWeight [i, j, 0] ) then
9: ChromosomeWeight [i] ← 0

10: else
11: ChromosomeWeight [i] ← 1
12: end if
13: end for
14: end for
15: for i in range (1, popSize) do
16: for j in range (1, Len(ChromWeights)) do
17: ws = ws + HistRes[i] * ChromosomeWeight [i] � NN weighted sum
18: end for
19: H[i] ← sigmoid(ws) � NN hidden layer
20: for j in range (1, Len(ChromWeights)) do
21: ws1 ← ws1 + H[i] * weights[k]
22: end for
23: Output=sigmoid (ws1) � NN output
24: ec = O - Output � Prediction error
25: end for
26: θ ← (ep − ec) / |ep − ec|
27: Calculate (Ui(θ))
28: ChromosomeWeight ← Ui ∗ ChromosomeWeight
29: p ← p + 1
30: ep ← ec
31: end while

The algorithm’s complexity mainly depends on the population size (popSize)
and the number of generations (G), which is determined in function of the
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solution evolution. Hence the global time complexity of our QGANN is O(G ∗
popSize ∗ Len(ChromWeights)).

4 Experiments

We implemented our NNQGA-based approach using Python under Spider IDE.
Then based on an implementation of our previous work on BPaaS placement
[2], we tested our NNQGA model using resource usage historical data from two
datasets. The first one is from Google traces, whereas the second one1 contains
8334 real world observations of CPU usage values with a timestamp of 300. 80%
of these data are devoted to the training of our NN model, whereas the remaining
data are used for the test.

4.1 Evaluation of the Prediction Model

Evaluation of the Prediction’s Optimization Method. We established dif-
ferent tests for three NN training techniques (QGA, GA and back-propagation).
Figure 4 shows the impact of the quantum aspect with the genetic algorithm on
the accuracy of the cloud resource usage prediction. The QGA training method
outperforms the conventional GA and the gradient descent back-propagation
algorithm. The resource usage prediction error (MSE) considering the back-
propagation ranges from 0.11 to 0.38 as a maximal error value for both 500 and
1000 samples (see Fig. 4.a).

Fig. 4. Impact of the historical data size on the prediction’s accuracy.

The major limit of back-propagation training, consists on the inability to
overcome local minimums. That is covered by the genetic algorithm through its
evolution operators (crossover and mutation), which allow the heritage of the
overall shape of the historical resource usage curve with a flexibility allowing the
prediction of sudden resource usage spikes. But that is done in a probabilistic
manner. The MSE values of the GA-training ranges from 0.23 to 0.42 for a fixed
number of generations. However, With QGA, where the prediction solutions

1 http://tiny.cc/pnrg7y.

http://tiny.cc/pnrg7y
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are encoded in a symbolic and non-binary manner, the evolution operators are
replaced by the quantum gate. We tested in this work the Hadamard gate [7].
The qugate along with the qubit representation ensures a diversity, whenever
exploring the search space. The error values of the QGA training range from
0.045 to 0.209 for 1250 samples, as it is depicted in Fig. 4.a. That shows a raise
of 0.164 in the prediction error while varying the samples’ number from 250 to
2000. This upgrading ability is justified by the potential of QGA to scale up and
to treat a big number of input neurons. We also evaluated the resource usage
prediction using the Mean Absolute Percentage Error (see Fig. 4.b). That clearly
showed the outperforming of the QGA training technique. While increasing the
samples’ number from 250 to 500, we notice a decrease of the prediction error. It
is the same for their variation from 1250 to 1750. That proves the scalability of
our QGA algorithm. However, we note a slight increase (from 0.0034 to 0.0076)
of the prediction error that is explained by sudden slights of the CPU usage.

Sensitivity to the Rotation Gates. QGA uses the quantum gate to explore
the search space by determining the direction and the amplitude of each jump
from one solution to another. In this series of tests, we varied the number of
observations for the Rotation and Hadamard quantum gates. We assess their
impact on the MSE prediction error. We notice that the rotation gate reaches
the best solution at an early stage in comparison with the Hadamard gate.
That is explained by the fact that the rotation gate determines its rotation
amplitude in function of the best and worst solution. We acknowledge, based
on Fig. 5, that the rotation angle converges before the Hadamard angle for a
number of 1000 observations. In fact, in the 10th generation, its MSE achieves
0.0101, while, the Hadamard gate’s error achieves 0.0162. However, for a number
of 500 observations, the rotation gate is outperformed by the Hadamard gate by
a difference of 0.0083 at the 10th generation of our QGANN algorithm. We,
also, spotted great jumps of the MSE from one generation to another. For 250
observations, the MSE value decreased from 0.0733 to 0.0366. We conclude that

Fig. 5. Impact of the rotation gate on the resource usage prediction’s accuracy
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for a higher number of observations (e.g., 500), the Hadamard gate behaves
better, in terms of prediction accuracy, than the rotation gate, and it is the
inverse for a much higher observations’ number (e.g., 1000).

Sensitivity to the Learning Rate. The learning rate allows to learn the
model following the amplitude of this value. In our QGANN model, the learning
is performed through both the quantum gate and the learning rate. In fact, the
quantum gate, like it is depicted above, determines both the amplitude and the
direction of better solutions’ derivation. The learning rate is performed through
mutation of the weights’ chromosomes determining the step size of the training
evolution. It also affects the convergence time of the fitness function, and it
guides the propagation of the current solution to the best one. So to avoid either
a premature or a late convergence, we trained the resource usage prediction
model (see Fig. 6) using different learning rates (between 0.0001 and 10) for
different numbers of observations (between 250 and 1000).

Fig. 6. Resource usage prediction’s accuracy with different learning rates.

From the tests in Fig. 6, we notice slight fluctuations of the prediction accu-
racy in some learning rate intervals like [0.01, 0.001] in the case of 1000 obser-
vations. Moreover, there are some huge fluctuations of the prediction accuracy.
For 1000 observations, the MSE decreases from 0.0159 to 0.0063 with a learning
rate ranging from 10 to 0.05. When decreasing again this value into 0.0001 and
keeping the number of training epochs, we notice a raise of the prediction error
by 0.0049. Hence the optimal learning rate for these sub-series of tests is 0.05.

Comparison of the Predictions’ Accuracy. We compared our approach
with two workload prediction methods: the Functional Link Neural Network
(FLNN) and the FLNN approach improved with Genetic Algorithm (FN-GANN)
[12]. We assess the prediction error for a varying observation number from 250
to 2000. Using the first dataset, we notice in Fig. 7.a that both QGANN and
FLGANN scale better than the FLNN algorithm. Moreover, for a number of
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observations varying from 250 to 1000 the QGANN scales much more better
than the FLGANN with a difference of prediction error varying from 0.0086 to
0.0042.

Fig. 7. Workload predictions’ comparison between QGANN, FLNN and FLGANN

Using Google trace dataset (see Fig. 7.b), we notice the out-performance of
the QGANN with an error of 0.036 for 250 observations, while the FLGANN’s
prediction error reaches 0.084, and the FNN’s achieves 0.267. Then for 2000
observations, both QGANN and FLGANN’s error reveal a little increase (0.071
and 0.0915 respectively). It is not same for the FLNN which showed a bad scaling
by a huge increase of its prediction error.

4.2 Evaluation of the Placement Quality

In this section, We compare our QGANN approach to DFA [2] and CPSO [13]
placement approaches in terms of migration rate, total execution time (TET),
and computation time. In all the tests, the number of servers was varied between
150 and 2250, while for our predictive approach the number of observations was
set to 200.

Quality of Predictions’ Impact on the BPaaS Fragments’ Migration
Rate. The migration rate is calculated at an instant time t1 after the establish-
ment of a previous placement scheme. That is based on the resource usage predic-
tion step. As shown in Fig. 8.a, the migration rate is highly decreased whenever
compared to our non-predictive placement approach (DFA). We notice jumps
from 0.21 to 0.0099 for DFA, and from 0.155 to 0.000879 for QGANN. That is
justified by the fact that the preventive nature of the QGANN solution allows
to limit the placement task to the underloaded and high-performance servers.
That avoids blocking situations that cause useless migrations and increase the
BPaaS fragments’ migrating number.

Impact on the BPaaS Total Execution Time. We note, from Fig. 8.b,
that the DFA placement which is based on fragments’ reuse, outperforms the
CPSO placement approach. We affirm also that when initially executed, the DFA
and the QGANN have close values of TET. That is explained by the fact that
they both consider the dependencies between BPaaS fragments. In fact, servers
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Fig. 8. Comparison of migration rates, TET, placement times, and resource usage

are selected based on their proximity expressed in terms of data transfer time
(DTT). However, our predictive placement (QGANN) favors the performance
and availability of cloud servers, as a prior selection criteria.

Impact on the Placement Time. By varying the number of servers, we notice
in Fig. 8.c that the placement time of QGANN slightly exceeds the non-predictive
DFA-based placement (e.g., 1.306 ms). That is due to the additional step of
servers states’ prediction (overloaded/underloaded) before triggering the place-
ment process. However, this is considered being gainful because it is better for
cloud providers to spend additional time in the prediction as a preventive pro-
cess. In fact, that avoids, eventual SLA violations from one hand, and BPaaS
fragments’ useless migrations from another hand.

Impact on the Resource Usage. As for the TET, we note from Fig. 8.d
that the resource usage rate is not necessarily reduced in comparison with the
DFA placement. That is justified by the fact that the high-order objective of
the QGANN placement consists on the continuous resource provision without
any SLA violation. QGANN out-performed DFA and CPSO in most test cases.
In fact, its prediction capabilities helped eliminate overloaded servers from the
placement process, which is limited to the underloaded servers.

5 Conclusion and Future Work

In this paper, we addressed the issue of predictive BPaaS management. For
that, we proposed a prediction model determining the future state of each
cloud availability zone. We employed the quantum genetic algorithm in order
to optimize the predictions supported by a neural network-based method. Sec-
ond, we defined a BPaaS placement algorithm that is triggered depending on
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the resource usage predictions. The future work involves implementing addi-
tional BPaaS management operations and handling BPaaS/cloud uncertainty
factors (e.g., customer-provider relationship, heterogeneity of BPaaS providers,
policies’ diversity), before proceeding to any BPaaS management operation. In
fact, the resource allocation, as much as the provider-consumer relationships will
be endangered, when the uncertainty of the captured data at both the BPaaS
and CAZ level is not covered and handled.

References

1. Woitsch, R., Utz, W.: Business process as a service (BPaaS). In: Janssen, M., et al.
(eds.) I3E 2015. LNCS, vol. 9373, pp. 435–440. Springer, Cham (2015). https://
doi.org/10.1007/978-3-319-25013-7 35

2. Hedhli, A., Mezni, H.: A DFA-based approach for the deployment of BPaaS frag-
ments in the cloud. Concurr. Comput. Pract. Exp. 32, e5075 (2020)

3. Grati, R., Boukadi, K., Ben-Abdallah, H.: Business adaptation for BPaaS using
fuzzy logic systems. In: 2017 IEEE/ACS 14th International Conference on Com-
puter Systems and Applications, pp. 645–651 (2017)

4. Petcu, D., Stankovski, V.: Towards cloud-enabled business process management
based on patterns, rules and multiple models. In: IEEE 10th International Sympo-
sium on Parallel and Distributed Processing with Applications, pp. 454–459. IEEE
(2012)

5. Yu, D., Zhu, Q., Guo, D., Huang, B., Su, J.: jBPM4S: a multi-tenant extension of
jBPM to support BPaaS. In: Bae, J., Suriadi, S., Wen, L. (eds.) AP-BPM 2015.
LNBIP, vol. 219, pp. 43–56. Springer, Cham (2015). https://doi.org/10.1007/978-
3-319-19509-4 4

6. Luo, W.: A quantum genetic algorithm based QoS routing protocol for wireless
sensor networks. In: International Conference on Software Engineering and Service
Sciences, pp. 37–40. IEEE (2010)

7. Tipsmark, A., et al.: Experimental demonstration of a Hadamard gate for coherent
state qubits. Phys. Rev. A 84(5), 050301 (2011)

8. Huang, Z., Huai, J., Liu, X., Zhu, J.: Business process decomposition based on
service relevance mining. In: 2010 IEEE/WIC/ACM International Conference on
Web Intelligence and Intelligent Agent Technology, vol. 1, pp. 573–580, August
2010

9. Moreno-Vozmediano, R., Montero, R.S., Huedo, E., Llorente, I.M.: Orchestrating
the deployment of high availability services on multi-zone and multi-cloud scenar-
ios. J. Grid Comput. 16(1), 39–53 (2018)
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Abstract. Digital transformation enables a vast growth of health data.
Because of that, scholars and professionals considered AI to enhance
quality of care significantly. Machine learning (ML) algorithms for
improvement have been studied extensively, but automatic artificial intel-
ligence (autoAI/autoML) has been widely neglected. AutoAI aims to
automate the complete AI lifecycle to save data scientists from doing
low-level coding tasks. Additionally, autoAI has the potential to democ-
ratize AI by empowering non-IT users to build AI algorithms. In this
paper, we analyze the suitability of autoAI for mental health screening
to detect psychiatric diseases. A sooner diagnosis can lead to cost sav-
ings for healthcare systems and decrease patients’ suffering. We evalu-
ate AutoAI using the open-source machine learning library auto-sklearn,
as well as the commercial Watson Studio’s AutoAI platform to predict
depression, post-traumatic stress disorder, and psychiatric disorders in
general. We use health insurance billing data from 83,986 patients with
a total of 687,697 ICD-10 coded diseases. The results of our research are
as follows: (i) on average, an accuracy of 0.6 (F1–score 0.58) with a pre-
cision of 0.61 and recall of 0.56 was achieved using auto-sklearn. (ii) The
evaluation metrics for Watson Studio’s autoAI were 0.59 accuracy, 0.57
F1–score, a precision of 0.6, and a recall of 0.55. We conclude that the
prediction quality of autoAI in psychiatry still lacks behind traditional
ML approaches by about 24% and is therefore not ready for production
use yet.

Keywords: Artificial intelligence · AI · Machine learning · ML ·
AutoAI · AutoML · IBM Watson AutoAI · Auto-sklearn · Decision
support systems · Psychiatry · Depression · Post-traumatic stress
disorder (PTSD)

1 Introduction

Artificial Intelligence (AI) is nowadays a major driver for innovation in digital
government and will play a significant role in tackling the challenges our society
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is currently facing. This especially applies to the healthcare sector. The creation
of health data is rising year by year. Together with the drastic increase in com-
puting power and the rising acceptance of AI by the general public, research
about AI-driven digital decision support systems (DDSS) gets more and more
popular. The Cambridge Dictionary defines AI as “the study of how to pro-
duce computers that have some of the qualities of the human mind, such as the
ability to understand language, recognize pictures, solve problems, and learn”
[14]. Sauter 1997 defines DDSSs as “computer-based systems that bring together
information from a variety of sources, assist in the organization and analysis of
information and facilitate the evaluation of assumptions underlying the use of
specific models” [15]. Especially in mental health, this has enormous potential to
optimize patient care. The prevalence of mental illnesses, suffering, and stigma-
tization are high – at the same time, diagnostic accuracy is low. 52.7% of people
with depression are not correctly diagnosed in a primary care [11]. Mental ill-
ness has a severe impact on the society as a whole; In [8], Greenberg et al.
estimate that major depressive disorder alone results in an economic burden of
approximately $210.5 billion annually.

These obstacles, together with the exponential data growth, create increasing
opportunities for DDSS. Recent meta-reviews showed that current research of
DDSS promises high accuracy scores using ML algorithms [1,2]. The used data
was mostly transformed and algorithms were specifically selected and tuned.
Building, maintaining, and operating AI algorithms that way not only requires
advanced data science skills but is also time-intensive.

The relatively new research area of automatic AI (autoAI), sometimes also
called automatic machine learning (autoML), tackles this problem by providing
systems that automate the whole ML lifecycle end to end (e.g., data preparation,
feature engineering, model selection, pipeline optimization, and hyperparameter
optimization). There are both open-source products (such as auto-sklearn [6], or
autokeras [10]), as well as commercial products (such as IBM Watson Studio’s
AutoAI [9]) available. AutoAI speeds up the process of developing ML models
and will be inevitable in the future of data science [17]. Additionally, autoAI can
democratize AI by enabling non-technical users to apply AI technology easily
because they do not need to understand the statistical background for selecting
and tuning the right AI algorithm. AutoAI takes data, automatically transforms
it as needed, selects a proper algorithm, and automatically tunes the hyper-
parameter of the algorithm. Currently, autoAI has not found wide adoption in
scientific literature, nor clinical practice [18].

The described benefits led us to our research question on how autoAI algo-
rithms in the healthcare sector perform compared to traditional approaches,
and if autoAI is an alternative for increasing DDSS adoption rates by enabling
a faster implementation. Our main contributions in this paper are as follows:

– A novel performance evaluation of two popular autoAI frameworks (open-
source, as well as commercial) against a large, real-world dataset in psychiatry.

– We put this evaluation into the context of traditional, manual, machine learn-
ing approaches to test the suitability of autoAI for AI-based DDSSs.
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The paper is organized as follows. In Sect. 2, we provide an overview of the
used data set and describe the investigated autoAI frameworks and the develop-
ment environment. In Sect. 3, we present the results of our evaluation. In Sect. 4,
we discuss our approach and put the results in context of other research. Finally,
we finish the paper with a conclusion in Sect. 5.

2 Method

2.1 Data

The data used was collected from the Estonian Health Insurance Fund. Our
dataset includes information on sex, birth year, diagnosis, and diagnoses year
and month from 83,986 adults (18 years or above) with a total of 687,697 diag-
noses in 2019. The data consists of all publicly insured people in Estonia with a
depression diagnosis, either single episode (F32), or recurrent (F33), an equally-
sized random sample of people with other psychiatric disorders and no depres-
sion diagnosis, and an also equally sized random sample of people without any
psychiatric diagnosis. Records with only one diagnosis were excluded.

Patients with and without the disease to predict were equally sampled, and
test and training data were divided in a 1:4 ratio. Since our goal is a benchmark
of how well autoAI performs on its own, we did no further data preparation
or feature engineering on the training data. The test data was selected using
proportionate stratified random sampling with the two strata ‘healthy’ and ‘the
disease to predict’ in a 1:1 ratio, to decrease the risk of sampling bias. Addi-
tionally, this solves the problem of misleading accuracy values because of the
oversampled ‘healthy’ group.

The diagnoses were coded using the International Statistical Classification
of Diseases and Related Health Problems, tenth revision (ICD-10) which is an
international standardized coding system for reporting diseases [19]. Each ICD-
10 code is structured based on an alpha character and two digits describing the
category of the disease followed by a dot and further digits representing more
details such as cause, location, severity, or other clinical information. As one
example, F32.2 codes for major depressive disorder, single episode, severe with-
out psychotic features. F stands for mental and behavioral disorders, F30–F39
code mood [affective] disorders where F32 is the sub-item for major depressive
disorder, single episode. The ‘.2’ in the end specifies the severity.

Our performance benchmark is based on the prediction of F32 (major depres-
sive disorder, single episode), F33 (major depressive disorder, recurrent), F43
(reaction to severe stress, and adjustment disorders), and if any F-diagnosis
present is present. For the prediction of each diagnosis we report:

precision =
true positives

true positives + false positives
(1)

recall =
true positives

true positives + false negatives
(2)
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F1-score =
2 ∗ precision ∗ recall

precision + recall
(3)

accuracy =
true positives + true negatives

true positives+ false positives+ true negatives+ false negatives
(4)

Definitions of the measurements can be found in [16].

2.2 AutoAI Frameworks, Development Environment, and
Configuration

Our development environment consisted of JupyterLab 3.0.12 with Python 3,
Pandas 1.2.3, and auto-sklearn 0.12.4 with the Auto-Sklearn 2.0 classifier [5]. To
analyze the models produced by auto-sklearn, we are using the Python package
PipelineProfiler [13].

Auto-Sklearn was chosen because it is a state-of-the-art open-source autoAI
framework claiming to outperform its competitors [6]. Auto-Sklearn works based
on Bayesian optimization, meta-learning, and ensemble construction [6]. Auto-
sklearn supports 15 classifiers, 14 feature pre-processing techniques, and 4 data
pre-processing methods, with 110 hyperparameters [5,6]. We used a seed value
of 7 for the Auto-Sklearn 2 classifier. Since auto-sklearn is non-deterministic, we
execute each training five times to see how the different runs compare.

We also included the results from IBM Watson Studio’s AutoAI, the autoAI
platform on the IBM public cloud [9] to see if commercial platforms perform
differently. Watson Studio’s AutoAI supports 7 classifiers and 20 data trans-
formations [9]. It uses a model-based, derivative-free global search algorithm,
called RBfOpt [4] for hyperparameter optimization, in contrast to Auto-sklearn’s
Bayesian optimization. We configured accuracy as optimization metric for both
frameworks. For both frameworks, no restrictions concerning time or memory
were given. We ensured that enough RAM and disk space are available for each
training run to finish without out-of-memory errors.

3 Results

3.1 Watson AutoAI

Table 1 gives an overview of the different classifiers’ metrics resulting from Wat-
son Studio’s AutoAI on IBM Cloud. Since the F diagnoses data set was not
supported by autoAI because of file size limitations, it is omitted in the results
table. The average accuracy of all runs for all diseases is 0.59, with a F1–score of
0.57, a precision of 0.6 and a recall of 0.55. In all cases, Watson Studio’s AutoAI
chose LGBM classifier (gradient boosting with leaf-wise tree-based learning) with
first applying principal component analysis to the data.
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Table 1. Watson AutoAI – performance.

Disease Precision Recall F1-score Accuracy Test data

F32 0.65 0.52 0.58 0.62 4331

F33 0.60 0.59 0.59 0.60 4325

F43 0.55 0.55 0.55 0.55 1195

3.2 Auto-Sklearn

Table 2 shows the aggregated metrics of the different classifier ensembles created
by the five runs of auto-sklearn.

The average accuracy of all runs for all diseases is 0.6, 95% CI [0.596, 0.604],
with a F1–score of 0.58, a precision of 0.61 and a recall of 0.56. In the following
subsections, we report more details of the construction and the metrics for each
classifier ensemble. Since auto-sklearn is not deterministic, different runs can
lead to different results. However, the average standard deviation of the accuracy
values was with σ = 0.0057 small.

Table 2. Auto-sklearn classifiers – average performance.

Disease Precision Recall F1-score Accuracy Test data

F32 0.60 0.56 0.58 0.59 4331

F33 0.63 0.57 0.6 0.61 4325

F43 0.59 0.63 0.61 0.59 1195

F 0.63 0.47 0.53 0.60 17194

F32 - Major Depressive Disorder, Single Episode. During our five runs,
auto-sklearn analyzed between 200 and 213 target algorithms for this classifi-
cation task. On average, an accuracy of μ = 0.59 with a standard deviation of
σ = 0.0055 was achieved with five independent runs. The final ensemble con-
sisted of 35 pipelines. Categorical and numerical transformers were used for
pre-processing, Gradient Boosting [12], Random Forest [3], and Extra Trees [7]
as classifiers.

F33 - Major Depressive Disorder, Recurrent. Auto-sklearn analyzed
between 215 and 251 target algorithms for this classification task. On average,
an accuracy of μ = 0.612 with a standard deviation of σ = 0.0084 was achieved
with five independent runs. The final ensemble consisted of 30 pipelines. Cat-
egorical and numerical transformers were used for pre-processing and Gradient
Boosting [12] and Extra Trees [7] as classifiers.
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F43 - Reaction to Severe Stress, and Adjustment Disorders. Auto-
sklearn analyzed between 99 and 140 target algorithms for this classification
task. On average, an accuracy of μ = 0.594 with a standard deviation of σ =
0.0089 was achieved with five independent runs.

The final ensemble consisted of 18 pipelines. Categorical and numerical trans-
formers were used for pre-processing, and Random Forest [3] and Gradient Boost-
ing [12] as classifiers.

All F – Diagnoses. Auto-sklearn analyzed between 148 and 150 target algo-
rithms for this classification task. On average, an accuracy of μ = 0.6 with a
standard deviation of σ = 0.0 was achieved with five independent runs. The final
ensemble consisted of 27 pipelines. Categorical and numerical transformers were
used for pre-processing and Gradient Boosting [12] as classifier.

4 Discussion

We demonstrated that auto-sklearn can be used to predict psychiatric diseases
using health insurance billing data. However, the resulting evaluation metrics
are behind the ones that are reported using traditional AI approaches. While
we achieved an accuracy of 0.6 with auto-sklearn and 0.59 with Watson Studio’s
AutoAI Experiment, a recent literature survey reports an average accuracy of
0.84 for predicting psychiatric diseases [2]. Notable is, that the studies found by
the named survey have a by far smaller sample size (mean of μ = 5569 records
with a standard deviation of σ = 19194.28 and a median of η = 237) than we used
in our evaluation (687,697 records). While most research just has samples from
one hospital or healthcare provider, we were able to use data from all patients
with depressions in Estonia to test autoAI on a realistic, BigData sample from
a whole country.

We observed that auto-sklearn is easy to use, even for non-IT professionals,
and gives fast results without the need for data science skills. Watson Studio’s
AutoAI Experiment does not even require coding skills. All tasks can be carried
out through a web interface on the IBM Cloud. Concerning the initial research
question, our experiment showed that the tested autoAI frameworks still lag
behind traditional approaches where data scientists develop and tune ML mod-
els. AutoAI can by no means replace data scientists. While autoAI offers func-
tionality for feature engineering, model selection and tuning, data scientists still
need to attend to the human side of AI model implementation like finding the
right business problem to solve, analyze the requirements, and determining the
superiority of an AI solution compared to currently used solutions.

Nevertheless, autoAI holds the potential to save data scientists time by
automating basic, low-level tasks, enabling the professionals to focus on under-
standing the business problem and later on, the individual fine-tuning of the out-
putted autoAI models. This can decrease the time for data scientists to design
new AI models. Since autoAI is a relatively new field in computer science, it is
not fully matured and we expect it to deliver better results in the near future.
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One limitation of our research is that we compare the autoAI results to stud-
ies using other data for evaluation. In further research, we will use the applied
dataset for traditional machine learning algorithms, as well as deep learning algo-
rithms to see how they perform compared to autoAI. Additionally, our research
is limited to the binary classification functionality of auto-sklearn and IBM Wat-
son Studio’s AutoAI. Other libraries might perform differently. Because of that,
our results are not generalizable for the whole autoAI area. Neither auto-sklearn
nor Watson Studio’s AutoAI support deep learning. Considering the complexity
and high dimensionality of the dataset, deep learning algorithms could lead to
better results. Another limitation comes from the way auto-sklearns optimiza-
tion works. The system is non-deterministic, so that results may change between
different runs. To get a comprehensive picture, further research needs to be done
to compare these libraries and traditional AI approaches based on a standard
benchmark dataset.

5 Conclusion

AutoAI is an emerging research field in computer science with high potential. The
ease of use enables a faster development of AI algorithms without extensive data
science or programming knowledge. Therefore, it contributes to democratizing
AI-based solutions. One possible area where autoAI could be applied in the
healthcare sector are DDSSs. Despite the theoretical potential, there is currently
no thorough evaluation of autoAI on healthcare datasets.

We presented a novel evaluation of autoAI libraries based on real-world data.
In our setting, the accuracy of autoAI (namely auto-sklearn classifier 2.0 and
Watson Studio’s AutoAI Experiment on IBM Cloud) without any human inter-
vention could not achieve as good evaluation metrics as traditional approaches.
Our main finding is that AutoAI’s accuracy was, on average, 24% behind con-
ventional techniques. Because of that, we argue that autoAI is not yet ready
to be used for the detection of psychiatric diseases based on health insurance
billing data. Manual tuning and especially domain knowledge is still needed to
create an accurate machine learning model. Because of the ease of use, autoAI
can serve as a rapid prototyping tool for ML. It gives an initial direction and
can be seen therefore as a smart assistant for data scientists, saving their time
for the human side of machine learning projects and advanced fine-tuning tasks
after the initial model creation.
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Abstract. Billboard advertisement is among the dominant modes of
outdoor advertisements. The billboard operator has an opportunity to
improve its revenue by satisfying the advertising demands of an increased
number of clients by means of exploiting the user trajectory data.
Hence, we introduce the problem of billboard advertisement allocation
for improving the billboard operator revenue, and propose an efficient
user trajectory-based transactional framework using coverage pattern
mining. Our experiments validate the effectiveness of our framework.

Keywords: Billboard advertisement · Pattern mining · Transactional
modeling · User trajectory · Ad revenue

1 Introduction

Billboard advertisement is among the dominant modes of traditional outdoor
advertisements. Notably, outdoor ads constitute a $500 billion market around
the world [1]. In fact, billboards are the most widely used medium for outdoor
ads with a market share of about 65%, and 80% people notice them while driving
[2]. A given billboard operator (BO) rents/owns and manages a set of billboards
by allocating the ads of clients on the billboards in lieu of a cost, while users
view the billboard ads during transit. Observe that budget is a critical factor for
the client. For example, the average cost of renting a billboard ad space in New
York can run into thousands of dollars per month.

The key goal of BO is to maximize its revenue by allocating ads of clients on
billboards. This paper introduces the problem of efficient billboard allocation
to clients for improving the revenue of BO by assigning ads to billboards such
that a typical user is exposed to distinct ads in her trajectory as far as possible.
We refer to this problem as the Billboard ALlocation (BAL) problem.

Existing works have focused on the allocation of billboard ad space to clients
based on user trajectory-driven data [10] and crowd-sensed vehicular trajectory
data [9]. Selection of billboard locations by visually analyzing large-scale taxi
c© Springer Nature Switzerland AG 2021
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trajectories has been studied in [6]. Greedy heuristics to compute the k -billboard
location set with most influence have been examined in [5]. Our work differs from
existing works in that we approach the problem as a pattern mining problem as
opposed to an optimization problem. Further, we focus on improving the revenue
of BO instead of improving billboard advertising from the client perspective.

We propose a framework, designated as Billboard Allocation Framework
(BAF), to improve the revenue of BO by extending the notions of transac-
tional modeling and coverage. In BAF, each user trajectory is modeled as a
transaction. Given a transactional dataset of user trajectories, the issue is to
determine the potential combinations of billboards such that each combination
covers a required number of unique trajectories (users) by minimizing overlap.
Such combinations could be allocated to different clients based on the require-
ment. However, for determining potential combinations of billboards from m
billboards, we need to examine 2m − 1 combinations, which leads to combina-
torial explosion problem. Hence, there is an opportunity to extend the frame-
work of coverage patterns (CPs) [8], which can be extracted from transactional
databases by exploiting apriori based pruning property.

Approaches to extract coverage patterns (CPs) were first proposed in [8] for
banner advertisements. The notion of coverage patterns has been extended to
improve display advertising performance [4], and search engine advertising [3].

The concept of CPs can be extended to extract the potential combinations of
billboards from user trajectory data in an efficient manner. BAF comprises the
formation of transactions from user trajectory data and a CP-based billboard
views allocation approach. In BAF, we extract CPs from transactions, which
are formed by processing user trajectory data. Each CP is assigned with the
values of coverage support (CS) and the overlap ratio (OR). Notably, CS of a
CP indicates the number of unique transactions and the value of OR represents
the extent of overlap, which is equal to the number of repetitions among the
transactions covered by CP. We propose the mapping function to convert the
CS of the extracted CPs to views and a ranking function to order the CPs.
Finally, we allocate the generated CPs (i.e., a set of billboards) to the clients
subject to her requirements. Our key contributions are two-fold:

– We introduce the billboard allocation problem (BAL) for improving the bill-
board operator revenue.

– We propose an efficient user trajectory-based transactional framework using
coverage pattern mining for addressing the billboard allocation problem.

We conducted a performance study with a real dataset to demonstrate the effec-
tiveness of the proposed framework.

2 Proposed Framework of the Problem

Billboards are visible road-side ad hoardings. Consistent with real-world scenar-
ios, we assume that only one advertisement is displayed in a given billboard at a
specific point in time. A given billboard operator (BO) rents/owns the billboards
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in a particular region. Clients wish to display their ads on the billboards. BO
assigns the sets of billboards to the clients for a particular cost, namely billboard
cost. User trajectory is a sequence of GPS locations traversed by a given user.
If a user stops at any location for more than a threshold amount of time, we
consider her trajectory after the stoppage as a new user trajectory.

Views of a billboard are defined as the total number of user trajectories, which
are influenced by the billboard. We consider that a user trajectory is influenced
by the billboard if it passes through the sector of radius λ and angle θ in the
vicinity of the billboard. Furthermore, we assume the existence of conversion
schemes, which convert the budget of the client to the views of the billboard.

Consider a set of m billboards B {b1, b2, .., bm} and a set C = {c1, c2, .., cn} of
n clients, where ci represents a client’s unique identifier. Let t(ci) be the budget
of client ci, while v(ci) is the threshold number of views corresponding to t(ci).
Moreover, v(bi) is the number of user trajectories, which viewed billboard bi.

The Billboard ALlocation (BAL) problem aims to improve the revenue of
BO by allocating different sets of billboards to the maximum number of clients
in set C by satisfying clients’ budget constraint. The sum of all views of the bill-
boards in the set si i.e., {b1, b2, ..., b|si|} is equal to

∑|si|
k=1 v(bk). Mathematically,

we can allocate the billboards set si to client ci if
∑|si|

k=1 v(bk) ≥ v(ci).
The billboard set si assigned to the client ci should have overlap less than or

equal to the maximum overlap value (maxOV ), i.e., Overlap(si, ci) ≤ maxOV .
By using this overlap constraint, BO ensures that the client’s advertisement
in the billboard is guaranteed to be viewed by at least a minimum number of
distinct user trajectories. Now we define the BAL problem as follows:

BAL Problem: Consider a billboard operator BO, a set UT of user trajectories,
a set of m billboards B {b1, b2, . . . , bm} and a set C of n clients such that C =
{c1, c2, . . . , cn}. BO has to assign a set of billboards from S = {s1, s2, . . . , so},
where each candidate set si comprises a set of billboards, to maximum number of
clients in the set C such that

∑|sj |
k=1 v(bk) ≥ v(ci) and Overlap(sj , ci) ≤ maxOV ,

∀sj ∈ S and ∀ci ∈ C to improve the revenue.

3 Proposed Billboard Allocation Framework

BAF comprises three steps, as depicted in Fig. 1.

1. Formation of user trajectory transactions (UTTs): Here, the input is
a set of user trajectories UT and billboards B and output is UTTs. We convert
each UT into UTT by including billboard locations covered by UT .
2. Extraction of CPs: Based on minRF, minCS and maxOR, we employ the
existing CP mining algorithm proposed in [8] and extract S. Note that we use
the notion of maximum overlap ratio (maxOR) defined in [8] to capture the
notion of maxOV in BAL problem.
3. Computing views of CPs and allocation: It consists of three sub-steps.



Improving Billboard Advertising Revenue 115

 Formation of
UTTs

Extraction of
CPs

Computing
views of

CPs
and

allocation

Billboards
allocated to clients

User Traversals (UT) UTTs

Clients (C)

Billboards set (B)

S (set of CPs)

Fig. 1. Proposed Billboard Allocation Framework (BAF)

(i) Computing views and uniqueness rank of a CP: We compute the
number of user views for each CP in S. CS of a CP is the effective number of
unique users influenced by the billboards in the pattern. Let si be a CP, |Tbi |
be the number of UTTs influenced by the billboard bi and views(si) denote the
views of si. Then views(si) =

∑
∀bi∈si

|Tbi |.
The number of views computed in Step (i) includes the repeated views. Since a
large number of CPs are extracted from the UTTs, when the views of several
patterns are equal, it is beneficial to allocate the pattern with the maximum
number of distinct views. Given two patterns having the same number of views,
a pattern is considered to have more unique views if it has more CS and less
OR. For a given si, we capture the uniqueness of a pattern with uniqueness rank
heuristic U(si), which equals (CS(si) ∗ (1 − OR(si))).
(ii) Computing views required by clients: We employ marketing conversion
schemes to convert the budget to views as follows: vj = convert(tj), where vj
is the views demanded by client for budget tj and convert() is the conversion
function decided by BO.
(iii) Allocation: Several allocation methods are possible. We now present one
of the methods. We sort S in the decreasing order of both number of views
and uniqueness. We sort the list of the clients C in the decreasing order of the
required views. Each client cj is allocated with the eligible candidate set si, which
satisfies the requirement of the client cj , i.e., views(si) ≥ vj . Multiple candidate
sets may satisfy the above requirement. Hence, we allocate the si to cj , which
satisfies the above condition and has the minimum difference of views required
by cj and views of si. After allocation, we need to remove all the sets where
the allocated billboards are present. The above procedure continues until all the
clients are allocated with the potential candidate sets, or remaining candidate
sets are unable to satisfy the clients.

4 Performance Evaluation

Our experiment used Microsoft’s Geolife [11] real dataset. The dataset contains
17,621 trajectories with a total distance of 1,292,951 kilometers out of which
we considered 13,971 trajectories within Beijing’s Fifth Ring Road. We used
OpenStreetMap1 for Beijing to obtain the road network. First, we mapped each

1 https://www.openstreetmap.org.

https://www.openstreetmap.org
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trajectory of the user to the road network using a map-matching tool Graph-
hopper2. Then we used nominatim3 to obtain the corresponding sequence of
edge IDs of road segments as an user trajectory. The Geolife dataset does not
contain information about billboard locations. We placed billboard locations in
the Geolife dataset only in road segments, where the number of user trajectories
exceeds a pre-specified threshold. We assume that a billboard influences a user
trajectory if the edge ID corresponding to the billboard exists in the sequence of
edge IDs of the user trajectory. We set the billboard’s cost to be proportional to
the frequency of user trajectories in the road segment containing the billboard.

We set the number of billboards available (NB) to 50. The default values of
maxOR and minCS are set to 0.5 and 0.1 respectively. Performance metrics are
execution time (ET), the number of billboards allocated (BA) and the number of
views assigned (VA). ET is the time required for the allocation of the billboard
set to the clients. Recall that we compute the knowledge of coverage patterns
in an offline manner and use it to allocate billboards at run-time. ET does not
include the time required to generate coverage patterns since these patterns are
generated offline. BA computes the number of billboards utilized in the process of
allocation. VA is the number of unique views assigned in the process of allocation.

Recall that given a set of billboards with their respective costs and user tra-
jectory data, the approach proposed in [10] determines the maximum influence
set within a pre-specified budget. However, it satisfies only a single client. Hence,
as reference, we adapted the approach proposed in [10] as follows. First, we rep-
resent the views of the billboard in terms of budget. We represent the cost of a
billboard b as views(b)/10. We use the notion of overlap ratio discussed in [8] as
the metric to divide the billboards into clusters such that the overlap between
the clusters is always less than a pre-specified threshold. We sort the clients
in descending order of budget (in terms of views). Second, using the approach
proposed in [10], we compute the billboard set with maximum influence within
the budget of the first client (after sorting). We allocate the computed billboard
set to the client if the aggregate views of the set of billboards are greater than
90% of the views specified by the client since this approach maximizes the views
within the budget. We refer to this approach as PartSel Framework (PSF).

In contrast, our proposed BAF scheme divides the user trajectories into mul-
tiple user trajectory transactions (UTTs) based on billboard locations. BAF
deploys the parallel C-Mine algorithm [7] to obtain all candidate coverage pat-
terns from UTTs with the value of minRF = 0 for the Geolife dataset in an
offline manner. Notably, for all the approaches, we generated the budget of
clients randomly in the range between the values of minCS and |UTT |.

Figure 2 depicts the results for varying the number NC of clients requested.
As NC increases, ET increases for both schemes because the allocation step
should run for every client. ET for BAF is much lower than that of PSF because
most of the computations in case of BAF (i.e., computation of coverage patterns)
are done offline. In contrast, for PSF, there is no scope for performing any offline

2 https://graphhopper.com/api/1/docs/map-matching/.
3 https://nominatim.openstreetmap.org/.

https://graphhopper.com/api/1/docs/map-matching/
https://nominatim.openstreetmap.org/
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Fig. 2. Effect of varying the number of clients requested for Geolife dataset

computations in advance, hence all required computations for every client are
done during run-time. From the results in Fig. 2b, observe that BAF always
allocates more billboards than PSF. BAF utilizes available billboards better
than PSF since it uses almost all the billboards for allocation, thereby increasing
revenue for BO. The value of VA is proportional to the revenue of BO (since we
convert budget to views). From the results in Fig. 2c, observe that BAF provides
more views than PSF. Hence, BAF provides more revenue to BO.

5 Conclusion

We have introduced the problem of determining an efficient billboard allocation
approach to improve the revenue of the billboard operator. We have proposed
an efficient user trajectory-based transactional framework using coverage pattern
mining for addressing the aforementioned problem. Our performance study using
a real dataset has demonstrated the effectiveness of the proposed framework.
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Abstract. In this paper, we propose methods to detect sarcasm from
Japanese text on Twitter by using the BERT language model and analyz-
ing emoji as well as text. After constructing a Japanese Twitter dataset,
we extract feature vector for both text and emoji. Our experimental
results show that the usage of BERT and emoji can help improve the
performance of sarcasm detection.

Keywords: Sarcasm detection · BERT · Emoji · Twitter

1 Introduction

In recent years, with the spread of SNS, people can easily deliver their opinions.
Sentiment analysis that analyzes people’s opinions or emotions towards enti-
ties, events, individuals or organizations, etc. is a challenging task. One factor
that makes this task difficult is the existence of sarcasm that conveys negative
sentiment using positive expressions or vice versa. Although machine learning is
applied for sentiment analysis, sarcasm detection is especially difficult since there
is a difference between the meaning of the words used and the intent indicated.

Although there are some researches on sarcasm detection, most of them ana-
lyze English data and few works focus on Japanese text. Japanese grammar is
usually complex and the context is difficult to understand. Moreover, except for
conventional words, there are the proliferating net neologisms such as emoji,
emoticon, etc. To the best of our knowledge, there is no previous work targeting
Japanese that analyzes expressions other than text. Therefore, in this paper,
we propose a method to detect sarcasm by adopting a language model called
BERT that can provide different contextualized embedding for a same word
appearing in different sentences, and extracting features including emoji in the
sentence. The experimental results show that the usage of BERT and emoji can
help improve the performance of sarcasm detection, outperforming the baseline
method.

This work was supported by JSPS KAKENHI Grant Number 19K12230.
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Fig. 1. Flow of the proposed method

2 Related Works

There are some approaches for sarcasm detection [1]. In recent years, new lan-
guage models such as Transformer [2] and BERT [3] are used. Moreover, there are
some researches that consider other types of expressions except for conventional
text. Chaudhary et al. [4] showed using emoji in English texts is effective.

The above researches target English texts. There are few works on analyzing
Japanese texts. Hiai et al. [5] proposed a LSTM and attention-based method.
However, these researches only focus on text data, not considering net neolo-
gisms. In this paper, we aim to improve the performance by applying BERT to
understand Japanese context and using features extracted from emoji.

3 Proposed Method

3.1 Definition of Sarcasm

Hiai et al. [6] define sarcasm as “positive expression that conveys negative senti-
ment”. Referring to their definition, we extend the definition like “the text that
seems positive (or neutral) intuitively but the author actually intends to express
negative sentiment.” or “the text that seems negative (or neutral) intuitively but
the author actually intends to express positive sentiment.”. Most of the texts
collected from Twitter are the former.

3.2 Overview of Proposed Method

We describe the flow of the proposed method shown in Fig. 1. First, we extract
emojis from the dataset and split the data into text and emoji1. Next, we create
feature vectors for the text and emoji separately. We use BERT for text feature
vector and Word2Vec for emoji feature vector. We describe the detail of BERT in
Subsect. 3.3 and Word2Vec in Subsect. 3.4. Finally, we concatenate these vectors
and conduct supervised learning with the fully connected neural network.

3.3 BERT: Bidirectional Encoder Representations from
Transformers

BERT is a NLP model proposed by Devlin et al. [3]. BERT takes into account
the context and has achieved state-of-the-art performance on a number of NLP
tasks such as translation, document classification, Q&A, etc.
1 Emoji contains 2,811 characters defined by Unicode 13.1.
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BERT’s learning has two steps: pre-training and fine-tuning. The step of pre-
training uses only an unlabeled plain text corpus and creates a generative model.
The step of fine-tuning uses the weights obtained from pre-training as initial
values and performs supervised learning for tasks with labelled learning data.
Except for fine-tuning tasks, the weights of hidden layers in the pre-trained model
can be used as feature vector. We use the feature vector with 1024 dimensions.

3.4 Word2Vec

Word2vec is another NLP model proposed by Mikolov et al. [7]. This represents
a word with a vector in which each dimension is a real number. Since Word2Vec
produces a distributed representation of words, semantic similarity between two
words can be calculated based on the similarity between the vectors.

We utilize the idea of Word2Vec to obtain distributed representation for
emojis. The dimension of feature vector for each emoji is set to 300. When there
are multiple emoji pictograms in one text, those emojis’ values on each dimension
are averaged to construct the feature vector for that text.

4 Experiment

4.1 Dataset and Preprocessing

For experimental evaluation, we first construct a Japanese dataset. The data is
collected by retrieving Twitter with the query “ ” and “( )”2 and the
period is from Jan. 2010 to Oct. 2020. As the result, 12,070 tweets are collected.

Next, we perform preprocessing for collected data. We remove the keywords
“ ” and “( )” from the collected tweets since we intend to construct the
model that are independent of this obvious feature word. In this work, we focus
on sarcasm text that can be judged individually without considering context.
Thus, we also remove the tweets including URLs, “@(mention)” from the dataset.

After preprocessing, remaining 6,020 tweets are sent to Yahoo! crowdsourc-
ing3. Each tweet is checked by three crowd workers and the label of sarcasm is
assigned to the tweets that more than two crowd workers judged as sarcasm.
Finally, 3,025 sarcasm tweets are decided for constructing the model.

We also randomly select the same number of tweets from Twitter as non-
sarcasm.

4.2 Experimental Setup

For the Japanese pretrained BERT model, we use the Kurohashi Lab’s model4.
For the pretrained Word2Vec model for emoji, we use emoji2vec5 [8].

2 means “sarcasm” in Japanese.
3 Yahoo! crowdsourcing: https://crowdsourcing.yahoo.co.jp/.
4 BERT model: https://nlp.ist.i.kyoto-u.ac.jp/index.php?ku bert japanese.
5 emoji2vec: https://github.com/uclnlp/emoji2vec.

https://crowdsourcing.yahoo.co.jp/
https://nlp.ist.i.kyoto-u.ac.jp/index.php?ku_bert_japanese
https://github.com/uclnlp/emoji2vec
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Table 1. Experiment contents

ID Method Target data (Sarcasm/Non-sarcasm/Total)

1-1 Baseline (Bi-LSTM and Attention) All data (with or without emoji)

1-2 BERT (3,025/3,025/6,050)

2-1 Proposed method (text feature) Data containing emoji

2-2 Proposed method (text & emoji feature) (705/705/1,410)

We conduct four experiments with the setting shown in Table 1. Experiment
1-1 and 1-2 are conducted on all the 6,050 labeled data, and the purpose is to
verify the effectiveness of BERT. Experiment 2-1 and 2-2 are done on 1,410 data
containing emoji, and the purpose is to verify the effectiveness of emoji.

In experiment 1-1, a model with Bi-LSTM and attention adopted in many
previous works is used as the baseline. The batch size is 16, the number of
epochs is 10, and the number of units in hidden layers is 512. In experiment 1-2,
BERT is used for the task. The percentage of dropout is 0.1, the learning rate
is 1.0 × 10−5, the batch size is 16, and the number of epochs is 10.

In experiment 2-1, the weights of the hidden layer before the output layer
in the pre-trained BERT model is used as the input to a FNN. The percentage
of dropout is 0.1, the number of units in a 4-layer neutral network is 1024, 512,
256, 128, the batch size is 8, and the number of epochs is 30. In experiment 2-2,
BERT-based text feature is concatenated with Word2Vec-based emoji feature to
construct the FNN. The parameters are the same as experiment 2-1.

We perform stratified 5-fold cross-validation.

4.3 Experimental Results

As mentioned in the last section, we performed two kinds of experiments for
Japanese sarcasm detection. The results are shown in Table 2. The number of
tweets whose labels change in each experiment are shown in Table 3.

The purpose of experiment 1 is to verify the effectiveness of BERT. From the
confusion matrix and scores, we can see BERT has higher TP, TN, and scores
than the baseline. Comparing the baseline to BERT, the number of tweets whose
labels change from false based on the baseline method to true using BERT is
larger than the reverse case. This also indicates BERT is useful.

The purpose of experiment 2 is to verify the effectiveness of emoji. From the
confusion matrix and scores, we can see the method using text and emoji has
higher TP, TN, and scores than only texts. Comparing proposed methods using
emoji or not, the number of the tweets whose classification results change from
false to true by using emoji is higher than the reverse case. This also indicates
emoji is useful. However, since the increase in the number of correct classification
is only 10, emoji’s effect should be further investigated on a larger dataset.

At last, we show some examples whose labels change in the following. In
the examples, “JA” means original Japanese text and “EN” means translated
English one. Texts with multiple emojis tend to be classified wrongly.
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Table 2. Result of experiments

ID Method Confusion matrix Score

Ground truth Sarcasm Non-sarcasm Prec. Recall F1

1-1 Baseline Sarcasm 623 152 0.78 0.79 0.79

Non-sarcasm 226 549

1-2 BERT Sarcasm 648 127 0.80 0.84 0.82

Non-sarcasm 159 616

2-1 Proposed method (text feature) Sarcasm 103 38 0.73 0.75 0.74

Non-sarcasm 35 106

2-2 Proposed method (text & emoji

feature)

Sarcasm 111 30 0.79 0.80 0.80

Non-sarcasm 33 108

Table 3. Classification label changed by using BERT or emoji

Compared methods How changed Ground truth

Sarcasm Non-sarcasm Total

Baseline to BERT False to true 88 128 216

True to false 63 61 124

Proposed method (text feature) to False to true 15 12 27

Proposed method (text & emoji feature) True to false 7 10 17

Examples 1 Comparing the baseline to BERT
Example 1-1 False to true/Sarcasm

JA

EN I’m coming to a food court in a shopping mall. the low cultural level
of the people fits my skin and makes me feel comfortable.

Example 1-2 False to true/Non-sarcasm
JA
EN In the old days, contact information was written on the graduation

album. Maybe it isn’t written now.
Example 1-3 True to false/Sarcasm

JA
EN I want to commend the scout for bringing poor players every year.

Example 1-4 True to false/Non-sarcasm
JA

EN Hello! I’m bad at Japanese. So if you notice a mistake, please feel
free to correct it.

Examples 2 Comparing the only text method to the text & emoji method
Example 2-1 False to true/Sarcasm

JA
EN The former prosecutor (lap dog ) won! LOL Congratulations to

the liberal democratic party!
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Example 2-2 False to true/Non-sarcasm
JA
EN In June, I feel I’ve wasted money and often get into some trouble .

Example 2-3 True to false/Sarcasm
JA
EN I like the persons who expose others to academic gossip. Because

they are confident. Because they are confident in themselves.
Example 2-4 True to false/Non-sarcasm

JA

EN Mameazu who became magic level 10 is extremely cool, so I want
everyone to see him.

5 Conclusion

In this paper, we proposed a method for Japanese sarcasm detection by using
BERT and emoji. We constructed a dataset from Japanese Twitter and the
experiments on this dataset showed that both BERT and emoji can contribute.

Since the volume of our dataset is not large enough and the labeling is con-
ducted by crowd workers, one of our future works is to construct a larger and
more trustworthy dataset. Another work is to verify the classification perfor-
mance with other models such as XLNet [9], ALBERT [10].
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Abstract. Legal information retrieval holds a significant importance to
lawyers and legal professionals. Its significance has grown as a result
of the vast and rapidly increasing amount of legal documents avail-
able via electronic means. Legal documents, which can be considered
flat file databases, contain information that can be used in a variety of
ways, including arguments, counter-arguments, justifications, and evi-
dence. As a result, developing automated mechanisms for extracting
important information from legal opinion texts can be regarded as an
important step toward introducing artificial intelligence into the legal
domain. Identifying advantageous or disadvantageous statements within
these texts in relation to legal parties can be considered as a critical and
time consuming task. This task is further complicated by the relevance
of context in automatic legal information extraction. In this paper, we
introduce a solution to predict sentiment value of sentences in legal doc-
uments in relation to its legal parties. The Proposed approach employs a
fine-grained sentiment analysis (Aspect-Based Sentiment Analysis) tech-
nique to achieve this task. Sigmalaw PBSA is a novel deep learning-based
model for ABSA which is specifically designed for legal opinion texts.
We evaluate the Sigmalaw PBSA model and existing ABSA models on
the SigmaLaw-ABSA dataset which consists of 2000 legal opinion texts
fetched from a public online data base. Experiments show that our model
outperforms the state-of-the-art models. We also conduct an ablation
study to identify which methods are most effective for legal texts.

Keywords: Legal information extraction · Legal domain ·
Aspect-based sentiment analysis · Deep learning · NLP

1 Introduction

Factual scenario analysis of previous court cases holds a significant importance
to lawyers and legal officers whenever they are handling a new legal court case.
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Legal officials are expected to analyse previous court cases and statutes to find
supporting arguments before they represent a client at a trial. As the number of
legal cases increases, legal professionals typically endure heavy workloads on a
daily basis, and they may become overwhelmed and as a result of that, be unable
to obtain quality analysis. In this analysis process, identifying advantageous and
disadvantageous statements relevant to legal parties [1–4] can be considered a
critical and time consuming task. By automating this task, legal officers will
be able to reduce their workload significantly. In this paper, we introduce a
solution to predict sentiment value of sentences in legal documents in relation
to its legal parties. The proposed approach employs a fine-grained sentiment
analysis technique to achieve this task.

Sentiment analysis (SA) is identifying opinions and then classifying them into
several polarity levels (Positive, Neutral, or Negative) using computational lin-
guistics and information retrieval [5]. Sentiment analysis can be divided into 4
levels; document level SA, sentence level SA, phrase level SA, and aspect level
SA. Sentences in a legal case usually contain two or more members/entities which
belong to main legal parties (plaintiff, petitioner, defendant, and respondent).
Extracting opinions with respect to each legal party cannot be performed only by
using document-level, sentence-level, or phrase-level sentiment analysis. Aspect-
based sentiment analysis (ABSA) is the most appropriate and fine-grained solu-
tion to perform Party-Based Sentiment Analysis (PBSA) in the legal domain [1].
In aspect-based sentiment analysis, we can identify there processing steps such as
“identification, classification, and aggregation” [6]. Generally, in ABSA aspects
are extracted from a given text and then each aspect is allocated a sentiment level
(positive, negative, or neutral) [7]. The members of legal parties in a court case are
considered as aspects and therefore performing ABSA in the legal opinion texts
can also be termed as Party-Based Sentiment Analysis (PBSA) [1].

A number of studies have addressed Aspect-based Sentiment Analysis in dif-
ferent domains such as restaurants, hotels, movies, products reviews, government
services, mobile phones and telecommunication [8]. When it comes to the legal
domain, sentiment analysis becomes a challenging area because of the domain-
specific meanings and behaviour of words in the legal opinion texts [9]. Languages
being used are sometimes mixed (i.e., English, Latin, etc.) and in some situations,
the meaning of the words and context varies from that of domain interpretations.
The complexity structure and the length of the sentences also increase the dif-
ficulty. As a result of the above factors, it is difficult to obtain a comparative
accuracy to other areas such as customer feedback, movie or product reviews,
and political comments.

Example 1

– Sentence 1.1: After obtaining a warrant, the officials searched Lee’s house, where
they found drugs, cash, and a loaded rifle.
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Example 1 contains a sentence extracted from Lee v. United States [10] which
mentions two legal party members: Lee and officials. As the illegal materials were
found at Lee’s house, this sentence clearly shows a negative sentiment towards
Lee and Positive sentiment towards officials.

The rule-based approach proposed by Rajapaksha et al. [1] can be identified
as the first and only attempt to perform ABSA in the legal domain to the best of
our knowledge. However, that approach has two weaknesses: (1) it significantly
depends on the phrase-level sentiment annotator, (2) manually created rules
may not cover all the sentence patterns. There are many existing deep-learning
models with different architectures trained for different domains to fulfil a wide
array of tasks. Despite that, to the best of our knowledge, there is no existing
deep learning-based approach for ABSA in the legal domain. In this paper we
show that, as the sentences in legal documents are often long and have a complex
semantic structure, the existing model architectures, created for short sentences
in general use, do not perform well for the legal domain. The main objective of
this study is to propose a novel deep learning-based model (SigmaLaw-PBSA)
for ABSA, designed specifically for the legal domain.

2 Related Work

2.1 Legal Information Extraction

When referring to the past literature, it shows that within the legal domain,
there exist very few studies related to sentiment analysis. The study by Gamage
et al. [11] introduced a sentence-level sentiment annotator using transfer learn-
ing for the legal domain. In this proposed approach, the sentiment of a given
sentence is classified into one of the two classes; negative and non-negative. But
it does not take into consideration any party mentioned in the sentence when
detecting the sentiment of the sentence. Moreover, the study by Ratnayaka et
al. [12] have proposed methodologies to identify relationships among sentences
in the legal documents. They have demonstrated that sentiment analysis can
be used to identify sentences that provide different opinions on the same topic
(contradictory opinions) within a legal opinion text. The study of Rajapaksha
et al. [1] developed a rule-based approach which is built around a phrase level
sentiment annotator [11] and manually created rules for sentiment detection of
legal sentences with respect to legal parties. This can be identified as the first
attempt to use ABSA in the legal domain.

2.2 Existing Aspect-Based Sentiment Analysis Models

Lexicon-based approaches, machine learning-based approaches, and hybrids of
machine learning and lexicon-based approaches are the main types of methods
to perform Aspect-Based Sentiment Analysis (ABSA) [13]. Recently, deep neural
network approaches have shown better results on aspect-based sentiment classi-
fication tasks due to its ability to generate the dense vectors of sentences without
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handcrafted features. Tang et al. [14] proposed TD-LSTM which uses two Long
Short-term Memory (LSTM) networks in order to extract important information
from the left and right sides of the target. Although it improves the LSTM archi-
tecture, it is often impossible to distinguish between various sentiment polarities
at a fine-grained level. A number of subsequent studies employed attention mech-
anisms to learn the key parts of sentences that should be given special focus in
order to enhance the sentence representation. In that perspective, Wang et al.
[15] proposed AT-LSTM and ATAE-LSTM, incorporating attention mechanisms
to model relationships between aspects and context. In order to better under-
stand target information, Cheng et al. [16] introduced the HiErarchical ATten-
tion (HEAT) network with sentiment attention and aspect attention. Chen et
al. [17] designed the RAM model by adopting multiple attentions to extract
important information from memory. IAN, which was proposed by Ma et al.
[18], utilizes a bidirectional attention mechanism and learns the attention for
the contexts and the targets separately via interactive learning.

Although attention-based models have shown promising results over many
ABSA tasks, they are not adequate to catch syntactic dependencies between aspect
and the context words within the sentence. The important feature of Graph Con-
volutional Network (GCN) is that, it has the ability to draw syntactically related
terms to the target aspect and then manipulate, multi-word associations and
syntactical knowledge in long-range, utilizing GCN layers [19]. Zhao et al. [20]
proposed ASGCN, adopting GCN for ABSA. Zhao et al. concluded that GCN
improves overall efficiency by exploiting both syntactic knowledge and long-range
word dependency. Zhao et al. [20] introduced the SDGCN model with the aim
of modeling sentiment dependencies within a sentence among different target
aspects.

3 Methodology

The ultimate goal of our proposed approach is to detect the sentiment polarity
of sentences in legal texts with respect to each legal party mentioned in the sen-
tence. Legal texts usually consist of multiple legal parties having different inter-
dependencies among them. Hence, the sentiment classifier should be developed in
order to classify sentiment polarity values of multiple legal parties. In our app-
roach, positive, negative and neutral are considered as sentiment polarities. The
overall architecture of our proposed model is illustrated in Fig. 1. To perform the
aspect sentiment classification, our model architecture is designed with the follow-
ing layers; word embedding layer, Recurrent Neural Network (RNN) layer, posi-
tion aware attention mechanism, GCN layer, and sentiment classification layer.

3.1 Word Embedding Layer

Word embedding layer maps each word to a high dimensional vector space. It
is widely known that a strong word embedding is extremely important for com-
posing a strong and efficient text representation for use at later stages. We used
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Fig. 1. Overall architecture

a pre-trained BERT (Bidirectional Encoder Representations from Transformers)
model1 [9] post-trained using the criminal court case legal opinion texts available
in the SigmaLaw dataset to obtain the word embedding.

An input sentence (S), of N number of words is represented as S =
{ws1 , ws2 , ..wsN }. A given sentence S, would include a set of aspect terms
(Sa) of cardinality K where the ith aspect term is represented by Ai, Sa =
{A1, A2, ..AK}. Further, the ith aspect term, Ai, contains Mi number of words
such that Mi ∈ [1;N) represented by Ai = {wAi1 , wAi2 , ..wAiMi

}. By the virtue

of aspects not overlapping each other,
∑K

i=1 Mi ≤ N holds.
We use the above BERT model to get word embedding of the input sen-

tence and all the aspect terms in the sentence. First, we construct the input as
“[CLS] + input + [SEP]” and feed it to the BERT tokenizer. The special token
[CLS] is added at the beginning of our text and the special token [SEP] is added
to mark the end of a sentence. The BERT tokenizer then outputs tokens which
correspond to BERT vocabulary. After mapping the token strings to their vocab-
ulary indices, indexed tokens are next fed into the BERT model. Each word of
the context and aspects are represented by a 768 dimensional embedding vector.
The BERT model is used only for the word embedding purpose.

1 Legal-BERT model - https://osf.io/s8dj6/.

https://osf.io/s8dj6/
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3.2 RNN Layer

In order to capture the contextual details for every word, on the top of the
embedding layer we use Sentence-State LSTM (S-LSTM) [21]. Most of the exist-
ing model architectures use LSTM, Bi-LSTM, and Bi-GRU as the encoder.
LSTM processes sequential data while maintaining long-term dependencies.
However, when encoding long sentences the performance degrades. In our domain
(legal documents), the sentences are comparatively longer than that of other
domains. Therefore, aiming to address these limitations of existing deep-learning
approaches, we leverage a sentence state LSTM (S-LSTM) to capture contextual
information due to its proven performance [22]. Instead of sequentially process-
ing words, the S-LSTM simultaneously models the hidden states of all words in
each recurrent time stage.

After feeding the word embeddings of a sentence to the S-LSTM model, it
returns the contextual state Ht of the sentence which consists of a sub hidden
state ht

i for each word wi and a sentence-level sub hidden state st as shown in
the Eq. 1.

Ht = <ht
0, h

t
1, h

t
1, h

t
2, ..., h

t
n−1, s

t> (1)

In our architecture, we use S-LSTM in order to get contextual hidden output
of the sentence and contextual hidden outputs of aspects.

3.3 Position Aware Attention Mechanism

In a sentence, the sentiment polarity is heavily associated with the aspect-words
and opinion terms of the sentence. Hence, the method that we adopt to rely on
these aspect-terms is quite important in the process of sentiment analysis. The
main weakness of RNN models is the inability to understand the most critical
parts of the sentence for sentiment analysis. As a solution to this, we employ an
attention mechanism which can grab the most important parts in a sentence.
However, every word in a sentence is not equally important for determining sen-
timent polarity. Words which are closer to the target or having modifier relation
to the target word should be given higher weights [23]. To ease this problem, we
used an attention mechanism incorporating position information of each word in
the sentence based on the current aspect term. We use position information here
to incorporate the claim by He et al. [23] that the aspect sentiment polarity is
mainly influenced by the context words that are situated very close to the target
aspect.

Fig. 2. Basic relative distances to the aspects Lee and attorney
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Fig. 3. Distances along the dependency tree to the aspects Lee and attorney

Here we used the bidirectional attention mechanism introduced by Zhao et
al. [20] with two attention modules as context-to-aspect attention module and
aspect-to-context attention module. We followed the same methodology for the
calculation of attention weights. However, for position-aware representation, we
used the distances along the dependency tree instead of the basic relative dis-
tances used in their approach. In our approach, as the distance, the length of
the path from the specific word to the aspect in the dependency tree is used to
encode the syntactic structure of the legal text. Figure 2 illustrates the exam-
ple sentence with basic relative distances to aspects and Fig. 3 shows distances
along the dependency tree. When considering the two types of distances, we can
see that the vital opinion words such as guilty and ineffective are closer to the
relevant aspects in the Fig. 3 than in Fig. 2. The sentences in the court cases
are comparatively much longer than other domains. Hence, opinion words are
sometimes not close to the target. Therefore it is not suitable to get the basic
relative distance between each word and the current aspect for position repre-
sentation. The final output of the attention mechanism is the Aspect-specific
representation between the target aspect (party) and context words given as
X = [x1, x2, .., xK ] where K denotes the number of aspects.

3.4 Graph Convolution Network

In order to capture the inter-dependencies between multiple aspects/parties in a
sentence, we used GCN in our study following the observations reported by Zhao
et al. [20] in their study. GCNs can be identified as a basic and efficient convolu-
tion neural network running on graphs which has the ability to collect interde-
pendent knowledge from rich relational data. As the first stage of implementing
the GCN layer, it is needed to construct a graph which we name as Sentiment
Graph, where a node is a party (aspect) mentioned in the sentence and an edge
is the inter-dependency relation between two nodes. If there is a dependency
relationship between two parties in the sentence, we denote that by marking an
edge between the corresponding two nodes. As shown in the Fig. 4, when creat-
ing the Sentiment Graph, we initially defined a fully-connected graph assuming
that each aspect has a relationship with every other aspect of the sentence.
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Fig. 4. Sentiment graph

GCN generates a new vector representation for each node by discovering all
relevant information about the neighboring nodes of the selected node. Moreover,
when generating the new vector representation, it is needed to put attention on
the information of the node itself. For that, we assume that each node has a
self-loop. The new representation for a node can be defined as shown in the
Eq. 2 where given v node, N(v) defines the all neighbors of v, Wcross ∈ R

dm×dn ,
Wself ∈ R

dm×dn , bcross ∈ R
dm×1, bself ∈ R

dm×1, xu is the uth aspect-specific
representation taken from the output of attention layer.

x1
v = ReLU(

∑

u∈N(v)

Wcrossxu + bcross) + ReLU(Wselfxv + bself ) (2)

We can expand the neighborhood for each node by stacking multiple GCN
layers. As the input, each GCN layer gets the output form the previous layer
and returns the new node representation. From the experiments, we identified
that using more than two GCN layers reduces the accuracy. Therefore in our
case, we use two GCN layers (see Eq. 3).

x2
v = ReLU(

∑

u∈N(v)

W 1
crossx

1
u + b1cross) + ReLU(W 1

selfx1
v + b1self ) (3)

3.5 Sentiment Classification

Once the output of the GCN layer(x) is obtained, it is fed to a Softmax layer to
obtain a probability distribution over polarity decision space of C classes (where
W and B are the learned weights and bias):

z = Softmax(Wx + b) (4)

3.6 Model Training

The model is trained by the gradient descent algorithm with cross entropy loss
and L2 regularization.

Loss = −
C∑

c=1

y log ŷ + λ||θ||2 (5)
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C denotes the number of classes (3 in our case), y is the true label, ŷ is the
predicted label, θ denotes all the parameters that need to regularized, and λ is
the coefficient of L2-regularization.

4 Experiments

4.1 Dataset

Experiments and evaluations were carried out on the SigmaLaw-ABSA [2] data
set which consists of 2000 human-annotated legal sentences taken from previous
court cases. The said court cases were originally fetched from the SigmaLaw
- Large Legal Text Corpus and Word Embedding data set [9]. To the best of
our knowledge SigmaLaw-ABSA is the only existing dataset for the Aspect-
Based Sentiment Analysis in the legal domain. The dataset has been annotated
by legal experts and it contains entities of different parties, their polarities,
aspect category (Petitioner or defendant), and the category polarities. The data
set has been designed to perform various research tasks in the legal domain
including aspect extraction, polarity detection, aspect category identification,
aspect category polarity detection. It is the only existing dataset for the aspect
based sentiment analysis in the legal domain.

Legal sentence, members of legal parties in sentence, their polarities are the
fields used for this study from the SigmaLaw-ABSA dataset. We feed the legal
sentence as the input sentence and the legal party members as aspects into the
BERT model. Polarity of the legal party members are used to evaluate the model.

4.2 Parameter Setting

For experiments, word embeddings for both context and targets are initialized
by using 300-dimensional pretrained Glove word vectors and 760-dimensional
Bert embeddings. Dimension of hidden state vectors of RNN is set to 300 and
weights of the model are randomly initialized with uniform distribution. 600 is
set as the output dimension of the GCN layer. We used Spacy2 to calculate
the distance through the dependency tree for attention mechanism and hidden
states of the attention layer are set to 300. During the training, we set the batch
size to 16, dropout to 0.1, coefficient of L2 is 10−5, and used Adam optimizer
with a learning rate of 0.001.

4.3 Word Embedding Models Comparison

In our experiments, we tried two word embedding methods: 300-dimensional
GloVe [24] and BERT [25]. In BERT, two different BERT models were tried for
the embedding layer: the base uncased English model and the pre-trained BERT
model specially fine-tuned for the legal corpus. Table 1 shows the comparison of
the results of above models. The legal-BERT model outperformed the other
2 Spacy Toolkit - https://spacy.io/.

https://spacy.io/
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models. The BERT models use 12 layers of transformer encoders, and each out-
put per token from each layer of these and initial input embedding can be used
as a word embedding. We tried various vector combinations of hidden layers to
get state-of-art results. Table 2 illustrates the result of various word-embedding
strategies using the BERT model for legal domain.

4.4 RNN Models Comparison

LSTM, Bi-LSTM, Bi-GRU and Sentence-State LSTM (S-LSTM) models were
tested as the encoder for our approach as shown in Table 3. As S-LSTM offers
richer contextual information exchange with more parallelism compared to BiL-
STMs, it outperformed the other models. This is because it has strong repre-
sentation power compared to the other RNNs [21]. This feature became relevant
given that the sentences of Legal documents are often long and have a complex
semantic structure.

Table 1. Word embedding models compar-
ison

Model Accuracy F1 score

GloVe [24] 0.6615 0.5798

BERT (base) [25] 0.6997 0.6193

BERT (legal domain) [26] 0.7068 0.6281

Table 2. Different word embedding strate-
gies comparison of BERT model

Strategy Accuracy F1 score

Initial embedding 0.6670 0.5705

Last hidden layer 0.6921 0.6193

Concat last 4 layers 0.6987 0.6105

Sum all layers 0.6954 0.6098

Sum last 4 layers 0.7086 0.6281

Table 3. RNN models comparison

Model Accuracy F1 score

LSTM 0.6721 0.5964

Bi-LSTM 0.6987 0.6204

Bi-GRU 0.6854 0.6045

S-LSTM 0.7086 0.6281

Table 4. Performances of different
models on SigmaLaw-ABSA

Model Accuracy F1 score

TD-LSTM [14] 0.6512 0.5647

TC-LSTM [14] 0.6182 0.5438

AE-LSTM [15] 0.6228 0.5588

AT-LSTM [15] 0.6272 0.5592

ATAE-LSTM [15] 0.6542 0.5802

IAN [18] 0.6332 0.5650

PBAN [27] 0.6332 0.5650

Cabasc [28] 0.6123 0.5643

RAM [17] 0.6639 0.6022

MemNet [29] 0.5389 0.4361

SDGCN [20] 0.6781 0.6121

ASDGCN [19] 0.6699 0.6001

SigmaLaw-PBSA 0.7086 0.6281
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4.5 Overall Performance

The experimental results generated on different existing models using the
SigmaLaw-ABSA dataset [2] are shown in Table 4. By analysing the obtained
results, we can conclude that, in the legal domain our proposed model outper-
forms every other existing model. We claim that it is mainly due to the complex-
ity and the length of the sentences in the legal domain as it makes it difficult to
those models to understand the sentence to an adequate degree.

4.6 Ablation Study

In order to study the efficiency of the various modules in our proposed approach,
we conducted an ablation study on the SigmaLaw-ABSA dataset as shown in
Table 5. It is observed that removing both attention mechanisms and GCN drops
the F1 score by 0.0617. Introducing the attention mechanism (with dependency
tree distance) to the baseline increases the F1 score by 0.0439. This verifies
the significance of the position-aware attention mechanism. The results gained
from using the dependency tree distance to calculate position weights shows
higher performance than the calculating position weights through basic relative
distances. This verifies the impact of the syntactic information introduced by
the dependency trees.

Further, we can see that the model shows higher results with the introduction
of the GCN layer. Therefore we can conclude that the GCN layer contributes sig-
nificantly to increase the results since it helps to capture the inter-dependencies
among multiple aspects and relationships between words at long ranges.

Table 5. Results of ablation study

Setting Accuracy F1 score

Base 0.6287 0.5664

Base + Attention (relative distance) 0.6689 0.5989

Base + Attention (dependency tree distance) 0.6793 0.6103

Base + Attention (dependency tree distance) + 1 layer GCN 0.6938 0.6215

Base + Attention (dependency tree distance) + 2 layer GCN 0.7086 0.6281

5 Conclusion

We analysed the existing deep-learning based model architectures and pointed
out suitable model components for tackling the challenges of the legal domain.
Accordingly, we introduced a deep learning-based approach to perform party-
based sentiment analysis in legal opinion texts. First, the model utilizes a pre-
trained BERT model (further fine tuned on a legal corpus) for a strong word
embedding. Then, the model employs a position-aware attention mechanism,
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to capture the critical parts of the sentence relevant to aspects, with incorpo-
rating position information, using the dependency tree. Because multiple legal
party members are involved in a single sentence, a GCN is employed over the
attention mechanism to model the inter-dependencies between members. Experi-
ments were carried out using the SigmaLaw-ABSA dataset and the experimental
results demonstrate that our proposed approach outperforms all other existing
state-of-art ABSA models.
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Abstract. Sentiment analysis can provide a suitable lead for the tools
used in software engineering along with the API recommendation sys-
tems and relevant libraries to be used. In this context, the existing tools
like SentiCR, SentiStrength-SE, etc. exhibited low f1-scores that com-
pletely defeats the purpose of deployment of such strategies, thereby
there is enough scope for performance improvement. Recent advance-
ments show that transformer based pre-trained models (e.g., BERT,
RoBERTa, ALBERT, etc.) have displayed better results in the text classi-
fication task. Following this context, the present research explores differ-
ent BERT-based models to analyze the sentences in GitHub comments,
Jira comments, and Stack Overflow posts. The paper presents three dif-
ferent strategies to analyse BERT based model for sentiment analysis,
where in the first strategy the BERT based pre-trained models are fine-
tuned; in the second strategy an ensemble model is developed from BERT
variants, and in the third strategy a compressed model (Distil BERT) is
used. The experimental results show that the BERT based ensemble app-
roach and the compressed BERT model attain improvements by 6–12%
over prevailing tools for the F1 measure on all three datasets.

Keywords: Sentiment analysis · Transformer · Deep learning ·
Software engineering · BERT

1 Introduction

Sentiment analysis is a technique to classify sentences to positive, negative or
neutral based upon the point of view expressed through that text. Studies reveal
that there are several applications of sentiment analysis for software engineering
(SE) like analysing developers’ opinions through Stack Overflow posts, the scope
of improvement in a library from the comments on GitHub issues section [26],
tracking negative comments to inspect bugs in API [33].

The existing research shows that off-the-shelf sentiment analysis tools [18,20]
when tested on SE domain-specific texts tend to disagree with each other.
Lin et al. [15] reported results of five tools: SentiStrength, NLTK, Stanford
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CoreNLP, SentiStrength-SE, Stanford CoreNLP SO on app reviews, Stack Over-
flow and JIRA issues dataset, with the f1-scores ranging from 0.15 to 0.5. SEn-
tiMoji [5], based upon emoji labelled posts, reported an f1-score of 0.47 for the
positive sentences and 0.64 for the negative sentences. But still, the utility of
the prevailing tools remains quite low for software engineering applications.

The present paper focuses on the scope of improvement of the existing
work for the software engineering domain through sentiment analysis. Specifi-
cally leveraging the current state-of-the-art performance of BERT (Bidirectional
Encoder Representations from Transformers), which has been widely used for
major NLP tasks like sentiment analysis, question answering, translation, etc.

1.1 BERT

BERT [6] was introduced in 2018 by Devlin et al., for language modelling, based
on bidirectional training of transformer (attention model) [31]. It uses the atten-
tion mechanism that gets the actual context of the text and has two important
parts: the encoder (to get the input text) and the decoder (that produces the
output or the prediction of the task), through which the pre-training and fine-
tuning is carried out as shown in Fig. 1. There are two major techniques to train
the BERT model:

– Masked language modelling : This technique is used to mask 15% of the words
randomly in a sentence and the model tries to predict the masked word based
upon the context of the other (non-masked) words in the sentence.

– Next sentence prediction: In this, the model receives pairs of sentences as
input and learns to predict if the second sentence in the pair is the subsequent
sentence in the original document. During training, 50% of the inputs are a
pair in which the second sentence is the subsequent sentence in the original
document, while in the other 50% a random sentence from the corpus is
chosen as the second sentence.

Fig. 1. Pre-training and fine-tuning procedures for BERT [6].

Insufficiency of task-specific labeled data can be handled by BERT through
pre-training. This pre-training is done on a large corpus of text (∼2500 million
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words), which forms a common architecture for a generic task (sentiment analy-
sis, question answering, translation, etc.). This model can then be fine-tuned for
our downstream task, to analyse sentiments. On sentiment treebank dataset [28]
BERT attained a GLUE score of 94.9, considered as a benchmark dataset, it
has fine-grained sentiment labels for 215,154 phrases in the parse trees of 11,855
sentences. Following the state-of-the-art potential of BERT model, the present
research proposes to exploit the features of BERT variants with the ensemble
approach that uses three variants of BERT i.e., the base BERT model, RoBERTa
and ALBERT. Furthermore, a compressed BERT model (Distil BERT) is used
to establish more robust results for sentiment analysis from the perspective of
software engineering.

With the objective and contributions highlighted above, the rest of the paper
is organized into several sections. The literature review in Sect. 2 presents the
recent developments in the deep learning classification task approaches fol-
lowed by the methods in Sect. 3 to cover the background knowledge and pro-
posed methodology. The later Sect. 4 covers the exhaustive experimental trials
over multiple datasets followed by the results in Sect. 5. Finally, the concluding
remarks are presented with future research directions in Sect. 6.

2 Related Work

With the advent of advancements in the deep learning algorithms, many state-
of-the-art frameworks are developed across various domains such as healthcare,
natural language processing, target feature learning, etc. [24,25,27,30]. In consid-
eration of sentiment analysis for software engineering domain, [8,9,11], mainly
focus on deriving developers’ opinions/emotions, along with the context. It is
observed that the existing tools make dataset driven predictions, where each
prediction conflicts with one another [21]. Table 1 shows the techniques used for
the tools along with the datasets over which the training was performed.

Table 1. Prevailing tools.

Tool Dataset used Technique

SentiStrength [29] MySpace informal short texts Lexicon based

SentiStrength-SE [12] Jira comments Lexicon based

SentiCR [1] Oracle code review comments Supervised learning

Senti4SD [3] Stack overflow Supervised learning

NLTK [18] Social media texts Lexicon based

Stanford CoreNLP [20] Movie reviews Recursive neural tensor network

The results of NLTK [18] and Stanford CoreNLP [20] were not very promising
as they were not trained on SE-specific datasets and lead to diverging conclu-
sions. SentiCR [1] leveraged boosting algorithms and was based on oracle code
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review comments but only had two classes i.e., negative and non-negative, unlike
others classifying on three classes (positive, negative, and neutral). And it pro-
vided the highest f1-score among all the datasets. Senti4SD [3] being trained on
the Stack Overflow dataset with a supervised learning approach had the highest
f1-score. Studies have reflected that only to a certain extent these SE-specific
tools for sentiment analysis agree with each other. To examine the performance
of these tools, Novielli et al. [21] performed a benchmark study on standard
datasets (Jira and Stack Overflow comments) and to identify potential weak
points for improvement and recorded an f1-score of 0.85 on SentiCR and on
SentiStrength-SE [12] it was 0.83 for the Stack Overflow dataset.

Along with the ones mentioned in the Table 1, there are two more related
tools, Emotxt [4], based on classifying emotions (anger, sadness, love, joy, fear)
and is trained on the Jira and Stack Overflow datasets; whereas, DEVA [10] is
a dictionary-based approach to detect valence and arousal in the text that can
capture individual emotional states (depression, relaxation, excitement, stress,
and neutrality). However, in contrast, BERT with task-specific fine-tuning can
provide much better results.

Several other convenient techniques help to derive the sentiment from a text.
Data augmentation [14] is one of such techniques that have been used for various
downstream tasks and some of the data augmentation techniques used widely
are - Lexical substitution of words in the text, which is basically thesaurus based
substitution (replacing a word with its synonym) and word-embedding substitu-
tion, this technique primarily takes the pre-trained word embeddings to consid-
eration for the replacement of any word in a text through the nearest neighbor
in the embedding space (Word2Vec [7], GloVe [23], FasText [2], Sent2Vec [22]).
Alternatively, masking of a particular word in a sentence is also a great way
to predict a word that has the relative context (BERT). Xie et al. [32] used a
method called back translation for augmentation of unlabelled text on the IMDB
dataset for a semi-supervised model which had only 20 labelled examples. Back
translation follows translating an English sentence to some other language (say
Spanish) and then translating it back to get the new sentence and that sen-
tence is taken as an augmented sentence for training. However, the utility of the
prevailing tools remains quite low for software engineering applications. Follow-
ing this, the present research work exploits the state-of-the-art potential of the
BERT variants for sentiment analysis in the software engineering domain.

3 Proposed Work

As per the above discussion, it is evident that software engineering sentiment
analysis has always been a challenging task. In this context, the present research
proposes a robust solution, where initially, the data augmentation is chosen as a
pre-processing strategy to aid in training or fine-tuning the BERT variants for
efficient results. In the fine-tuned model an additional untrained layer on top
of the BERT model is provided for task-specific learning whereas an ensemble
approach is proposed that combines the fine-tuned models with a weighted voting
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scheme. The sentiment analysis is further extended using a compressed model
(Distil BERT) to establish robust results.

3.1 Data Augmentation

Data augmentation essentially helps to increase the diversity of the dataset that
is available for training the model, without actually getting new data or rather
scraping data from relevant websites like Stack Overflow, Jira, GitHub, etc. The
available techniques used for text data augmentation are as follows:

Lexical Based Substitution. This technique is based on taking into account
the synonym of a random word from a given sentence and substituting it using
a thesaurus. Similarly, one basic approach is to provide substitution based on
word-embeddings, i.e. to replace a word with its nearest neighboring word in the
embedding space.

Back Translation. It is primarily the translation of a sentence to a different
language and then translating it back to the original language, where the sen-
tence translated back is likely to use similar words from the language and the
context remains unchanged.

3.2 Fine-Tuning BERT Model

BERT can be used to get some high-quality language features and can be
fine-tuned for the classification task performed on the software engineering
datasets to achieve promising results. Fine-tuning provides a few advantages
like much faster development, lesser epochs to train on, and limited data require-
ments. With the pre-trained model, an additional untrained layer of neurons is
appended, to fine-tune the model with 2–4 training epochs as suggested in the
original BERT paper. Following this three BERT variants are fine-tuned using
multiple datasets for better comparative analysis of the proposed strategies for
sentiment analysis in software engineering.

3.3 Ensemble BERT Models

Based on the fact that combining several models could produce a stronger
model hence an ensemble technique is utilized to aggregate the performance
of the BERT variants. The scope of prediction is much diverse in the case of
the ensemble because there might be certain diversified conclusions on each of
the models (that are part of the ensemble), as the core functioning is differ-
ent for each model. Each model has been pre-trained on a different language
modelling task like next sentence prediction used in BERT, sentence order pre-
diction used in ALBERT and dynamic masking used in RoBERTa. Hence it is
evident that a stronger model is obtained and the final prediction can be fetched
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through a voting scheme. For the ensemble technique, BERT base model [6],
RoBERTa [17], and ALBERT [13] models are used, as shown in Fig. 2. This
article used a weighted voting scheme, where the confidence score (aggregated)
is considered, i.e. the last Softmax layer output, for each model in the ensemble
to get the final weighted prediction.

Fig. 2. BERT model variations used for the ensemble technique

3.4 Compressed Model

Apart from quantization and model pruning, a distilled model is really help-
ful to boost up the model’s performance rather than to train the model from
scratch which requires a large amount of data. The distillation framework mainly
contains two models: a larger one and a smaller one. The smaller one mimics
the working of the larger one by learning from the probabilities generated by
the larger one before the final activation function and produces comparable
results. These probabilities are helpful for the generalization capabilities of the
compressed model as they are still higher than absolute zero values. Hence, this
compressed model is different from the base BERT wherein the model suppresses
the lower probability for a particular class and enhances the value for the higher
probability class, in its final distribution. The Distil BERT model retains 97%
of the language understanding capabilities and the size is reduced by 40% in
contrast to BERT base model.

4 Experiments

The experiments are aligned to have an overview of the performance on different
datasets [15,16] and to check: 1) how the model performs after fine-tuning, 2)
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how well the BERT models perform when used as an ensemble, and 3) to test
the performance of the Distil BERT model. The datasets used for the analysis
are GitHub commit comments, Jira issue comments, and Stack Overflow posts.
Furthermore, a publicly available synthetic dataset was used to check the per-
formance of the model. For the training part, the number of unique sentences
present is 150,000 and the test dataset has 30,000 sentences. It’s an added advan-
tage to train and test the model on such a huge dataset, as compared to the Stack
Overflow, Jira and GitHub datasets with limited sentences. The complete train-
ing part is done in a cloud environment having high-end NVidia GPUs. Figure 3
shows the correlation among the three BERT models used for ensemble strat-
egy. The correlation scores for RoBERTa-ALBERT and ALBERT-BERT is high,
which signifies the models have high probability to generate similar predictions
in the ensemble approach.

Fig. 3. Correlation plot for the three BERT variants.

Table 2. Train, validation and test split for the three datasets.

Dataset Train data Validation data Test data

Github 4480 498 2137

Stack overflow 2787 310 1326

Jira 3700 410 1759
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4.1 Training and Testing

The proposed models are trained and evaluated on the training and test set
derived from three datasets as shown in Table 2. The training data is further split
into train and validation set for better learning of the model. The training phase
is assisted with the earlystopping technique (halt the training process as soon as
the performance stops improving) to avoid the overfitting problem. The trained
models are then evaluated on the test set using the standard evaluation metrics,
precision, recall and f1-score, for multi-class classification (positive, negative,
and neutral). These metrics can be computed using the following equations:

Precision =
TP

TP + FP
(1)

Recall =
TP

TP + FN
(2)

F1−Score =
2 ∗ Recall ∗ Precision

Recall + Precision
(3)

5 Results and Discussion

Following from the first proposed strategy involving the fine-tuning of the BERT
models, the classification performance concerning sentiment analysis is presented
in Table 3. It is observed that from fine-tuning, the lowest f1-score of 0.67 was
recorded for the ALBERT model on Stack Overflow dataset. While the RoBERTa
model performed better on GitHub and Jira datasets with the f1-scores as 0.91
and 0.83 respectively. The ensemble approach on the other hand was a motivation
to obtain a stronger model with slightly varied conclusions from RoBERTa,
ALBERT, and BERT-base models, where the f1-score for the GitHub dataset is
improved to 0.92, as shown in Table 4.

The trend with deep learning models is that the training time is directly
proportional to the number of parameters. Therefore it is evident that the com-
pressed model can improve the inference time of the model if deployed as a tool.
For the Stack Overflow and the Jira datasets, the f1-score improved to 0.88 and
0.84 respectively, with the Distil BERT model, as shown in Table 5. Additionally,
the f1-score recorded for the synthetic data when tested on the ensemble model
was 0.85 which proved to be a major improvement.
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Table 3. Fine-tuning results for the three available datasets.

Dataset Model Neutral Negative Positive

P R F1 P R F1 P R F1

GitHub BERT 0.92 0.91 0.91 0.89 0.91 0.90 0.93 0.93 0.93

ALBERT 0.85 0.94 0.89 0.92 0.80 0.85 0.90 0.93 0.91

RoBERTa 0.94 0.91 0.92 0.90 0.91 0.90 0.91 0.94 0.93

Stack overflow BERT 0.85 0.86 0.85 0.85 0.87 0.86 0.94 0.92 0.93

ALBERT 0.92 0.94 0.93 0.62 0.62 0.62 0.71 0.34 0.48

RoBERTa 0.96 0.92 0.94 0.78 0.82 0.80 0.57 0.76 0.65

Jira BERT 0.92 0.89 0.91 0.85 0.68 0.76 0.76 0.94 0.84

ALBERT 0.86 0.94 0.90 0.86 0.70 0.78 0.78 0.94 0.86

RoBERTa 0.92 0.90 0.91 0.80 0.73 0.76 0.78 0.88 0.83
∗Bold values indicate the highest metric value

Table 4. Ensemble model results over different datasets.

Dataset Neutral Negative Positive

P R F1 P R F1 P R F1

GitHub 0.92 0.93 0.92 0.92 0.90 0.91 0.93 0.93 0.93

Stack overflow 0.93 0.92 0.92 0.91 0.91 0.91 0.77 0.79 0.78

Jira 0.91 0.90 0.90 0.86 0.65 0.74 0.76 0.92 0.83
∗Bold values indicate the highest metric value

Table 5. Compressed model results over different datasets.

Dataset Neutral Negative Positive

P R F1 P R F1 P R F1

GitHub 0.93 0.92 0.92 0.91 0.92 0.91 0.93 0.93 0.93

Stack overflow 0.87 0.84 0.86 0.85 0.88 0.86 0.93 0.94 0.94

Jira 0.92 0.89 0.91 0.79 0.77 0.78 0.77 0.89 0.83
∗Bold values indicate the highest metric value

6 Conclusion

From the perspective of software engineering applications, BERT model shows
significant improvement on SE-specific datasets for the classification task when
compared to the performance of the prevailing tools. This article proposes that
the fine-tuning of the pre-trained model is more effective than taking a large
corpus of text and training the model from scratch, while also the ensemble app-
roach can boost the overall performance. The compressed model on the other
hand produced similar results and is overall advantageous when deployed as a
tool with limited resources. The extensive trials show that the approaches used
outperformed the prevailing tools with an improved f1-score of 0.88 and 0.84 for
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the Stack Overflow and the Jira datasets respectively. Similarly for the GitHub
dataset, the f1-score enhanced for positive and negative classes as 0.93 and 0.91
respectively, with an overall f1-score recorded as 0.92. Furthermore, the study
shows the results with synthetic data had an overall f1-score of 0.85 on the
ensemble model. The paper highlights the improved results based on the BERT
model and can further be extended on domain-specific research, while there is
still scope to improve these results as the dataset availability is limited con-
cerning the software domain. Bug prediction [19] is another important task that
could be studied along with the API recommendation and mining developer’s
opinions on text/comments.
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Abstract. Finding outliers in networks is a central task in different
application domains. Here, we exploit the stochastic block model frame-
work to study the network from a generative point of view and design
a score able to highlight those nodes whose connection with the rest of
the network violates in some way the law according to which the rest
of the nodes are interconnected. The peculiarity of our approach is that
no pre-defined notion of outlier is employed; rather outliers emerge as
deviations from the underlying network generating mechanism.

Keywords: Networks · Stochastic block model · Anomaly detection

1 Introduction

Nodes in real networks are often organized into modules or communities so
that connections are relatively more abundant within modules than between
modules. However, networks often come with nodes with a notable behaviour:
they may be uniformly connected to nodes from different communities, thus
violating the community structure, or they can fullfill a special role within the
community as in case of hubs. The special or abnormal role of such nodes can
be studied by designing a score that is able to evaluate the characteristics of
each node’s neighborhood with respect to the network structure. In order to do
that, we consider the family of Stochastic Block Models (SBMs) and propose a
mathematical and computational framework whose aim is to detect anomalies
in unlabeled undirected graphs based on their structure.

Stochastic Block Models are particularly suitable to model those situations
in which nodes belong to groups and interact with each other depending on their
group membership. For this reason, they have been widely used to solve cluster-
ing and community detection problems [3] but, from the best of our knowledge,
there is still little literature about the application of this framework in the field
of outlier mining.

Much more literature exists about methods exploiting the graph structure to
find patterns and highlight anomalies. These kind of approaches can be grouped
into two main families [2]: structure-based and community-based techniques.

Structure-based methods exploit the graph structure to extract graph-centric
features such as node degree and subgraph centrality or measure closeness of
c© Springer Nature Switzerland AG 2021
C. Strauss et al. (Eds.): DEXA 2021, LNCS 12923, pp. 149–154, 2021.
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objects in the graph to identify associations. Among them a technique called
ODDBall is proposed in [1] to discover outlier nodes in graphs with weighted
edges. The method focuses on each node neighborhood, defined as a sphere
around it, and consider the induced sub-graph of its neighboring nodes, which
is referred to as the egonet, to deduce nodes with an anomalous behaviour.

On the other hand, methods that exploit communities or proximity of nodes
in the graph to spot anomalous nodes include [10], which is based on random-
walk, and [11] that relies on matrix factorization and some other methods that
directly focus on network clustering and identify hubs and outliers as a by-
product of the clustering process [9,12].

Our contribution is discussed by dividing the paper into two main section:
Sect. 2 introduces the main definitions and presents the proposed model while
Sect. 3 is devoted to the discussion of some experimental results.

2 Model Definition

A graph G is a pair (V,E) where V is a finite set of vertices or nodes, E ⊆ V ×V
is a finite set of unordered pairs of vertices called edges. Given a node v, a node
w is a neighbor of v if there is an edge (v, w) in E and N (v) = {w | (v, w) ∈ E}
denotes the set of all neighbors of v, also called neighborhood of v.

Let G = (V,E) be a graph, a partition P of G is any partition P =
{π1, . . . , πK} of V into K non-empty groups. We will refer to the set of all pos-
sible partitions of V as P throughout the paper. The further notation employed
through the paper is the following:

lπi,πj
: Given two groups πi and πj in P, lπi,πj

is the number of edges (v, w) in
E such that v ∈ πi and w ∈ πj ;

lv,πj
: Given a node v and a group πj in P, lv,πj

is the number of edges from v
to any node in πj ;

rπi,πj
: Given two groups πi and πj in P, rπi,πj

is the maximum number of edges
that can exist between nodes in πi and nodes in πj , namely |πi| · |πj | ∀i �= j
and |πi| · (|πj | − 1)/2 for i = j.

A stochastic block model [5] is a generative model M = (P,Q) that provides
networks with a community structure. The model is determined by a partition
P of the nodes into K groups and a symmetric matrix Q ∈ {0 . . .1}K×K of
probabilities of linkage between groups. The model assigns each node to one of
the K groups and the probability of the connection between two nodes v ∈ πi

and w ∈ πj is Qi,j thus, the probability of any two nodes being connected
depends only on the groups to which they belong.

According to [5,8], a Bernoulli approach can be used to decide whether an
edge is created or not. Thus, assume you are provided with a graph G generated
by a stochastic block model M = (P,Q), then the probability of observing G
given the parameters (P,Q) is

Pr(G|P,Q) =
∏

i≤j

Q
lπi,πj

i,j (1 −Qi,j)
rπi,πj

−lπi,πj (1)
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The model that describe better the observed network G is the one maximizing
the probability in Eq. (1) in two stages, first with respect to the unknown model
parameters Q, then with respect to the group assignments.

As lπi,πj
are independent, in [5] it has been proved that the maximum-

likelihood estimate for parameter Q is obtained by maximizing each of the
marginal likelihood functions Q

lπi,πj

i,j (1 − Qi,j)
rπi,πj

−lπi,πj with respect to Q.
The maximum occurs when Qi,j = lπi,πj

/rπi,πj
.

When Q is fixed, the observed network could be generated according to
a set of models that differ from each other in the way nodes are partitioned.
This framework can be used to estimate the probability of an arbitrary network
property [4]. As we perceive a node to be an outlier if its neighborhood is unusual,
we are interested in estimating the probability of each node’s neighborhood: low
probability values suggest that such a node may be anomalous.

Let N (v) be the neighborhood of node v. The probability of observing a
certain neighborhood for a node v in G can be defined as follows:

Pr(N (v)|G) =
∑

P∈P

Pr(N (v)|P) Pr(P|G) (2)

where Pr(N (v)|P) is the probability of observing N (v) in a network gener-
ated by a model having parameter P.

Using the Bayes Theorem you can rewrite Pr(P|G) and Pr(N (v)|G) results
in the weighted mean of all contributions Pr(N (v)|P) in P:

Pr(N (v)|G) =

∑
P Pr(N (v)|P) Pr(G|P) Pr(P)∑

P Pr(G|P) Pr(P)
.

Since we are only interested in ranking nodes according to their outlierness
and the denominator is just a normalization factor common to each node, we can
safely ignore it. Moreover, since all the partitioning are equally probable, also
the term Pr(P) is negligible. Thus, the score definition become the following:

outscore(v) = −
∑

P

Pr(N (v)|P) · Pr(G|P)

We have already discussed about the likelihood factor Pr(G|P), now we
need to derive the probability of observing N (v) given a partitioning P. In
the Bernoulli framework, the neighborhood probability can be computed as:

Pr(N (v) | P) =
∏

j

Q
lv,πj

πv,j (1 −Qπv,j)
|πj |−lv,πj . (3)

where is πv is the group in P containing the node v. Note that, both Eqs. (1)
and (3) can be handled more easily by moving to the logarithm.

Such a score is able to highlight those nodes violating in some way the law
according to which edges are distributed. Figure 1 shows the main structures our
method is able to discover. A bridge node (Fig. 1a) is one connecting two or more
clusters without belonging to any; neighbors of these nodes are almost uniformly
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(a) Bridge node (b) Hubs (c) Out of Community
Nodes

Fig. 1. Notable structures.

distributed among different clusters. More generally, the technique brings out
nodes whose elimination cause two or more clusters to be disconnected. For this
reason, hubs emerge as well (Fig. 1b). Lastly, the more intuitive concept of out
of community node is highlighted (Fig. 1c).

Our mining procedure has the aim of ranking nodes according to their out-
lierness score which should be computed as a sum over all partitions. However,
the cardinality of the partitions set rapidly grows with the number of nodes mak-
ing this evaluation infeasible, even for small network. To identify those partition
that significantly contribute to the sum, we exploit the main ideas discussed in
[7] about the Metropolis-Hastings algorithm and design our own mining strategy
which is performed in a parallel way: we start a certain number of concurrent
processes, each of which navigates thorough the partition space starting from a
random partition, samples the relevant ones and evaluates their contribution to
the scores. Results coming from each process are then joined and the change in
node-ranking is evaluated to decide whether to stop.

3 Experiments

The preliminary evaluation we discuss here has been done on synthetic datasets
generated using the LFR Benchmark [6]. Such a framework has been proposed to
test the performances of community detection techniques on graphs with hetero-
geneous distributions of node degree and heterogeneous community sizes, both
approximated by a power laws. LFR networks represent a good approximation
of real networks, thus we perturb them by injecting some outliers and test the
ability of our method to detect these perturbations.

We build different 200-nodes networks by initializing the generator with dif-
ferent parameter configurations. We consider the default values for the exponents
of the power laws describing the degree sequence (t1) and the community size
distribution (t2), i.e. t1 = −2 and t2 = −1, and use the following values for the
three other parameters: (I) average degree: 10, 20, 50; (II) maximum degree: 50,
100, 150; (III) mixing parameter: 0.01, 0.05, 0.25.

We perturb each network by introducing some new (outlier) nodes so that
they represent the 5% of the total number of nodes of the network. We connect
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these nodes to the rest of the network in order to ensure their degree is equal
to the average node degree and they are almost uniformly connected to all the
communities.
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Fig. 2. Accuracy of the outlier node classification.

Figure 2 refers to networks generated with different mixing parameter values
and reports the accuracy of the results we obtain on networks generated for
growing values for the average node degree. The mixing parameter represents
the average interconnection among communities. This analysis shows that the
technique is sensitive to the presence of community outliers and identifies them
with a good approximation.

Depending on the combination of the various parameters some boundary
nodes assume exceptional values and this may worsen the AUC, though these
nodes represent interesting knowledge in practice. E.g., for maximum and aver-
age degree 50 and mixing parameter 0.01 almost all community nodes have only
internal links, so the few ones connected with the extern are detected as anoma-
lous. We notice also that the set of top-ranked nodes includes the ones whose
degree is close to the maximum, thus hubs are identified as well.

In order to discuss the knowledge we are able to highlight we consider a
brief comparative analysis with ODDBall [1] which is designed to retreive nodes
whose neighbors are very well connected (near-cliques) or not connected (stars).

We cover these ideas by our notion of hubs, so we are as good as ODD-
Ball in detecting such structures, however the identification of bridge nodes is
harder for ODDBall as the egonet of a bridge includes blocks of connected nodes
from different communities and it cannot distinguish between bridge and inner
community nodes when their egonet has the same size.

Consider the network example in Fig. 3. Such a network has been gener-
ated according to the procedure described above and nodes have been colored
according to the scores calculated by each technique; inliers are associated with
higher scores and correspond to blue nodes. In the picture referred to SBMOut
(Fig. 3a) all nodes belonging to communities have a score higher than 0.5, while
red nodes correctly represent bridges which are difficult to be identified by ODD-
Ball (Fig. 3b). The score distribution of the two methods is reported in Fig. 3c.
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(a) SBMOut scores (b) ODDBall scores
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Fig. 3. Comparison between SBMOut and ODDBall.

Interestingly, the SBMOut scores of outlier nodes are clearly separated from the
rest of the scores, while the ODDBall curve is smoother and the scores of bridge
nodes are located towards the center of the distribution.
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Abstract. Text classification is a fundamental task that is often carried
out upstream of natural language processing (NLP) techniques. There-
fore, this task plays an essential role in information retrieval and extrac-
tion, and has a wide range of applications in many areas. Many text clas-
sification techniques have been proposed, with promising results. How-
ever, to propose an efficient model, the particularity of the application
domain also needs to be addressed to better grasp the syntactic and
semantic complexity of the texts. In this paper, we proposed a classi-
fication model for medical text classification that is based on a convo-
lutional neural network (CNN) combined with a long short term mem-
ory (LSTM) neural networks. The proposed CNN-LSTM is using word
vectors computed with FastText to achieve the highest accuracy. We
compared our proposed model results with other state-of-the-art models
such as CNN, support vector machines, decision trees, naive Bayes, and
K-nearest neighbor. The performance of all used models were evaluated
in terms of accuracy, precision, recall, and F1 score. The CNN-LSTM
outperforms all other models in terms of all evaluation parameters and
achieved 86.34%, 90.68%, 91.72%, 90.67% accuracy, precision, recall, and
F1 score, respectively.

Keywords: Medical text classification · Deep learning · Text mining ·
Convolutional neural networks · LSTM · Word embedding

1 Introduction

The quantity of medical records has increased exponentially over the last two
decades. This data represents a wealth of information and a rich knowledge
base that must be used to improve healthcare quality, particularly in medical
decision-making [1]. Text classification is an automated, natural language pro-
cessing (TALN) function that can help us to take advantage of this data. The
effectiveness of this task depends heavily on the representation and extraction
of features, which is a particularly important step in classification because of
the high dimensionality of the features that a text may have [2]. All the more
c© Springer Nature Switzerland AG 2021
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so when dealing with medical report texts presented in the form of grammati-
cally mediocre sentences. These texts contain medical terminology and numerous
abbreviations and irregularities, which leads to problems with large-scale data
classification as well as difficulties caused by the scarcity of such data [3].

In this paper, we propose a text classification model that combines a CNN
trained from word vectors obtained with FastText [5] with a recurrent neural
network (i.e., LSTM). This model benefits from both the advantages of CNNs
for the extraction of local features and also from the long-term dependencies
captured using the high memory capacity of LSTM networks to properly connect
the extracted features, thereby ensuring better accuracy when classifying texts.

Our experimental results clearly show that our approach is successful as
compared to other text classification methods. The key points of this study are
as follows:

1. This study proposed an approach for medical domain text classification that
combines CNN+LSTM+FastText.

2. This study performs a deep comparison with other state-of-the-art well-tuned
models.

3. Evaluation of all models in terms of accuracy, precision, recall, and F1 score.

The remainder of the paper is organized as follows: Sect. 2 contains related
work, and Sect. 3 contains the material and methods used in this study. Section 4
describes the experiment flow, and discusses the results. The study’s conclusion
is presented in Sect. 5.

2 Related Works

In recent years, deep neural networks have shown great success in many NLP
tasks, most of which are based on RNN or CNN networks. Kowsari et al. [4]
reviewed classification methods and compared their advantages and disadvan-
tages. Similarly, Otter et al. [8] gave a brief presentation of deep learning methods
and their applications to NLP tasks and discussed in detail the current state of
these techniques. They concluded with some suggestions for future research in
this area. Several approaches were based on recurrent neural networks. Tang et
al. proposed a hierarchical RNN model to construct the relationship between
sentences [9]. Yang et al. proposed a hierarchical attention model that incor-
porates an attention mechanism into the hierarchical GRU model so that the
model can better capture the most discriminating parts of text [10]. Wang et al.
proposed to use disconnected recurrent neural networks for Yahoo responses and
Yelp reviews, which captured key phrases and long-term dependencies [11]. Col-
lobert and Weston used CNNs for the first time in natural language processing
tasks [12]. Later, they were applied to text classification [13–15]. Conneau et al.
have recently proposed a VDCNN model using the deep convolution network in
sentiment classification [16]. Similarly, Johnson and Zhang have proposed a deep
pyramidal CNN that not only provides excellent performance but also reduces
training time [17].
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The challenge of automatic text classification is not new. Indeed, the most
traditional method is that of the Naïve Bayes (NB) classifiers, known as gen-
erative classifiers, which model the distribution of texts in each class using a
probabilistic model with strong assumptions of independence on the distribu-
tions of the different terms [6]. Support Vector Machines (SVM) are also widely
used in text classification. The main idea of a SVM is to partition the data space
using linear or non-linear delimitations between the different classes. The goal
is to maximize the distance between the boundaries of the different classes [7].

Recently, several in-depth learning methods were successfully applied to the
automatic processing of clinical texts. Beaulieu-Jones et al. proposed a neural
network to construct phenotypes for classifying a patient’s disease states [18].
The performance of their model outperformed decision trees (DT), random
forests (RF) [19], and support vector machines (SVM). Hughes et al. presented
a method for the automatic classification of sentences from clinical texts [20].
Their method relies on CNNs to represent complex features. Baker et al. used a
CNN network approach for the classification of biomedical texts [21].

In summary, deep learning methods have some advantages in countless tasks
and can be applied to text classification, eliminating the tedious engineering
operations of traditional methods.

3 Materials and Methods

3.1 Dataset

The data that we process in this research comes from five member institutions
of the French Comprehensive Cancer Centers (FCCC). Each center has several
million medical reports to its credit. These reports contain a variety of medical
information, such as clinical decisions made by physicians, treatments adminis-
tered to patients, history (which includes, among other things, previous surgery,
hospitalizations, and chronic illnesses in family members). Table 1 shows how
many reports each institution gets.

Table 1. Distribution of medical reports by institution.

Center Number of reports

Institut Paoli-Calmettes 313
Institut Curie 339
Institut du Cancer de Montpellier 247
Centre Georges-François Leclerc 214
Centre Léon-Bérard 317
Total 1430
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Data Preprocessing: In our experiments after data acquiring first we have
done preprocessing on the dataset to make its clean. Taking into account the
heterogeneity of the data, the specific lexicon used in the medical field, and the
very different text formatting, we first proceeded to clean the data to eliminate
any noise that can reduce the performance of the classification, as follows: (1)
removing HTML tags, (2) transforming empty character strings in a line by
a single space (idem for empty line strings), (3) decapitalization, and (4) we
decided to keep the stopwords because they can be semantically relevant for the
analysis of clinical reports. This step made it easier for us to detect sentence
boundaries, which plays a crucial role in their classification. To do so, we set
up a sentence boundary detection mechanism (beginning and end) to transform
each report into a sequence of sentences. With the help of experts (physicians),
we identified seven classes to which a sentence in a report could belong. Table 2
lists the name, description, and the total number of sentences in each class.

Table 2. Name, description and number of the identified sentences.

Class Description #Sentences Percentage

Personal history Personal medical history 3660 8,32%
Family history Family medical history 3453 7,86%
Headings Information of a low medical nature 5196 11,83%
Hypothesis Sentences expressing uncertainty 6487 14,77%
Metastasis Metastatic information 7574 17,24%
Negation Negative sentences 5180 11,79%
Other Does not fit into the other categories 12368 28,16%
Total – 43918 100%

Data Annotation: After cleaning and segmenting the reports into sentences,
51604 sentences were identified, with 43918 distinct sentences. This makes an
average of 36.8 sentences per report, and a total of 1,182,949 distinct words.
Each sentence consists of an average of 25 words, with an interval ranging from
1 to 293 words. The annotation consists of associating a label or tag to each
sentence based on the information contained therein. The quality of this step is
essential to produce a fully generalizable classification model. This must ensure
completeness, so that the annotated sentences are representative of the over-
all corpus while also being free of annotation errors that could corrupt model
learning.

3.2 Feature Extraction

The quality of text classification is mainly based on the representation and
extraction of characteristics. During word embedding, to each word in the vocab-
ulary is assigned a vector of real values to capture both syntactic and semantic
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information of the words. In this way, if the model is well-formed, then the close
vectors in terms of distance in space correspond to synonymous words or words
used in a similar context. In our experiments, we used FastText features for
training of models.

FastText Features: In the first step, we generated the word vectors from a
reduced volume of data (i.e., about 250,000 medical reports) and compared it
with a model trained on the entire French Wikipedia corpus (more than 2,000,000
articles, often more significant than the medical reports). The first results con-
firmed our initial need to build word vectors adapted to the medical context.
Therefore, we used all of the reports of the Institut Curie, which listed nearly
12,000,000 reports, as well as the Wikipedia texts to develop a third model. For
our experiments, we used 320 terms in 11 categories (Table 3).

Table 3. Results of the distance scores of the three models over the 320 words.

Category Wikipedia Local data Curie + Wikipedia

Metastasis 0,4821 0,4327 0,2964
Biomarker 0,9715 0,9010 0,7587
City 0,6619 0,8508 0,5877
Localisation 0,5093 0,7301 0,655
Physician name 0,9281 0,7085 0,805
Date 0,5128 0,4676 0,1179
Unit 0,7792 0,6381 0,6442
Tumor name 0,8600 0,7442 0,7106
Protocol 0,9513 0,7311 0,5381
Act 0,7849 0,4121 0,3186
Chemotherapy 0,9972 0,7969 0,5386
Total 0,8246 0,7254 0,5977

The results obtained after combining Wikipedia and Institute Curie data are
much better than the results of the first two models. However, some categories
still score better in the previous models.

3.3 Machine Learning Algorithms

In our study, we used different machine learning models with their best hyper
parameters setting as shown in Table 4.

3.4 CNN-LSTM

Our text classification model can be divided into four layers: an input layer for
word embedding, a one-dimensional convolutional network layer for local feature
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Table 4. Description of traditional machine learning models and parameter settings.

Model Description and parameters

Decision Trees Decision trees are based on a hierarchical
representation of data in the form of decision
sequences. Feature extraction = TF-IDF,
Alpha = 1 (Laplace smoothing)

Naive Bayes A probabilistic classifier based on Bayes’
theorem. Feature extraction = TF-IDF,
Alpha = 1, Maximum depth = 30

Support Vector Machines SVM establishes hyperplanes so that the
distance between the dataset is maximum,
Feature extraction = TF-IDF. Number of
iterations = 300, Penalty C = 1, Kernel =
Poly. Tolerance for stopping criterion = 10−2

K-Nearest Neighbors KNN finds the k nearest neighbors of an
element and assigns a category to it based on
the class of k neighbors. Feature extraction
= TF-IDF, Number of neighbors = 7

extraction, an LSTM network layer for capturing long-term dependencies, and
a classification layer for label prediction. The structure of our model is shown in
Fig. 1.

One-Dimension Convolutional Layer: We use one-dimensional convolution
layer (Conv1D) to capture the sequence information and reduce the dimensions
of the input data. A convolution operation involves a convolutional kernel applied
to a fixed window WεRnk of words to compute a new feature. This kernel, also
called a filter, completes the feature extraction. Each filter is applied to a window
of m words to obtain a single feature. To ensure the integrity of the word as the
smallest granularity, the width of the filter is equal to the width of the original
matrix. In the convolution layer, a matrix-vector operation is applied to each
window using the W-weight matrix to obtain a characteristic map C ∈ Rn−m+1.

The ith element of the feature map is:

Ci = σ(
∑

W · [Ci:i+m−1]) + b (1)

where b is the bias term used to adjust the output as well as the weighted sum of
the inputs of the neuron, which allows shifting the nonlinear activation function
ReLU noted here σ. We used ReLU because it reduces the number of iterations
needed for convergence in deep networks. Then, the result of the convolution is
pooled using the maximum pooling operation to capture essential features in the
text. At the end of this step and to improve the quality of our text classification
task, the different calculated features are concatenated to constitute the input
of our LSTM layer.
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Fig. 1. Overall architecture of the proposed model.

Long Short-Term Memory Layer: LSTM is introduced to solve the vanish-
ing gradient problem because it learns to regulate the flow of information. LSTMs
can efficiently capture contextual information from the input text thanks to their
high memory power.

The information is passed through two channels from one cell to the next, h,
and c.

1. At time t, the recurrence relation is calculated as follows:

ht, ct = f(xt, ht−1, ct−1) (2)

where xt represents the current word of the sequence, ht−1 the hidden state
of the previous cell and ct−1 the cell state of the previous cell. The latter
vector avoids the vanishing gradient problem because it is updated additive
at each step, without going through an activation function.

2. The forget gate is a dense layer with sigmoid activation that acts as a filter to
«forget» certain cell state information. From ht−1 and xt, this oblivion gate
produces a vector:

ft = σ(Wf · [ht−1, xt] + bf ) (3)

3. Similarly, the front door produces a filter it from ht−1 and xt.

it = σ(Wi · [ht−1, xt] + bi) (4)

4. At the same time, a gt vector is created by a tanh function, which allows
updating the cell state.

gt = tanh(Wg · [ht1, xt] + bg) (5)

ct = ft ⊗ ct−1 + it ⊗ gt (6)
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5. Similar to ft and it, the output port produces a filter ot.

ot = σ(Wo · [ht−1, xt] + bo) (7)

where σ designates the sigmoid logistic function, W are weight matrices and
b represents bias term.

6. The values of the new cell state ct are reduced to the interval ]−1, 1[ by tanh
activation function. Filtering through the output gate ot is then performed
to obtain the output ht finally.

ht = ot ⊗ tanh(ct) (8)

where ⊗ designates the vector product per element.

Classification Layer: In the model, the last component is the fully connected
layer, which takes as input the characteristics generated from a sentence by the
LSTM layer and then predicts the most appropriate label according to semantic
and syntactic content. The probability that a sentence belongs to a category is
calculated by the softmax activation function, as follows:

Pi =
expoi∑
j=1 expoj

(9)

where Pi indicates the probability of the ith category, expoi means the corre-
sponding value of the output of the ith category, and j indicates the total number
of categories.

4 Experimentations and Results

4.1 Experimental Flow

In this section, we discuss the flow of our proposed approach experiments as
illustrate in Fig. 2. All the experiments as performed on the Core i7 7th gener-
ation computer with windows operating systems. Jupyter Notebook is used as
IDE to implement experiments with Python language.

We used medical reports from various cancer control centers in France in
our approach. These reports can be of various types and contain a wide range
of medical information, such as clinical decisions, treatments administered to
patients, or administrative information such as names, addresses, and so on. To
be able to use these data in an optimized way, we first performed preprocessing
on the set of data as indicated in the section ref dataset. Following that, we split
the data into training and testing sets in an 80:20 ratio, with 80% of the data
used to train the models and 20% used to test the models. The feature extraction
technique was used after data division. These characteristics are used to train
the proposed and other states of the art models. In the end, we evaluated the
performance of all trained models in terms of accuracy, precision, recall and F1
score.
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Fig. 2. Flow of experimental approach

Table 5. Final results of the different text classification models used in terms of F1
score.

Class DT (%) NB (%) SVM (%) KNN (%) CNN (%) FT+CNN (%) Our model (%)

Personal hist 88.54 87.01 91.13 90.33 91.02 91.48 91.61

Family hist 90.51 86.37 90.37 90.54 94.70 91.86 93.17

Headings 87.65 85.46 87.91 86.19 88.22 88.41 89.21

Hypothesis 83.72 80.67 86.41 86.44 86.29 86.60 87.26

Metastasis 80.98 75.61 82.42 83.08 83.55 87.47 88.13

Negation 94.84 92.55 96.57 95.03 96.82 97.18 97.79

Avg. F1 score 86.83 83.55 88.34 87.90 89.14 89.98 90.67

Table 6. Final results of the different text classification models used in terms of pre-
cision.

Class DT (%) NB (%) SVM (%) KNN (%) CNN (%) FT+CNN (%) Our model (%)

Personal hist 88.34 86.27 86.14 88.24 88.96 88.73 91.02

Family hist 84.32 83.2 90.47 86.69 95.51 90.00 93.48

Hypothesis 89.15 90.75 87.68 8.209 84.84 87.64 89.91

Headings 75.51 86.19 84.77 82.2 83.24 84.60 85.44

Metastasis 86.85 67.39 80.79 78.02 82.21 83.98 86.34

Negation 95.93 89.9 95.51 95.16 97.16 98.75 97.89

Avg. Precision 86.68 83.95 87.56 85.4 88.65 88.95 90.68

For our experiments, to validate the usefulness of our feature extraction
model with FastText and the LSTM layer, we tested three possible model combi-
nations. All of the results obtained with the machine learning and deep learning
models are presented in the Tables 5, 6, 7 and 8:
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Table 7. Final results of the different text classification models used in terms of Recall.

Class DT (%) NB (%) SVM (%) KNN (%) CNN (%) FT+CNN (%) Our model (%)

Personal hist 88.73 87.76 96.72 92.51 93.17 94.40 92.20

Family hist 97.68 89.78 90.26 94.74 93.89 93.79 92.85

Hypothesis 86.19 80.75 88.13 90.71 91.87 89.18 88.51

Headings 93.92 75.81 88.10 91.13 89.56 88.68 89.15

Metastasis 75.84 86.10 84.11 88.83 84.93 91.25 89.98

Negation 93.77 95.35 97.64 94.89 96.48 95.65 97.68

Avg. Recall 89.35 85.92 90.82 92.13 91.65 92.15 91.72

Table 8. Final results of the different text classification models used in terms of accu-
racy

Class DT (%) NB (%) SVM (%) KNN (%) CNN (%) FT+CNN (%) Our model (%)

Personal hist 80.16 81.03 86.43 86.16 86.30 86.97 87.31

Family hist 83.99 80.07 86.51 85.41 90.68 87.75 89.34

Hypothesis 78.60 79.43 82.47 80.63 79.85 81.38 81.93

Headings 73.74 70.70 79.34 80.67 77.73 79.41 79.92

Metastasis 70.69 67.24 75.24 73.83 73.92 82.24 83.01

Negation 90.83 86.43 94.01 92.05 95.22 95.55 96.54

Avg. Accuracy 79.66 77.48 84.00 83.12 83.95 85.55 86.34

Table 9. Number of correct and wrong predictions

Model No. of CP No. of WP

DT 6998 1786
NB 6806 1978
SVM 7379 1405
KNN 7302 1482
CNN 7375 1409
FastText+CNN 7515 1269
Our model 7585 1199

4.2 Analysis and Discussion of the Results

Based on the values of accuracy, precision, recall and F1 score, we can see that our
model obtains the best classification performances on the majority of categories,
even if there is no specific model adapted to all categories. These performances
vary between 87.26% and 97.79% for hypothesis and negation, respectively in
terms of F1 score. Our proposed models achieved the highest accuracy score
(86.34%) and outperform all other models in terms of all evaluation parameters.
First, these results confirm in general that deep learning models perform bet-
ter than traditional machine learning models in the field of text classification.
Second, we observe an improvement in the F1 score of x points with the use
of FastText as a feature extraction technique. Finally, we see that our combi-
nation of a CNN and LSTM model further improves our classification scores
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by x points. A possible explanation for this is that the CNN network extracts
local features from the input, and then the LSTM network as proposed better
characterizes semantic information by providing feature representations at the
sentence level. In this way, our model takes advantage of both the CNN model
and the LSTM model, which allows us to obtain a higher classification accuracy
than other models. The evaluation of the used models is also done in terms of
correct and wrong predictions. The proposed CNN-LSTM model outperforms
all other models in terms of predictions, with 7,585 correct predictions and 1199
wrong predictions, as shown in Table 9. These experiments confirm the validity
of our idea.

5 Conclusion

Classification of texts is an essential step for many natural language processing
tasks. This step has been the subject of several studies, and for different types of
applications. In the medical field, its application presents a special case due on
the one hand to the specificity and the great variety of the vocabulary used, on
the other hand to the unstructured format often used in the drafting of medical
reports. To address these issues, we presented a method of classifying medical
texts based on a hybrid CNN-LSTM model through an experimental compara-
tive study. Thus, our model benefits from the extraction of local characteristics
thanks to the CNN model but also of long-term dependencies captured thanks
to the high memory power of LSTMs. For feature extraction, we trained a Fast-
Text model to generate vectors of words after the plain text has been cleaned
up and segmented into sentences. Finally, we carried out several experiments
which showed that our model is very efficient for the classification of texts. Our
proposed CNN-LSTM model achieved the highest study precision 86.34% and
also gives the highest correct prediction ratio which shows the importance of the
proposed model.

Although the use of a corpus of medical texts for the extraction of character-
istics makes it possible to obtain a better classification of sentences, it constitutes
a major limitation to our approach, namely a classification system closely linked
to our datasets and therefore a classification model that is difficult to generalize
to other fields of application. A second limitation identified is that our model is
difficult to compare with already existing classification systems often tested on
data in English, yet the word processing is based on both computer modeling
and linguistic studies.

In future work, we will continue to study the application of deep learning
methods and other methods in the field of text classification to improve our
results. This also involves the integration of new sources of annotated data in
order to ensure a minimum of representativeness of the various corpora in the
centers. This model will then be used to facilitate the extraction of medical
concepts into a system that allows the creation of homogeneous patient cohorts
from a large volume of data. Additionally, future research could test our model
on other datasets, both medical and non-medical.
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Abstract. Frequent pattern mining (FPM) on large graph has been
receiving increasing attention due to its wide applications. The FPM
problem is defined as mining all the subgraphs (a.k.a. patterns), with
frequency above a user-defined threshold in a large graph. Though a host
of techniques have been developed, most of them suffers from high com-
putational cost and inconvenient result inspection. To tackle the issues,
we propose an approach to discover diversified top-k patterns from a
large graph G. We formalize the distributed top-k pattern mining prob-
lem based on a diversification function. We develop an algorithm with
early termination property, to efficiently identify diversified top-k pat-
terns. Using real-life and synthetic graphs, we show advantages of our
algorithm via intensive experimental studies.

1 Introduction

Frequent pattern mining has been at the core of data mining research for
a period. Existing work considers the problem under two different settings:
transactional-based and single-graph-based. In recent years, more attention has
been paid to the latter setting, as it plays a crucial role in a variety of appli-
cations such as bioinformatics, cheminformatics, web analysis, social network
analysis, etc. Most of prior methods follow the combinatorial pattern enumer-
ation paradigm. In real world applications such as social network analysis, the
complete enumeration of patterns is practically infeasible, as the mining results
are explosive in size [19,28].

Indeed, it is often unnecessary to enumerate all the patterns. Consider a
frequent pattern Q, all its subgraphs must be frequent as well. If Q is returned,
why do we need to identify its sub-patterns? Moreover, users are often only
interested in a set of diversified patterns, instead of the overwhelmed pattern
set [29].

This highlight the need for diversified top-k pattern mining: given a graph
G, a support threshold θ and an integer k, it is to find k patterns, that not
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Fig. 1. A social graph G & a set of patterns along with their matches

only satisfy support constraint but also are as diverse as possible. Furthermore,
if an algorithm for the problem preserves the early termination property, i.e.,
it discovers diversified top-k patterns without identifying the entire pattern set,
then we do not have to pay the price of costly pattern mining.

Example 1. A fraction of a social graph G is shown in Fig. 1(a), where each
node denotes a person with name and job title (e.g., project manager (PM),
database administrator (DBA), programmer (PRG), business analyst (BA) and soft-
ware tester (ST)); and each edge indicates friendship, e.g., (Bob, Mat) indicates
that Bob and Mat are friends. Observe that, number of matches of Q1 is close to
that of Q2, Q3 and moreover, when Q1 is selected as one of the top-k patterns,
neither Q2 nor Q3 is a favored pattern to be chosen, as they can be represented
by Q1 due to large overlap. �

Contributions. The paper investigates the diversified top-k pattern mining
superior performance and provides an effective approach for it.

(1) We introduce viable support and distance metrics to measure patterns.
Based on the metrics, we introduce a diversification function and formalize
the diversified top-k pattern mining (DTopkPM) problem (Sect. 3).

(2) We investigate the DTopkPM problem and develop an efficient algorithm
for it (Sect. 4). The algorithm has desirable performances: its computational
cost is influenced by a factor n (number of pattern extensions), that is often
small in practice and it preserves early termination property.

(3) Using real-life and synthetic graphs, we experimentally verify the perfor-
mance of our algorithms (Sect. 5). We find the following. (a) Our mining
algorithm scales well with the increase of both θ and k. (b) Our algorithm
works reasonably well on large graphs. For example, on a graph with 4 mil-
lion nodes and 53.5 million edges, our algorithm spends less than 1000 s to
discover high-quality diversified top-k patterns when θ = 1K. (c) Our algo-
rithm also scales well with the increase of the size of underlying graph G.
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2 Related Work

There exist considerable works on the FPM and result diversification. We next
review them as follows.

FPM on Large Graphs. Typical centralized FPM approaches can be classified
into two categorizes, i.e., [6,14,21] for static graphs and [4,23] for evolving
graphs. A novel approach GRAMI is first introduced by [14]. GRAMI applies
a minimum-image-based support metric, that preserves anti-monotonic prop-
erty and models FPM problem as a constraint satisfaction problem. To address
the issue on weighted graphs, [6,21] proposed approaches to mining weighted
frequent subgraphs, on edge-weighted single large graphs. In recent years, dis-
tributed FPM techniques over single large graphs are intensively studied. Typical
methods are listed as follows. [24] proposed a parallel subgraph listing frame-
work PSgL, which deals with subgraph listing in a divide-and-conquer fashion.
Another distributed platform Arabesque [26] employs a high-level filter-process
model to facilitate mining computation. DISTGRAPH [25] uses a set of opti-
mizations and efficient collective communication operations to minimize total
amount of messages shipped among different sites. [3] proposed a scalable system
ScaleMine. The system leverages the approximate and exact phases to achieve
better load balance and more efficient evaluation for candidate patterns. Gemini
[30] is another distributed and synchronous graph processing framework. It uses a
low-overhead edge-cut partitioning strategy to distribute graph data, and applies
a co-scheduling mechanism to alleviate the computing bottleneck. G-Miner [11]
provides an expressive API as well as a novel task-pipeline that removes the
synchronization barrier and hides the overheads of network and disk I/O and
achieves high performance. [22] introduced an approach to mining the top-k
uncertain frequent patterns from uncertain databases. This approach combines
the mining and ranking phases as a whole and proposes effective threshold rais-
ing strategies to enhance the mining time and reduce the memory usage. [7]
studied approximate k-vertex frequent pattern mining on a dynamic graph with
high probability in a given time. PrefixFPM framework [27] fully utilizes the
CPU cores in a multicore machine and adopts the prefix projection approach
pioneered by PrefixSpan to achieve high performance. There also exist a host
of techniques [8,13,20] developed on MapReduce. [8] introduced FSM-H, a novel
iterative MapReduce-based frequent subgraph mining algorithm. Along the sim-
ilar line, [13] introduces MR-SimLab, a scalable approach for representative sub-
graph selection based on MapReduce. In particular, MR-SimLab takes advantage
of the similarity between node labels to support approximate isomorphism check-
ing. [20] describes Pegasus, a graph mining system on top of MapReduce with
the key component GIM-V.

Result Diversification. Result diversification is a bi-criteria optimization prob-
lem for balancing result relevance and diversity [9,16], with applications in e.g.,
social searching [5]. It remains an open issue to efficiently mine diversified top-k
patterns.
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3 Graphs, Patterns and Pattern Mining

In this section, we first review graphs, patterns, graph pattern matching; we
then formalize the pattern mining problem.

3.1 Graph Pattern Matching

Graph. A data graph (or simply graph) is defined as G = (V,E,L), where (1) V
is a set of nodes; (2) E ⊆ V × V is a set of undirected edges; and (3) each node
v in V carries a tuple L(v) = (A1 = a1, · · · , An = an), where Ai = ai(i ∈ [1, n])
represents that the node v has a value ai for the attribute Ai, and is denoted as
v.Ai = ai, e.g., v.name = “Bill”, v.job title = “PM”.

A graph G′ = (V ′, E′, L′) is a subgraph of G = (V,E,L), denoted by G′ ⊆ G,
if V ′ ⊆ V , E′ ⊆ E, and moreover, for each v ∈ V ′, L′(v) = L(v).

Pattern. A pattern Q is defined as a graph (Vp, Ep, fv), where Vp and Ep are
the set of nodes and edges, respectively; for each u in Vp, it is associated with
a predicate fv(u) defined as a conjunction of atomic formulas of the form of
‘A = a’ such that A denotes an attribute of the node u and a is a value of A.
Intuitively, fv(u) specifies search conditions imposed by u.

A pattern Q′ = (V ′
p , E′

p, f
′
v) is subsumed by another pattern Q = (Vp, Ep, fv),

denoted by Q′ � Q, if (V ′
p , E′

p) is a subgraph of (Vp, Ep), and function f ′
v is a

restriction of fv. Then, Q′ is referred to a sub-pattern of Q if Q′ � Q.

Graph Pattern Matching. Consider graph G and pattern Q, a node v in G
satisfies the search conditions of a pattern node u in Q, denoted as v ∼ u, if for
each atomic formula ‘A = a’ in fv(u), there is an attribute A in L(v) such that
v.A = a.

We adopt subgraph isomorphism [12] as the matching semantic. A match of
pattern Q in graph G is a bijective function ρ from the nodes of Q to the nodes
of a subgraph G, such that (1) for each node u ∈ Vp, ρ(u) ∼ u, and (2) (u, u′) is
an edge in Q if and only if (ρ(u), ρ(u′)) is an edge in G. When an isomorphism ρ
from pattern Q to a subgraph Gs of G exists, we say G matches Q, and denote
Gs as a match of Q in G. Abusing notations, we say v in Gs as a match of u in
Q, when ρ(u) = v.

We denote by M(Q,G) the set of matches Gs of Q in G. Then, for each node
u in Vp, we derive a set {v|v ∈ ρ(Q), ρ(Q) ∈ M(Q,G), v = ρ(u)} from match set
M(Q,G), and denote it by img(u). Intuitively, img(u) contains a set of distinct
nodes v in G as matches of u in Q.

Example 2. Given graph G in Fig. 1 and patterns Q1, Q2 and Q3 in Fig. 1(b),
one may verify that Q2, Q3 are subsumed by Q1, and moreover, M(Q1, G) =
{G11, G12, G13, G14}, M(Q2, G) = {G21, G22, G23, G24} and M(Q3, G) =
{G31, G32, G33}.
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DFS Tree. Given a pattern Q, its DFS tree TQ can be built via a depth-first
search in Q from a node u. Then, edges that are in TQ are referred to as forward
edges and the remaining edges in Q are denoted as backward edges.

Thus, the forward extension on a pattern Q essentially introduces a new edge
from one node in Q; while the backward extension includes a new edge from two
existing nodes. For example, a pattern Qc with edge set {(BA, DBA), (DBA, PRG)}
can be generated via forward extension from a pattern with edge (BA, DBA); with
Qc, another pattern Q1 (shown in Fig. 3(b)) is generated via backward extension.

We will use the following notations. (1) The size |G| of G (resp. |Q| of Q)
is |V | + |E| (resp. |Vp| + |Ep|), the total number of nodes and edges in G (resp.
Q). (2) A graph G (resp. pattern Q) is a complete graph (resp. pattern), if there
exists an edge for each pair of nodes in it. (3) In a directed tree T , the height
of a node v is the length of the longest downward path to a leaf node from v.
Then the height h of T is the largest height among all tree nodes. (4) Qi ∩ Qj

(resp. Qi ∪ Qj) indicates the intersection (resp. union) operation on edge sets of
patterns Qi and Qj .

3.2 Diversified Top-k Pattern Mining

We first introduce the support metric. We then propose a diversification function,
followed by the diversified top-k pattern mining problem.

Support. The support of a pattern Q in a graph G, denoted by sup(Q,G), indi-
cates the appearance frequency of Q in G. Analogous to the association rules for
itemsets, the support metric for patterns should be anti-monotonic, i.e., for pat-
terns Q and Q′, if Q′ � Q, then sup(Q′, G) ≥ sup(Q,G) for any G, to facilitate
search space pruning. Several anti-monotonic support metrics for pattern min-
ing exist, e.g., minimum image (mni) [14], harmful overlap [15] and maximum
independent sets [18]. In this paper, mni is adopted due to its efficiency.

sup(Q,G) = min{|img(u)| | u ∈ Vp}, (1)

where img(u) is the image of pattern node u in G. It can be easily verified that
this support measure is anti-monotonic.

Pattern Diversification. In practice, people are more favored with those pat-
terns, which not only have high support but also are as diverse as possible. This
calls for a function to measure the diversification of a pattern set. To this end, we
first introduce a distance function to measure the difference of a pair of patterns,
followed by the diversification function.

Distance Function. Given a pair of patterns Qi and Qj , we define a distance
function to measure how “dissimilar” they are.

d(Qi, Qj) = 1 − |Qi ∩ Qj |
|Qi ∪ Qj |

.
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Intuitively, the distance between a pair of patterns Qi and Qj indicates their
structural difference, and the larger d(Qi, Qj) is, the more dissimilar Qi and Qj

are.

Diversification Function. On a set of frequent patterns S = {Q1, · · · , Qk}, the
diversification function F (·) is defined as follows.

F (S) = (1 − λ)
∑

Qi∈S

sup(Qi) +
2 · λ

k − 1

∑

Qi∈S,Qj∈S,i≤j

d(Qi, Qj),

where λ ∈ [0, 1] is a parameter set by users.
The diversity metric is scaled down with 2·λ

k−1 , since there exist k·(k−1)
2 pairs

for the difference sum, while only k numbers for the support sum. The function
F (·) is a minor revision of the max-sum diversification problem [16], which is a
bicriteria objective function to capture both relevance and diversity, and strikes
a balance between the two with a user-defined parameter λ.

Problem Statement. With the diversification function, the problem of diversi-
fied top-k pattern mining is stated as follows. Given a graph G, support threshold
θ, integer k and parameter λ ∈ [0, 1], it is to find a set Sk of k patterns such that

Sk = arg max
S′⊆S

F (S′),

where S is the set of patterns with support above θ and S
′ is the k-element subset

of S. Intuitively, the problem is to find k (specified by users) patterns that are
not only with high support but also as diverse as possible.

4 Diversified Top-k Pattern Mining

Intuitively, a naive algorithm (denoted as naive) for DTopkPM problem works as
follows: it (1) discovers a complete set S of frequent patterns; (2) exhaustively
enumerates k-element subset S

′ of S and computes F (S′); and (3) picks one
subset Sk with the largest F (·). Though straightforward, naive has to discover
the complete pattern set S and performs

(|S|
k

)
rounds comparison to pick Sk. As

|S| is theoretically of exponential size of |G|, naive is extremely costly in practice.
While one can rectify naive by using “early termination” algorithms. Com-

pared with naive, these algorithms stop as soon as k patterns with high quality
are identified, without identifying the complete pattern set S.

Theorem 1. Given a graph G, a support threshold θ, a tuning parameter λ and
an integer k, there exists an algorithm for the DTopkPM problem, that finds a
set Sk of patterns such that (a) sup(Q,G) ≥ θ for each Q in Sk, (b) the support
computation is in O(|V |n ·nn+1) time (n refers to the expansion times), and (c)
can terminate as soon as k patterns are discovered.
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Fig. 2. Algorithm DMiner

Proof. We show Theorem 1 by presenting an algorithm as a constructive proof.
The algorithm is denoted as DMiner and shown in Fig. 2. In a nutshell, it incre-
mentally identifies diversified top-k patterns and terminates as soon as the ter-
mination condition is satisfied. We next illustrate the details of DMiner.

Algorithm. DMiner takes a graph G, support threshold θ, tuning parameter λ
and integer k as input and outputs a set Sk of patterns.

Initialization. DMiner first initializes a set of parameters: set S[1] for maintaining
single-edge (a.k.a. “seed”) patterns, set Sk for keeping track of diversified top-k
patterns, a Boolean variable flag to control while loop and a tree T (line 1). It
then computes support of each “seed” pattern and only maintains those patterns
with support above θ in S[1] and expands the tree T with nodes, that correspond
to “seed” patterns in S[1] (line 2).

Tree Pattern Generation. Based on S[1], DMiner repeatedly produces “tree” pat-
terns and verifies their supports, following a level-wise strategy (lines 3–6).
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Fig. 3. A tree T showing the hierarchical structure of candidate patterns (Color figure
online)

Starting from bottom level, DMiner repeatedly performs the following. It first
generates a set L of “tree” patterns as candidates with procedure TreeGen (line
4). Note that TreeGen (not shown) generates candidate patterns by expanding
frequent “tree” patterns that locate at the top level of T with “seed” patterns
in S[1], following forward expansion. Then, DMiner invokes EvaTPs to evaluate
support of each candidate pattern in L and updates T with qualified patterns
(line 5). After above process finished, if T remains unchanged, the Boolean vari-
able flag is changed to true, indicating that the while loop no longer needs to
continue (line 6).

Example 3. On graph G of Fig. 1(a), DMiner first initializes the set S[1] with
patterns Q1–Q7 (shown in Fig. 3), as their supports all equal to 3. Then, DMiner
applies TreeGen to generate candidate patterns following forward extension, in
a level-by-level manner. For example, using pattern Q1, Sc generates candidate
patterns by enlarging Q1 with other frequent single-edge patterns and produces
L = {Q11, Q12, Q13, Q14}. Four levels of “nontrivial” candidate patterns (pat-
terns without duplicate node labels) are shown in Fig. 3, where patterns marked
with blue are considered infrequent (with support less than 3).

Diversified Pattern Mining. Using frequent “tree” patterns, DMiner employs pro-
cedure TopkSch to discover diversified top-k patterns. More specifically, TopkSch
first initializes a Boolean variable Terminate, an empty set Sk and an integer h
as the height of T (line 1). It next repeatedly identifies qualified non-tree pat-
terns as follows (lines 2–11). In each round, TopkSch selects a node v, that
corresponds to a “tree” pattern Q[v], at level h of T , and generates a set Lp of
candidate patterns with procedure NonTreeGen (line 4). Note that NonTreeGen
works in the similar way as TreeGen, but only enlarges pattern Q[v] with “seed”
patterns via backward expansion. For each candidate pattern Qc in Lp, TopkSch
verifies whether Qc has been generated before and computes its support along
the same line as before (line 6). To facility existence verification of a candidate
pattern, we apply a heuristic strategy, which is verified effective for fast pruning.
For each pattern, that is generated before, we maintain its key features, e.g.,
label distribution, degree distribution, diameter and use the features to prune
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unqualified patterns. If Qc meets the support constraint and is unseen before,
TopkSch either includes it in Sk if |Sk| < k (line 7) or identifies a pattern Qr

from Sk with maximum F (Sk ∪ {Qc}\{Qr}) − F (Sk) and replaces it with Qc

(line 8). TopkSch next verifies whether the termination condition, specified by
following proposition is satisfied.

Proposition 2: Given graph G, parameters θ, λ, k and a set S
t of frequent

“tree” patterns organized in a tree T structure, a k-element set Sk is a diversified
pattern set, if (1) sup(Q,G) ≥ θ for each Q in Sk, and (2) min{sup(Q,G)|Q ∈
Sk} ≥ max{sup(Qt, G)|Qt ∈ S

t\Sk
b} and Q̂t ∩

⋃
Q∈Sk

Q = ∅ for any Qt ∈ S
t\Sk

b .

�

Here S
k
b includes all the tree patterns that were used to generate patterns in

S
k, and Q̂t indicates a complete pattern that is expanded from a tree pattern

Qt in S
t
b. Intuitively, Proposition 2 states that when the minimum support of a

pattern in Sk is already no less than that of any pattern in S
t\Sk

b and Q̂t can not
bring any new edge, then F () value can not grow, hence no further investigation
is needed.

If the termination condition is satisfied, TopkSch sets Terminate as true and
breaks the while loop (line 10) and returns Sk as final result (line 12). Otherwise,
after all the nodes on level h are processed, TopkSch decreases h by 1 for next
round iteration (line 11).

Example 4. To identify the top-1 pattern, TopkSch first generates new candidate
patterns, e.g., Q33411, Q33412, Q33413 by expanding Q3341, at the top level (h =
3) of T via backward extension. Assume that these candidates have not been
generated before, TopkSch then evaluates their supports following the descending
order of itrs and obtains Sk = {Q33413}. The above process can terminate until
candidates generated from “tree” patterns at level 2 are all processed, as the
remaining candidates can not have higher itrs values.

When a set L of candidate patterns are generated, procedure EvaTPs (not
shown) is invoked for support evaluation. Specifically, EvaTPs identifies one par-
ent node Q′

c of Qc in T , whose matches will be used for support evaluation and
initializes an empty set Ib, which is used for recording “virtual matches”. For
each match Gs of Q′

c, EvaTPs checks whether Gs can be extended as a match
G′

s of Qc and includes G′
s in match set M(Qc, G) if G′

s exists and updates T .

Correctness. The correctness of DMiner is warranted by the following observa-
tions. (1) The pattern generation scheme will never miss any qualified pattern.
(2) The support computation with partial evaluation is correct. (3) The strategy
used by pattern selection guarantees to choose a “best” pattern in each round
iteration.

Complexity. For a pattern Qc with vertex set Vpc
, there may exist at most |V ||Vpc |

matches in a graph G. Thus, it takes O(|V ||Vpc |+1) time to identify matches of
a candidate pattern Q′

c (Qc � Q′
c). If Qc is a “tree” pattern, there may gen-

erate at most |Vpc
||L| candidate patterns after forward extension; otherwise, at
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most O(|Vpc
|2) candidate patterns will be generated through backward exten-

sion. In the meanwhile, it still needs O(|V ||Vpc |+1 · (|Vpc
| + 1)|Vpc |+1) time to

verify whether Qc has been generated before, since at most |V ||Vpc |+1 candidate
patterns may be generated before and each round isomorphism checking needs
O((|Vpc

| + 1)|Vpc |+1) time. By induction, it takes DMiner
∑

i∈[1,n](|Vpc
| + i −

1)|V | · |V ||Vpc |+i(1+ (|Vpc
|+ i)|Vpc |+i) times to verify all the subsequent patterns

for a candidate Qc, where n refers to the extension times and is bounded by
|V |, |L| and |Vpc

| are bounded by |V |. As the iteration starts from single-edge
patterns Qc and at most |V |2 different Qc exists, hence DMiner is bounded by
O(|V |n · nn+1) time.

The analysis above completes the proof of Theorem 1. �

5 Experimental Study

Using real-life and synthetic data, we conducted comprehensive experimental
studies to evaluate: efficiency, data shipment and scalability of algorithm DMiner.

Experimental Setting. We used three real-life graphs: (a) Amazon [1], a prod-
uct co-purchasing network with 0.55 million nodes and 1.79 million edges. The
total size of Amazon is 0.95 GB. (b) Pokec [2], a social network with 1.63 million
nodes, and 30.6 million edges. Its size is 2.2 GB. (c) Google+ [17], a social graph
whose size is 2.6 GB, has 4 million entities and 53.5 million links.

We designed a generator to produce synthetic graphs G = (V,E,L), con-
trolled by the # of nodes |V | and edges |E|, where L is taken from an alphabet
of 1K labels.

Algorithms. We implemented the algorithm DMiner, compared with algo-
rithm GRAMID, which implements GRAMI [14] to find all frequent patterns and
selects diversified k patterns with an approximation strategy proposed by [10],
in Java.

Experimental Results. We used the logarithmic scale for the y-axis in the
figures for RT (response time). To evaluate result quality, we also define a ratio
as Rd = F (S1k)

F (S2k)
, where S

a
k and S

b
k are the top-k pattern set discovered by DMiner

and GRAMID, respectively. The performance comparisons are carried out via
changing of θ, k and |G|; while due to space constraint, we do not show the
influence of parameter λ. We next report our findings.

Varying θ. Fixing k = 50 and λ = 0.5, we varied the support threshold θ from
0.1K to 0.5K in 0.1K increments, 2K to 4K in 0.5K increments and 0.6K to
1.0K in 0.1K increments on Amazon, Pokec and Google+, respectively.

Figures 4(a)–4(c) show results on RT and tell us the following. (1) Both the
algorithms take longer with smaller θ. This is because more candidate patterns
and their matches have to be verified. (2) DMiner outperforms GRAMID in all
cases and is less sensitive to the increase of θ owing to its early termination
property.
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Fig. 4. Performance of DMiner on real-life graphs

Table 1 shows ratios Rd as well as influence of θ on Rd. We find the following.
(1) Pattern sets identified by GRAMID have higher diversification values, since it
applies a more costly method with better performance. (2) With the increase of
θ, Rd grows with minor changes. This is because for a larger θ, the corresponding
pattern set S becomes smaller, leading to the weaker advantage of GRAMID.

Table 1. Evaluation of Rd by varying θ

Amazon Pokec Google+

0.1K 0.2K 0.3K 0.4K 0.5K 2K 2.5K 3K 3.5K 4K 0.6K 0.7K 0.8K 0.9K 1.0K

Rd 0.85 0.87 0.87 0.88 0.88 0.75 0.75 0.77 0.78 0.78 0.81 0.83 0.84 0.85 0.85

Varying k. Fixing λ = 0.5 and θ = 0.3K, 3K and 0.8K for Amazon, Pokec and
Google+, respectively, we varied k from 10 to 50 in 10 increments, and compared
DMiner with GRAMID, w.r.t. RT.

Results shown in Figs. 4(d)–4(f) tell us following. (1) DMiner runs much more
efficiently than GRAMID, owing to its early termination property. For example,
at google+, DMiner only takes less than 70% time of GRAMID. (2) DMiner is
sensitive to the increase of k, since it has to verify more candidate patterns
before termination condition can be satisfied. (3) DMiner is less sensitive to the
change of k, still owing to its special strategy to early terminate.

Table 2. Evaluation of Rd by varying k

Amazon Pokec Google+

10 20 30 40 50 10 20 30 40 50 10 20 30 40 50

Rd 0.90 0.89 0.89 0.87 0.87 0.81 0.79 0.78 0.78 0.77 0.89 0.88 0.86 0.85 0.84
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Table 2 tells us that with the increase of k, GRAMID can find even better top-
k pattern set (with smaller Rd). This is because it implements an approximation
algorithm, which is more costly, to identify k patterns from a complete pattern
set.

Varying |G| (Synthetic). Fixing n = 4, k = 50 and θ = 1K, we varied |G|
from (10M, 20M) to (50M, 100M) with 10M and 20M increments on |V | and
|E|. We find that (1) both algorithms take longer time, which is as expected;
and (2) DMiner is less sensitive to |G| than others, w.r.t. RT, showing better
scalability. Due to space constraint, we do not show the figure.

6 Conclusion

We have investigated the diversified top-k pattern mining problem. We first
introduce the support and distance metrics and propose a diversification function
based on the metrics. We then develop an algorithm with early termination
property to efficiently discover diversified top-k patterns. Our experimental study
has verified the efficiency, effectiveness and scalability of the algorithm. We hence
contend that our approach yields a promising tool for big graph analysis.

The study of DTopkPM is still in its infancy. One topic for future work is to
develop distributed method such that costly pattern mining can be performed
in parallel. Another topic concerns early pruning for generation and supports
verification of candidate patterns. The third topic is to develop techniques to
efficiently maintain top-k patterns from evolving graphs.
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Abstract. High utility co-location pattern mining is still computationally expen-
sive in terms of both runtime and memory consumption. In this paper, an efficient
high utility co-location pattern mining algorithm, named EHUCM, is proposed
to address this problem, which introduces the ideas of neighborhood materializa-
tion, participating objects of features and filtering unpromising candidate patterns
to discover high utility co-location patterns more efficiently. To reduce the cost
of dataset scanning, EHUCM pre-storing spatial relationships in a data structure
to facilitate the search for potential candidate patterns. In addition, two effective
pruning strategies are proposed in the EHUCM algorithm to improve the running
overhead due to the utility measure not satisfying the downward closure property.
Extensive experiments show that the EHUCM algorithm is 10 times or even 100
times faster than the traditional high utility co-location pattern mining algorithm.

Keywords: Spatial Data Mining · High utility co-location pattern · Pruning

1 Introduction

Co-location pattern mining in spatial datasets is a knowledge discovery problem. It aims
at finding a set of spatial features whose objects are frequently located in the close
geographic proximity [1]. This problem is useful in business [2], environmental science
[3], biology [4] and many other fields. However, an important limitation of co-location
pattern mining is that all features are considered equally important. This causes some
important but non-prevalent patterns are missed [5]. To address this issue, Yang et al.
first proposed the problem of high utility co-location pattern mining (HUCM) in spatial
datasets with feature-specific utilities [6].

In contrast to co-location pattern mining, HUCM considers the case where each
feature has a utility. Therefore, it can be used to discover sets of features with high
utility, i.e. high utility co-location patterns (HUCPs).Whereas the utility of a co-location
pattern may be lower, equal or higher than the utility of its subsets. Hence the pruning
strategies based on the anti-monotonicity of prevalence in co-location pattern mining is
not applicable to HUCM.

There have been several algorithms proposed for HUCM.Yang et al. [6] proposed the
EPA algorithm, Wang et al. [7] proposed a base algorithm and three pruning strategies,
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and the min/max feature utility ratio algorithm were designed in [8]. Despite these
research efforts, HUCM is still very expensive in terms of computation and memory. As
they all mine HUCPs by generating and storing row instances of candidate patterns.

In this paper, we propose an efficient algorithm EHUCM (Efficient High Utility Co-
location patternMining) which differs from past HUCMalgorithms that generate all row
instances of a candidate pattern c to compute pattern utility. It simply depends on the
participating objects of each feature in c.Moreover, to reduce the cost of dataset scanning,
we organize the spatial relationships in a data structure of feature-object neighbor tree
that can be used to find potential candidate patterns.

2 Problem Definition

In a spatial dataset S, consider a set of spatial features F and a set of spatial objects O,
each object o is represented with a tuple < feature type, object id, location, utility >. If
the distance between two objects o, o′ ∈ O is not greater than a given distance threshold
d, the two objects satisfy neighbor relationship R. A co-location pattern c is a subset
of spatial feature set F. The size of c is the number of features in c. A row instance RI
of c represents a subset of objects, which includes an object of each feature in c and any
two objects in RI satisfy the neighbor relationship, i.e., objects in RI form a clique. For
a feature f in c, we say that an object o of f participates in c if at least one row instance
of c involves o. The set of participating objects of f in c is noted as Obj(f , c). Each
feature fi ∈ F is associated with a positive number v(fi) called external utility of the
feature that represents its importance. Correspondingly, the internal utility of fi in c is
the number of participating objects of fi in c, denoted as q(fi, c) = |Obj(fi, c)|. Given
a size k co-location pattern c = {f1, f2, . . . , fk}. The feature utility of a feature fi in c
is defined as v(fi, c) = v(fi) × q(fi, c). The pattern utility of c is the sum of utility of
each feature in c, defined as u(c) = ∑

fi∈c
v(fi, c).The pattern utility ratio of c is defined as

λ(c) = u(c)/U (S), whereU(S) is the total utility of S. c is a HUCP if and only if λ(c) ≥
minutil, where minutil is a user-specified minimum pattern utility ratio threshold.

Problem Definition. Given a spatial dataset S with feature-specific utilities, a distance
threshold d and a utility ratio thresholdminutil, the high utility co-location patternmining
is to find all high utility co-location patterns in S.

3 The EHUCM Algorithm

As stated above, the aim of this paper is to improve the efficiency of HUCM. In this
section, we present the EHUCM algorithm.

3.1 The Search Space

Since the utility measure does not satisfy the downward closure property, all patterns
in the spatial dataset need to be searched. Based on the idea that the combination of
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features with the greater total utility of all objects in a spatial dataset is more likely to
be a HUCP, we search the space in descending order of the total utility of all objects of
each feature in a spatial dataset. Let � be the descending order of the total utility of the
feature in F.

Definition 1 (Extensible Feature Set of a Pattern). Given a co-location pattern c. Let
E(c) denote the set of features that can be used to extend c according to the depth-first
search, so

E(c) = {y|y ∈ F∧y � x,∀x ∈ c} (1)

Definition 2 (Extension of a Pattern). Given a co-location pattern c. A pattern c′ is a
single-feature extension of c if c′ = c ∪ {z} for z ∈ E(c). Also, if c′ = c ∪ Z where Z is
a set of features Z ∈ 2|E(c)| with Z 	= ∅, c′ is an extension of c.

3.2 Feature-Object Neighbor Tree (FONT)

The participating objects of each feature in a candidate pattern c are generated by scan-
ning the dataset. To reduce the cost of dataset scanning, we adopt the idea of neighbor-
hood materialization to organize spatial relationships in a feature-object neighbor tree
(FONT) data structure. With the FONT we can easily find objects that have neighbor
relationships with a given object.

Definition 3 (Object Neighbor Set). Given an object oi ∈ O with feature type
oi. feature = fi, the object neighbor set of oi is defined as

ONS(oi) = {oj
∣
∣oj ∈ O ∧ R(oi, oj) ∧ oj.feature ∈ F \{fi}} (2)

The object neighbor set of oi includes objects that have neighbor relationships with
oi and the feature type of oj is different from fi.

Definition 4 (Feature-Object Neighbor Set). Given an object oi and its object neigh-
bor set ONS(oi), the feature-object neighbor set of oi on feature fi is defined as

FONS(oi, fj) = {oj
∣
∣oj ∈ ONS(oi) ∧ (oj.feature = fj) } (3)

The feature-object neighbor set FONS(oi, fj) is a subset of object neighbor set
ONS(oi), and it includes all objects of fj in ONS(oi).

Definition 5 (Feature-Object Neighbor Tree). Given the set of spatial features F
={f1, f2, . . . , fm} and all neighbor relationships among spatial objects, the feature-object
neighbor tree (FONT for short) is designed as follows. (1) The root of the FONT is
marked as “null” and each feature is a child of the root. (2) The root of the feature fi
sub-tree is fi, and the object neighbor set of all objects of fi constitute the branch of fi.
Each branch records an object and its feature-object neighbor set.
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3.3 Two Pruning Strategies

The search space of HUCPs has 2|F|-|F|-1 candidates, the number of candidates grows
exponentially with the number of features. Therefore, in order to efficiently mine the
HUCPs, two pruning strategies are proposed in this subsection, named Pattern Utility
Loss Ratio and Extended Pattern Utility Ratio.

Definition 6 (Utility Loss Ratio). Given a co-location pattern c. Let lu(c) represent the
utility loss ratio of c, denoted as

lu(c) =

∑

fi∈c
tu(fi) − u(c)

U (S)
(4)

where tu(fi) is the total utility of all objects of feature fi in a spatial dataset S.

Lemma 1. If lu(c)> 1-minutil, all extended patterns of c cannot be high utility patterns.

Definition 7 (Extensible Objects of Extensible Feature of a Pattern). Given a co-
location pattern c. The set of objects of feature f ′ in E(c) is defined as

nei
(
f ′) = {

o′∣∣o′.feature = f ′,∀FONS(o′, f ) 	= ∅, f ∈ c
}

(5)

Definition 8 (Extensible Utility Ratio Upper-bound). Given a co-location pattern c.
The extensible utility ratio upper-bound of c in a spatial dataset S is defined as

ub(c) =

∑

fi∈E(c)
v(fi)|nei(fi)|

U (S)
(6)

Definition 9 (Extended Pattern Utility Ratio). Given a co-location pattern c. The
extended pattern utility ratio of c is defined as

eu(c) = λ(c) + ub(c) (7)

Lemma 2. If eu(c)< minutil, all extended patterns of c cannot be high utility patterns.

3.4 The EHUCM Algorithm

Algorithm 1 scans the dataset once to generate the feature-object neighbor tree, and
reorder the set of features F according to the descending order of the total utility of each
feature in F. Then, initialize the candidate pattern c to the empty set.
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The Search procedure (Algorithm 2) takes as a parameter the ordinal number of the
k-th element of the set of features F. The procedure executes a loop that considers each
single-feature extension of c of the form c = c ∪ {fk}, where fk is the k-th element of F.

4 Experimental Evaluation

The experiments were conducted on aWindows 10 platformwith an Intel Core i7-8700K
CPU@3.70 GHz and 32 GB of RAM. We used two real spatial datasets, namely plants
dataset of Three Parallel Rivers of Yunnan Protected Area and Beijing POI dataset. We
compared the performance of the EHUCM algorithm with the EPA [6].

Influence of the Distance Threshold d. This experiment compares the running times
of the two algorithms for mining HUCPs when the distance threshold is varied and the
minimum utility ratio threshold parameter is fixed. Figure 1(a) and (b) shows the results.
It can be observed that the EHUCM is always much faster than the EPA algorithm. For
example, on Three Parallel Rivers withminutil = 0.18 and d = 10900, EHUCM is about
165 times faster than EPA.

Influence of the pattern utility ratio threshold minutil. The performance of algo-
rithms was evaluated by fixing the value of the distance threshold in each dataset and
varying the value of theminimumutility ratio threshold. The results are shown inFig. 1(c)
and (d). The running time of both algorithms decreases asminutil increases, andEHUCM
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always runs in less time than EPA. For example, on Three Parallel Rivers with d = 10500
and minutil = 0.16, EHUCM is about 144 times faster than EPA.

The results of theEPAalgorithmand theEHUCMalgorithm in the above experiments
are consistent.

Fig. 1. Influence of the d and minutil on different datasets.

5 Conclusions

Since existing high utility co-location pattern mining algorithms are still very expensive
in terms of both runtime and memory consumption. This paper proposes an efficient
algorithm EHUCM for high utility co-location pattern mining. This algorithm differs
from past algorithms that generate all row instances of candidate patterns to compute
pattern utility. EHUCM simply depends on the participating objects of each feature in
the candidate pattern. Because the utility measure fails to satisfy downward closure
property, we propose two effective pruning strategies to prune the search space more
efficiently. Extensive experimental results show that the EHUCM algorithm is efficient.
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Abstract. Aspect-Based Opinion Mining (ABOM) mainly focuses on
mining the aspect terms (product’s features) and related opinion polar-
ities (e.g., Positive, Negative, and Neutral) from user’s reviews. The
most prominent neural network-based methods to perform ABOM tasks
include BERT-based approaches, such as BERT-PT and BAT. These
approaches build separate models to complete each ABOM subtasks,
such as aspect term extraction (e.g., pizza, staff member) and aspect
sentiment classification. Both approaches use different training algo-
rithms, such as Post-Training and Adversarial Training. Also, the BERT-
LSTM/Attention approach uses different pooling strategies on the inter-
mediate layers of the BERT model to achieve better results. Moreover,
they do not consider the subtasks of aspect categories (e.g., a category of
aspect pizza in a review is food) and related opinion polarity. This paper
proposes a new system for ABOM, called BERT-MTL, which uses Multi-
Task Learning (MTL) approach and differentiates from these previous
approaches by solving two tasks such as aspect terms and categories
extraction simultaneously by taking advantage of similarities between
tasks and enhancing the model’s accuracy as well as reduce the training
time. Our proposed system also builds models to identify user’s opin-
ions for aspect terms and aspect categories by applying different pooling
strategies on the last layer of the BERT model. To evaluate our model’s
performance, we have used the SemEval-14 task 4 restaurant dataset.
Our model outperforms previous models in several ABOM tasks, and
the experimental results support its validity.

Keywords: Aspect-based opinion mining · BERT · Multi-task
learning · Sentiment analysis · Pooling strategies

1 Introduction

Opinion mining aims to extract people’s opinions or sentiments (e.g., positive
or negative) and subjectivity (subjective statements are those statements which

This research was supported by the Natural Science and Engineering Research Council
(NSERC) of Canada under an Operating grant (OGP-0194134) and a University of
Windsor grant.

c© Springer Nature Switzerland AG 2021
C. Strauss et al. (Eds.): DEXA 2021, LNCS 12923, pp. 192–204, 2021.
https://doi.org/10.1007/978-3-030-86472-9_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-86472-9_18&domain=pdf
https://doi.org/10.1007/978-3-030-86472-9_18


BERT-Based Multi-Task Learning for Aspect-Based Opinion Mining 193

contain opinion terms) from the texts [4]. There are large numbers of user’s
opinions available about a particular place (e.g., Hotel, Restaurant) and elec-
tronic products (e.g., Laptop, Phone) on different applications (e.g., TripAd-
visor, Amazon). It is exceedingly difficult for a user to review/read all these
available opinions and decide whether to visit a place or not, buy a product or
not.

The Aspect-Based Opinion Mining (ABOM) focuses on the aspect term and
term related opinion polarity (positive, negative, and neutral) [14]. In other
words, instead of classifying the general opinion of the text as positive or nega-
tive, aspect-based analysis allows one to associate strong opinions with specific
features of the product or service [4]. For example, “The pizza was delicious,
but the staff members were horrible to us.” The ABOM system detects opinion
polarity for each aspect term (pizza = positive, staff members = negative). The
ABOM task consists of four subtasks such as Aspect Term Extraction (ATE),
Aspect Term Related Polarity (Fine-grained ABOM), Aspect Category Detec-
tion (ACD), and Aspect Category Related Polarity (Coarse-grained ABOM).

From the given sentence as an example, “The pizza here is rather good, but
only if you like to wait for it.” we can get aspect term such as pizza from the
example, but the sentence does not have any aspect terms related to service
as it shows the only context related to service. However, the aspect category
model can detect food and service both as it depends on context rather than
the aspect term, due to which finding of aspect terms and categories is essential
while performing ABOM.

BERT [3] stands for Bidirectional Encoder Representations from Transform-
ers. We are using the pre-trained BERT-BASE model, which contains 12 encoder
layers, and each encoder layer contains Attention, Layer Norm, and Feed Forward
Neural Network (FFNN). Unlike the other neural network-based approaches,
BERT is pre-trained, which can be fine-tuned with just one additional output
layer. The basic idea behind pre-training is that it trained the model by different
datasets and used their weights as an initial weight in the model [16]. Therefore,
pre-training gives the network a head start. Also, BERT uses the tokenize func-
tion to generate the tokens and each token-related ids from the input sentences.
BERT tokenize function adds two unique tokens in each sentence, such as [CLS]
and [SEP]. The token [CLS] is used to indicate the starting of sequences and clas-
sification, while [SEP] is used to separate the sequence from the subsequent. To
generate Tokens, Input Id, Attention Mask, token type ids from a sentence, the
BERT Tokenizer function converts each sentence into a list of tokens. Input Id
are token indices (numerical representations of tokens), and Attention Mask is
used to identify the tokens and padding, where tokens are represented as one
and padding denotes Zero. token type ids are required two different sequences
to be joined in a single “input ids” entry, where the “context” corresponding to
the question in the first sequence is represented by a 0, whereas the “question”
in the second sequence is represented by a 1 [3].



194 M. Patel and C. I. Ezeife

1.1 Problem Definition

The user’s reviews contain multiple aspect terms and categories as well as their
related opinion polarity, which is essential to identify the user’s actual con-
cerns on specific features. Previous research (BERT-PT [17], BAT [8], BERT-
LSTM/Attention [15]) require individual models to perform each subtask of
ABOM (e.g., ATE and Fine-grained ABOM). The problem identified in this
research is to extract the aspect terms and aspect categories for each user’s
reviews with minimum computation and at the same time.

1.2 Contributions

1. Our approach (BERT-MTL) can extract aspect categories and aspect terms
simultaneously using Multi-Task Learning, which will identify the common-
alities and differences between the tasks to enhance model’s performance.

2. Also, our approach trained on a half number of the epochs as compared to
previous BERT based approaches (BERT-PT [17], BAT [8], BERT-LSTM/
Attention [15]) due to which we can say that our proposed approach required
less amount of time to train on data.

3. In our experiments, we find that the pooling strategies work better on the
final layer of BERT than the intermediate layers of the BERT model, and the
results of the model validate the claim.

4. The proposed BERT-based approach (BERT-MTL) achieves better results
on every subtask of ABOM compared to the previous State-of-the-art model.

The rest of the paper is summarized as follows; Sect. 2 presents Literature
Review. Section 3 is the Proposed Approach called BERT-MTL. In Sect. 4, the
Steps of the Proposed Algorithm are discussed, and in Sect. 5, Experimental
Evaluation is discussed. In the end, in Sect. 6, the Conclusions and Future Work
are presented.

2 Literature Review

Some of the past state-of-the-art approaches in the ABOM are given below.
MGAN: The Multi Granularity Alignment Network (MGAN) [10] can per-

form the Coarse-grained ABOM and Fine-grained ABOM. To achieve both the
task, the author’s designed the Coarse2Fine Attention module, which can trans-
fer the aspect knowledge to the coarse-grained and fine-grained networks.

IMN: The authors [5] proposed Interactive Multi-Task Learning Network
(IMN), which can jointly perform aspect and opinion term extraction as well as
Fine-grained ABOM using Convolutional Neural Network (CNN) and Attention
model. It can also learn from multiple training data to exploit the correlation
between Fine-Grained ABOM and Document-level Opinion Mining.

BERT-Post Training: The authors [17] developed three different BERT-
based models to perform the ABOM task. In the first model (ATE), they perform
Named Entity Recognition (NER) to extract the aspect terms from the user
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reviews using BERT. The second model (ATSC) performs a classification task
to predict opinion polarity for the aspect terms. The last model (RRC) is unique,
and it is based on question answering where the user asked a question, and the
BERT [3] model will predict answers from the user reviews. Also, they proposed
Post Training algorithm to train all three BERT-based approaches.

AAL: The Aspect Aware Learning (AAL) model [21] uses three compo-
nents to perform the Coarse-grained ABOM task. The first component (Net-
work input) converts the words in a sentence to their respective vector form
using Word2vec, and Bi-LSTM [6]. The second component (AAL) captures the
correlation between aspect term and category. The third component (sentiment
classification) performs the Coarse-grained ABOM using the attention layer.

BERT-LSTM/Attention: The authors [15] used intermediate layers of
BERT and design two knowledge pooling strategies such as LSTM and
Attention-based to perform ABOM task on different datasets. The authors [15]
applied the post-training concept on the proposed approached and during eval-
uation, the post-training based BERT-LSTM/Attention achieved higher results.

BAT: BERT Adversarial Training (BAT) approach [8], first create the adver-
sarial example by applying small perturbations to the original inputs. Although
these examples are not actual sentences, they have been shown to serve as a reg-
ularization mechanism that can enhance the robustness of neural networks. The
adversarial examples were then fed into the BERT encoder model for training,
and the model was able to achieve high accuracy with the aid of the adversarial
training model.

3 Proposed Approach

The previous BERT-based approaches require different models to perform all
the four subtasks of ABOM from user reviews. To resolve that problem, we
suggested a novel BERT-based model (BERT-MTL) for ABOM. In which, we
have build three BERT-based models. The First model performs BERT-based
Multi-Task Learning (MTL) approach to extract the aspect terms and aspect
categories from the user reviews. The second model performs the Fine-grained
ABOM, and the third model performs the Coarse-grained ABOM using different
pooling straties on last layer of the BERT model.

3.1 Multi-Task Learning Model

To extract all the aspect terms and aspect categories present in the user reviews,
we will use Multi-Task Learning (MTL) approach using BERT. In MTL, various
tasks are learned together in a single network, each task having its own output [1].
MTL captures the similarities between tasks and improves model generalization
capacity in certain situations by learning semantically similar tasks in parallel
using a shared representation [5]. The BERT-MTL network has a common input,
and layers of the BERT model are shared between the two tasks, such as Aspect
Term Extraction (ATE) and Aspect Category Detection (ACD).
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We performed two different methods in the BERT-MTL model, such as
Sequence Labeling to extract the aspect terms and Multi-Label Classification
to identify aspect categories. We have build a model which can take user reviews
as an input, and it can predict aspect term and aspect category at the same
time from those reviews by sharing the model knowledge, which means if the
model learns about the aspect term, then it will help the aspect category task
to learn, and vice-versa [1]. For example, If the user’s review contains the name
of a dish (e.g., pizza), it is easy to infer from the context that it is about the
aspect category Food.

According to the previous research, the use of MTL reduces the chances
of overfitting the model, which is a bigger problem in most neural network
approaches[13]. Our proposed approach showed in Algorithm 1; by giving user
review as an input to the model, it can predict the aspect term and aspect cat-
egory simultaneously by applying MTL. In the BERT-MTL approach, we cal-
culate the final loss function as sum of both the task-related loss function such
as Loss = LossACD + LossATE . where LossACD calculated by BCEWithLogit-
sLoss() function and LossATE calculated by CrossEntropyLoss() [20] function.

Algorithm 1: BERT-MTL for ATE and ACD
Input: Training Sentences (s) from Dataset
Output: Aspect Terms and Categories
Initialize: Initialize the hyper-parameter learning rate, dropout probability
Loop until the terminal condition is met. Maximum Training Epochs:

Sentencesbatch ← sample(Sentences; b) ; // sample a minibatch of size b

Input Id,Attention Mask, token type ids = BERT Tokenizer(Sentences) ; //

xi = BERT Embedding Function(Input Id,Attention Mask, token type ids) ;
//

Final, = BERT Encoder Function(xi) ; // Output from last layer of BERT

ht = Pooling Strategy(Final) ; // LSTM and GRU NN

prediction1(ATE) = Feed − Forward NN(ht) ; // Classification layer 1

prediction2(ACD) = Feed − Forward NN(ht) ; // Classification layer 2

Loss1 = CrossEntropyLoss(prediction1, target1) ; // Loss for ATE

Loss2 = BCEWithLogitsLoss(prediction2, target2) ; // Loss for ACD

Loss = Loss1 + Loss2 ; // sum the Loss

Back − propagation algorithm is used to changed the weights of the approach
end

Sequence Labeling (ATE (Task 1)): In Sequence Labeling, each word in
the sentence has a label in the BIO format. Where B stands for the Beginning
of aspect terms, I stands for Inside (continue) of aspect terms, and O stands
for Outside of aspect terms. Some of the aspect terms are phrase level (two or
more words, e.g., Cheese Garlic Bread), due to which we need the Inside label
to identify all the words that can be considered as aspect terms. For the given
sentence “Garlic Bread is good.”, the output of sequence labeling task for each
word of input will be Garlic = B, Bread = I, is = O, and good = O.
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Multi-Label Classification (ACD (Task 2)): In multi-label classification,
each sentence has its list of labels based on how many categories are displayed
in one sentence. In our case, we consider that the sentence can be classified into
five aspect categories as Service, Food, Price, Ambiance, and Miscellaneous. For
the given sentence “pizza is good, but staff members were horrible to us.”, the
output of the multi-Label classification task for input will be Food and Service,
as it indicates context related to these categories.

3.2 Aspect Term and Category Related Opinion Polarity

Fine-Grained ABOM: After extracting the aspect term and aspect category
from the user’s reviews, we aim to determine the opinion polarity (Positive,
Negative, and Neutral) related to each of the aspect terms and categories. We will
use the sentence pair classification approach using BERT [3] model to perform
that task. In this task, we will give user review and aspect term as an input to
the model (e.g., (user review, aspect term) a pair given as input) due to which
model can predict the opinion related to that aspect from a review.

In sentence pair classification, the input for the BERT model will be sen-
tenced aspect pair as represented below:

Input2 = ([CLS], w1, w2, ..., wn, [SEP ], a1, a2, ..., an, [SEP ]);
Final, = BERT (Input2);

ht = Pooling Strategy(Final);
Y = softmax(W3 · ht + b3);

where w1, w2, w3, ....., wn are words in a sentence which contains the aspect terms
while a1, a2, ..., an are the aspect term present in a sentence. When a sentence
contains multiple aspect terms at that time sentence is repeated with each unique
aspect term present in a sentence as a pair of input to the BERT model. The
weight W3 ∈ R

3∗dI and bias b3 ∈ R
3 (3 is a total number of classes (Positive,

Negative, and Neutral) and dI is a hidden dimension of Pooling Strategy).

Coarse-Grained ABOM: To perform the Coarse-grained ABOM, we perform
the same task as we performed for Fine-grained ABOM. We are passing sentence
and aspect category to detect opinion polarity related to that aspect category
in input.

Input3 = ([CLS], w1, w2, ..., wn, [SEP ], c1, c2, ..., cn, [SEP ])
Final, = BERT (Input3);

ht = Pooling Strategy(Final);
Y = softmax(W4 · ht + b4);

where w1, w2, w3, ....., wn are words in a sentence which contains the aspect
categories or related words while c1, c2, ..., cn are the aspect category present
in a sentence. When a sentence contains multiple aspect categories, the sentence
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is repeated with each unique aspect category present in a sentence as a pair
of inputs to the BERT model. The computation will be same as Fine-grained
ABOM approach.

Pooling Strategy: In this paper, we applied three different network-based
pooling strategies, such as Dot Product Attention [11], LSTM [6], and GRU [2],
on the last layer of the BERT model. As LSTM and GRU networks are suitable
for processing sequence information, we used both the network to connect the
last layer of the BERT model [15]. The last cell of the LSTM and GRU will be
the output of the network, which will be given to the FFNN layer to predict the
output.

LSTM Pooling Strategy: The LSTM pooling strategy applied on the last
layer of BERT are discussed below:

Final, = BERT (Inputi)

ht =
−−−−→
LSTM(Final)

where Inputi in BERT denote either input is Input1 (ATE and ACD), Input2
(Fine-grained ABOM) or Input3 (Coarse-grained ABOM). Also, ht represents
the LSTM network output.

GRU Pooling Strategy: The GRU pooling strategy applied on the last layer
of BERT are discussed below:

Final, = BERT (Inputi)

ht =
−−−→
GRU(Final)

where Inputi in BERT denote either input is Input1 (ATE and ACD), Input2
(Fine-grained ABOM) or Input3 (Coarse-grained ABOM). Also, ht represents
the GRU network output.

Attention Pooling Strategy: We have also used the dot product attention
on the last layer of the BERT model as a pooling strategy. The computational
formula for the attention layer will be given below:

Final, = BERT (Inputi)

ht = Whsoftmax(a · FinalT )Final

where Inputi in BERT denote either input is Input2 (Fine-grained ABOM)
or Input3 (Coarse-grained ABOM). wh and a are the learnable parameters of
the Attention network, and softmax is the activation function. The output (ht)
generated by all the three pooling strategies will be given to the FFNN layer as
input to generate the final prediction probability.
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4 Steps of BERT-MTL

4.1 Steps of BERT-MTL for ATE and ACD Algorithm

1. Dataset contains sentences or reviews, and each sentence has a target. For
example, “The pizza is good.” and the target value for a sentence is “pizza”
and “food” to determine the aspect term and category, respectively.

2. First, the sentences are given to the BERT Tokenize Function to generate the
tokens, Input Id, Attention Mask, Token Type Ids. For example, from above
sentence, (Tokens = [‘[CLS]’, ‘the’, ‘pizza’, ‘is’, ‘good’, ‘.’, ‘[SEP]’]), (Input Id
= [101, 1996, 10,733, 2003, 2204, 1012, 102]), (Attention Mask = [1, 1, 1, 1,
1, 1, 1]), (token type ids = [0, 0, 0, 0, 0, 0, 0]).

3. The above generated Input Id, Attention Mask, and token type ids will be
given in BERT Embedding Function to convert each token into respective
vectors called as embedding vector. After that the embedding vector related
to each token fed to the BERT Encoder Function which will generate a 768
dimension vector for each token of the sentence.

4. Each token related to a 768 dimension vector will be given to the pooling
strategy (discussed in above Sect. 3.2). The pooling strategy is another neural
network attached to the BERT Encoder function to identify the context and
generate the final result.

5. The output of the pooling strategy given to the two different FFNN to perform
the different tasks, such as sequence labeling to extract aspect terms and
Multi-label classification to detect aspect categories, where it converts the
vectors into each class probabilities. For example, class probability generated
by FFNN for word pizza in task ATE will be [0.6, 0.1, 0.2] and for sentence
in task ACD will be [0.15, 0.6, 0.2, 0.05, 0.17].

6. The class probabilities generated by each FFNN and their respective actual
target from the dataset will be given to the loss function. For example, actual
target in task ATE for word pizza will be [1,0,0] (1 at first position indicate
Beginning of the aspect term) and for ACD [0,1,0,0,0] (1 at second position
indicate Food as aspect category). The loss will be calculated for both the
task as displayed below:

LossATE = −
∑

ti · log(pi)

LossACD = −wn[ti · log(σ(pi)) + (1 − ti) · log(σ(1 − pi))]

where wn denote the weights by default its set to none, ti denotes target value
and pi denotes the predicted value.

7. After the calculation of loss for two different tasks such as ATE and ACD,
both loss will be sum to generate the final loss function. Loss = LossATE +
LossACD. After that, to reduce the final loss from both the tasks, the back-
propagation algorithm was used to change the weights of the approach.

4.2 Steps of BERT-MTL for Fine and Coarse-Grained Algorithm

1. Dataset contains sentences or reviews with aspect, and each (sentence, aspect)
pair have targets. For example, (“The pizza is good.”, pizza/food) pair will be
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input, and the target value for a pair is “positive” to determine the opinion
polarity from the sentence and aspect.

2. First, the (sentence,aspect) pair is given to the BERT Tokenize Function
to generate the tokens, Input Id, Attention Mask, and token type ids. And
Later, it will be processed through the BERT Embedding and Encoder func-
tion and generate a 768 dimension vector for each token of the sentence.

3. Each token related a 768 dimension vector generated by BERT Encoder would
be given to the pooling strategy. The pooling strategy is another neural net-
work attached to the BERT Encoder function to identify the context and
generate the final result.

4. The output of the pooling strategy given to the FFNN to perform the classifi-
cation task, such as Multi-class classification to detect aspect term/category
related opinion polarity, where it convert the vectors into class probabilities.

5. The class probabilities probability generated by each FFNN and their respec-
tive actual target from the dataset will be given to the BCEWithLogitsLoss
function, where a loss will be calculated. Then, to reduce the loss of the task,
the backpropagation algorithm was used.

5 Experimental Evaluation

In this section, we discuss the experiment and its results in detail. We tested our
model in Google Colab - GPU1. We used the BERT-based Aspect-Based Sen-
timent Analysis (ABSA) code created by Avinash Sai2 and performed changes
in the code according to our approach. We implemented our code in NumPy
1.19.5, PyTorch 1.7.1, and Hugging Face transformers 4.3.2 environment.

5.1 Dataset

We conduct experiments on the SemEval-2014 task 4 [12] dataset, which contains
customer reviews on restaurants. The statistics related to the dataset are repre-
sented in Table 1 for each task. In Table 1, each number in the Train and Test row
represents the number of user reviews present in the dataset for every task. We
have removed the sentences from the dataset, which leads to the conflict opinion
polarity because the number of user reviews is small with conflict opinion polar-
ity. The Fine-grained ABOM (training and testing combined) dataset contains
2892 positive, 1001 negative, and 829 neutral sentences, while Coarse-grained
ABOM (training and testing combined) data contains 2836 positive, 1061 Neg-
ative, and 594 Neutral sentences. In the dataset, not every review contains the
aspect terms due to which it may affect the statistics of the data related to
Fine-grained ABOM and Coarse-grained ABOM tasks. To evaluate our model’s
performance, we will consider two evaluation strategies: Accuracy and F1-score.
In evaluation, we are using the Macro F1-score because it is used to deal with
the problem of unbalanced class, and Macro F1-score is calculated as the average
F1-score of each class [8].
1 https://colab.research.google.com.
2 https://github.com/avinashsai/BERT-Aspect.

https://colab.research.google.com
https://github.com/avinashsai/BERT-Aspect
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Table 1. Statistics of the dataset

Dataset ATE and ACD Fine-grained ABOM Coarse-grained ABOM

Train 3,044 3,602 3518

Test 800 1,120 973

5.2 Hyper-Parameters

The selection of hyper-parameters is essential during the evaluation of model
performance. We have used BERT-BASE uncased model to conduct experiments
on the dataset. We have executed our models several times to figure out what
number of epochs and how much dropout probability yields the highest results
for our approach. Epochs indicate how many iterations are required by model
to train on dataset. After the execution of the models on different parameter,
we found that the dropout probability and epochs for the proposed approach
should be 0.3 and 4, respectively in all three approaches. Also, we have used the
Adam optimizer for better learning, and the learning rate is set to be 2e − 5 in
all three approaches. During training, batch size is set to 16 and during testing
it is 4 in ATE and ACD tasks and 8 in Fine and Coarse-grained ABOM tasks.

5.3 Result Analysis

In this section, we compare our results with several state-of-the-art models on
the SemEval-2014 task 4 restaurant dataset. Also, not all the models include the
aspect category and aspect term related opinion polarity, due to which compar-
ison is based on every task. The result for each subtask, such as Aspect Term
Extraction (ATE), Aspect Category Detection (ACD), Fine-grained ABOM, and
Coarse-grained ABOM, are displayed in Tables 2, 3a, and 3b, respectively. In
all the comparisons of the tables ACC represents the accuracy. The higher value
of accuracy (ACC) and Macro - F1 denotes the better model. As we can see in
Table 2, the BERT-MTL achieve good results on ACD and ATE tasks in terms of
Macro-F1. Also, BERT-MTL with GRU pooling strategy achieves higher results
on ATE task compared to other methods. Our approach outperforms most of the
previous BERT-based models such as BERT-PT, BAT, DomBERT, and BERT-
LSTM/Attention in Fine-grained ABOM with three different pooling strategies.
Also, All these BERT-based approaches trained their models up to 10 epochs
while our models train up to only 4 epochs, due to which we achieve a better
result with less amount of computation. In Coarse-grained ABOM, our approach
BERT-MTL achieve state-of-the-art results with all the three pooling strategies
and outperforms all the previous approaches in terms of accuracy and Macro-F1.



202 M. Patel and C. I. Ezeife

Table 2. Result of ACD and ATE

Model ACD (Macro F1) ATE (Macro F1) Epochs

MTNA [20] 88.91 84.01 -

NRC-Canada [9] 88.58 80.19 -

BERT-PT [17] - 77.97 10

IMN [5] - 84.01 -

DomBERT [18] - 77.21 10

BERT-MTL 90.18 (± 1.00) 84.86 (± 1.00) 4

BERT-MTL-LSTM 88.136 (± 1.00) 84.64 (± 1.00) 4

BERT-MTL-GRU 89.47 (± 1.00) 86.19 (± 1.00) 4

Table 3. Opinion Polarity Detection

(a) Fine-grained ABOM

Model ACC Macro

F1

Epochs

MGAN [10] 81.49 71.48 -

BERT-PT [17] 84.95 76.96 10

BERT-LSTM [15] 82.21 72.52 10

BERT-Attention [15] 82.22 73.38 10

BAT [8] 82.27 73.7 10

DomBERT [18] 83.14 75.00 10

BERT-MTL-LSTM 85.0 78.15 4

BERT-MTL-GRU 84.11 77.61 4

BERT-MTL-

Attention

82.52 75.83 4

(b) Coarse-Grained ABOM

Model ACC Macro

F1

Epochs

GCN [19] 79.67 - -

GCAE [19] 79.35 - 30

CapsNet-BERT [7] 86.55 - -

AAL [21] 85.61 75.54 10

BERT-MTL-LSTM 89.31 82.54 4

BERT-MTL-GRU 87.72 80.61 4

BERT-MTL-

Attention

87.72 80.40 4

6 Conclusions and Future Work

This paper proposes a novel BERT-based approach (BERT-MTL) for ABOM,
which includes a Multi-Task learning model to extract the aspect terms and
aspect categories simultaneously from the user reviews. Furthermore, we also
perform Fine-grained and coarse-grained ABOM using the BERT model and
applied three different pooling strategies on the last layer of the BERT to achieve
high accuracy and take less amount of time to train. We achieved better results
during the evaluation of the model than the previous approaches on the SemEval
2014 restaurant dataset. Also, some possible future works are: (a) performs soft
parameter sharing between Fine-grained and coarse-grained ABOM models to
build a more optimized model. (b) The adversarial or post-training in the MTL
model can also increase the accuracy and F1-score.
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Abstract. In this paper, we propose a parallel 5-vertex orbit counting
method using GPUs. Given a graph and a set of subgraph patterns, the
vertex orbit counting problem is to output, for each vertex in the graph,
the number of subgraph patterns that involve the vertex. It is useful to
characterize the graph and has been used in many graph applications.
However, existing methods for 5-vertex orbit counting require long time
to complete in particular for large graphs. To this problem, we employ
GPUs to accelerate it. Our method is based on one of the state-of-the-
art algorithms, and we extend it to run in parallel using GPU’s massive
threads. To evaluate, we conduct experiments using real-world datasets,
and the results show that the proposed method outperforms the existing
methods.

Keywords: Orbit counting · Subgraph counting · GPU computing

1 Introduction

The graph structure is useful in representing the relationship among different
entities in the real world, and have successfully been used in various fields includ-
ing computer science and biology. The subgraph counting (or motif counting) is
a fundamental tool to analyze a graph, where the number of occurrences of the
subgraph patterns consisting of several vertices is counted, and it has been used
in various applications like other features, such as the diameter.

Recently, local count (or orbit count) is gaining attentions as a feature of
a graph, where, for each vertex (or edge) in the target graph, we count the
(small) pattern subgraphs that involve the vertex (or edge) [16]. (We will give
its concrete definition in Sect. 2.1.) By the orbit counting, we can capture more
local feature of the target graph than global features, such as subgraph count-
ing, and is therefore used for protein residues classification [18] and keyword
identification [9].

One of the problems of orbit counting is its high computational complexity
due to the combinatorial explosion. According to [11], even for graphs with
c© Springer Nature Switzerland AG 2021
C. Strauss et al. (Eds.): DEXA 2021, LNCS 12923, pp. 205–217, 2021.
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Fig. 1. All connected patterns up to five vertices. Within all patterns, vertices with
the same orbit have the same color. (Color figure online)

hundreds of thousands of vertices, the frequency of 5-vertex subgraphs could
reach billions to trillions. Furthermore, we need to maintain larger number of
candidate answers on the way to the final result, which makes it extremely
challenging to find the exact answer to the problem.

To this problem, Pashanasangi et al. have proposed a vertex orbit counting
method called EVOKE [10], whereby it computes all vertex orbit counts for the
subgraphs up to size five in the target graph. Basically, EVOKE extends the
idea of ESCAPE [11], which is known to be the state-of-the-art methods for
exact 5-vertex subgraph counting method. The idea is pattern cutting where the
pattern is decomposed into smaller patterns, and the frequency is calculated
by the combination of the frequencies of smaller patterns. EVOKE significantly
outperforms other methods, but it still requires long running time for large
graphs (e.g., 4,800 s for web-baidu-baike dataset with 2.14M vertices and 17.1M
edges).

To further speed up EVOKE, we propose a GPU-accelerated method based
on EVOKE where we can process the counting in parallel using massive threads
offered by a GPU. More concretely, EVOKE’s process comprises precompute and
counting phases, and we execute both of them in parallel on GPU. To evaluate
the proposed method, we have conducted experiments using real datasets. The
results show that the proposed method is up to 16× faster than EVOKE running
on CPU.

2 Preliminaries

In this section, we formally define orbit counting and briefly introduce the
EVOKE [10]. Let G = (V (G), E(G)) be a connected, unweighted, and undirected
graph, where V (G) and E(G) are the set of vertices and edges, respectively. In
a similar way, we denote by H = (V (H), E(H)) a pattern H where V (H) and
E(H) are the set of vertices and edges, respectively.
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2.1 Orbit Counting

Next, we define orbit counting. Although the target of this study is vertex orbit
counting, we also define edge orbit counting for the later discussion. Before orbit
counting, we define some terminologies used in the sequel discussion.

Definition 1 (Automorphism). Given a graph G = (V (G), E(G)), an automor-
phism is a bijection φ : V (G) → V (G) such that (u, v) ∈ E(G) iff (φ(u), φ(v)) ∈
E(G). The set of automorphisms of G is denoted by AUT(G).

We then define a relation among vertices, called equivalence.

Definition 2 (Equivalence). Let G = (V (G), E(G)) be a graph. Two vertices
u, v ∈ V (G) are said to be equivalent if there exist one or more automorphisms
that map u to v. Similarly, we call two edges e = (u, v), e′ = (u′, v′) ∈ E(G)
equivalent if there exist one of more automorphisms that map e to e′.

Next, we define orbits.

Definition 3 (Orbits). Given a graph G = (V (G), E(G)), V (G) (E(G)) can be
classified into specific classes according to the vertex (edge) equivalence relation.
We call such classes vertex (edge) orbits.

In the following, we call a vertex orbit an orbit if there is no ambiguity. Figure 2
shows an example of orbits. In Fig. 2(a), there exist two automorphisms as shown
in Fig. 2(b). Since vertex 2 is mapped to vertex 3, they have the same orbit
(Fig. 2(c)). For two edges (0, 2) and (0, 3), there is an automorphism such that
φ2(0) = 0, φ2(2) = 3. Due to the edge equivalence, (0, 2) and (0, 3) are of the
same edge orbit.

In this paper, we represent by a pair of H and S an orbit where H is the
respective pattern and S is the vertex set in H that form the orbit. For example,
if the graph in Fig. 2(a) is H, each orbit in Fig. 2(c) is represented as (H, {0}),
(H, {1}), (H, {2, 3}), respectively.

Next, we define the match.

Definition 4 (Match). A match of H in G is defined as a bijection π : T →
V (H) where T ⊆ V (G) and ∀u, v ∈ T ; i.e., if (π(u), π(v)) is an edge of H, (u, v)
is an edge of G.

Definition 5 (Vertex orbit match). Given a graph G = (V (G), E(G)), a vertex
v ∈ V (G), and an orbit θ = (H,S), the set of all distinct matches is defined as
π : T → V (H) where T ⊆ V (G), such that v ∈ T . Let us denoted by M(v, θ)
π(v) ∈ S.

We use DM(v, θ) to denote the |DM(v, θ))|.
We now introduce the vertex orbit counting.

Definition 6 (Vertex orbit counting). The vertex orbit counting of θ over v ∈
V (G) is to find the size of DM(v, θ).
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Fig. 2. Orbits example

Problem Statement. Given a graph G, the problem addressed in this paper is to
compute the vertex orbit counting of all orbits up to five vertices (as shown in
Fig. 1) w.r.t. all vertices v ∈ V (G). As can be seen from the definition, a pattern
generally has multiple orbits. Within every pattern, vertices with the same orbit
are colored by the same color in Fig. 1. For example, H9 in Fig. 1 has three orbits
(blue, red, and green). In the vertex orbit counting, we separately count different
orbits of the same pattern. Since there are 73 different orbits with at most five
vertices, the number of outputs of vertex obit counting is 73 · |V (G)|. We denote
by θi the ith orbit in Fig. 1; e.g., we refer to the orbit 34 in H15 by θ34.

Finally, we define the edge orbit counting.

Definition 7 (Edge orbit counting). Given a graph G = (V (G), E(G)), an edge
(u, v) ∈ E(G), and edge orbit i of pattern H = (V (H), E(H)), let us denote
by π : T → V (H) the set of all distinct matches where T ⊆ V (G) such that
u, v ∈ T . Besides, let (π(u), π(v)) be an edge in edge orbit i, and let us denote it
by Ei(u, v). The edge orbit counting of i over (u, v) ∈ E(G) is to find the size of
Ei(u, v), i.e., |Ei(u, v)|.

2.2 EVOKE

EVOKE, proposed by Pashanasangi et al. [10], is currently the state-of-the-art
algorithm for 5-vertex orbit counting. The main idea is graph orientation and
pattern cutting. In fact, they are pioneered by Pinar et al. [11] as a part of
a subgraph counting method. Pashanasangi et al. extended it for vertex orbit
counting problem.

The graph orientation is a technique used in many triangle counting methods
for reducing the search space. Specifically, we convert an undirected graph into a
directed graph according to a specific rule, thereby removing redundant counting.

The key insight underlies pattern cutting is that a pattern can be divided
into several smaller patterns by removing some vertices (called cutset). Then,
we can calculate the target vertex orbit counts (VOCs) from the enumerations
of subpatterns. Based on this idea, in EVOKE, they constructed a counting
framework and proved that it allows us to count exact VOCs for all orbits up to
five vertices. EVOKE provides the formulas for counting all 73 orbits using this
framework. For instance, we can calculate the VOCs of θ33 as follows. For a
vertex v, DM(v, θ33) = T (v)

(
d(v)−2

2

)
. T (v) and d(v) represent the number of

triangles of v and degree of v, respectively. Due to the space limitation, we omit
the concrete description, and interested readers may refer to the original paper.
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Fig. 3. All edge orbits up to four vertices (Color figure online)

3 Proposed Method

In this section, we introduce our proposed method. The proposed method is
based on the counting framework of EVOKE. The difference between EVOKE
and our method is that the original EVOKE assumes sequential execution on a
CPU while the proposed method assumes parallel execution on a GPU.

3.1 {3, 4}-Vertex Orbit Counting

We can easily calculate all 4-VOCs in parallel except for 4-cycle (θ8). More
precisely, we utilize the equations for 4-VOCs given by EVOKE, which can
be easily parallelized. Meanwhile, for the 4-cycle, we can do the counting by
using the technique described below. We provide some examples of 4-vertex
orbit counting due to the page limitation.

Counting Orbit 6. The equation of θ6 is DM(u, θ6) =
∑

v∈N(u)

(
d(v)−1

2

)
for a

vertex u. In θ6, we can run in parallel for each node.

Counting Orbit 7. We can compute the θ7 as follows: DM(u, θ7) =
(
d(u)
3

)
, for a

vertex u. In θ7, we can execute in parallel for each node.

3.2 5-Vertex Orbit Counting

Unlike most vertex orbit counting up to four vertices, there is a challenge to
execute 5-vertex orbit counting in parallel. In EVOKE, the process of 5-VOCs
is roughly divided into two steps: the precompute step and the counting step.

Precompute Step. The precompute step contains the following three things
to do: (1) {3, 4}-VOCs, (2) edge orbit counts up to four vertices, and (3) the
additional counts of the three patterns shown in Fig. 4, which is one of the
most challenging parts with a GPU. (We will describe details later.) We can get
3, 4-VOCs as described in Sect. 3.1. The edge orbits up to four vertices are shown
in Fig. 3. There are eleven edges orbits, and EVOKE also provides equations to
calculate them, which can be easily parallelized. In (3) which is the hardest part
for parallelization, we extract from the graph three patterns: wedge, diamond,
and 4-clique. Regarding wedges and diamonds, for each vertex, we maintain all
vertices that form a wedge and a diamond, respectively. Regarding 4-cliques,
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Fig. 4. Fundamental patterns (Color figure online)

for each triangle, we store all vertices that form a 4-clique. For instance, in
Fig. 4, vertex u (green) in wedge forms a wedge with the vertex corresponding to
vertex w (blue). Similarly, in a diamond, vertex u (green) forms a diamond with
the vertex corresponding to vertex w. Note that, in both cases, we do not care
about the connection between u and w. Note also that, as mentioned in Sect. 2.2,
EVOKE utilizes graph orientation to reduce the search space. Likewise, we apply
graph orientation in our work, but we do not present the edge direction in the
discussion for understandability. It is trivial to modify the method to take into
account the edge order.

In the following, we will first explain why (3) is difficult to parallelize and
then describe our solutions.

The Problem of Parallelism. The main reason for the difficulty in parallelization
is that it requires large memory space for storing the information about all
vertices. EVOKE addresses this problem by doing it piecemeal, i.e., they only
have this information for the one vertex they wish to count the orbit. Let us
explain this using orbit 63 (in H25) as an example. If we focus on the red nodes
in H25, we can divide them into a wedge and a diamond. In EVOKE, we first
store the wedges and then search for the diamond to obtain orbit 63. Algorithm1
shows the algorithm for counting orbit 63. W and N(v) represent an array to
maintain the wedges and the set of neighbors of v, respectively. In Algorithm1,
for a vertex u, we reserve w forming a wedge with u (Lines 5–7). After that, we
search for a diamond for u and update the DM(u, θ63) (Lines 8–11). Note that
the counts obtained by this algorithm contain overcount, which we can eliminate
by the graph orientation.

However, we cannot simply parallelize this algorithm. If the search is sequen-
tial, we can reuse W for all vertices as shown in Algorithm 1. In parallel exe-
cution, multiple vertices are executed simultaneously. So, each thread needs to
have its own W , requiring huge memory.

Data Structure. To address the above problem, the proposed method adopts a
(large) array based on CSR (compressed sparse row) format, which is shared
by multiple threads. CSR format is a well-known data structure to store graph
data and is represented using the ptr and to arrays for unweighted graphs. In
the wedge example, ptr array stores the offsets where the indices of the vertex
that forms the wedge for a specific vertex while to maintains vertices that form
a wedge. For example, the wedges in the graph in Fig. 5(a) can be represented as
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Algorithm 1. Counting orbit 63 by EVOKE
Input: G = (V (G), E(G)), W
Output: DM(u, θ63) for all vertex u ∈ V (G)
1: for each i ∈ V (G) do
2: W [i] ← 0
3: DM(i, θ63) ← 0

4: for each u ∈ V (G) do
5: for each v ∈ N(u) do
6: for each w ∈ N(v) do
7: W [w] ← W [w] + 1

8: for each v ∈ N(u) do
9: for each w ∈ T (u, v) do � T (u, v) represents the set of triangles incident to (u, v)
10: for each x ∈ T (v, w) do � {u, v, w, x} form a diamond
11: DM(u, θ63) ← DM(u, θ63) + W [x] − 2

12: for each i ∈ V (G) do
13: W [i] ← 0 � Clear

shown in Fig. 5(b). For vertex 2, ptr [2] = 3 and ptr [3] = 6 (where ptr [i] represents
the value of ith ptr), so the wedge for a vertex 2 is in the range [3, 6) of the to
array. Besides, vertex 2 forms three wedges, (2, 1, 0), (2, 3, 5), and (2, 4, 5). So,
to[3] = 0, to[4] = 5, and to[5] = 5. (We assume that to array is sorted.)

In the proposed method, we create the ptr and to arrays in parallel using a
GPU. To do this, we need to deal with two issues. The first is how to determine
the appropriate partition. In the aforementioned data structure, we store the to
array for every vertex in advance. However, as mentioned earlier, it is infeasible
to maintain to array for all vertices in practice with the limited memory of a
GPU. So, we divide the vertices into several groups so that to array fits in the
GPU memory and run each group in turn.

The second is how to avoid write conflicts. Since each thread shares ptr array
and to array, each thread writes to the shared arrays in parallel, causing write
conflicts. We use a technique called inspection-execution [3] to address this issue.
Inspection-execution consists of three steps: (1) We calculate the write amount
of each thread, e.g., in the wedge, the write amount for vertex (thread) v is given
by

∑
u∈N(v)(d(u) − 1) as each vertex corresponds to a thread. (2) We take the

prefix sum (a.k.a. scan) to compute the write start position of each thread in to
array. (The result of prefix sum is ptr array.) We can get the required size of to
array from the ptr array. (The last element of ptr array is the required size of
the to array.) If the size does not fit into the GPU memory, we can easily divide
the vertices into appropriate groups using ptr array. (3) Each thread writes to
to array based on the calculated start indices, enabling each thread to write in
parallel without conflicts.

Figure 6 shows the inspection-execution of the wedge for the graph in
Fig. 5(a). In Step (1), for instance in vertex 3, since the neighbors are vertex 0,
2, and 5, the write amount of this vertex is (d(0)−1)+(d(2)−1)+(d(5)−1) = 3.
In Step (2), we compute the prefix sum for the result of Step (1). The output is
the same as the ptr of Fig. 5(b). Finally, we search for wedges and store them
for each thread.
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(a) A graph (b) Example of wedge representation

Fig. 5. Example of data representation

Fig. 6. Inspection-execution

Creating a ptr Array and a to Array Using GPUs. Inspection-execution incurs
additional costs compared to the sequential generation of ptr array and to array.
However, we can easily parallelize Step (1) and perform prefix sum quickly by
taking advantage of the parallelism of a GPU [4]. On the whole, we can achieve
the speedup by running this process in parallel on a GPU, because the impact
of the acceleration obtained by parallelization is more extensive than these over-
heads. So far, we have used wedge as an example, but we can use the same
procedure for diamond and 4-cycle.

Counting Step. In the counting step, we compute all 5-VOCs using the results
of precompute step. Note that we assume the 4-VOCs and 4-vertex edge orbit
counts have already been obtained. In fact, we have constructed the parallel
counting algorithm for all 5-vertex orbits, but we only present orbit 63 as an
example due to the space limit.

Counting Orbit 63. Algorithm 2 shows the algorithms of orbit 63 by the pro-
posed method. In Algorithm 2, function Count(begin, end, x) returns the num-
ber of elements in the range [begin, end) which are equal to x and function
segmentedSort takes two arrays S = [s0, s1, . . . , sm] and A = [a0, a1, . . . , an−1]
as input and sorts each sub-array [asi

, asi+1, . . . , asi+1−1] of A. We first execute
inspection-execution to generate ptr and W (corresponding to to) (Lines 3–12).
We then search for diamond in parallel for each vertex and update the counts
(Lines 14–19). Algorithm 2 creates W for all nodes at once (Lines 7–12), but,
as mentioned above, we divide the vertices into appropriate groups that fit in
memory if W is too large.
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Algorithm 2. Counting orbit 63 by proposed method
Input: G = (V (G), E(G)), W, ptr
Output: DM(u, θ63) for all vertex u ∈ V (G)
1: for each i ∈ V (G) do in parallel
2: ptr [i] ← 0

3: for each u ∈ V (G) do in parallel � Step 1
4: for each v ∈ N(u) do
5: ptr [u] ← ptr [u] + (|N(v)| − 1)

6: ptr ← prefixSum(ptr) � Step 2
7: for each u ∈ V (G) do in parallel � Step 3
8: index ← ptr [u]
9: for each v ∈ N(u) do
10: for each w ∈ N(v) do
11: W [index] ← w
12: index ← index + 1

13: segmentedSort(ptr , W )
14: for each u ∈ V (G) do in parallel
15: for each v ∈ N(u) do
16: for each w ∈ T (u, v) do � T (u, v) represents the set of triangles incident to (u, v)
17: for each x ∈ T (v, w) do � {u, v, w, x} form a diamond
18: cnt ← Count(W + ptr[u], W + ptr[u + 1], x)
19: DM(u, θ63) ← DM(u, θ63) + cnt − 2

4 Experiments

In this section we evaluate the effectiveness of the proposed method using several
real-world graphs.

4.1 Experimental Setup

We use EVOKE, the state-of-the-art method of the vertex orbit counting up to
5-vertex as the comparison methods. The authors of EVOKE focus on the fact
that the search for each orbit is independent of each other, and some orbits
occupy most of the execution time. Based on this insight, they divided the orbits
into four groups: 5-clique, 5-cycle, the orbits of H25 and H27 (that require dia-
mond enumerations), and others, and executed each group in parallel to achieve
speedup. We also compare the performance of this parallelized EVOKE (called
parallel EVOKE). Note that EVOKE runs the four groups in parallel, and the
counting in each orbit is executed sequentially. The code is provided by the
authors of [1], and we used it.

Experimental Environments. All experiments were conducted on a Linux server
with Intel(R) Xeon(R) CPU E5-2660 v4 (2.00 GHz) and 64 GB memory and
NVIDIA Tesla V100 as the GPU. Our proposed method was implemented using
C++ (OpenACC) and CUDA C++ and was compiled using pgc++ (PGI) 18.5
and nvcc 9.2.148, while EVOKE was implemented using C++ and compiled
using g++ (GCC) 4.8.5.

Datasets. We used the Citation Network Dataset [14] and the SNAP [6] as
datasets. We removed the duplicate edges and self-loops from the datasets.
Besides, for a directed graph, we ignore the edge direction. Table 1 summarizes
the characteristics of the datasets.
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Table 1. Elapsed time for orbit counting (second).

Dataset |V | |E| |T | EVOKE P-EVOKE Proposal

ca-AstroPh 18.7K 396K 135K 18.1 7.99 4.68

soc-brightkite 56.7K 426K 494K 9.11 4.26 2.12

soc-lastfm 1.19M 9.04M 3.95M 298 202 22.0

soc-pokec-relationships 1.63M 22.3M 32.6M 2.57K 2.12K 159

soc-flixster 2.52M 15.8M 7.90M 298 208 37.7

web-wiki-ch-internal 1.93M 8.5M 18.2M 2.00K 1.31K 136.0

web-hudong 1.98M 14.43M 21.6M 4.04K 1.67K 819

web-baidu-baike 2.14M 17.01M 25.2M 4.80K 2.87K 303

tech-as-skitter 1.69M 28.8M 28.8M 2.34K 1.03K 253

wiki-en-cat 1.85M 7.59M 2.54K 54.9 34.7 6.79

wiki-Talk 2.39M 9.32M 9.20M 1.47K 809.4 95.1

com-amazon 335K 1.85M 667K 4.66 2.44 1.21

com-youtube 1.13M 5.97M 3.06M 192.6 102 21.1

socfb-B-anon 2.94M 41.9M 52.0M 3.27K 2.58K 205

4.2 Execution Time Comparison

We compared the execution time for orbit counting up to 5 vertices of EVOKE
and our proposed method. We did not include the time for outputting the results
of orbit counting, because the output of the orbit counting very large but is out
of our scope.

Comparison with EVOKE. Table 1 shows the execution time of orbit count-
ing up to 5 vertices for EVOKE and the proposed method. We can see from
the results that the proposed method achieves higher performance compared to
EVOKE for all the datasets. Our proposed method was about 16× faster than
EVOKE for soc-pokec-relationships with 1.63M vertices and 22.3M edge.

Comparison with Parallel EVOKE. We show in Table 1 the run times of
parallel EVOKE (denoted as P-EVOKE) and the proposed method to com-
pute all orbits up to 5 vertices. The proposed method also outperforms parallel
EVOKE on all datasets, with an average speedup of 6×. On average, our pro-
posed method was about 6× faster than parallel-EVOKE. Our method showed
the highest speedup rate with soc-pokec-relationship, achieving a speedup
of about 13×.

Similar to EVOKE, in our proposed method, the counting of each orbit is
independent each other, and the execution time of some orbit is dominant. So,
we believe that we can further accelerate our method by dividing the orbit
into several groups and executing these groups in parallel, i.e., multi-GPU. We
consider it as future work.
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5 Related Work

Subgraph counting is an important task in many fields, and various methods
have been proposed for both exact and approximate methods [12,16]. Here, we
briefly describe several successful exact algorithms related to our method.

Subgraph Counting Methods. In the early works [8,19], to perform k-vertex sub-
graph counting, they search for all connected k-vertex patterns in the graph and
then classify each pattern using a graph isomorphism tool like nauty [7]. In this
approach, counting becomes difficult as the size of the graph and k increase. In
order to handle this problem, several methods have been proposed, such as a
trie-based method [13], a heuristic graph isomorphism-based algorithm [20], and
others [12,16]. However, these methods still required much time to execute, and
for graphs with millions of vertices, they can only perform counting for patterns
with a size of four vertices.

Recently, Pinar et al. proposed ESCAPE [11], which is a 5-vertex subgraph
counting method. ESCAPE uses a smart cutting framework to count patterns
up to five vertices. This method can compute all 5-vertex subgraph counting in
a few hours for graphs of several million vertices. As a GPU-based method, we
parallelize a part of ESCAPE using GPUs to accelerate it [17].

Orbit Counting Methods. In recent years, orbit counting has been gaining atten-
tion because of its usefulness. Ahmed et al. proposed PGD [2], the first orbit
counting method for large graphs. PGD counts some patterns for each edge and
performs orbit counting using the results. Rossi et al. extended PGD to execute
on multi-GPU and CPU [15]. However, these can only count subgraphs up to 4
vertices. For 5-vertex orbit counting, there was ORCA [5] proposed by Hočeva
et al. ORCA counts some simple patterns and then computes the counts of all
patterns using these results through matrix operations. However, this method
took a much time to run, and 5-vertex orbit counting was considered to be infea-
sible for large graphs. A breakthrough method for 5-vertex orbit counting, called
EVOKE [10], was proposed by Pashanasangi et al. As mentioned before, EVOKE
extended the graph cutting used in ESCAPE to orbit counting. However, none
of the existing work addressed GPU acceleration of EVOKE.

6 Conclusion

In this paper we have proposed a GPU-based parallel 5-vertex orbit counting
method based on EVOKE, a CPU-based 5-vertex orbit counting scheme. The
proposed method consists of two steps, a precompute step and a counting step,
and we execute both of them in parallel using a GPU. Our experiments on
real-world graphs have shown that our proposed method outperform the state-
of-the-art method. In the future we will extend our method to multi-GPU to
improve the performance.
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Abstract. Partial periodic-frequent pattern mining is an important
knowledge discovery technique in data mining. It involves identifying all
frequent patterns that have exhibited partial periodic behavior in a tem-
poral database. The following two limitations have hindered the success-
ful industrial application of this technique: (i) there exists no algorithm
to find the desired patterns in columnar temporal databases, and (ii)
existing algorithms are computationally expensive both in terms of run-
time and memory consumption. This paper tackles these two challeng-
ing problems by proposing a novel algorithm known as partial periodic-
frequent depth-first search (PPF-DFS). The proposed algorithm com-
presses a given row or columnar temporal database into a unified dic-
tionary structure and mines this structure recursively to find all desired
patterns. Experimental results demonstrate that PPF-DFS is 2 to 8.8
times faster and 5 to 31 times more memory efficient than the state-of-
the-art algorithm.

Keywords: Data mining · Periodic patterns · Pattern mining

1 Introduction

1.1 Background and Related Work

Partial periodic-frequent pattern mining is an important model in data mining.
It involves discovering all frequent patterns that were occurring periodically in
a temporal database. The basic model of partial periodic-frequent pattern is as
follows [2]: Let I be the set of items. Let X ⊆ I be a pattern (or an itemset).
A pattern containing β, β ≥ 1, number of items is called a β-pattern. A trans-
action, tk = (ts, Y ) is a tuple, where ts ∈ R

+ represents the timestamp at which
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the pattern Y has occurred. A temporal database TDB over I is a set of trans-
actions, i.e., TDB = {t1, · · · , tm}, m = |TDB|, where |TDB| can be defined as
the number of transactions in TDB. For a transaction tk = (ts, Y ), k ≥1, such
that X ⊆ Y , it is said that X occurs in tk (or tk contains X) and such a times-
tamp is denoted as tsX . Let TSX = {tsXj , · · · , tsXk }, j, k ∈ [1,m] and j ≤ k, be
an ordered set of timestamps where X has occurred in TDB. The number of
transactions containing X in TDB is defined as the support of X and denoted as
sup(X). That is, sup(X) = |TSX |. The pattern X is said to be a frequent pat-
tern if sup(X) ≥ minSup, where minSup refers to the user-specified minimum
support value. Let tsXq and tsXr , j ≤ q < r ≤ k, be the two consecutive times-
tamps in TSX . The time difference between tsXr and tsXq is defined as a period

of X, say pXa . That is, pXa = tsXr − tsXq . Let PX = (pX1 , pX2 , · · · , pXr ) be the set
of all periods for pattern X. Let PX = {pX1 , pX2 , · · · , pXq }, q = sup(X)+1, be the
set of all periods of X in TDB. A period pXk ∈ PX is said to be an interesting
period if pXk ≤ maxPer, where maxPer represents the user-defined maximum
period. Let IPX ⊆ PX denote the complete set of interesting periods in PX .
That is, if ∃pXk ∈ PX with pXk ≤ maxPer, then pXk ∈ IPX . The periodic-ratio
of X, denoted as PR(X), represents the proportion of periodic occurrences of a

pattern in the database. That is, PR(X) =
|IPX |
|PX | . Given a temporal database

(TDB) and the user-specified minimum support (minSup), maximum period
(maxPer), and minimum periodic-ratio (minPR) values, the problem of partial
periodic-frequent pattern mining involves discovering all patterns in TDB that
have support no less than minSup and periodic-ratio no less than minPR.

1.2 Motivation

Uday et al. [3] described a pattern-growth algorithm, called Generalized Periodic-
Frequent Pattern-growth (GPF-growth), to find desired patterns in a database.
Unfortunately, this algorithm suffers from the following two limitations:

– GPF-growth can discover partial periodic-frequent patterns only in row
databases. In other words, this algorithm cannot find desired patterns in
columnar databases. Moreover, high computational costs limit us from trans-
forming a big columnar database into a row database.

– The process of recursive mining the constructed tree increases the memory
and runtime requirements of the GPF-growth algorithm.

With this motivation, this paper proposes a memory and runtime efficient algo-
rithm that can find the desired patterns in a row or columnar database.

1.3 The Contributions of This Paper

A novel algorithm, called Partial Periodic-Frequent Depth-First Search (PPF-
DFS) algorithm, has been proposed in the paper to discover desired patterns in
both row and columnar databases. Briefly, the proposed algorithm compresses
the given row or columnar database into a common data structure, called Partial
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Algorithm 1. PPF-List(temporal database (TDB), minimum support
(minSup), maximum periodicity (maxPer), minimum periodic-ratio(minPR):
1: Let PPF -list = (X,TS-list(X)) be a dictionary that records the temporal occur-

rence information of a pattern in a TDB. Let TSl be a temporary list to record the
timestamp of the last occurrence of an item in the database. Let IP be a temporary
list to record the number of interesting periods of an item in the database.

2: for each transaction tcur ∈ TDB do
3: Set tscur = tcur.ts;
4: if an item i occurs for the first time then
5: Add i to the PPF-list and TSi

l = tscur. Set IP i = (tscur ≤ maxPer?1 : 0)
6: else
7: if (tscur − TSi

l ) ≤ maxPer then
8: Update IP i++;
9: Set si = 1 and TSi

l = tscur
10: for each item i in PPF-list do
11: if (tscur − TSi

l ) ≤ maxPer then
12: Update si++ and IP i++;
13: for each item in PPF-list do

14: if (
IP i

minSup + 1
< minPR) and (si < minSup) then

15: Remove i from PPF-list
16: Sort the remaining items in the PPF-list in support descending order of items. Call

PPF-DFS(PPF-List,∅).

Periodic-Frequent dictionary, and mines it recursively in the depth-first search
order to discover the desired patterns.

The rest of the paper is organized as follows. Section 2 presents the proposed
algorithm. Section 3 reports the experimental results. Section 4 concludes the
paper with future research directions.

2 Proposed Algorithm

Since partial periodic-frequent patterns do not satisfy the downward closure
property, finding candidate items (or 1-patterns) play a crucial role in discov-
ering the complete set of partial periodic-frequent patterns. Using the set of
candidate items, we later find the complete set of partial periodic k-patterns,
k ≥ 1, using the depth-first search technique. Algorithm 1 describes the proce-
dure to construct PPF-list constituting of candidate items. Algorithm 2 describes
the procedure for finding all partial periodic-frequent patterns in a database.

3 Experimental Results

In this section, we show that the proposed PPF-DFS algorithm outperforms the
GPF-growth by a very large margin with respect to both runtime and memory.
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Algorithm 2. PPF-DFS(PPF-List,CP)
1: for each item i in PPF-List do
2: Set CP = CP ∪ i;
3: if (IP (TSY )/(minSup + 1) ≥ minPR) and (S(TSY ) ≥ minSup) then
4: Add Y to CP and Y is considered as candidate.
5: if PR(TSY ) ≥ minPR then
6: Y is considered as Partial Periodic-Ratio itemset;
7: PPF -DFS(PPF − Listafteri, CP )
8: Note: Since the calculation of IP (TSY ) and PS(TSY ) are simple and straight

forward procedures, we are not discussing them in this paper due to page limitation.

3.1 Experimental Setup

The algorithms, GPF-growth and PPF-DFS, were developed in Python 3.9 and
executed on server machine containg two AMD EPYC 7452 32-Core Proces-
sors, 64 GB RAM running CentOS 7 operating system. The experiments have
been conducted using synthetic (T10I4D100K and T20I6D100K) and real-world
(Congestion) databases.

The T10I4D100K and T20I6D100K are sparse synthetic databases generated
using the procedure described in [1]. The T10I4D100K database contains 871
items and 100,000 transactions. The minimum, average, and maximum trans-
action lengths of T10I4D100K database are 2, 11, and 29. The T20I6D100K
database contains 893 items and 99922 transactions. The minimum, average,
and maximum transaction lengths of T20I6D100K database are 1, 20, and 47.

The Congestion database is a high dimensional real-world sparse database
provided by an anonymous company for Kobe, Japan. The database contains
1,414 items and 8,928 transactions. The minimum, average, and maximum
transaction lengths are 1, 57.73, and 338, respectively. The T10I4D100K and
T20I6D100K databases have been provided in the GitHub1 to verify our experi-
ments’ repeatability. Please note that we are not providing Congestion database
in the Github due to confidentiality reasons.

Figure 1(a)–(c) respectively show the number of partial periodic-frequent pat-
terns generated in T10I4D100K, T20I6D100K and Congestion data at differ-
ent minPR values. The maxPer in T10I4D100K, T20I6100K and Congestion
databases have been set at 5000, 2000, and 200, respectively. The following obser-
vations can be drawn from these figures: (i) Increase in minPR decreases the
number of partial periodic-frequent patterns. It is because many patterns have
failed to satisfy the increased minPR value. More important, it can be observed
that the number of patterns getting generated at very high minPR values are
close to zero as it is difficult for many patterns to exhibit perfect periodic behav-
ior in the database. Please note that both GPF-growth and PPF-DFS
generate the same partial periodic-frequent patterns.

Figure 2(a)–(c) show the runtime requirements of GPF-growth and PPF-DFS
algorithms on T10I4D100K, T20I6D100K and Congestion databases at different
1 https://github.com/s1270204/PPF-DFS.

https://github.com/s1270204/PPF-DFS
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Fig. 1. Partial periodic-frequent patterns generated in various databases
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Fig. 2. Runtime comparision of both the algorithms

minPR values. The following two observations can be drawn from these fig-
ures: (i) Increase in minPR had reduced the runtime requirements of both
the algorithms. It is because both algorithms have to generated fewer partial
periodic-frequent patterns with the increase in minPR value. (ii) It can be
observed that PPF-DFS outperformed GPF-growth in T20I6D100K and Con-
gestion databases. It is because these databases contained long transactions.
In T10I4D100K database, GPF-growth slightly outperformed our algorithm
because many transactions in this database contained fewer items. In other
words, PPF-DFS is better for find long patterns, while GPF-growth is better
for finding short patterns. (iii) More important, it can be observed that the pro-
posed PPF-DFS algorithm outperformed GPF-growth algorithm by a very large
margin in both synthetic and real-world databases containing long transactions.

Figure 3(a)–(c) show the memory requirements of GPF-growth and PPF-
DFS algorithms on T10I4D100K, T20I6D100K and Congestion databases at
different minPR values. The following two observations can be drawn from these
figures: (i) PPF-DFS outperformed GPF-growth on every database at any given
minPR value. (ii) Memory requirements of PPF-DFS is several hundreds of
times less than the memory requirements of a GPF-growth. This experiment
demonstrates that PPF-DFS scales better than GPF-growth on both sparse and
dense databases containing either short or long transactions.
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Fig. 3. Memory comparision of both the algorithms

The increase in maxPer), increases the number of partial periodic-frequent
patterns being generated. As a result, the total runtime and memory require-
ments of GPF-growth and PPF-DFS algorithms will also increase. However, sim-
ilar to above experimental results, PPF-DFS consumes significantly less memory
and runtime as compared against the GPF-growth at any given maxPer value.
The increase in minSup, decreases the number of partial periodic-frequent pat-
terns being generated. As a result, the total runtime and memory requirements
of GPF-growth and PPF-DFS algorithms will also decrease. Moreover, PPF-
DFS consumes significantly less memory and runtime as compared against the
GPF-growth at any given minSup value. Unfortunately, we were able to present
these results in this paper due to page limitation.

4 Conclusions and Future Work

This paper has proposed an efficient algorithm named PPF-DFS to find partial
periodic patterns in columnar temporal databases. An advantage of our algo-
rithm is that it can also be used to find desired patterns in row databases. The
performance of the PPF-DFS is verified by comparing it with a GPF-growth
algorithm on different real-world and synthetic databases. Experimental analy-
sis shows that PPF-DFS exhibits high performance in partial periodic-frequent
pattern mining and can obtain all desired patterns faster and with less memory
usage against the state-of-the-art algorithm.

As part of future work, we would like to investigate parallel and distributed
algorithms to find periodic and fuzzy patterns in very large temporal databases.
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Abstract. Compliance with data retention laws and legislation is an
important aspect of data management. As new laws governing personal
data management are introduced (e.g., California Consumer Privacy Act
enacted in 2020) and a greater emphasis is placed on enforcing data pri-
vacy law compliance, data retention support must be an inherent part
of data management systems. However, relational databases do not cur-
rently offer functionality to enforce retention compliance.

In this paper, we propose a framework that integrates data retention
support into any relational database. Using SQL-based mechanisms, our
system supports an intuitive definition of data retention policies. We
demonstrate that our approach meets the legal requirements of retention
and can be implemented to transparently guarantee compliance. Our
framework streamlines compliance support without requiring database
schema changes, while incurring an average 6.7% overhead compared to
the current state-of-the-art solution.

Keywords: Retention compliance · Databases · Privacy

1 Introduction

Laws intended to protect privacy, prevent fraud, or support financial audits
require companies to implement data retention policies. Companies may also
establish internal data retention policies for confidential data (e.g., for routine
business operation or audits) and to minimize risks (e.g., data destruction to
prevent theft). Thus, companies can be subject to multiple data retention policies
requiring preservation of some data and deletion of other data. For example, the
US Health Insurance Portability and Accountability Act [13] requires medical
data to be retained for at least 6 years, the Children’s Online Privacy Protection
Act states that personal information for children is retained “for only as long
as is reasonably necessary to fulfill the purpose for which the information was
collected” [15]. Moreover, recent laws such as European General Data Protection
Regulation and California Consumer Privacy Act [7] established the “right to be
forgotten”, which entitles individuals to request deletion of their personal data.

Relational database management systems (DBMS) do not support mecha-
nisms to enforce data retention requirements. As a result, organizations build
c© Springer Nature Switzerland AG 2021
C. Strauss et al. (Eds.): DEXA 2021, LNCS 12923, pp. 228–236, 2021.
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Fig. 1. Retention workflow overview. Gray boxes represent new components; dashed
line represents automated framework steps; solid line represents manual steps.

ad-hoc solutions manually. As retention laws are created, databases will need
to support automated retention compliance. Additionally, the solution must be
intuitive for database curators to set up, and transparent from user’s perspective.

In this paper, we describe a framework implementation that can guarantee
data retention compliance in a relational database. Our approach builds on the
work of Ataullah et al. [8] by expanding DBMS functionality to facilitate com-
pliance with legal requirements of data retention. For example, we transparently
move deleted (but retained) data to an archive (reflecting its new status) rather
than block the delete operation.

Figure 1 provides an overview of our approach for enforcing retention poli-
cies. User delete (or update) transactions are allowed to proceed normally,
but data that must be retained are automatically and transparently copied
into the archive. As long as the retention policies are correctly defined (see
Sect. 4), our database triggers can guarantee compliance by reacting to changes
in data. SELECT queries are not affected, because deleted data is always removed
from the original database tables. Archive tables store all deleted-but-retained
data, mirroring the active table with two additional columns: archivePolicy and
transactionID (see Sect. 4). Our contributions in this paper are:

– We define the requirements a database must support and enforce to comply
with data retention policies (Sect. 2).

– We outline an add-on framework for complying with retention requirements
within any relational database (Sect. 4).

– We detail how our framework meets the various requirements to facilitate
data retention compliance (Sect. 5).

Section 6 evaluates our framework performance. We demonstrate that the
retention policy implementation overhead is proportional to the number of tables
and the number rows archived per-transaction. We further demonstrate that our
extended functionality incurs only a 6.7% overhead over Ataullah et al. [8].
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2 Retention Definitions and Requirements

Business Records: Data retention policies operate in terms of a business record.
Federal law refers to a business record broadly as any “memorandum, writ-
ing, entry, print, representation or combination thereof, of any act, transaction,
occurrence, or event” that is “kept or recorded” by any “business institution,
member of a profession or calling, or any department or agency of government”
“in the regular course of business or activity” [9].

Defining Policy: Business records may span multiple tables; therefore a com-
prehensive data retention framework must allow the mapping of policies across
tables. Although some requirements may only preserve the records against dele-
tion, other domains (such as the medical field) require that a complete history
of record updates is retained as well. Our approach relies on SQL view syntax
to define policies, making it intuitive for a database administrator (DBA) to
formulate and verify policy settings. As long as the view correctly defines the
protected business records, our framework will correctly identify them.

Enforcing Policy Compliance: Data in a database can be deleted or updated
either by user directly (using SQL) or indirectly (e.g., by trigger effects). A
comprehensive data retention framework must ensure that data is retained and
purged according to the policy definition. It should not be possible for any action
to bypass or interfere with retention rules; at the same time, retention should
not interfere with normal database operation. We rely on triggers to ensure that
all data changes (direct or indirect) are checked against the policies. Archiving
the data before the change takes place guarantees non-interference. Retention
requirements typically preserve data for a period of time (although some may
be permanently such as “for life of the company”). We use a DBMS-specific
built-in scheduler to perform a regular purge as requested by a policy (see
Sect. 5). Finally, our approach relies completely on DBMS functionality to min-
imize external dependencies; consequently, transactional ACID guarantees are
maintained as supplied by the DBMS.

3 Related Work

Public Research: Ataullah et al. described some of the challenges associated with
record retention implementation in relational databases [8]; the authors propose
an approach that uses a view-based structure to define business records for reten-
tion rules, similar to our solution. However, instead of interrupting queries, we
allow them to proceed as-is after we archive retained business records (concep-
tually similar to a write ahead log). As discussed in Sects. 4 and 5, our approach
may generate redundancy but avoids risk of retention policy conflict.

Private Sector Tools: Amazon S3 offers an object life-cycle management tool.
The DoD’s “Electronic Records Management Software Applications Design Cri-
teria Standard” (DoD 5015-02-STD) defines requirements for record-keeping
systems storing DoD data; a DoD compliant retention system must support
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retention thresholds such as time or event (C2.2.2.7). S3’s object life-cycle man-
agement is limited to time criteria only. Moreover, S3 is file-based and therefore
lacks sufficient granularity.

Oracle’s Golden Gate (GG) [14] or IBM’s Change Data Capture (CDC) [1]
allow changes to be replicated from one database to another. However, these
software packages are not specifically designed to support data retention require-
ments (although they could be expanded to support it, similarly to our app-
roach). GG operates by inspecting REDO logs, making it difficult to incorporate
the concept of business records.

Mimeo [5] provides similar functionality for Postgres; similar to CDC and
GG, Mimeo would have to be revised to support retention in terms of business
records since it operates on a per-table basis. IBM InfoSphere Optim Archive
[11] has archiving functionality which can be used for retention. It archives data
from an active database, removing data from active storage. Users define business
records for archiving using Select-Project-Join (SPJ) queries, same as our and
Ataullah et al. [8] approaches. A major limitation of IBM’s solution is that
archiving must be initiated manually or by a script.

4 Policy Setting

Policy Mapping: In practice, DBAs work with domain experts and legal counsel
to implement retention policies. We assume that DBAs can expresses a business
record as a view and that relevant event data is available in the database (e.g.,
the date of receiving a subpoena to preserve certain data). Initially mapping the
business records and retention policies to database tuples is a manual process;
thereafter, our SQL-based system automates enforcement of the policies.

Creating Retention Policies: A business record is mapped as a Select-Project-
Join (SPJ) view. SPJ queries are sufficient to define regulations and contractual
terms business records (used by both IBM [11] and Ataullah et al. [8]). We
propose new SQL syntax, CREATE RETAIN, to implement views that express the
business records that must be protected from deletion.

CREATE RETAIN requires the SELECT clause to contain the primary key of every
table appearing in the FROM clause of the defined policy. Moreover, any columns
referenced in the WHERE clause must be included in the SELECT clause. These
constraints are required to verify the retained copy in the archive against the
relevant policy criteria. Additionally, each retention policy is handled indepen-
dently, which may incur redundancy when policies overlap.

Suppose that a company imposes a retention rule that requires retaining
all applications and their interview history data (excluding interview notes) for
any hired applicant. When a DELETE is issued, the target data is checked against
existing policies to see if it belongs to a business record(s) that must be archived.
For each active retention policy, our system automatically creates a mirror policy
for the archive. Archive protection policies guarantee that business records in the
archive will not be purged until the retention criteria has expired. The names
of the archive policy and archive tables are prepended with “archive ”. The
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archive tables and policies also include additional columns: transactionID to
purge retained data in instances of aborted transactions and archivePolicy to
purge policy-specific records in the archive. Because the same table row may
be archived by two different overlapping policies, archivePolicy also serves to
uniquely identify archive rows.

Because some retention requirements mandate a complete history of updates,
we propose an optional EXACT keyword to the RETAIN syntax in order to imple-
ment views that identify business records that must retain a complete his-
tory. RETAIN EXACT policy ensures that the business record is archived before
an update. Preserving a comprehensive history is a common requirement in the
medical field where every update to a patient’s record must be preserved.

Any column subject to an active retention policy (RETAIN or RETAIN EXACT)
cannot be removed or altered in the schema. In order to drop or change a column,
the DBA would first remove all retention policies that apply to that column. Our
approach is designed to behave like any other database constraint (e.g., a foreign
key) and therefore it must be addressed before schema changes can be applied.

5 Policy Execution

Enforcing Retention Policies: Our system uses triggers to check which of the to-
be-deleted rows fall under retention policies. To ensure transactional consistency,
we archive retained rows before proceeding with deletion; should the DELETE or
UPDATE transaction abort, we will (eventually) delete unneeded records from the
archive. Archive clean up can be executed any time after the DELETE transaction
was aborted because all archive entries are uniquely identified by a transac-
tion id and retention policy. Anytime a DELETE is run on a table with retention
protections, a BEFORE DELETE trigger would fire and insert all data protected
by retention policies into the archive table(s) before DELETE executes. Columns
not covered under a retention policy default to NULL in the archive. Using trig-
gers ensures that we protect all data, including data that is indirectly targeted
by cascading DELETEs and UPDATEs. Similar to how RETAIN protects data against
deletions, policies defined using RETAIN EXACT additionally archive all protected
business records when an UPDATE is made to the underlying data. If a user were
to update a table that is protected by RETAIN EXACT, the policy (at a minimum)
would also include referenced primary keys of other tables. If additional update
queries target the same business record, the data would again be copied to the
archive before the UPDATE query executes.

Interacting with the Archive: The retention archive tables contain deleted data
and should not be accessible without special permissions. We propose the SQL
syntax SELECT ARCHIVE to retrieve data from the archive (similar to how IBM’s
InfoSphere Optim Archive operates). INSERT, DELETE, and UPDATE operations
against the archive are prohibited to protect data integrity. To comply with
the data purging requirements, we propose a PURGE command that deletes all
eligible (i.e., no longer protected by a retention policy) records from the archive.
The PURGE command translates the name of a provided policy into a series of
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DELETE queries. Because the records in the archive incorporate the policy name,
PURGE does not require checks for overlapping policies. Organizations may wish
to automatically and regularly purge all data which is no longer required to be
retained. For example, HIPAA requires medical information to be retained as
long as it is used, after which it must immediately be removed [13]. A regu-
lar and automatic purging would remove all unprotected records. The purging
process would be executed by the DBMS scheduler ([6] in Oracle [2] in Db2 [4]
in PostgreSQL [3] in MariaDB). Most DBMSes include a cron-like scheduler to
execute tasks on a set interval.

6 Experiments

In order to evaluate the performance of our framework, we measure the per-
transaction runtime overhead. We assess linear schemas (a linked series of tables),
where each table is linked to a single child table with a foreign key. All tables
include columns for a primary key (char), a foreign key (char), a retention
criteria (boolean), a delete criteria (boolean), and lorem (varchar), except the
top-most parent table of the schema which does not contain a foreign key column.

The child-most table in the schema always contains approximately 50M rows
(roughly 3.38 GB). Each primary key from a parent table is joined to an average
of 2.5 rows in its child table. The dataset for each schema was built independently
to fit these parameters. We chose this schema type as the most expensive (to
measure the upper-bound overhead) for implementing retention; a star schema
would offer additional choices for optimizing join queries. Our experiments were
performed on a server with an Intel i7 7700k processor with 16 GB of RAM on
spinning disk drive using PostgreSQL 12.3 with default settings on Windows 10.
Both the Python 3.7 script (used to collect the runtimes) and PostgreSQL ran
on the same machine.

The goal of these experiments is to determine the driving factors for our
framework’s overhead and quantify the performance penalties. The runtimes are
evaluated on a per-query single-transaction basis. We evaluate delete transac-
tions that affect between 1 and 100 rows (we also verified that update overhead
is equivalent to delete overhead). The size of the average transaction is based on
the evaluation performed by Hsu et al. [10] who quantified the number of pages
written by real-world database workloads. The median number of pages written
by a transaction was shown as 1.1 on average, with variations between domains
(e.g., Bank, Retail, Insurance) [10]. In our analysis, we therefore assume that
the number of rows written by one transaction is frequently less than 10.

Framework Overhead Analysis: In this experiment, we tested combinations of
the policy size (0–100 rows), delete size (1–100 rows), and overlapping percents
(0–100%). Overlap percent refers to the intersection of the retention policy and
the delete query (e.g., a DELETE of 50 rows and a policy covering 50 rows with
overlap of 50% corresponds to an overlap of 25 rows). Overlap rows refers to the
number of rows that are ultimately archived (e.g., 25 in this example).
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Fig. 2. Single delete Txn overhead (two tables)

To establish a performance baseline, we executed DELETEs without our reten-
tion framework. In subsequent experiments, we subtracted the runtime of base-
line DELETEs from the runtime with retention enabled. We then normalized the
results by computing the percentage overhead introduced by our system.

There was a 0.894 correlation between the number of rows requiring archiv-
ing and the performance overhead (illustrated in Fig. 2). This was the strongest
relationship between variable combination. On the other hand, the size of the
policy had a correlation of 0.192 with the runtime overhead percent, and the
delete size had a correlation of 0.279. Checking if rows require archiving mini-
mally impacts the runtime. Therefore, the overhead is driven by archiving the
business records.

Furthermore, the overhead is modeled using a linear regression (illustrated as
the line in Fig. 2). The model shows the overhead of our framework is a function
of the number of archived rows. Our experiments found that for fewer than 10
overlap rows, the runtime overhead with archiving was statistically insignificant
compared to the runtime without archiving (Fig. 2). In practice, most DELETEs
and UPDATEs do not target a large quantity of rows [10]. Therefore we conclude
that our framework overhead is acceptable in practice.

Comparison of Archiving to State-of-the-Art: The major difference between our
proposed approach and Ataullah et al.’s work [8] is that we automatically and
transparently archive retained data instead of blocking the transaction with
an error. In this experiment, each query is executed as a separate transaction;
therefore, whenever an exception is returned, that single query is undone (no
additional rollback of previous transactions). As with Ataullah et al. [8], we
use triggers to check queries against defined policies. In this experiment, we
compare the runtime of these transactions when stopping the transaction using
an exception versus archiving the data and letting the transaction proceed. We
used the same process and data as the previous experiment.

Overall, our process averaged a runtime overhead of 6.7% compared to
Ataullah et al. [8]. Although our framework introduces overhead, it eliminates
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potential conflicts between the retention system and existing user queries and
triggers. Therefore, it ensures that organization processes are continued without
the concern of violating retention policy requirements.

7 Conclusion and Future Work

In this paper, we presented and evaluated a database framework for retention
policy compliance. We use views to define business records and policy conditions,
thereby ensuring accurate retention (as long as the view correctly reflects the
business records). When records are targeted by a delete or an update query,
they are automatically and transparently retained in the archive before the data
is modified. Our framework has the significant benefit of using SQL-based com-
mands to define policies and automates archiving business records through trig-
gers. Our experiments demonstrate that our framework can guarantee retention
compliance requirements with an acceptable performance overhead.

Although our framework ensures that requested data is deleted, some data
will remain in the underlying database storage as well as in previously created
backups [12]. Further research must address these sources of remaining data
to fully facilitate retention compliance in purging databases. Additionally, we
plan to investigate migrating the archive tables to an external DBMS instance.
Finally, we plan to extend a similar framework to NoSQL databases.
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Abstract. Missing data occur commonly in data warehouses and may
generate data usefulness problems. Thus, it is essential to address missing
data to carry out a better analysis. There exists data imputation methods
for missing data in fact tables, but not for dimension tables. Hence, we
propose in this paper a data imputation method for data warehouse
dimensions that is based on existing data and takes both intra- and
inter-dimension relationships into account.

Keywords: Data warehouses · Data imputation · Dimensions

1 Introduction

Data warehouses (DWs) are widely used in companies and organizations to help
building decision support systems. Data in DWs are usually modeled in a mul-
tidimensional way, which helps users consult and analyze aggregated data with
On-Line Analytical Processing (OLAP). In a DW, there are non-NULL con-
straints on keys, but not always on the other attributes, so there may be missing
data. Missing data may come from the DW’s sources (operational data sources,
data of other DWs) if not treated during the Extract-Transform-Load (ETL)
process. In DWs, we classify missing data into factual missing data and dimen-
sional missing data with respect to their occurrence in facts and dimensions.
Factual missing data are usually quantitative, making analysis results incom-
plete and preventing users from getting reliable aggregates. Dimensional missing
data are usually qualitative, making aggregated data incomplete and making it
hard to analyse them with respect to hierarchy levels. Therefore, it is significant
to complete the missing data for the sake of a better data analysis.

Data imputation is the process of filling in missing data by plausible values
based on information available in the dataset [5]. Imputation of missing data
focuses on factual data, with statistic-based [11], K-Nearest Neighbour (KNN)-
based [3], linear programming-based [2] and hybrid (KNN and constraint pro-
gramming) [1] methods. There is no research about dimensional missing data.
c© Springer Nature Switzerland AG 2021
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However, dimensional data are mostly qualitative and there are methods for qual-
itative data imputation. Some methods replace missing values through business
rules [4,9] or association rules [8,10]. Yet business rules are not always avail-
able in practice, and association rules require to define support and confidence
thresholds, which is not always easy. External sources can also be employed, e.g.,
through crowdsourcing [6] or taking advantage of Web information [12]. Yet,
suitable external sources may be difficult to find. Eventually, data imputation
in DWs should consider the different structural elements in an OLAP systems,
such as dimensions and hierarchies. As a result, we propose in this article an
internal, i.e., based on existing data, data imputation method for dimensional
missing data in DWs, by considering inter- and intra-dimension relationships.

The rest of the paper is organized as follow. In Sect. 2, we formalize the
OLAP model. In Sect. 3, we detail our imputation method and provide the cor-
responding algorithms. In Sect. 4, we validate our proposal through a series of
experimental assessments.

2 Preliminaries

We introduce here the multidimensional DW concepts and notations used in this
paper [7].

Definition 1. A data warehouse, denoted DW , is defined as (NDW , FDW ,
DDW , StarDW ), where NDW is the data warehouse’s name, FDW = {FDW

1 , ...,
FDW
m } is a set of facts, DDW = {DDW

1 , ...,DDW
n } is a set of dimensions and

StarDW : FDW → DDW is a mapping associating each fact to its linked
dimensions.

Definition 2. A dimension, denoted D ∈ DDW , is defined as (ND, AD,HD,
ID), where ND is the dimension’s name, AD = {aD1 , ..., aDu } ∪ {idD} is a set of
attributes, where idD represents the dimension’s identifier. HD = {HD

1 , ...,HD
v }

is a set of hierarchies. ID = {iD1 , ..., iDe } is a set of dimension instances. The
value of instance iDe for attribute aDu is denoted as iDe .aDu .

Definition 3. A hierarchy of dimension D, denoted H ∈ HD, is defined as
(NH , ParamH), where NH is the hierarchy’s name. ParamH = <idD, pH2 ,
..., pHv > is an ordered set of dimension attributes, called parameters, which set
granularity levels along the dimensions: ∀k ∈ [1...v], pHk ∈ AD. The case where
pH1 rolls up to pH2 in H is denoted by pH1 �H pH2 . WeakH = ParamH →
(AD − ParamH) is a mapping possibly associating each parameter with one or
several weak attributes, which are also dimension attributes providing additional
information. WeakH [pHx ] = {wpH

x
1 ..., w

pH
x

y } is the weak attribute set for parame-
ter pHx .

3 Internal Data Imputation for Dimensions

In our context, internal data imputation consists in replacing missing data in
dimensions with the aid of existing data. Existing data imputation is convincible
because we use accurate data and not predictions or otherwise computed values.
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Imputation can be achieved through intra- and inter-dimensional relationships.
Let us introduce these two types of data imputation.

Intra-dimensional Imputation. Intra-dimension imputation relies on data
from the same dimension. There are indeed functional dependencies between
attributes in the same hierarchy. If an attribute is a parameter, its values depend
on the values of lower-granularity parameters. Our intra-dimension imputation
method is presented in Algorithm 1. We first check each parameter in hierarchies
of the DW. If there exists missing data for this parameter (Lines 1–2), we search
for an instance with same value in a lower-granularity parameter and whose
value exists (Lines 3–4). Then, we can then fill in the missing data with this
value (Line 5).

Algorithm 1: Intra-dimension Imputation

1 for each pHv ∈ ParamH , where H ∈ HD,D ∈ DDW do
2 for each iDe ∈ ID, where iDe .pHv is null do
3 while pHv2

∈ ParamH ∧ pHv2
�H pHv do

4 if ∃iDe2 ∈ ID, iDe2 .p
H
v2

= iDe .pHv2
∧ iDe2 .p

H
v is not null then

5 iDe .pHv ← iDe2 .p
H
v

6 for each iDe3 ∈ ID, where iDe3 .w
pH
v

y is null, wpH
v

y ∈ WeakH [pHv ] do
7 while pHv3

∈ ParamH ∧ (pHv3
�H pHv ∨ pHv3

= pHv )) do
8 if ∃iDe4 ∈ ID, iDe4 .p

H
v3

= iDe3 .p
H
v3

∧ iDe4 .p
H
v is not null then

9 iDe3 .w
pH
v

y ← iDe4 .w
pH
v

y

The value of a weak attribute depends on the values of its parameter. Then,
for each weak attribute of the parameter we check, if there are missing data
(Line 6), we search for the instance that has the same value of its parameter or
a lower-granularity parameter whose value exists (Lines 7–8). The missing weak
attribute data can then be supplied by this value (Line 9). It is important to note
that, since the parameter sets of hierarchy are ordered sets, checking parameters
is sequential (from the lowest-granularity to the highest-granularity parameter).
This ensures that imputation is maximal, as the value of a higher-granularity
parameter depends on its lower-granularity parameters.

Inter-dimensional Imputation. In a DW, there may be attributes that are
common to different dimensions. Therefore, we can replace missing data with
such inter-dimensional common attributes. The main idea of inter-dimension
imputation is similar to intra-dimension imputation’s, except that instead of
searching for parameters in the same hierarchy, we search for common parame-
ters of hierarchies in other dimensions (Algorithm 2, Lines 3–4 and 9–10). When
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performing the imputation of weak attributes, we must make sure that, in the
searched dimension, the searched parameter is semantically identical with the
parameter of the weak attribute to be completed; and that it bears a seman-
tically identical weak attribute (Lines 10–11). We say “semantically identical”
because in a DW, common attributes may be presented differently in different
dimensions. Since in a DW, the designer would normally not use two vocabu-
laries to describe a same entity, but may use the different prefixes or suffixes to
distinguish the same entity in different dimensions, we must therefore use string
similarity to match attribute names.

Algorithm 2: Inter-dimension Imputation

1 while pHv ∈ ParamH , where H ∈ HD,D ∈ DDW do
2 for each iDe ∈ ID, where iDe .pHv is null do
3 for each pH2

v2
∈ ParamH2 , where H2 ∈ HD2 , D2 ∈ DDW ∧ D2 �= D

do
4 if pH2

v2
� pHv then

5 while pH2
v3

∈ ParamH2 ∧ pH2
v3

�H2 pH2
v2

do
6 if ∃iD2

e2 ∈ ID2∃pHv4
∈ ParamH , pH2

v3
� pHv4

∧ iD2
e2 .pH2

v3
=

iDe .pHv4
∧ iD2

e2 .pH2
v2

is not null then
7 iDe .pHv ← iD2

e2 .pH2
v2

8 for each iDe3 ∈ ID, where w
pH
v

y ∈ WeakH [pHv ], iDe3 .w
pH
v

y is null do
9 for each pH3

v5
∈ H3, where H3 ∈ HD3 , D3 ∈ DDW ∧ D3 �= D do

10 if pH3
v5

� pHv ∧ ∃wpH3
v5

y2 ∈ WeakH3 [pH3
v5

], w
pH3
v5

y2 � w
pH
v

y then
11 while pH3

v6
∈ ParamH3 ∧ (pH3

v6
�H3 pH3

v5
∨ pH3

v6
� pHv ) do

12 if ∃iD3
e4 ∈ ID3∃pHv7

∈ ParamH , pH3
v6

� pHv7
∧ iD3

e4 .pH3
v6

=

iDe3 .p
H
v7

∧ iD3
e4 .w

pH3
v6

y2 is not null then

13 iDe3 .w
pH
v

y ← iD3
e4 .w

pH3
v6

y2

4 Experimental Assessments

We implement our algorithms1 and conduct experiments with different datasets.
Our code is developed in Python 3.7 and is executed on a Intel(R) Core(TM)
i5-10210U 1.60 GHz CPU with a 16 GB RAM. Data are integrated in R-OLAP
format with Oracle 11g.
1 https://github.com/BI4PEOPLE/Internal-Data-Imputationin-Data-Warehouse-
Dimensions/.

https://github.com/BI4PEOPLE/Internal-Data-Imputationin-Data-Warehouse-Dimensions/
https://github.com/BI4PEOPLE/Internal-Data-Imputationin-Data-Warehouse-Dimensions/
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4.1 Datasets and Experimental Method

Our experiments are based on one benchmark dataset and three real-world
datasets. The TPC-H benchmark (TPCH) provides a relational schema2 with
8 tables and a data generator we use to produce 100 MB of data. The first real-
world dataset is a customer-centric dataset (GlobalStore) of a global super
store3. It contains the order data of different customers and products. The sec-
ond real world dataset is a regional sale dataset (RegionalSales) storing sales
data for a company across US regions4. The third dataset (GeoFrance) con-
tains information about French cities, departments and regions from the French
government open data site5. We create a DW for each real-world dataset.

In our experiments, the parameter of the first granularity level in dimension
hierarchies is the primary key of the dimension table. Its values are not repetitive,
so weak attributes of the first granularity level and parameters of the second
granularity level cannot be completed. Therefore, we generate missing data for
parameters from the third granularity level of dimension hierarchies and for
weak attributes from the second granularity level. Moreover, we apply different
missing rates (1%, 5%, 10%, 20%, 30%, 40% and 50%). To generate a certain
percentage of missing data for an attribute, we sort randomly all the tuples
and remove attribute data of the first certain percentage of tuples. For each
dataset, we carry out 20 tests and get the average imputation rate, accuracy
and runtime. Imputation rate is the number of replaced values divided by the
number of missing values. Accuracy is the number of correctly replaced values
divided by the number of all replaced values.

4.2 Intra-dimensional Imputation Experiments

The datasets TPCH, GlobalStore and RegionalSales are employed in
this experiment intra-dimensional imputation experiment. The imputation rate
ranges between 61.73% and 100%; the accuracy between 97.08% and 100%.

Imputation Rate. In Fig. 1, imputation rates (X-axis) vary with respect to
missing rates (Y-axis) from 1% to 50%. We observe that, for dataset TPCH, the
imputation rate is always 100%, while the imputation rates of the other datasets
decrease when the missing rate increases. The imputation rate of Regional-
Sales is much lower than the two others. Since missing data are replaced by the
tuple having the same value on a lower-granularity parameter, the imputation
rate of an attribute depends on the ratio of the distinct values and the coefficient
of variation of each distinct value of its lower-granilarity parameters. For exam-
ple, in the dimension Part of TPCH, the ratio of the distinct values and the

2 http://tpc.org/tpc documents current versions/pdf/tpc-h v2.18.0.pdf.
3 https://data.world/vikas-0731/global-super-store.
4 https://data.world/dataman-udit/us-regional-sales-data.
5 https://www.data.gouv.fr/fr/datasets/communes-de-france-base-des-codes-post
aux/.

http://tpc.org/tpc_documents_current_versions/pdf/tpc-h_v2.18.0.pdf
https://data.world/vikas-0731/global-super-store
https://data.world/dataman-udit/us-regional-sales-data
https://www.data.gouv.fr/fr/datasets/communes-de-france-base-des-codes-postaux/
https://www.data.gouv.fr/fr/datasets/communes-de-france-base-des-codes-postaux/
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coefficient of variation of each distinct value are 0.125% and 0.027 for the second
granularity level parameter, respectively; while in dimension StoreLocation of
RegionalSales, they are 62.13% and 1.1, respectively.
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Fig. 1. Intra-dimensional imputation experiment results

Accuracy. We can see in Fig. 1 that the accuracy of TPCH is always 100%,
while the accuracy of the two other datasets is always less than 100%. Since
our imputation method is based on the hierarchy relationships, non-strict and
incomplete hierarchies may impact accuracy. By analysing the data, we find that
there are non-strict hierarchies in these datasets GlobalStore and Regional-
Sales, i.e., in the dimension Customer of GlobalStore, there are some tuples
whose City values are the same, but they belong to different States. There is a
similar case in dimension StoreLocation of RegionalSales.

Runtime. The evolution of runtime with respect to missing rate is linear
(Fig. 1), which is in line with the complexity of Algorithm 1, which is O(n),
where n is the missing rate.

4.3 Inter-dimensional Imputation Experiments

We use TPCH and GeoFrance in this inter-dimensional imputation experi-
ment. There are two TPCH dimensions, Customer and Supplier, which have
same geographical attributes. In GeoFrance, we create two dimensions and
randomly divide the original data into two partitions with the same number of
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tuples. Then, we load the each partition into one of the dimensions. The impu-
tation rate ranges between 48.67% and 100%. The accuracy always remains at
100% with respect to missing rate.

Imputation Rate. Yet again, the imputation rate of TPCH is always 100%
(Fig. 2), for the same reason as intra-dimensional imputation. GeoFrance’s
imputation rate is low when the missing rate is very low, then it increases
with the missing rate. After analysing the data, we find that there is a tuple
where the values of RegionCode and RegioName are originally missing. The
lower-granularity parameter DepartmentCode being unique, RegionCode and
RegionName missing data cannot be imputed. When the missing rate is low,
the number of total missing data is low, too. Thus, the missing data in this
tuple account for a large proportion of total missing data, which can explain
why GeoFrance’s imputation rate is low when the missing rate is very low.
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Fig. 2. Inter-dimensional imputation experiment results

Accuracy. There is no incomplete nor non-strict hierarchy in TPCH’s and
GeoFrance’s DWs. Hence, the accuracy for these two datasets is always 100%
(Fig. 2).

Runtime. Again, the evolution of runtime with respect to missing rate is linear
(Fig. 2), which is in line with the complexity of Algorithm 2, which is O(n),
where n is the missing rate.
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5 Conclusion and Future Work

In this article, we propose an internal data imputation method for dimensional
missing data in DWs. Our method is based on the existing data found in both
intra- and inter-dimensional relationships. We take in charge the imputation of
both parameters and weak attributes. The solutions are formalized as algorithms
and are actually implemented. Our method is validated by a series of experi-
ments with the different percentages of missing data of the different attributes.
For intra-dimensional imputations, the imputation rate ranges between 61.73%
and 100% and the accuracy varies from 97.08% to 100%. For inter-dimensional
imputations, the imputation rate ranges between 48.67% and 100% and the accu-
racy remains at 100%. However, not all missing data can be completed by the
existing data, thus in the future we will also combine our method with web-based
methods to achieve a better imputation
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Abstract. Data retention laws establish rules intended to protect pri-
vacy. These define both retention durations (how long data must be kept)
and purging deadlines (when the data must be destroyed in storage). To
comply with the laws and to minimize liability, companies should destroy
data that must be purged or is no longer needed. However, database
backups generally cannot be edited to purge “expired” data and erasing
the entire backup is impractical. To maintain compliance, data curators
need a mechanism to support targeted destruction of data in backups.

In this paper, we present a cryptographic erasure framework that can
purge data from all database backups. Our approach can be transpar-
ently integrated into existing database backup processes. We demon-
strate how different purge policies can be defined through views and
enforced by triggers without violating database constraints.

Keywords: Purging compliance · Databases · Privacy · Encryption

1 Introduction

Efforts to protect user data privacy and give people control over their data have
led to passage of laws such as the European General Data Protection Regula-
tion (GDPR) [6] and California Consumer Privacy Act (CCPA) [11]. With the
increased emphasis on proper data governance, many organizations are working
to implement the data retention requirements into their databases. Laws can
dictate how long data must be retained (e.g., United States Income Revenue
Service tax document retention [8]), the consent required from individuals on
how their data may be used (e.g., GDPR Article 6), or purging policies for when
data must be destroyed (e.g., GDPR Article 17).

In this paper, we consider the problem of data purging in a database. Prior
research has only considered the problems of retention and purging policies for
data in an active (i.e., current instance) database [1]. Nevertheless, to fully com-
ply with the laws mandating data purging, a system must purge data from the
active database as well as from backups. Although backups are not part of the
active database, they can be restored into an active database at any time.

c© Springer Nature Switzerland AG 2021
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1.1 Motivation

A variety of factors make purging data from backups difficult. Backups may
potentially be edited by 1) restoring the backup, 2) making changes in the
restored database, and then 3) creating a new (“edited”) backup. Outside of
this cumbersome process, there is no other method of safely editing a backup.
Only a full (i.e., non-incremental, see Sect. 2.2) backup can be altered in this
manner. Furthermore, editing a full backup would invalidate all of its dependent
incremental backups. Additionally, backups may be be stored remotely (e.g.,
off-site) and on sequential access media (e.g., on tape). Therefore, the ability to
make changes to any data within backups is both limited and costly.

In order to solve this problem, we propose to implement data purging
through cryptographic erasure [2]. Intuitively, a cryptographic erasure [2] app-
roach encrypts the data and then purges that data by deleting decryption keys.
The advantage of this approach is that it deletes the data “remotely” without
having to access the backups. When a backup is restored, the irrecoverable data
is purged while the recoverable and non-encrypted data are fully restored into the
active database. Furthermore, this process does not invalidate partial backups.

Our framework creates shadow tables which contain an encrypted copy of all
data subject to purging policies. These shadow tables are backed up instead of
the original tables; we then use cryptographic erasure to simultaneously purge
values across all existing backups. Our approach requires no changes to current
backup practices and is compatible with both full and incremental backups. One
challenge of implementing cryptographic erasure is in balancing different policy
requirements across a relational database schema. A single row in a table may
have columns subject to different retention and purging requirements.

Our framework only applies encryption to data which is updated or inserted
after the purge policy is defined and does not retroactively apply encryption
to the already-present data (e.g., if an existing policy is changed). Our app-
roach focuses on addressing compliance rather than security. It will guarantee
data destruction based on defined policies; thwarting a malicious insider who
previously copied data or decryption keys is beyond the scope of this paper.
Furthermore, purging data that remains recoverable via forensic tools is out of
scope for this paper. Our contributions are:

– We outline the requirements for defining and enforcing data purge policies
– We describe an implementation (and present a prototype) for backup data

purging that can be seamlessly integrated into existing DBMSes during
backup and restore

– We design a key selection mechanism that balances multiple policies and
retention period requirements

2 Background

2.1 Compliance Terminology

Business Record: Organizational rules and requirements for data management
are defined in units of business records. United States federal law refers to a busi-
ness record broadly as any “memorandum, writing, entry, print, representation
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or combination thereof, of any act, transaction, occurrence, or event [that is]
kept or recorded [by any] business institution, member of a profession or calling,
or any department or agency of government [...] in the regular course of busi-
ness or activity” [4]. A business record may consist of a single document for an
organization (e.g., an email message). In a database, a business record may span
combinations of rows across multiple tables (e.g., a purchase order consisting of
a buyer, a product, and the purchase transaction from three tables).

Policy: A policy is any formally established rule for organizations dictating the
lifetime of data. Retention policies can dictate how long data must be saved while
purge policies dictate when data must be destroyed. Policies can originate from
a variety of sources such as legislation or a byproduct of a court ruling. Com-
panies may also establish their own internal data retention policies to protect
confidential data. In practice, database curators work with domain experts and
sometimes with legal counsel to define business records and retention require-
ments based on the written policy.

Purging: In data retention, purging is the permanent and irreversible destruc-
tion of data in a business record [7]. A business record purge can be accomplished
by physically destroying the device which stored the data, encrypting and erasing
the decryption key (although the ciphertext still exists, destroying the decryp-
tion key makes it inaccessible and irrecoverable), or by fully erasing the data
from all storage.

2.2 Database Backups and Types

Backups are an integral part of business continuity practices to support disaster
recovery. There are many mechanisms for backing up a database [5] both at the
file system level and internal to the DBMS. File system backups range from a full
backup with an offline, or quiesced, database to a partial backup at file system
level that incrementally backs up changed files. Most DBMS platforms provide
backup utilities for both full and partial backups, which create backup in units
of pages (rather than individual rows).

Some utilities provide block-level backups with either a full database backup
or a partial backup capturing pages that changed since the last backup. Partial
backups can be incremental or delta. For example, if we took a full backup on
Sunday and daily partial backups and needed to recover on Thursday, database
utilities would restore the full backup from Sunday and then either 1) apply
delta backups from Monday, Tuesday, and Wednesday or 2) apply Wednesday’s
incremental backup. Because most organizations use multiple types of backups,
any purging system must work on full, incremental, and delta backups [10].

2.3 Related Work

Kamara and Lauter’s research has shown that using cryptography can increase
storage protections [9]. Furthermore, their research has shown that erasing an
encryption key can fulfill purging requirements. Our system expands on their
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Fig. 1. Framework overview

research by using policy definitions to assign different encryption keys relative
to their policy and expiration date.

Reardon et al. provided a comprehensive overview of secure deletion [12]. The
authors defined three user-level approaches to secure deletion: 1) execute a secure
delete feature on the physical medium 2) overwrite the data before unlinking or
3) unlink the data to the OS and fill the empty capacity of the physical device’s
storage. All methods require the ability to directly interact with the physical
storage device, which may not be possible for database backups in storage.

Boneh et al. used cryptographic erasure, but each physical device had a single
key [2]. We introduce an encryption key assignment system to facilitate targeted
cryptographic erasure of business records across all backups. In order to fully
destroy the data, users must also securely delete the encryption keys used for
cryptographic erasure. Reardon et al. [12] provide a summary for how to destroy
encryption keys to guarantee a secure delete. Physically erasing the keys depends
on the storage medium and is beyond the scope of this paper. However, unlike
backups, encryption keys are stored on storage medium that is easily accessible.

Ataullah et al. described some of the challenges associated with record reten-
tion implementation in relational databases [1]. The authors proposed an app-
roach that uses view-based structure to define business records (similar to our
approach); they used view definitions to prohibit deletion of data that should be
retained. Ataullah et al. only consider purging data in an active database; they
did not consider how their approach would interact with backups.

3 Our Process

Our proposed framework automatically applies encryption to data that is sub-
ject to purge policy requirements whenever data are inserted or updated. An
overview of this process is presented in Fig. 1. We maintain and backup a shadow
(encrypted) copy of the tables; other tables not subject to purging rules are not
affected. SELECT queries always interact with the non-encrypted database tables
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(rather than shadow tables) and are not impacted by our approach. We translate
(using triggers) DELETE, INSERT, and UPDATE queries into a corresponding opera-
tion on the encrypted shadow copy of the table. Our framework is designed to
remain transparent to the user. For example, one can use client-side encryption
without affecting conflicting with our data purging approach. A change in purge
policy has to be manually triggered to encrypt existing data.

In our system, shadow tables are backed up instead of the corresponding
user-facing tables; tables that are not subject to purging policies are backed
up normally. When the shadow tables are restored from backup, our system
decrypts all data except for data purged per policy. For encryption keys that
expired due to a purge policy, the underlying data would be replaced with NULL

(unfortunately, purging of data unavoidably creates ambiguity with “real” NULLs
in the database). In cases where the entire row must be purged (due to a purged
primary key), the tuple would not be restored. Evaluation of possible conflicts
(e.g., purge policy on a column that is restricted to NOT NULL) is resolved during
the policy definition step.

Our default implementation uses a table called encryptionOverview (with
column definition shown in Table 1) to manage encryption keys. This table is
marked to never be backed up to avoid the problem of having the encryption
keys stored with the backup; otherwise the encryption keys could not be truly
purged. In our proof-of-concept experiments, the encryptionOverview table is
stored in the database. However, in a production system the key management
tables will be stored in a separate database. Access to these tables could be
established via a database link or in a federated fashion, allowing the keys to be
kept completely separate from the actual data.

Our framework uses time-based policy criteria for purging, bucketed per-day
by default. A bucket represents a collection of data grouped by a time range and
policy that is purged together as a single unit. All data in the same bucket for
the same policy uses the same encryption key. Our default bucket size is set to
one day because, for most purge policies, daily purging satisfies the requirements
(e.g., GDPR: Article 25 [6]). We intend to study the performance and granu-
larity trade off (by changing bucket size) in future work. The encryption keys
can be deleted by a cron-like scheduler, available in most DBMSes. However,
since we intend to separate the encryptionOverview table from the database
in production, we did not evaluate that functionality in our experiments.

Table 1. encryptionOverview table
column definitions

encryptionOverview

encryptionID Int

policy Varchar(50)

expirationDate Date

encryptionKey Varchar(50)

Tables may contain data belonging to
multiple business records; columns in a sin-
gle row may be subject to different poli-
cies. In the shadow tables, each origi-
nal column explicitly includes its [column
name]EncryptionID, which serves as its
encryption key identifier (chosen based on
which policy takes precedence).
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Fig. 2. Sample company schema

3.1 Defining Policies

Our method of defining purge policies uses SQL views to define the underlying
business records and the purge criteria. We require defining a time-based purging
period (which, at insert time, must provide at least one non-NULL value); if any
one primary key attribute is included in a purge policy, all other columns must
be included. The purge definition must also include all child foreign keys of
the table to maintain referential integrity. For example, in the schema in Fig. 2,
if the customerID in the customer table was included under a purge policy,
both customer.* columns and sale.customerID must be included. During the
restore process, a purged column value will be restored as a NULL. Thus, non-
primary-key columns subject to a purge policy must not prohibit NULLs, including
any foreign key columns. When all columns are purged from a row, the entire
tuple will not be restored (i.e., ignored on restore).

Consider a policy for a company (Fig. 2) that requires purging all cus-
tomer data where the Super Save enrollment date is over twenty years old:

CREATE PURGE customerPurge AS SELECT customer.*, sale.customerID

FROM customer LEFT JOIN sale ON customer.customerID = sale.customerID

WHERE datediff(year, customer.superSaverEnroll,

date_part(’year’, CURRENT_DATE)) > 20;

In this example, the superSaveEnroll column will not contain NULL; there-
fore, at least one column can be used to determine the purge expiration date,
satisfying our definition requirements.

3.2 Encryption Process

When a new record is inserted, we use triggers to determine if any of the columns
fall under a purge policy; if so, the trigger computes the relevant policies and
when the business records must be purged. For example, consider a new employee
record inserted into the employee table:

INSERT INTO customer

(customerID,customerName,dob,address,superSaveEnroll,memberLevel)

VALUES (1,’Johnson,Isabel’,’2/1/1990’,’Chicago’,’1/1/2021’,’Premium’);

Under the previously defined customerPurge policy, Isabel Johnson’s data
would have a purge date of January 1, 2041. We first check if an encryption
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key for this date bucket and policy already exists in the encryptionOverview
table. If an encryption key already exists, we use it to encrypt the values cov-
ered by the purge policy; if not, a new key is generated and stored in the
encryptionOverview table. The encrypted row and the matching encryption
key ID is inserted into the customerShadow table. If a column is not covered by
a purge policy, a value of –1 is inserted into the corresponding EncryptionID
column. The value of –1 signals that the column has not been encrypted and
contains the original value. In this example, each column in the shadow table
is encrypted with the same key, but our proposed framework allows policies to
be applied on a per-column basis. Therefore, our framework tracks each column
independently in cases where a row is either partially covered or covered by
different policies.

To support multiple purge policies, we must determine which policies apply
to the new data. A record in a table may fall under multiple policies (potentially
with different purge periods). Furthermore, a single value may belong to different
business records with different purge period lengths. In data retention the longest
retention period has priority; on the other hand, in data purging, the shortest
period has priority. Therefore, we encrypt each column using the encryption key
corresponding to the shortest purge period policy.

It is always possible to shorten the purging period of a policy by purging the
data earlier. However, our approach does not support extending the purge period
since lengthening a purge period risks violating another existing policy. Thus, if
a policy is dropped, data already encrypted under that policy will maintain the
original expiration date.

Continuing with our example, another policy dictates a purge of all “Pre-
mium+” customer address information ten years after their enrollment date.
Because this policy applies to a subset of columns on the customer table, some
columns are encrypted using the encryption key for customerPurge policy while
other columns are encrypted using the premiumPlusPurge policy. For example,
if a new Premium+ member were enrolled, the premiumPlusPurge policy would
take priority on the address field, with remaining fields encrypted using the
customerPurge policy key.

3.3 Encryption on Update

Similarly to INSERT, we encrypt all data subject to purge policy during an UPDATE.
Normally, the updated value would simply be re-encrypted and stored in the
shadow table. However, if an update changes the date and alters the applicable
purge policy (e.g., changing the start or the end date of the employee), the record
may have to be re-encrypted with a different key or decrypted (if purge policy
no longer applies) and stored unencrypted in the shadow table. Our prototype
system decrypts the primary key columns in the shadow table to identify the
updated row. This is a PostgreSQL-specific implementation requirement, which
may not be needed in other databases (see Sect. 4). Our system automatically
deletes the original row from the shadow table and inserts the new record (with
encryption applied as necessary), emulating UPDATE by DELETE+INSERT.
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Continuing with our example, let’s say Isabel Johnson is promoted to the
“Premium+” level, changing the purge policies for her records. We can identify
her row in the shadow table using the customerID primary key combined with
the previously used customerIDEncryptionID. We would then apply the corre-
sponding updates to encrypt the fields covered by the policy, based on the new
policy’s encryption key.

3.4 Purging Process

Purging is automated through a cron-like DBMS job ([3] in Postgres) that
removes expired encryption keys from encryptionOverview with a simple
delete. Our framework is designed to support purge policies and not for support
of retention policies (i.e., prevent deletions before the retention period expires).
Retention requires a separate mechanism, similar to work in [1,13]. Moreover,
key deletion will need to be supplemented by a secure deletion of the encryption
keys on the underlying hardware [2,12], guaranteeing the encryption keys are
permanently irrecoverable (which is outside the scope of this paper).

3.5 Restore Process

Our framework restores the backup with shadow tables that contain encrypted
as well as unencrypted values. Recall that the shadow tables include additional
columns with encryption ID for each value. A –1 entry in the encryptionID
column indicates that the column is not encrypted and, therefore, does not
require decryption and would be restored as-is. Our system decrypts all values
with non-expired encryption keys into the corresponding active table. For any
encrypted value associated with a purged encryptionID our system restores the
value as a NULL in the active table. If the entire row has been purged, the tuples
would not be restored into the active table.

4 Experiments

We implemented a prototype system in PostgreSQL 12.6 database to demon-
strate how our method supplements backup process with purge rules and effec-
tively purges data from backups. The database VM server consists of 8 GB of
RAM, 4 vCPUs, 1 × vNIC and a 25 GB VMDK file. The VMDK file was par-
titioned into: 350 MB/boot, 2 GB swap, and the remaining storage was used for
the/partition; this was done with standard partitioning and ext4 filesystem run-
ning CentOS 7 on VMware Workstation 16 Pro. We demonstrate the viability
of our approach by showing that it can be implemented without changing the
original schema or standard backup procedures, while guaranteeing data purging
compliance.

We use two tables, Alpha and Beta, with Beta containing children rows of
Alpha. As shown in Fig. 3, shadow tables contain the encrypted value for each
attribute and the encryption key used. Shadow tables use the datatype bytea
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Fig. 3. Tables used in our experiments

(binary array) to store the encrypted value regardless of the underlying data type
as well as an integer field that contains the encryption key ID used to encrypt
the field. We tested the most common datatypes such as char, varchar and date.

This experiment used two different purge policies. The first policy requires
purging data from both tables where the alphaDate is older than five years old
and alphaGroup=‘a’ (randomly generated value occurring in approximately 25%
of the rows). The second policy requires purging only from the Beta table where
betaDate (generated independently from alphaDate) is older than five years old
and betaGroup=‘a’ (separately generated with the same probabilities).

Our trigger on each table fires upon INSERT, UPDATE, or DELETE to propagate
the change into the shadow table(s). When the insertion trigger fires, it first
checks for an encryption key in the encryptionOverview table for the given
policy and expiration date; if one does not exist, the key is created and stored
automatically.

We pre-populated Alpha table with 1,000 rows and Beta table with 1,490
rows. We also generated a random workload of inserts (25), deletes (25), and
updates (25) for the time period between 1/1/2014 to 2/1/2019. Because we
used two different policies, we generated the data so that some of the business
records were subject to one of the purge policies and some records were subject
to both purge policies. Roughly 75% of the data generated was subject to a
purge policy. Finally, not all records requiring encryption will be purged dur-
ing this experiment due to the purge policy date not having passed. Records
generated with dates from 2017–2019 would have not expired in running of this
experiment. We then perform updates and deletes on the tables to verify that
our implementation is accurately enforcing compliance.
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Using a randomly generated string of alphanumeric characters with a length
of 50, our process uses the function PGP SYM ENCRYPT to generate encryp-
tion keys to encrypt the input values. alphaID is the primary key of Alpha
and (alphaID, alphaIDEncryptionID) is the primary key of AlphaShadow. If
alphaID is not encrypted, the column alphaIDEncryptionID is set to –1 to
maintain uniqueness and primary key constraint.

The UPDATE trigger for the Alpha table is similar to the INSERT trigger, but it
first deletes the existing row in the shadow table. Next, we determine the current
applicable encryption key and insert an encrypted updated row into the shadow
table. The DELETE trigger removes the row from the AlphaShadow table upon
deletion of the row in Alpha. When alphaDate in a row from Alpha changes,
the corresponding rows in Beta table may fall under a different policy and must
be re-encrypted accordingly. Furthermore, when a Alpha row is deleted, the child
Beta row must be deleted as well along with the shadow table entries. Note that
PGP SYM ENCRYPT may generate several different ciphertext values given the
same value and the same encryption key. Therefore, we cannot encrypt the value
from Alpha and compare the encrypted values. Instead, we must scan the table
and match the decrypted value in the predicate (assuming the key is encrypted):

DELETE FROM alphaShadow

WHERE PGP_SYM_DECRYPT(alphaID, v_encryption_key)=old.alphaID

AND alphaIDKey=v_key_id;

Changes to Beta table are a little more interesting since there is a foreign
key relationship between Beta rows and Alpha rows. When a row is inserted
or updated in the Beta table, in addition to the Alpha trigger processes, the
Beta table triggers must compare the expiration date of the Beta row to the
expiration date of the Alpha parent row and select the encryption bucket with
the shorter of the two periods.

Initialization: We first import data into the Alpha and Beta tables. We then
ran loadAlphaShadow() and loadBetaShadow() to populate the shadow tables
using the corresponding key; the dates in the encryptionOverview table are
initialized based on our expiration dates. Next, we enabled the triggers and
incremented dates in encryptionOverview by five years to simulate the policy’s
expiration at a later time.

Validation: We wrote a procedure, RestoreTables(), to restore Alpha and Beta
tables after shadow tables were restored from backup. In a production database,
the backup method would depend on the Recovery Time Objective (RTO) and
Recovery Point Objective (RPO) which would determine the backup methodol-
ogy implemented, such as with PostgreSQL’s pg dump and excluding the tables
with sensitive data. We tested the basic backup and restore process by export-
ing and importing the shadow tables, then truncating Alpha and Beta, and
finally invoking our RestoreTables() procedure. We then modified the procedure
to restore the tables to (temporarily created) Alpha’ and Beta’ so that we could
compare restored tables to Alpha and Beta. We then verified that the values for
the restored tables match the original tables’ non-purged records.
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Evaluation: We have verified that by deleting encryption keys to simulate the
expiration of data, the restore process correctly handled the absence of a key
to eliminate purged data. In total, there were 61 rows purged from Alpha and
182 rows purged from Beta, as well as the same rows purged from AlphaShadow
and BetaShadow. Therefore, we have demonstrated that our framework achieves
purging compliance in a relational database without altering tables in the exist-
ing schema or modifying the standard backup procedures.

Encrypting and maintaining a shadow copy of sensitive data to support purg-
ing incurs processing overheads for every operation that changes database con-
tent (read operations are not affected). Optimizing the performance of this app-
roach is going to be considered in our future work. During an INSERT on the
Alpha table, our system opens a cursor to check if an encryption key is available
in the encryptionOverview table. If the applicable key exists we fetch it, other-
wise we create a new one. Once a key is retrieved or a new key is generated, the
values that are under a purge policy are encrypted with PGP SYM ENCRYPT.
Next, we insert encrypted data into the shadow table as part of the transaction.
For an UPDATE, we follow the same steps but also delete the prior version of the
row from the shadow table (and may have to take additional steps if the update
to the row changes the applicable purge policy). If the policy condition changes,
we insert the shadow row into AlphaShadow and then evaluate the data in the
BetaShadow table to see if the encryption key needs to change on the encrypted
rows of the BetaShadow where the linkID refers to the Alpha row that changed.

The restore process is subject to decryption overheads. For example, in Post-
gres, in addition to the normal restore operation that restores the shadow table,
we recreate the unencrypted (active) version of the table. For each encrypted col-
umn, we look up the key, then apply PGP SYM DECRYPT, and finally insert
the row into the active table (unless the row already expired). Because the restore
process creates an additional insert for every decrypted row, this also increases
the space used for the transaction logs. The performance overhead for a restore
will be correlated with doubling the size of each encrypted table (due to the
shadow copy addition) plus the decryption costs. During deletion, each time we
decrypt a row, the process of executing PGP SYM ENCRYPT and evaluating
each row of the table incurs a CPU cost in addition to the I/O cost of deleting an
additional row for each deleted row. The performance for an update statement
incurs a higher overhead since an update is effectively a delete plus insert. Some
of these I/O costs, such as fetching the key, can be mitigated with caching.

5 Discussion

5.1 Implementation

In our experiments we exported and imported the shadow tables to show that
the system worked as expected; in practice, backup methodology would depend
on the RTO and RPO on the application [10]. There are a plethora of options
that can be implemented depending on the needs of the application. One could
use pg dump and exclude the tables containing sensitive data, so that these tables
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are excluded from the backup file. If the size of the database is too large for a
periodic pg dump, or if the RTO and RPO warrant a faster backup, one could
replicate the database to another database, and exclude the tables with sensitive
data from replication. Using the clone of the database, one could do filesystem
level backups or a traditional pg dump. While the clone is a copy, a clone is not
versioned in time like backups would be. For example, if someone dropped a
table, the drop would replicate to the clone and not protect data against this
change, whereas a backup would allow restoring a dropped table.

5.2 ACID Guarantees

If a trigger abends at any point, the transaction is rolled back. Since we attach
triggers to the base tables, we are able to provide ACID guarantees. These
guarantees are also extended to the shadow tables because all retention triggers
execute within the same transaction. Overall, for any table dependencies (either
between the active tables or with the shadow tables), our framework executes all
steps in a single transaction, fully guaranteeing ACID compliance. This guaran-
tee requires additional steps if we replicate the changes outside of the database
since the database is no longer in control of the transaction.

For example, if the remote database disconnects due to a failure (network
or server), the implementation would have to choose the correct business logic
for the primary database. If the primary database goes into a read-only mode,
the primary can keep accepting transactions or keep a journal to replay on the
remote database. If the implementation kept a journal to replay, organizations
must determine if is it acceptable to break ACID guarantees. Oracle DataGuard
and IBM Db2 HADR provide varying levels of replication guaranties; similar
guaranties would need to be built into our framework and verbosely explained as
to the implications. Similarly, supporting asynchronous propagation and encryp-
tion of data into shadow tables would require additional investigation.

5.3 Future Work

We plan to consider asynchronous propagation (instead of triggers) to shadow
tables; although that would require additional synchronization mechanisms, it
has the potential to reduce overheads for user queries. Because scalability is a
concern, tools such as Oracle Goldengate or IBM Change Data Capture, provide
a framework to replicate changes, apply business logic, and replicate the changes
to the same database or other heterogeneous databases. We also intend to explore
developing our framework to replicate changes outside of a single database.

Our approach can easily incorporate new policies without requiring any
changes to the already defined policies. However, when a policy is removed, all
data in the shadow tables will stay bucketed under the previous policy. Further
research is needed to automatically re-map all data points to the newest policy
after a policy has been replaced or altered, to facilitate up-to-date compliance.
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6 Conclusion

Organizations are increasingly subject to new requirements for data retention
and purging. Destroying an entire backup violates retention policies and pre-
vents the backup from being used to restore data. Encrypting the active database
directly (instead of creating shadow encrypted tables) would interfere with (com-
monly used) incremental backups and introduce additional query overheads. In
this paper we have shown how a framework using cryptographic erasure is able
to facilitate compliance with data purging requirements in relational database
backups.

Our approach does not change the active tables and maintains support for
incremental backups while providing an intuitive method for data curators to
define purge policies. This framework balances multiple overlapping policies and
maintains database integrity constraints (checking policy definitions for entity
and referential integrity). We demonstrate that cryptographic erasure supports
the ability to destroy individual values at the desired granularity across all exist-
ing backups.

Overall, our framework provides a clear foundation for how organizations can
implement purging into their backup processes without disrupting the organi-
zation’s business continuity processes. This is also accomplished without adding
any restrictions to existing databases. Our purging framework is able to guar-
antee purging compliance while being easily integrated into existing databases.
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r brnawy@encs.concordia.ca, shiri@cse.concordia.ca

Abstract. Ensemble clustering is a popular technique to improve qual-
ity of clustering. It aims to combine multiple base clusterings (partitions)
into a single robust, stable and accurate clustering. Existing ensemble
techniques focused more on numerical data due to the presence of well-
defined similarity measures for such data. For categorical data, however,
lack of objective similarity measures poses challenges to successful clus-
tering such data due to inherent complexity such as uncertainty and
overlapping among the clusters. In this work, we use granule computing
theories and methodologies to overcome the challenges. In particular, we
use granule knowledge to develop an asymmetric measure and leverage
measure to minimize the risk of selecting and combing redundant parti-
tions. Using Rough Set theory, we also propose a novel refinement similar-
ity matrix to handle uncertain objects in overlapped areas. The results of
our numerous experiments on real-life benchmark datasets illustrate that
our proposed techniques significantly outperform existing techniques for
categorical data. Furthermore, the proposed techniques yield improved
clustering quality also when applied to numerical data.

Keywords: Asymmetric measure · Categorical data · Granule
computing · Ensemble clustering · Rough sets · Overlapping clustering

1 Introduction

Ensemble clustering (EC) was proposed to deal with the challenge of selecting
a desired clustering algorithm for a given data [13,18,27]. In ensemble cluster-
ing, instead of generating a clustering solution, EC first generates a number
of diverse, base clusterings of the input dataset and then integrates them into
a single, consensus clustering. The ultimate goal is to improve accuracy and
robustness of what a single clustering algorithm can achieve. Several approaches
and techniques have been proposed to achieve this goal. However, a few solution
techniques were particularly proposed for categorical data. Based on the prob-
lems focused on, those solutions may be classified into two directions, described
as follows.
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The first direction includes works which focused on the generation phase. It
was observed that not every generated base clustering solution would be ben-
eficial for producing the final clustering result [2,9,27]. Hence, they proposed
selecting a smaller subset of the input clusterings which performed equally or
better than the ensemble of the full set. Generally speaking, a selection strategy
relies on two core elements: selection criteria and selection search method. The
former is used to evaluate the quality of partitions (in a clustering), whereas the
later is used to select suitable partitions. Toward this goal, Fern and Lin [9] pro-
posed three heuristics search methods which consider both diversity and quality
of the ensemble members. Of the three proposed heuristics, the Cluster And
Select (CAS) method was empirically demonstrated to achieve the best over-
all performance. APMM and its extensions [1,2] adopted the normalize mutual
information as a selection criterion. Huang et al. [15] proposed the ECI selection
criterion using information entropy. Recently, authors in [27] considered a collec-
tion of arbitrarily validity criteria as diversity and quality measures and proposed
the Sum of Internal Validity Indices with Diversity algorithm (or SIVID, for
short). This algorithm uses five different internal validity indices for categorical
data.

The aforementioned selection algorithms point to a common problem, to
which we refer as the risk of redundancy. The absence of the class label makes
it difficult to measure the level of diversity among base clusterings. Therefore,
in the related literature, it is assumed that the diversity can be applied using
different generative mechanism. However, it is still very likely to have clusterings
that are the same or very similar to some other, which create redundancy among
base clustering [5]. Of course one can argue to solve redundancy by removing
such partitions manually. However, this cannot be achieved in general by most
of the existing selection search methods. This is mainly because most selection
criteria utilize clustering validation index (CVI) to assign quality scores to base
clusterings. In some cases, CVI assigns the same quality score to partitions with
different clustering schemes. The authors in [19] refer to this problem as the
context meaning problem [19]. As a result, the performance of the existing selec-
tion search methods might get affected negatively and similar or very divers
partitions get selected, since it is difficult to decide whether those partitions are
actually the same or because they were mistakenly assigned the same quality
score. Therefore, a new selection criteria which is independent from any CVI
is required to overcome the context meaning problem and minimize the risk of
redundancy among selected base clusterings. Accordingly, redundant partitions
can be identified and removed, and hence selecting only those that have novel
contents and patterns about the data.

The second direction of related ensemble research is in the integration phase,
where information in the generated base clusterings is summarized in order to
build the final clustering result. The co-association matrix (co-matrix, for short)
is the most commonly used summarizing technique [16,18,23]. Each entry in a
co-matrix indicates the number of times the corresponding pair of objects are
assigned to the same clusters. Several co-matrix refinement methods have been
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proposed to address different problems from different perspectives. For exam-
ple, the authors in [15,28] observed that in the same base clusterings, pairs of
objects with different distances could have different weights in capturing similar-
ity evidences. To avoid this problem, they replaced occurrence frequencies with
occurrence probabilities. Inspired by the Adaboost algorithm, Ren et al. [20]
proposed a new index in which a larger weight is assigned to objects that are
hard to be clustered. Recently, Li et al. [18] distinguish among the objects in base
clusters and classified them into stable and unstable objects. Stable objects are
used to build the co-matrix and produce the pre-discovered data structures and
gradually identify unstable objects to obtain the final clustering result. These
refinement matrix techniques were mainly designed and employed over numerical
data, and assumed that the clusters are disjoint [5]. Therefore, a new refinement
technique is needed, when the assumption is not valid, to handle categorical data
and overlapping clusters.

In this research, we adopt concepts and techniques from GrC to address the
aforementioned problems to improve the performance of ensemble clustering.
For this, we first propose a new selection criteria, called Information Gran-
ulation Quality Scores (IGQS), which is independent of any external validity
index or prior knowledge, and consider the intra-structure of clusters. In partic-
ular, information granulation concept is applied. We will then introduce a novel
refinement co-matrix, called Fuzzy Rough Refinement CO matrix (FRRCO), to
determine the degree of similarity of objects in the overlapping area. To this
end, we employ the principles of hybrid fuzzy-rough. Note that both proposed
techniques are independent from each other, but both aim to improve the final
quality clustering.

The rest of this paper is organized as follows. Section 2 provides a background
and notations. Section 3 introduces our proposed techniques. The experiments
and results are presented in Sect. 4. Concluding remarks and future research are
provided in Sect. 5.

2 Background and Notations

2.1 Information Granulation

Granule Knowledge GK is used to represent discernibility, that is the ability
to distinguish, and provides a strong measure of intra-granule uncertainty [25].
There are extensive studies on the measurement of Information granularity [26].
In this research, we adopt and extend a measure based on the cardinality of
granularity, defined as follows [14].

Definition 1 (Information Granulation (IG)). A cluster ensemble information
system S for a cluster C is defined as S = (U,Π,C), where U = {x1, x2, · · · , xn}
is the set of categorical objects and Π = {π1, · · · , πP } is a set of base clustering
solutions. Each base clustering πi ∈ Π divides U into a set of clusters, also
called granules, denoted by U/πi = {Ci

1, C
i
2, · · · , Ci

k}, where k is the number of
granules defined by πi. The IG degree of Ci ∈ πi with respect to πj is defined as:
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IG(Ci|πj) =
|πj |∑

k=1

|Gik|2
|Ci|2 (1)

Note that IG is a bounded measure 1/|Ci| ≤ IG(Ci|πj) ≤ 1. The maximum
value 1 is attained if cluster Ci has just one granule, and the minimum value is
1/|Ci|, if it has k granules.

2.2 Hybridization of Fuzzy Sets and Rough Sets

Fuzzy sets and rough sets are different theories developed to deal with uncer-
tainty in data and information [7,8,13]. They have both been adopted and
deployed in clustering algorithms to model and process the uncertainty in the
data from different perspectives [8,13]. In fuzzy clustering, each object x is
assigned to a cluster C with a membership value μ in the range of [0, 1], indicat-
ing the strength with which x belongs to C. In rough set based clustering, each
cluster is represented with two regions, called the lower and boundary regions. An
object x can belong to a cluster’s lower region (C) or to several clusters’ bound-
ary regions (C). Objects that are in the boundary regions can be thought of as
being situated in the overlapping portions of two or more clusters. Recently, it
has been observed that combining the fuzzy and rough set theories can enhance
information processing [7,22]. The standard definitions for the fuzzy lower and
upper approximations are as follows [22]:

μ(C)(x) = inf
y∈U

I(sim(x, y), μC(y)) (2)

μ(C)(x) = sup
y∈U

τ(sim(x, y), μC(y)) (3)

Here, I and t-norm(τ) are fuzzy operators, sim(x, y) is the fuzzy similarity
relation, which measures the degree to which objects x and y are similar, and
μC(y) is the membership value of object y in cluster C. For details, interested
readers can refer to [24].

3 The Proposed Techniques

Let us denote the following notations: U = {x1, x2, ..., xn} be a set of n objects
described by A attributes, and let Π = {π1, ..., πP } be an ensemble library
with P base clusterings. Each base clustering πi ∈ Π is a set of clusters πi =
{Ci

1, C
i
2, ..., C

i
K}, where K is the number of clusters in πi.

3.1 Information Granulation Selection Criteria

To evaluate the quality of a partition among a collection of base clusterings, we
measure the uncertainty of the clusters each include. Intuitively, the uncertainty
of a cluster Ci reflects how the objects in Ci are clustered in the ensemble of
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Fig. 1. An ensemble example with three partitions [15].

multiple base clusterings. Generally, a cluster has two states w.r.t other par-
titions: it is either kept unchanged or decomposed into multiple, refined clus-
ters. The first case indicates maximum certainty degree of a cluster, whereas
the second one indicates less certainty degree. To implement this idea in our
work, we adopt the axiom definition of information granulation (IG) given in
Eq. 1. To illustrate the IG degree, consider the cluster C1

1 in Fig. 1. As can be
seen, C1

1 is distributed over three clusters in π2 and over two cluster in π3.
Then, the certainty degree of C1

1 is expected to be different in these two cluster-
ings, that is, IG(C1

1 |π3) �= IG(C1
1 |π2). To be precise, using the Eq. 1, we obtain

IG(C1
1 |π2) = 0.34, and IG(C1

1 |π3) = 0.52. Despite being popular and useful,
this measure of uncertainty may cause confusion in some cases. For example,
consider cluster C1

2 in partition π1. It can be seen that cluster C1
2 does not

appear as one granule G in neither partitions π2 and π3. However, it appears
with other objects, to which we refer as Granule Extended Elements (GEE).
In both partitions, the size of the GEE is different, and hence we expect their
certainty levels to be different as well. However, according to formula (1), we
have that IG(C1

2 |π2) = IG(C1
2 |π3) = 1. Ignoring the GEE might cause con-

text meaning problems, mentioned in Sect. 1. To avoid such problem, in this
work, we introduce the measure complement granule information to determine
the purity degree of a cluster w.r.t other partitions. This measure is formulated
by redefining Eq. (1) as follows:

EIG(Ci|πj) =
1

|Ci|2
|πj |∑

k=1

|Gik|2 ∗ (1 − |GEE|2
|Ck|2 ) (4)

where Gik = Ci ∩Ck and GEE is the difference between Ci and Ck. Considering
again the cluster C1

2 , we obtain EIG(C1
2 |π2) = 0.84 and IG(C1

2 |π3) = 0.6735.
That is, EIG reaches its maximum certainty, that is 1.0 when it appears as
one pure cluster; and as the number of GEE increases, EIG decreases as an
indication of low uncertainty degree. Given this, we define our quality measure
as the total information granulation score of partition πi over all base partitions.
This can be calculated by summing the knowledge granulation of EIG for each
base partition. Formally,
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IGQS(πl|Π) =
1

1 − |Π| ∗
|πl|∑

i=1

|Π|∑

j=1,j �=i

EIG(Ci|πj) (5)

The proposed selection criterion is simple and intuitive yet it has the following
advantageous properties:

– Scalability: Unlike most of the existing selection criterion, IGQS dose not
require the entire dataset to be maintained in the main memory.

– knowledge-free: IGQS is independent from any validation index(internal or
external) and user input parameter.

– Asymmetric measure: two or more partitions get the same quality score if
and only if they are the same. Hence, depending on the selection search
method, they can be manually deleted or grouped together without loosing
information.

3.2 Fuzzy Rough Refinement Matrix

Generally, soft clustering provides better results than hard clustering and might
discover much information about the real structure of the data. However, the
standard co matrix given below cannot summarize such clusters efficiently [4].

co matrix(xi, xj) =
1
P

P∑

π=1

|π|∑

m=1

Sim(xi, xj |Cm) (6)

Sim(xi, xj |Cm) =

{
1, if xi, xj ∈ Cm

0, otherwise
(7)

This is because the co matrix is based on binary assignment and ignores the fact
that pair of objects might allocate in the overlapping area. In this section, we
further take advantage of granule computing (GrC) and propose a novel refine-
ment matrix based on the principle of Fuzzy Rough set theory. Our approach
mainly designed for categorical data, but we have test its applicability for numer-
ical data as well. Before going into details, we present the steps of the proposed
refinement co matrix as the following.

1. Generate P soft clustering.
2. Map the fuzzy clustering results into fuzzy rough results using Eqs. 8 and 9.
3. Based on objects region, create the FRRCO matrix using Eq. 10.
4. Apply an integration algorithm over the constructed matrix.

Given the general approach, we next explain the proposed approach (steps 2 and
3) in details. After the soft base clusterings are generated, a mapping function is
applied to construct the fuzzy rough regions. In the related literature, there two
main approaches to define the fuzzy rough regions. The standard one as given
in Eq. 2 and 3, is based on the fuzzy logic operators [17]. The other approach,
the recent one, is based on the notation of similarity [13,21,24]. In this paper,
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we adopt the later approach and use the definition introduced in [13] and [24].
This yields a new fuzzy rough similarity function defined as follows:

μ(Cj)(x) = Average{1 − sim(x, y)}, ∀y /∈ Cj (8)

μ(Cj)(x) = Average{sim(x, y)}, ∀y ∈ Cj (9)

where μ(Cj)(x) indicates that an object x belongs to the lower region of CL
j if its

average dissimilarities with all the samples from the sample domain belonging to
U−Cj is the maximum. Analogously, μ(Cj)(x) indicates that an object x belongs
to the upper region CB

j if its average similarities with all the samples from the
sample domain belonging to Cj is the minimum. In the above definitions, sim is
the similarity function computed based on Jacquard coefficient [10]. Our choice
of the Jacquard coefficient is justified for being based on set operations, making
it more suitable for describing the properties and structures of categorical data
[27]. Once regions constructed, a refinement co matrix measure, called Fuzzy
Rough Refinement CO matrix (FRRCO) is applied to summarize the soft base
clusterings. The proposed FRRCO is defined as:

FRRCO(xi, xj) =
1
P

P∑

π=1

|π|∑

m=1

sim(xi, xj |Cm) (10)

sim(xi, xj |Cm) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1 if xi, xj ∈ CL
m

certainty(xi, xj) if xi, xj ∈ CB
m

sim(xi, xj) if xi ∈ CL
m and xj ∈ CB

m

0 otherwise

(11)

where

certainty(xi, xj) =

{
0.5 if μxB

i
(y) = μxB

j
(y)

[0.1, 0.4] otherwise
(12)

In FRRCO, we may have one of the following three cases for each pair of objects
in a cluster Cm. (i) The pair belong to the lower region Cm

L, and hence expected
to be quite similar and have a significant contribution in creating the cluster. In
this case, their corresponding entry in FRRCO would be 1. (ii) The pair belong
to the boundary region or the overlapping region CB

m, so they are expected to
be uncertain. In this case, according to RST their corresponding value should be
0.5. However, this uncertainty value is too strict. It assumes that pairs of objects
in the boundary region belong to same overlapping area. Obviously, this kind of
assumption does not reflect the actual situation. Objects in the boundary regions
might come from different classes. Hence, such objects should be assigned less
certainty values than the values assigned to objects in the same class labels. To
decide whether boundary objects come from the same class label or different
ones, we adopt the FKNN (Fuzzy K Nearest neighbor) algorithm as follows:

μxB
i
(y) =

K∑

j=1

μij
1

dis(yj , xB
i )

2
α−1

/ K∑

j=1

1

dis(yj , xB)
2

α−1
(13)
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where dis(.) is the simple matching coefficient, α is the fuzzification parameter.
Given this, a pair of objects in the boundary get the value 0.50 if they share the
same FKNN. Otherwise, they are assigned a value in the range [0.1, 0.4]. (iii)
The pair belong to different regions. In this case, since objects in the lower-region
are relatively similar, their corresponding entry in FRRCO is computed as the
similarity between the pair of objects.

4 Experiments and Results

In this section, we present the results of our experiments using multiple and
popular real-life benchmark datasets from the UCI machine learning repository
[3]. These are: Dermatology (Derma), Congressional Voting (Vote), Soybean
(Soy), Mushroom (Mush), Breast Cancer (BC), Hayes-Roth (Hayes), Zoo, Bal-
ance Scale (BS). A brief description of these datasets is provided in Table 1.
In order to evaluate the effectiveness of the proposed techniques, the clustering
results obtained are compared with the ground truth provided with the dataset.
For this, we used the external criterion NMI, which essentially measures the
agreement degree of the clustering results produced by an algorithm and the
ground truth. The maximum NMI value is 1. If the clustering result is close to
the true class distribution, the NMI value returned is high. For the proposed
selection criteria IGQS, we compare the results against SIVID [27], APMM [1],
as well as the baseline model (referred to as “Base” hereafter). For the proposed
refinement technique FRRCO, we compare its performance against the conven-
tional co matrix. We also perform statistical significance tests for our results.

Table 1. Descriptions of the datasets.

Datasets Derma Vote Soy Mush BC Hayes Zoo BS

No. objects 366 435 47 8124 699 160 101 625

No. attributes 35 16 21 23 9 5 16 5

Classes 6 2 4 2 2 3 7 3

4.1 Evaluation of the Proposed Selection Criteria IGQS

Below we describe the set up of the experiments performed. For generating
the base clusterings (partitions), the algorithms performed include k-modes [10],
squeezer [12], CLUC++ [6], for which we used different number of clusters, initial-
ization, and permutation (only for the squeezer algorithm). In our experiments,
we considered P = 40 as the size of the base clustering. The results reported are
the average of the results obtained in 30 runs.

We applied two search methods (SM) to select the candidate partitions for the
integration. The first SM applied is ranking approach, to which we refer as Rank
and select, or RAS for short. In this approach, partitions are ranked according
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to their quality degree. Based on this ranking, we select the top T partitions
to participate in the final phase. The second SM applied is based on clustering
partitions, to which we refer as Cluster and Select, or CAS for short. Using CAS,
we select K different base clusterings. This is done by first creating a similarity
matrix of size Π ∗Π, which uses IGQS as the similarity criterion. We then apply
a typical clustering algorithm to partition the base clustering into K groups.
As is customary, we use spectral clustering algorithm in our work. From each
group, we then select a partition with the highest quality as a candidate for the
integration phase. The candidate selected partitions are summarized using the
standard co matrix. Subsequently, a hierarchical clustering algorithm (Average
linkage) is applied over the co matrix to generate the final clustering result. For
both types of search methods, the best sizes for T and K reported are obtained
by considering the best result running from 2 to P/2.

Table 2 shows that IGQS always outperforms the base ensemble clustering
(Base) and APMM algorithms. Our proposed technique also outperforms SIVID
in most cases, except for a few, which are marked in the table with an aster-
isk. For instance, SIVID outperforms IGQS in clustering the dataset Hays. Our
results indicate comparable performance in clustering Soybeans and Mushroom
datasets. Even though SIVID performs better than our IGQS in some cases, it is
important to note that, unlike IGQS, SIVID requires to maintain the dataset in
the main memory which increases both the run time and storage utilization [27].

Overall, the proposed selection criteria along with CAS provided superior
clustering results. We attribute the higher accuracy of CAS to the asymmet-
ric and granularity properties which is inherent and built into our proposed
IGQS. This can be seen clearly when CAS is adopted, as the properties of IGQS
minimize the risk of grouping dissimilar partitions within the same group and
successfully prunes redundant clusters in the ensemble. Thus, the level of both
diversity and quality is increased, which results in increased quality of the clus-
tering yield. For the case of RAS, we can still see the advantage of the asymmetric
and granularity properties. Since RAS is based on ranking, without loosing reli-
ability, redundant base clusterings can be manually deleted. However, cluster
that are just slightly different still cannot be removed, which can cause some
level of redundancy. This explains why the clustering results with RAS in many
cases is lower than CAS.

Table 2. NMI values for the compared algorithms using average linkage.

Datasets SM Derma Vote Soy Mush BC Hayes Zoo BS

Base Full 0.687 0.7542 0.8809 0.7156 0.6775 0.0046 0.7735 0.0306

IGQS RAS 0.794 0.8442 1.0 0.7457 0.7422 0.0116 0.8767 0.0567

CAS 0.818 0.7935 1.0 0.8566 0.7491 0.0942 0.8568 0.1901

SIVID RAS 0.6995 0.9095∗ 1.0 0.7662 0.6785 0.2160∗ 0.8433 0.0307

APMM CAS 0.6718 0.7697 0.9194 0.7175 0.6792 0.0121 0.7869 0.0252
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4.2 Evaluation of the Proposed Refinement Techniques

In what follows we first specify the settings of the proposed refinement tech-
niques, FRRCO and then present the evaluation results. We run fuzzy k-modes
algorithms with different settings (initialization, iteration, fuzzification). We also
applied the standard k-Modes over random subspace to create overlapping clus-
ters [11]. We set the number of KNN in the range [2–5] with different certainty
coefficient values and the best result is reported. For the integration phase, we
applied the fuzzy c-means [10] over the created matrices, and then compared
the results against the ground truth using NMI. Table 3 presents the perfor-
mance of the FRRCO technique. The value of the best performance for each
data set is shown in bold. From the table, we can clearly see superiority of
the proposed techniques over the standard co matrix. In general, the proposed
techniques successfully improved the accuracy of the final clustering results. We
attribute this success to the hybrid granularity theories. Simply, our techniques
performed intra-clustering by dividing clusters into regions, when necessary. This
helped discover some of actual relationships of objects in clusters, which in turn
increased the reliability of co matrix. Note that the proposed refinement matrix
was applied to a well-known numerical data (with suitable settings) and com-
pared against WOEC (Weighted Objects Ensemble Clustering) algorithm [20].
The FRRCO outperformed WOEC on five out of eight datasets. We omitted the
experiment and the results due to the space limitation.

Table 3. The performance of FRRCO technique over categorical data.

Datasets Derma Vote Soy Mush BC Hayes Zoo BS

co matrix 0.37215 0.4923 0.51779 0.5079 0.5285 0.0098 0.7111 0.0201

FRRCO 0.5113 0.5154 0.7212 0.777 0.7931 0.0879 0.7805 0.0861

4.3 Statistical Significance Tests

As showed in the previous section, our both proposed techniques resulted in
improved performance of the ensemble clustering process. To determine whether
the improved performance obtained using different algorithms was by chance
or not, and also to decide which technique performed better, we applied some
statistical significance tests, for which we used a non-parametric statistical test,
called Wilcoxon rank sum test [27]. As in related literature, we set the significance
level at 5%. Table 4 reports the p-values obtained by Wilcoxon rank sum test. All

Table 4. The p-values between the proposed techniques and existing algorithms

Algorithms Derma Vote Soy Mush BC Hayes Zoo BS

IGQS vs SIVID 4.25e−2 0.017∗ 0.00 0.017 0.033 5.71e−4∗ 8.44e−3 4.29e−2

IGQS vs APMM 4.44e−3 8.88e−2 1.69e−2 6.34e−2 2.34e−4 1.89e−2 3.11e−2 1.03e−5

FRRCO vs matrix 1.11e−8 4.30e−5 4.94e−9 1.43e−2 1.50e−3 6.72e−2 1.38e−7 3.16e−4
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the p-values reported in the table are less than 0.05 (5% significance level). This
is a strong evidence against the null hypothesis, which indicates that the better
NMI values produced by the proposed techniques are statistically significant and
not occurred by chance. Except for a few cases marked with an asterisk, SIVID
performed significantly better than IGQS.

5 Conclusions and Future Work

In this paper, we adopted the concept of granule computing GrC and proposed
two powerful techniques, which improve the performance of cluster ensemble
techniques for categorical data. The IGQS was proposed to address the problems
in selecting a subset of base clusterings. Unlike most of the existing selection cri-
teria, IGQS dose not require a prior knowledge of the data set and has no bias
towards the characteristic of the dataset. The second technique FRRCO was
proposed to address the uncertainty caused by overlapping clustering, which
improved the reliability of the co matrix. The results of our extensive experi-
ments using the real-life benchmark data showed superiority of both techniques
of ensemble clustering as compared to the base techniques as well as the existing
ones. The statistical significant tests performed clearly indicated that the per-
formance improvement measured are both significant and not by chance. As for
the future work, we plan to investigate ways to extend IGQS to soft clustering in
order to develop a fuzzy ensemble clustering framework for categorical data. We
will also study other cluster ensemble approaches on GrC, for instance, stacking
and blending.
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Abstract. Approximate nearest neighbor (ANN) search allows us to perform sim-
ilarity search over massive vectors with less memory and computation. Optimized
Product Quantization (OPQ) is one of the state-of-the-art methods for ANNwhere
data vectors are represented as combinations of codewords by taking into account
the data distribution. However, it suffers from degradation in accuracy when the
database is frequently updated with incoming data whose distribution is different.
An existingwork, OnlineOPQ, addressed this problem, but the computational cost
is high because it requires to perform of costly singular value decompositions for
updating the codewords. To this problem, we propose a method for updating the
rotation matrix using SVD-Updating, which can dynamically update the singular
matrix using low-rank approximation. Using SVD-Updating, instead of perform-
ing multiple singular value decompositions on a high-rank matrix, we can update
the rotation matrix by performing only one singular value decomposition on a
low-rank matrix. In the experiments, we prove that the proposed method shows a
better trade-off between update time and retrieval accuracy than the comparative
methods.

Keywords: ANN search · Product quantization · Online PQ

1 Introduction

The nearest neighbor (NN) search is a fundamental operation over a database whereby
one can retrieve similar vectors for a given query vector. Besides, k-nearest neighbor
(kNN) search outputs not only the nearest but also k ranked nearest neighbors. They
are frequently used in a broad spectrum of applications, such as multimedia search over
images, audio, or videos, and inside of machine learning algorithms as well.

The computational complexity of the kNN search increases according to the dimen-
sionality and the database’s size being processed. More specifically, it requires (ND)
where D and N represent the dimensionality and the number of data, respectively. So,
it is important to improve efficiency when dealing with high-dimensional data at scale.
It should be noticed that, in a kNN search, we do not need the exact distances among
vectors if the relative distances among vectors are well-preserved. To take advantage of
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this property, the approximate nearest neighbor (ANN) search is often used. The idea
is to use approximated vectors so that we can quickly process kNN queries and save
memory space as well.

The Product Quantization (PQ) [1] is one of the well-known methods for ANN
search. In PQ, we divide each vector into some subvectors. Then, for the subvectors
of the same subspace, we apply k-means clustering to quantize them. As a result, we
can represent each vector as a combination of codewords corresponding to the cluster
centroid, thereby significantly reducing data volume. Moreover, PQ has been shown to
reduce the quantization error compared to conventional vector quantization because each
vector is represented as a product of subvectors. PQ shows a good trade-off between
accuracy/efficiency and memory cost. To improve the method, many variants have been
published in recent years. The optimized PQ (OPQ) [2] introduces a vector space rotation
as a pre-transformation tominimize the quantization error. OPQ can be done bymutually
optimizing the optimal codebook and rotation matrix and successfully showed better
accuracy than the original PQ.

Meanwhile, the number of real-time information sources has been drastically increas-
ing due to the proliferation of network-attached devices. Therefore, there has been a
growing demand for processing dynamic data, such as data streams [3, 4]. The kNN
search on such dynamic databases has been used in many applications, such as video
search, and we can consider to apply PQ/OPQ to such data to get the benefits as dis-
cussed above. However, it gives rise to another problem - the codebook optimized for
the existing data becomes obsolete gradually as new data arrives, resulting in search
accuracy degradation. Online PQ [5] proposed dynamically updating the codebook for
new data and showed efficiency in updating the codebook while maintaining the search
accuracy. Besides, Online Optimized PQ [6] proposed dynamically updating the rotation
matrix to adapt Optimized PQ to time series data. However, it requires costly singular
value decomposition (SVD) when updating the rotation matrix, leading to a long time
to update [6].

In this paper,we address the problemof improving the efficiencyofOnlineOptimized
PQ. More specifically, we update the codebook and rotation matrix by applying the sin-
gular value decomposition updating method called SVD-Updating [7], thereby reducing
the updating cost of Online Optimized PQs. In SVD-Updating, the computational cost
is reduced using the singular value decomposition of a low-rank approximation matrix
instead of the singular value decomposition on a full-rank matrix. In our experiments,
we use a total of three datasets, text and image. We prove that the proposed method
shows a good trade-off between the two methods, maintaining almost the same accuracy
with less model update time than existing methods.

2 Preliminaries

2.1 Approximate k-Nearest Neighbor Search

Let us assume a set of vectors X = {x0, . . . , xN−1} ∈ R
D. Given a query vector q ∈ R

D,
the nearest neighbor (NN) search over X is defined as:

x∗ = argminx∈X dist(x, q),
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where dist(·) is a distance measure. In the approximate NN (ANN) search, an approxi-
mated distancemeasure is used instead of the original one. Besides, in the k-NN (k-ANN)
search, top k nearest vectors are retrieved.

2.2 Vector Quantization, Product Quantization, and Its Variants

The idea of vector quantization is to approximate a vectors by a short representation
called codeword, thereby reducing the space and time required to process them. More
concretely, the distance between the query and data is approximated by the distance
between the codewords corresponding to the query and the data. In the basic vector
quantization [8], vectors X = {x0, . . . , xN−1} ∈ R

Dare clustered using the k-means
method. Each clustered vector is approximated as a cluster centroid C ∈ ci(0 ≤ i ≤
k − 1). The cluster centroid ci is called a codeword, and the set of cluster centroids C
is called a codebook. The objective function of the codebook is to minimize the sum of
squared errors, i.e.,

min
C

∑

X
‖x − ci(x)‖2 (1)

The product quantization (PQ) [1]was proposed as an improvedmethod. Each vector
is divided intoM subvectors of equal length:

x = 〈
x1 . . . xM

〉
(2)

Thus, any vector can be expressed as an element in the cartesian product ofM sets of
subvectors. Then, for each set of subvectors, we applyVQ to compress the subvectors. As
a result, we can represent a vector in terms of M sub-codewords. The objective function
for the codebook optimization is as follows: xm

min
C1,...,CM

∑

X

M∑

m=1
‖xm − cmi (x

m)‖2,
s.t C = C1 × . . . × CM

(3)

where xm represents the m-th subvector of x, and cmi (x
m) represents the i-th codeword

corresponding to xm. It has been proven that the quantization error of PQ is smaller than
that of VQ, because each vector is represented as a Cartesian product of sub-codebooks.

The optimized product quantization (OPQ) [2] was proposed to improve PQ. The
idea is to reduce the quantization error by applying rotation to the dataset. To this end,
they use a rotation matrix R in addition to the original PQ. The objective function for
the rotation matrix and codebook optimization is:

min
R,C1,...,CM

∑

X

M∑

m=1
‖xm − cmi (x

m)‖2,
s.t c ∈ C = {c|Rc = C1 × . . . × CM,RTR = I}

(4)

The optimal rotation matrix can be obtained by solving the orthogonal procrustes
problem [9, 10]. Therefore, the optimal rotationmatrix can be obtained by using singular
value decomposition as follows:

SVD
(
XC(X)T

)
= USVT ,



276 K. Yukawa and T. Amagasa

R = VUT (5)

To optimizes the rotation matrix and the codebook, they apply alternative optimiza-
tion over the codebook and the rotation matrix.

2.3 Online Product Quantization for Dynamic Data

When dealing with dynamic data where new vectors are continually added, the per-
formance of PQ and OPQ gradually degrades, because the codebook is optimized to
minimized for the set of vectors when the codebook is created while the distribution
of incoming vectors may differ from the past dataset. To this problem, the online prod-
uct quantization (online PQ) [5] retrains the codebook only by using the new vectors,
thereby making it possible to adapt the codebook to the change in vector distribution.
The objective function is:

min
C1,...,CM

∑

X

M∑

m=1
‖xt,m − ct,mi

(
xt,m

)‖2,
s.t C = C1 × . . . × CM

(6)

where ct,mi
(
xt,m

)
is the nearest neighbor codeword corresponding to the input data xt,m

in the m-th subspace of the t-th data.
The online optimized PQ [6] applied optimized PQ to dynamic data. To this end,

they solve SVD to optimize the rotation matrix when a new vector is added. As we can
see, it is expensive to solve SVD against high-dimensional data.

2.4 Other Methods Based on PQ

So far, there have been various works to improve PQ [1]. One approach is to use pre-
transformation [2, 11] where the vectors are rotated using a rotation matrix to reduce the
quantization error and to improve the search accuracy. [12, 13] attempt to represent a
sub-vectors in terms of sum of codewords from multiple codebooks, thereby improving
the search accuracy. In additive quantization [14] and composite quantization [15],
PQ quantization is generalized and formulated. Some methods use generalized pre-
quantization algorithms to improve encoding speed [16], to use supervised data [17],
to use multimodal models [18], or to add online learning algorithms for stream data
[5]. Besides, PQ is applied to neural networks, such as CNN, to consistently minimize
codebook and network losses [19, 20]. However, there have been no work that allows
us to apply optimized PQ to dynamic data in an efficient way.

3 Proposed Method

As we observed, optimized PQ presents a good performance than ordinary PQ, while
it requires expensive SVD to optimize rotation matrix. To adapt it to dynamic data, we
proposed to apply SVD-Updating that allow us to solve SVD against dynamic data in an
efficient way. Basically, we employ the approach proposed in online PQ [5] and extend
it by introducing rotation to reduce the quantization error, where the codebooks and the
rotation matrix are alternatively optimized. In the following, we describe the details of
the proposed method.
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3.1 Updating Codebook

Let us recall that the objective function is defined as:

min
R,Ct,1,...,Ct,M

∑

X

M∑

m=1
‖xt,m − ct,mi

(
xt,m

)‖2,
s.t Ct = {

Rtct ∈ Ct = Ct,1 × . . . × Ct,M}
(7)

To optimize it, we need to compute ct+1,m
k = ct,mk + 1

nmk

(
x̂t,m − ct,mk

)
, where xt,m is the

m-th subvector of the t-th input data, ct,mk is the codeword corresponding to xt,m, nmk is the
number of vectors in the cluster corresponding to the codeword ct,mk , and x

∧t,m = xt,mRt .
Intuitively, we modify the position of each codeword so that the corresponding cluster
centroid is located at the center of vectors including the new vectors. Notice that this can
be computed only using new vectors. Hence, it does not depend on the size of existing
dataset.

3.2 Update Rotation Matrix Using SVD-Updating

Similarly, when new vectors are added, the existing rotation matrix is not optimal for
the data with the new data. The optimal rotation matrix can be obtained by solving the
orthogonal Procrustes problem, which can be solved by SVD. Suppose that the optimal
rotation matrix is obtained as in Eq. (8) where X is the input vector and Y is the vector
generated from the codebook.

SVD
(
XYT

)
= USVT

R = VUT (8)

In thisworkweemploySVD-Updating [7] to solve the problemwithout decomposing
whole matrix. Besides, it allows us to approximate the vectors by low-rank singular
value decomposition, thereby saving the computation. The original SVD-Updating was
proposed to address the problem of recommender systems where the matrix represent
user-item relationship. In the following, we show how we can adapt it to optimize the
rotation matrix in OPQ.

When a new vector X ′ is added, we want to solve the following formula without
recalculating the entire matrix.

W = Ak + X
′
Y

′T
# (9)

SVD(W ) = UWSWVT
W (10)

RW = VWUT
W (11)

where Ak is obtained by a low-rank approximation of A = XYT , i.e.,

SVD(A) ≈ SVD(Ak) = UkSkV T
k (12)
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From Eqs. (9) and (12), we get:

W = UkSkV T
k + X ′Y ′ (13)

∴ UT
k WVk = Sk + UT

k X
′
Y

′T
Vk# (14)

Then,

Q = Sk + UT
k X

′Y ′Vk (15)

From Eqs. (10), (14) and (15), we get:

UT
k UWSWVT

WVk = UQSQVT
Q (16)

∴ UW = UkUQ, (17)

∴ SW = Sk , (18)

∴ VW = VkVQ (19)

In this way, the UW ,SW , andVW can be obtained by Equations (17), (18), and (19).
Thus, the new rotation matrix RW is calculated as follows:

RW = VWUT
W (20)

∴ RW = VkVQUT
Q#U

T
k . (21)

(Q = Sk + UT
k X

′
Y

′T
, SVD(Q) = UQSQV

T
Q )

In other words, the new rotation matrix RW in Equation (21) only needs to compute
SVD of the (k × k) matrix Q, instead of computing the SVD of (r × r) matrix W in
Equation (13). The overall algorithm of the proposed online OPQ with SVD-Updating
is shown in Algorithm 1.

3.3 Orthogonality

The folding-in method [21, 22] is used to update the SVD instead of SVD-Updating,
because the computational cost of folding-in is smaller than that of SVD-Updating.
However, the orthogonality of the updated singular vectors is not maintained when using
folding-in. Therefore, it is inappropriate to use it for updating the rotation matrix. On
the other hand, SVD-Updating guarantees orthogonality of the updated singular vectors.
Therefore, the updated singular vectors UW and VW become orthonormal matrices. The
vector RW = VWUT

W calculated from these vectors is a product of orthonormal matrices
and RW is also an orthonormal matrix. For this reason, RW calculated by SVD-Updating
is suitable for a rotation matrix.
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3.4 Computational Complexity

Time Complexity. The transformation of the input vector x by the rotation matrix R
(Line 1 of Algorithm 1) takes O(

ND2
)
. To update the codebook, online PQ (Line 5)

requires O(NDK + NM + ND). Next, updating the rotation matrix requires O(
ND2l2

)

for the calculation of matrix Q (Line 7), O(
l3

)
SVD on the (l × l) matrix (Line 8)

requires O(
l3

)
, and O(

Dl2
)
is needed for calculating Ut+1

l and V t+1
l (Lines 9 and

11). Finally, the computation of the updated rotation matrix Rt+1 in the 12th row is
O(

D2l
)
. From the above, the time calculation complexity of the whole algorithm is

O(
DK + NM + ND2l2 + l3 + Dl2 + D2l

)
.

Space Complexity. The rotation matrix R requires O(
D2

)
), the codebook requires

O(KD), and the counter ntm,k , which counts the number of data belonging to each
codeword for updating the codebook, requires O(KM ). The spatial computation of the
matrices Q,Ut

l , S
t
l and V

t
l required to update the rotation matrix isO(

l2
)
,O(Dl),O(

l2
)

andO(Dl), respectively. From the above, the spatial computation of the whole algorithm
is

(
D2 + KD + KM + 2Dl + 2l2

)
.
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4 Experiments

4.1 Experimental Setting

To evaluate the performance of the proposed method, we have conducted a set of exper-
iments. The comparative methods are PQ, optimized PQ, online PQ, and online OPQ.
Besides, we tested the case where the model (codebook and rotation matrix) is trained
only once in the beginning as the baseline (labeled as “no update”). On the other hand,
we tried the best case where the model is retrained with the entire dataset whenever a
new batch is added (labeled as “all”). For online PQ, we updated the codebook only
with the latest batch. For online OPQ, there are two cases: 1) updates the codebook
and rotation matrix with the conventional algorithm which is without SVD-Updating
(labeled as “online opq”) and 2) the proposed method which is using SVD-Updating
(labeled as “online opq(SVD-updating)”).

The comparison metrics are Recall@R and update time. Recall@R is the probability
that the ground-truth nearest neighbor data is contained within the top R data extracted
as approximate nearest neighbors. Update time is the running time required to update
the codebook (and rotation matrix) in each model.

We experimentedwith three different datasets, including text and images. The details
of datasets are shown in Table 1. Each dataset is queried with an input batch, and then
the model is updated with it. For the text data, the dataset is ordered in chronological
order. For image datasets, they are divided into classes (comprising two batches for one
class) according to the class label to simulate the change in data distribution over time.

Table 1. Dataset details

Dataset # Classes Size Feature # Dim

News20 [23] 20 18,845 BERT [24] 768

Caltech-101
[25]

101 9,144 GIST [27] 960

SUN397
[26]

397 108,753 GIST [27] 960

4.2 Effects of Low-Rrank Approximation

We tested the performancewith different rank values. The experimental results are shown
in Fig. 1. Each value represents the ratio of the approximated rank to the original dimen-
sionality (e.g., 0.8 for 960-dimension means 768-dimension). Besides, we checked the
rank of the matrix of the first batch (labeled as “auto”) and used the value to approximate
the matrix (Table 2). In terms of update time, the lower rank cases performed better due
to their reduced amount of computation.
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In the meantime, for the recall values, there is no much difference between the
full- and low-rank results. This implies that it is possible for us to focus on meaningful
dimensions (out of full dimensions) to perform an NN search so that we can maintain the
recall while achieving faster computation over low-ranked matrices. In the subsequent
experiments, we use “auto” as the low-rank approximation.

Fig. 1. Comparison results of Recall@20, update time with low rank approximation for each
dataset

Table 2. Calculated rank value for each dataset

Dataset Rank

News20 267

Caltech101 112

SUN397 77

4.3 Comparison with Non-online Methods

The results of the comparison experiments with PQ and OPQ are shown in Fig. 2. Recall
shows that the proposed method is better than the “no update” method. This is because
the “no update” method trains the model in the first batch and does not update the model.
As a result, it does not adapt to the newer batches. The “all” method retrains the model
using all the data and thus shows a better recall than others, including the proposed
method.

On the other hand, in comparing the update time, the “all” method increases as more
batches are input. This is because training is performed on all batches, including the input
batches, leading to a longer time for training with increasing data. The OPQ update time
increases more than that of PQ because both the codebook and the rotation matrix need
to be optimized. On the other hand, in the proposed method, the update time is constant.
This is because it can update the model using only the input batch data (and not all data).
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Fig. 2. Comparison results of Recall@20 and update time of PQ(no update), PQ(all), OPQ(no
update), OPQ(all) and online OPQ(SVD-Updating) for each dataset.

4.4 Comparison with Online Methods

Fig. 3. Comparison results of Recall@20 and update time of online PQ, online OPQ and online
OPQ (SVD-Updating) for each dataset

We compared the performance among the online algorithms, i.e., online PQ, onlineOPQ,
and online OPQ (SVD-Updating). The experimental results are shown in Fig. 3. We can
observe that the degradation in recall for online OPQ is smaller than that of online PQ.
The SUN397 dataset, which contains many data records, showed a significant difference
in recall values. In the News20 and caltech101 datasets, the recall values of online OPQ
and online OPQ (SVD-Updating) are almost the same, while online OPQ was slightly
better than online OPQ (SVD-Updating) on the SUN397 dataset.
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In terms of processing time, the proposed scheme was much faster than online OPQ
– about 2× faster than online OPQ on the News20 dataset. This is because the size of
the matrix to be computed for updating the rotation matrix is smaller because of the
efficiency in low-rank approximation with SVD-Updating.

In summary, we can say that the proposed online OP with SVD-Updating achieved
a good trade-off between recall and efficiency.

5 Conclusion

In this paper we have proposed an efficient method for approximate NN search over
dynamic data based on online OPQ, where the rotation matrix can be updated effi-
ciently using SVD-Updating. It allows us to update the model without conducting SVD
over the entire dataset. The experimental results have shown that the proposed method
outperformed the previous studies and achieved a better trade-off between recall and
efficiency. Our future research includes further improve the performance by employing
more sophisticated methods, such as Tree-quantization [13].
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Abstract. In this paper, we consider a tree-structured data model used
in many commercial databases like Dremel, F1, JSON stores. We define
identity and referential constraints within each tree-structured record.
The query language is a variant of SQL and flattening is used as an
evaluation mechanism. We investigate querying in the presence of these
constraints, and point out the challenges that arise from taking them
into account during query evaluation.

1 Introduction

Systems that efficiently analyze complex data (e.g., graph, or hierarchical data)
are ubiquitous. Such systems include document databases (e.g., MongoDB), or
systems combining a tree-structured data model and a columnar storage, such
as F1 [15], Dremel/BigQuery [12] and Apache Parquet.

Identity and referential constraints (a.k.a., keys and foreign keys) have been
extensively studied in the context of relational databases and, lateron, in the
context of XML data model [3,7,9], as well as for graphs [8] and RDF data [4,10].
Recently, key constraints have been analyzed for JSON data models [2,14].

In this paper, we consider a theoretical tree-record data model for represent-
ing collections of tree-structured records. This model is mainly inspired by the
Dremel data model [1,12,13], and it applies to document-oriented (i.e., XML,
JSON) data stores (e.g., ElasticSearch, MongoDB) and relational databases
supporting hierarchical data types (e.g., JSON type in PostgreSQL, MySQL
and struct type in Hive). We define identity and referential constraints within
each tree-structured record (called within-record constraints). Unlike relational
databases and XML data, where such constraints are used for validating the
data, in this work, we take advantage of them to improve query answering. We
consider SQL-like query language (such as the one used in Dremel, F1, Apache
Drill), and investigate querying in the presence of within-record constraints. We
show that there are queries that can be answered only if we use the constraints.
To the best of our knowledge this is the first work investigating the problem of
querying collections of tree-records with SQL in the presence of such constraints.

Contributions: (1) We define within-record key and foreign key constraints
for the tree-structured data model (Sect. 3). (2) We show when these concepts
c© Springer Nature Switzerland AG 2021
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are well-defined (Sect. 4.2). (3) We show how to use flattening to answer single-
table, SQL-like queries (i.e., without joins) in the presence of such constraints
(Sect. 4). We also introduce the concept of relative flattening which is a part of
the flattened data corresponding to a subtree of the schema.

Related Work: Work on constraints for tree-structured data has been done during
the past two decades. Our work, as regards the formalism, is closer to [3,16,
17]. The paper [3] is among the first works on defining constraints on tree-
structured data. [14] and [2] focus on the JSON data model and a similar to
XPath navigational query language. These works also formalize specification of
unique fields and references, they do not define relative keys. Flattening has
initially been studied in the context of nested relations and hierarchical model
(see [1] and references therein). Dremel [1,12,13], F1 [15] and Drill use flattening
to answer SQL-like queries over tree-structured data. Flattening semi-structured
data is also investigated in [5,6,11], where the main problem is to translate semi-
structured data into multiple relational tables.

2 Defining the Data Model

The tree-record data model considers collections of records (or, tables) conform-
ing to a nested, tree-structured schema. A group type (or simply group) G is a
complex data type defined by an ordered list of items (also called attributes or
fields) of unique names which are associated with a data type, either primitive
type (e.g., integer, string, etc.) or group type.

The repetition constraint for a field N specifies the number of times that
N is repeated within a group and takes one of the following values with the
corresponding annotation: (1) required : N is mandatory, and there is no anno-
tation, (2) optional : N is optional (i.e., appears 0 or 1 times) and is labeled by
N?, (3) repeated : N appears 0 or more times and is labeled by N∗, (4) required
and repeated : N appears 1 or more times and is labeled by N+. We denote
as repTypes the set {required, repeated, optional, required and repeated} of
repetition types.

A tree-schema S of a table T is a tree with labeled nodes such that (1)
each non-leaf node (called intermediate node) is a group and its children are its
attributes, (2) each leaf node is associated with a primitive data type, (3) each
node (either intermediate or leaf) is associated with a repetition constraint in
repTypes, and (4) the root node is labeled by the name T of the table. Each
non-required node is called annotated node. We de-annotate a node by removing
the repetition symbol from its label. lb(N) represents the de-annotated label of
a node N in a schema. The path1 of de-annotated labels between the root and
a node N of a schema S is called reachability path of N2.

1 The path between the nodes Ni and Nj is denoted as Ni.Ni+1. . . . .Nj .
2 We omit a prefix in the reachability path of a node if we can still identify the node
through the remaining path.
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Considering a subtree s of S, we denote as dummy s the tree constructed
from s by de-annotating all the annotated nodes of s and adding to each leaf a
single child which is labeled by the NULL-value. Let S be a tree-schema and t
be a tree that is constructed from S by recursively replacing, from top to down,
each subtree sN rooted at an annotated node Nσ, where σ is an annotation,
with (1) either a dummy sN or k sdN -subtrees, if σ = ∗, (2) either a dummy
sN or a single sdN -subtree, if σ =?, (3) k sdN -subtree, if σ = +, where k ≥ 1
and sdN is constructed from sN by de-annotating only its root. Then, for each
non-NULL leaf N of t, we add to N a single child which is labeled by a value of
type that matches the primitive type of N . The tree t is a tree-record of S. An
instance of S, called tree-instance, is a multiset of tree-records. The reachability
path of a node N in a tree-record is similarly defined as the path from the root
of the tree-record to N . We also consider that each node of both tree-schema
and tree-record has a unique virtual id (called node id).

We now define an instantiation in a multiset rather than in a set notion. Let
S be a schema and t be a tree-record in an instance of S. Since each node of S
is replaced by one or more nodes in t, there is at least one mapping μ, called
instantiation, from the node ids of S to the node ids of t, such that ignoring the
annotations in S, both the de-annotated labels and the reachability paths of the
mapped nodes match. The subtree of t which is rooted at the node μ(N) is an
instance of the node N , where N is a node of S. If N is a leaf, an instance of N
is the single-value child of μ(N).

We say that two subtrees s1, s2 of a tree-record are isomorphic if there is
a bijective mapping h from s1 to s2 such that the de-annotated labels of the
mapped nodes match. We say that s1 and s2 of t are equal, denoted s1 = s2, if
they are isomorphic and the ids of the mapped nodes are equal.

3 Within-Record Constraints

In this section, we define identity and referential constraints that hold on each
tree-record. Unlike primary keys in the conventional databases, which are unique
across all the records of a table, in tree-schemas, we might have fields that
uniquely identify other fields (or subtrees) in each record, but not the record
itself [3].

To support such type of constraints in a tree-record data model, we define
the concept of identity constraint with respect to a group. Let S be a tree-schema
with root Ro, D be a tree-instance of S, and N , I be nodes of S such that N
is intermediate and I is a descendant of N . Suppose that M is the parent of N ,
if N �= Ro; otherwise, M = N = Ro. An identity constraint with respect to N

is an expression of the form I
1−→ N , such that I and all the descendants of I

in S are required. We say that I
1−→ N is satisfied in D if for each t ∈ D and

for each instance tp of M in t, there are not two isomorphic instances of I in tp.
The node I is called identifier and N is the range group of I.

The identity constraint is similar to the concept of relative key defined for
XML documents in [3]. For each I

1−→ N , we use the symbol # to annotate the
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identifier I (i.e., I#). We also use a special, dotted edge (I,N), called identity
edge, to illustrate range group N of I.

We now define the concept of referential constraint (or, simply reference),
which intuitively links the values of two fields. Let I, N and R be nodes of a
tree-schema S such that I

1−→ N , R is not a descendant of N , and I, R have the
same data type. A referential constraint is an expression of the form R

r−→ I. A
tree-instance D of S satisfies the constraint R

r−→ I, if for each tree-record t ∈ D
the following is true: For each instance tLCA of the lowest common ancestor
(LCA) of R and N in t, each instance of R in t is isomorphic to an instance of
I in tLCA. If I is a leaf, then R

r−→ I is called simple.
If we have R

r−→ I, we say that R (called referrer) refers to I (called referent).
To represent the constraint R

r−→ I in a tree-schema S, we add a special (dashed)
edge (I,R), called reference edge, which is labeled by r. Let C be the set of
identity and referential constraints over S. Consider now the tree B given by (1)
ignoring all the reference and identity edges, and (2) de-annotating the identifier
nodes. We say that a collection D is a tree-instance of the tree-schema S in the
presence of C if D is a tree-instance of B and D satisfies all the constraints in C.

4 Querying Tree-Structured Data

In this section, we investigate querying tree-structured tables in the presence of
identity and referential constraints. In particular, we use the Select-From-Where-
GroupBy expressions used in Dremel [1,12] to query tables defined through a
tree-schema. We refer to such a query language as Tree-SQL.

A query Q is an expression over a table T with schema S and tree-instance D
in the presence of within-constraints C, and results a relation (multiset of tuples).
We consider only simple references in C. Q has the following form, using the
conventional SQL syntax: SELECT expr FROM T [WHERE cond] [GROUP BY grp],
where cond, expr and grp are defined in terms of the leaves of S. Each leaf node
in Q is referred through either its reachability path or a path using reference
and identity edges implied by the constraints in C. Intuitively, a query typically
determines a mapping from tree-structured data model to relational model. To
formally define the query semantics and handle repetition, we use the concept
of flattening [1] which is discussed in detail in the next section.

4.1 Flattening Nested Data

In this section, we analyze the flattening operation applied on tree-structured
data. Flattening is a mapping applied on a tree-structured table and translates
the tree-records of the table to tuples in a relation. By defining such a mapping,
the semantics of Tree-SQL is given by the conventional SQL semantics over the
flattened relation (i.e., the result of the flattening over the table). Initially, we
consider a tree-schema without referential and identity constraints. The presence
of constraints is discussed in the next section.

Let S be a tree-schema of a table T and D is an instance of S, such that there
is not any reference defined in S. Suppose also that N1, . . . , Nm are the leaves of
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S. The flattened relation of D, denoted flatten(D), is the relation given by the
multiset: {{(lb(μ(N1)), . . . , lb(μ(Nm))) | μ is an instantiation of a tuple t ∈ D}}.
For each pair (Ni, Nj), μ(Ni) and μ(Nj) belong to the same instance of the
lowest common ancestor of Ni and Nj in t. Considering now a query Q over S
and an instance D of S, we say that Q is evaluated using full flattening, denoted
Q(flatten(D)), if Q(D) is given by evaluating Q over the relation flatten(D).
The existence of the repeated fields affect the number of tuples in the flattened
relation even if these fields are not used by the given query.

To avoid cases where the repetition of a field that is not used in the query
has an impact on the query result, we define the concept of relative flattening.
Let S be a tree-schema of a table T and D is an instance of S, such that there is
not any reference defined in S. Consider also a query Q over T that uses a subset
L = {N1, . . . , Nk} of the set of leaves of S, and the tree-schema SL constructed
from S by removing all the nodes except the ones included in the reachability
paths of the leaves in L. Then, we say that a query Q is evaluated using relative
flattening, denoted Q(flatten(D, Q)), if Q(D) is given by evaluating Q over the
relation: flatten(D, Q) = {{(lb(μ(N1)), . . . , lb(μ(Nk))) | μ is an instantiation
from the nodes of SL to the nodes of t ∈ D}}.

Proposition 1. Consider a query Q over a tree-schema S such that Q does not
apply any aggregation. Then, for every instance D of S, the following are true:
(1) there is a tuple r in Q(flatten(D, Q)) if and only if there is a tuple r in
Q(flatten(D)), and (2) |Q(flatten(D, Q))| ≤ |Q(flatten(D))|.

4.2 Navigating Through References

In the previous section, we ignored the within-record constraints when we
explained how to use flattening to answer an SQL-like query. Here, we show
how we take advantage of the constraints to extend the query semantics based
on the relative flattening. We initially extend the notation of the Tree-SQL as
follows. Apart from the reachability paths of the leaves that can be used in
SELECT , WHERE and GROUP BY clauses, if there are constraints R

r−→ I

and I
1−→ G, we can use paths of the form: [pathToR].R.[pathToL], where the

[pathToR] is the reachability path of R, L is a leaf which is a descendant of G,
and [pathToL] is the path from G to L. Intuitively, navigating through iden-
tity and reference edges, the leaves of G become accessible from R; enabling
answering queries that couldn’t be defined without using the references.

To formally capture queries using references, we extend the relative flattening
presented in the previous section as follows. Let S be a tree-schema of a table
T , D be an instance of S, and C be a set of identity and referential constraints
satisfied in D. Consider also a query Q over T that uses a set of leaves L =
{N1, . . . , Nk, L1, . . . , Lm} of S such that for each Li in L there are constraints
Ri

r−→ Ii, Ii
1−→ Gi in C, where Gi is an ancestor of Li. Let also SL be the

tree-schema constructed from S by keeping only the reachability paths of the
leaves in {N1, . . . , Nk, R1, . . . , Rm} (without de-annotating any node), and for
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each i, SGi
be the tree-schema including only the reachability paths of Ri, Ii and

the leaves of Gi that are included in {L1, . . . , Lm}. Both SL and SGi
keep the

node ids from S. A query Q is evaluated in the presence of the constraints in C,
denoted Q(flatten(D, Q, C)), if Q(D) is given by evaluating Q over the relation:
flatten(D, Q, C) = {{(lb(μ(N1)), . . . , lb(μ(Nk)), lb(μ1(L1)), . . . , lb(μm(Lm)))|
μ is an instantiation from the nodes of SL to the nodes of t ∈ D, each μi is
an instantiation from the nodes of SGi

to the nodes of t, for every two Li, Lj

s.t. Gi = Gj and Ri = Rj we have that μi = μj , and for each i, we have that
μ(Ri) = μi(Ri) and lb(μi(Ri)) = lb(μi(Ii))}}.

We now investigate well-defined references; i.e., whether it is clear which
referent is referred by each referrer in a tree-instance. Let S be a tree-schema,
and R

r−→ I, I
1−→ G be two constraints over S. Let L be the lowest common

ancestor of G and R. Then, we say that the reference R
r−→ I is out-of-range if

there is at least one repeated group on the path from L to G; otherwise, the
reference is within-range. Intuitively, if a reference is out-of-range, then it might
not be clear which is the referent value each referrer value refers to in each
tree-record.

Proposition 2. Let C be a reference R
r−→ I over a tree-schema S, and t be a

record of a tree-instance D of S satisfying the constraint. If C is within-range,
then for each instance of R in t, there is a single instance of I in t.

As next steps, we plan to investigate querying tree-schemas having references
to intermediate nodes and/or reference cycles. Also, we aim to study flattening
when the referrer is defined in the range group of the referent.
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Abstract. When querying Knowledge Bases (KBs), users are faced with
large sets of data, often without knowing their underlying structures. It
follows that users may make mistakes when formulating their queries,
therefore receiving an unhelpful response. In this paper, we address the
plethoric answers problem, the situation where a query produces sig-
nificantly more results than the user was expecting. We deal with this
problem by identifying the parts of the failing query, called Minimal
Failure Inducing Subqueries (MFIS), that cause plethoric answers. As
long as the query contains an MFIS, it will fail to reach a sufficiently
low amount of answers. Thanks to these MFIS, interactive and auto-
matic approaches can be set up to help the user reformulate their query.
The dual notion of MFIS, maXimal Succeeding Subqueries (XSS), is also
useful. They are queries with the most parts of the original query that
return non plethoric answers. Our goal is to compute MFIS and XSS effi-
ciently, so that they may be used to solve the plethoric answers problem.
We propose two algorithms that leverage query and data properties to
compute MFIS and XSS. We show experimentally that our algorithms
clearly outperform a baseline method on generated queries as well as real
user-submitted queries.

1 Introduction

A Knowledge Base (KB) is a collection of entities and facts about them. With the
development of the Semantic Web, numerous KBs have been created in academic
and industrial areas. A well known example of a KB is DBpedia [1]. These KBs
store information as RDF triples (subject, predicate and object) and are queried
with the SPARQL language [2] using triple patterns which are triples containing
variables. KBs typically store billions of facts and are often structured using an
ontological schema and rules, such as those provided by RDFS [3].

A new user querying a KB is often unfamiliar with the KB’s structure and
the data within it. Thus, mistakes or misconceptions can manifest in queries, and
cause unexpected or unsatisfactory answers. Mistakes refer to the user incorrectly
writing their query, for example creating an unwanted Cartesian product by
omitting a triple pattern, or misspelling a term. Misconceptions refer to the
c© Springer Nature Switzerland AG 2021
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difference between a user’s view of a KB, and its reality [4]. For example if in a
hospital KB, the property treats can only link a Doctor to a Patient, and a user
writes a query based on the patients that a Nurse treats, they will be frustrated
to receive no answers. Alternatively, a user may believe a property birthPlace
only gives a person’s town of birth whereas in the KB birthPlace is used for the
country, county, town, and address of birth. A query involving birthPlace may
overwhelm the user by producing four times as many answers as expected. The
issue of unexpected answers is a challenge to database usability [5]. There are five
unexpected answers problems, each associated with a why-question: no answers
(why-empty), too few answers (why-so-few), too many answers (why-so-many),
missing expected answers (why-not), and unwanted answers (why-so). We focus
on the too many answers problem, also called the plethoric answers problem,
where users struggle to extract useful information from an overwhelming result.
A query’s results are said to be plethoric when there are more than a threshold K.

Most state of the art methods to deal with plethoric answers rely on ordering
results and selecting an adequately sized subset of answers to be returned to the
user. These methods are called top-K methods. Solutions vary by the way results
are ordered, and the extent of user involvement. They guarantee the number of
answers will be at most K. Yet, if a query is based on a misconception on the
user’s part no ordering strategy will solve the underlying problem. In this paper,
we claim that the first step to solve the plethoric answers problem should be
to understand why a query produces plethoric answers. Our failure causes can
be directly provided to users in an effort to educate them in formulating their
queries. They can also be used as a basis for automatic or interactive query
rewriting, in order to avoid suggesting queries that are known to fail, and thus
accelerate the process.

Drawing on work on the empty-answers problem in KBs [6], we propose the
basis of a cooperative method to deal with the plethoric answers problem. We
provide two notions that can help with query rewriting: the smallest subqueries
that cause plethoric answers (MFIS) and the largest subqueries that do not pro-
duce plethoric answers (XSS). We propose an algorithm to compute MFIS and
XSS, leveraging query properties to avoid executing some subqueries. Improve-
ments based on a data property, i.e. predicate cardinalities, are also discussed.
The performance of our algorithms is assessed through experimental evaluation,
using queries generated for the WatDiv synthetic dataset [7], and user-submitted
DBpedia queries from the Linked SPARQL Queries Dataset logs [8].

This paper is organized as follows. Section 2 gives a motivating example that
will illustrate our proposal throughout the paper. Section 3 details related work.
We provide preliminary notions in Sect. 4. Section 5 presents our approaches to
calculate MFIS and XSS. Section 6 describes the experimental evaluation of our
algorithms. We conclude and introduce future work in Sect. 7.

2 Motivating Example

We consider a simplified hospital KB (Fig. 1a), and a user wanting information
on doctors, nurses and patients. Figure 1b shows an example of a user query
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subject predicate object
d1 experience 25
d1 supervises n3
d1 supervises n2
d1 treats p1
d1 treats p2
d2 experience 14
d2 supervises n1
d2 treats p3
n1 type SurgicalNurse
n1 providesCare p3
n2 type ERNurse
n2 providesCare p2
n2 providesCare p3
n3 type ERNurse
n3 providesCare p1
n3 providesCare p2

?d ?p ?e ?n ?pt
d1 p1 25 n3 p1
d1 p2 25 n3 p1
d1 p1 25 n3 p2
d1 p2 25 n3 p2
d1 p1 25 n2 p2
d1 p2 25 n2 p2
d1 p1 25 n2 p3
d1 p2 25 n2 p3

Q : SELECT * WHERE {
?d treats ?p . #t1
?d experience ?e . #t2
?d supervises ?n . #t3
?n providesCare ?pt . #t4
?n type ERNurse } #t5

(a) Knowledge base D

(b) Query Q = t1t2t3t4t5

(c) Results of Q on D

Fig. 1. A knowledge base, a SPARQL query and its results

defined as a conjunction of triple patterns Q = t1 ∧ t2 ∧ t3 ∧ t4 ∧ t5 (or t1t2t3t4t5
in short). When executing Q on our dummy KB the query produces 8 results
(Fig. 1c). On a real KB containing hundreds of doctors and patients, this query
would produce thousands of results, which would not be manageable for the user.
To illustrate our method, we set a small threshold of plethoric answers K = 3,
so Q is considered failing as its number of results exceeds this threshold.

A top-K method could be used to reduce the number of results, such as order-
ing patients alphabetically, but this would only return information about a few
patients. Our approach will focus on explaining plethoric answers based on fail-
ure causes, so the query can be modified to return fewer answers. In our example,
there are three failure causes: t1t3, t1t5 and t4. As every subquery of Q containing
one of these subqueries fails, each of the failure causes must be resolved in order
to reach the desired number of answers. Each failure cause can be interpreted to
explain plethoric answers, which will in turn suggest possible corrections.

– t1t3 and t1t5 indicate that asking for both patients and nurses produces
plethoric answers. They suggest splitting the query into two parts, one con-
cerning patients, and the other concerning nurses.

– t4, indicates that nurses are assigned to a plethoric number of patients. It
suggests removing t4 from the query, or adding some additional conditions.

We also provide the succeeding queries which are not subqueries of any other
succeeding query: t2t3t5 and t1t2. They partially meet the user’s requirement and
can be used as alternative queries, knowing that they have at most K results.

The interpretation of failure causes, and their presentation to a user along
with alternative queries in an interactive query refining system is planned for
future work, and is not further studied in this paper. We focus here on the
efficient computation of the failure causes, for use in a query rewriting system.
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3 Related Work

Existing approaches dealing with the plethoric answers problem can be divided
into two categories: those focusing on data and those focusing on queries.

Data-oriented methods suppose that the query submitted by the user is cor-
rect, and present results in an organised fashion, so that certain information is
easily visible. Top-K methods are the most widely used type of data-oriented
methods. They order results based on user preferences and return only the top
K answers. Ilyas et al. present top-K query processing techniques for relational
database systems [9]. Other data-oriented strategies have been proposed for cases
where user preferences are unknown. Regret-minimization strategies combine
features from top-K and skyline methods [10]. They return a set of K answers
which maximizes the minimal satisfaction of any user with any preference func-
tion. Finally, grouping methods aggregate results into categories, and show the
user the common features of each category [11,12]. If the initial query correctly
matches the user’s requirement, data-oriented methods can be useful to sort
through large result sets. However, if the original query contains an underlying
issue, these methods are not appropriate, as they do not attempt to fix the query.

Query-oriented methods modify the user’s query so that it returns fewer
answers. In the field of fuzzy queries, intensification strategies are used to make
patterns present in the user’s query more restrictive [13,14]. Alternatively, new
patterns are added to the query [15]. They are chosen based on a measure of
correlation between predicates so that they are semantically close to the origi-
nal query and reduce the number of answers. In the field of knowledge graphs,
recent work on the why-not and why-so problems – where an expected answer is
missing or an unexpected answer appears in the response – can be extended to
the plethoric answers problem [16]. Exact algorithms and heuristics are proposed
to refine a user’s query. A final approach, which is most similar to ours, consid-
ers subqueries of the original query, to find the parts with few enough answers
[17]. However, this algorithm does not consider failure causes, and uses no infer-
ence rules to avoid exploring parts of the subqueries search space. Query-based
solutions are more appropriate to address an underlying issue in the original
query. However, as none of the existing approaches study the cause of plethoric
answers, the query intensification is done blindly. So patterns causing multiple
results may be missed or take several attempts to find.

While failure causes have not previously been considered for the plethoric
answers problem, they have been used for other unexpected answers problems.
For the why-not problem, a divide-and-conquer approach is used, first studying
a query’s triple patterns and then its SPARQL operators [18]. A failure cause
shows users which triple pattern or operator causes an answer to be absent. For
the empty answers problem, Godfrey [19] suggested providing users with failure
causes (called MFS) and alternate subqueries (called XSS). MFS have subse-
quently been used in interactive and automatic query relaxation to accelerate
the process, by pruning the search space of queries which necessarily fail [20,21].
We propose extending the definitions of MFS and XSS to deal with the plethoric
answers problem in the context of RDF KBs.
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4 Preliminaries and Problem Statement

We describe the formalism and semantics of RDF and SPARQL necessary for
this paper. We use the notations and definitions provided by Pérez et al. [22].

4.1 Basic Notions

Data Model. We consider three pairwise disjoint infinite sets: I the set of IRIs,
B the set of blank nodes, and L the set of literals. We denote by T the union
I ∪B∪L. An RDF triple is a triple (subject, predicate, object) ∈ (I ∪B)×I ×T .

RDF Queries. Consider V a set of variables disjoint from T . A triple t (subject,
predicate, object) ∈ (I ∪ L ∪ V ) × (I ∪ V ) × (I ∪ L ∪ V ) is a triple pattern. We
denote by s(t), p(t), o(t), and var(t) the subject, predicate, object and variables
of t. RDF queries are defined as conjunctions of triple patterns Q = t1 · · · tn.
The variables of a query are var(Q) =

⋃
var(ti). We define an order on queries

using triple pattern inclusion. Given Q = t1 · · · tn, Q′ = ti · · · tj is a subquery of
Q, denoted by Q′ ⊆ Q, iff {i, · · · , j} ⊆ {1, · · · , n}. Then Q is a superquery of Q′.

Query Evaluation. A mapping μ from V to T is a partial function μ : V → T .
For a triple pattern t, we denote by μ(t) the triple obtained by replacing the
variables in t according to μ. The domain of μ, dom(μ), is the subset of V
where μ is defined. Two mappings μ1 and μ2 are compatible if ∀x ∈ dom(μ1) ∩
dom(μ2), μ1(x) = μ2(x). The join of two sets of mappings Ω1 and Ω2 is: Ω1 ��
Ω2 = {μ1 ∪ μ2 | μ1 ∈ Ω1, μ2 ∈ Ω2 are compatible mappings}. The evaluation
of a triple pattern t over a KB D, is [[t]]D = {μ | dom(μ) = var(t) ∧ μ(t) ∈ D}.
The evaluation of a query Q = t1 · · · tn over D is [[Q]]D = [[t1]]D �� · · · �� [[tn]]D.

4.2 Notions of MFIS and XSS

In the plethoric answers problem, for a threshold K, a failing subquery of a query
Q is a query that returns more than K answers and a succeeding subquery of
a query Q is a query that returns at most K answers. We introduce a Boolean
property of query failure: FAILK(Q,D) = |[[Q]]D| > K. As the evaluation of the
empty query returns one answer mapping no variables, it succeeds (if K > 0).

The notion of Minimal Failing Subqueries (MFS) was introduced for the
empty answers problem [19]. In that problem, the failure property is monotonic,
i.e. if a query fails, its superqueries fail. With this monotony, MFS are the small-
est parts of a query that cause failure. In the plethoric answers problem, there
is no such monotony. A failing query can have a succeeding superquery: in our
example t2t5 fails but t2t3t5 succeeds. We therefore define two new notions.

Definition 1. A Failure Inducing Subquery (FIS) of a query Q is one of its
failing subqueries whose superqueries all fail.

Definition 2. A Minimal Failure Inducing Subquery (MFIS) of a query Q is
one of its FIS having no subqueries that are FIS.
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Fig. 2. Lattice of subqueries of Q = t1t2t3t4t5

If the failure condition is monotonic, MFIS and MFS are equivalent notions. The
notion of maXimal Succeeding Subqueries (XSS) was also defined for the empty
answers problem. They are the succeeding queries that are most similar to the
original query and can be used as alternative queries. The notion of XSS applies
to the plethoric answers problem, as it does not require monotony.

Definition 3. A maXimal Succeeding Subquery (XSS) of a query Q is a suc-
ceeding subquery whose superqueries are all FISs.

Problem Statement. We are concerned with efficiently computing the MFIS and
XSS for an RDF query Q and a given threshold K in a KB D.

5 Computing MFIS and XSS

We discuss here MFIS and XSS computation. First, a baseline algorithm is pre-
sented, then improved versions are introduced by leveraging various properties.

5.1 Baseline

A baseline approach to calculate all MFIS and XSS is to execute every sub-
query of the original query. Figure 2 shows the lattice of subqueries of Q from
our running example. In this first algorithm, which we call Base, the lattice is
explored in a Breadth-First order, so we start by executing the query with the
most triple patterns. For a query with n triple patterns, Base requires 2n − 1
query executions (the empty query is not executed), which is time-consuming
for queries with many triple patterns. To make the search for MFIS and XSS
more efficient, we want to reduce the number of queries to be executed.

5.2 General Properties

A first improvement is to avoid executing queries irrelevant to the search for
MFIS and XSS, with a property deduced from the definitions of MFIS and XSS.

Property 1. If a subquery Q′ succeeds, and Q′′ ⊂ Q′, then Q′′ is neither an MFIS
nor an XSS.
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Var/Full(Q, D, K)
inputs : A failing query Q = t1 ∧ ... ∧ tn, a KB D, a threshold K
outputs: MFIS and XSS of Q

1 mfis ← ∅, xss ← ∅, fis ← ∅, queryStatus ← ∅, list ← {Q}
2 while list �= ∅ do
3 Q′ ← first query of list in BFS ordering
4 list ← list − {Q′}
5 parents fis ← true
6 foreach t ∈ triplePatterns(Q) − triplePatterns(Q′) do
7 parents fis ← parents fis ∧ ((Q′ ∧ t) ∈ fis)
8 if parents fis then
9 if Q′ /∈ queryStatus then

10 queryStatus [Q′] ← FAILK(Q′, D)
11 if queryStatus [Q′] then // if Q′ fails
12 fis ← fis ∪ {Q′}
13 mfis ← mfis − superQueries(Q′)
14 mfis ← mfis ∪ {Q′}
15 foreach t ∈ triplePatterns(Q′) do
16 if (Q′ − t) �∈ list then
17 list ← list ∪ (Q′ − t)
18 if var(Q′ − t) = var(Q′) then
19 queryStatus [Q′ − t] ← true
20 else if cardmax(p(t), D) = 1 ∧ s(t) ∈ var(Q′ − t) then
21 queryStatus [Q′ − t] ← true

22 else // Q′ is successful, and therefore an XSS
23 xss ← xss ∪ {Q′}
24 return mfis, xss

Algorithm 1: Enumerate the MFIS and XSS of a query Q

When using this property to avoid query executions, query success or failure
is not known over the whole lattice but partial knowledge is sufficient here. Next,
we consider deduction rules that predict query failures without executing them.
As we run a breadth-first-search, a query is studied after all its superqueries, so
we can leverage properties deducing the failure of a query from the failure of
its superqueries.

Property 2. Given a query Q and triple pattern t, if var(Q ∧ t) = var(Q) then
Q ∧ t fails ⇒ Q fails.

Property 2 states that, if removing a triple pattern from a query does not remove
any variables, then the number of answers cannot decrease. In our example,
adding t5 (?n type ERNurse) to a query containing variable n adds a constraint
on n, and so cannot increase the number of answers.

Adding Properties 1 and 2 to Base creates an improved algorithm, Var,
shown in Algorithm 1 (lines 20 and 21 do not apply, they are used in the next
version). The main data structures are a list (list) of subqueries to evaluate and a
map (queryStatus) storing the result of their evaluations: failure or success (lines
9–10). From the list, we consider queries from the lattice in a breadth-first order
(lines 1–4). According to Property 1, every direct superquery of Q′ has to be
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Fig. 3. Lattice of subqueries of Q with Full algorithm

an FIS for further consideration (lines 5–8). On query failure, the sets fis and
mfis are updated (lines 5–8): the subquery Q′ being considered replaces its direct
superqueries in the mfis set as those can no longer be minimal (lines 12–14). We
then consider every direct subquery of Q′ (lines 15–21) for future evaluation (line
17), checking if Property 2 is applicable (line 18) to predict its failure without
executing it. If, instead, Q′ succeeded, it is added to the xss set (line 23).

5.3 Cardinality-Based Property

The last improvement leverages a property involving both the query and the
data. We consider triple patterns that add a piece of information to each answer
but do not overall change the number of answers. In the running example if
t2 (?d experience ?e) is removed from a query, as each person has at most one
experience, each answer will lose a piece of information, but no two answers
will become identical. So the number of answers will not decrease. We focus
on predicates with maximum cardinality 1, of which any subject has at most
one occurrence.

Definition 4. The global maximum cardinality of a predicate p in a dataset D
is [23]: cardmax(p,D) = max

s|∃ p,o:(s,p,o)∈D
|{(s, p, o) | (s, p, o) ∈ D}|

Property 3. Given a query Q, and a triple pattern t with a fixed predicate p(t),
if cardmax(p(t),D) = 1 and s(t) ∈ var(Q) then Q ∧ t fails ⇒ Q fails.

The complete algorithm, Full, is created by adding Property 3 to Var (lines
20–21).

Figure 3 shows the lattice of subqueries of the query from the motivating
example, and the subqueries avoided by Full. For example, t2 has maximum
cardinality 1, the subject of t2 (d) is one of the variables of t1t3t4t5, and t1t2t3t4t5
fails. We deduce that t1t3t4t5 fails using Property 3. In our example, Full only
executes 6 queries (rather than 31 for Base and 9 for Var).

Other cardinality definitions, like Class Cardinality [23], consider a smaller
set of subjects than global cardinalities so may provide more precise values.
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But these are query specific so a single cardinality value does not hold over the
whole lattice. Cardinalities would need to be calculated at each query evaluation.
Extending our approach with other cardinalities is a perspective for future work.

The deduction rule based on variables (Property 2) is applicable to any query
in any dataset as it relies only on information contained within the original query.
However, the cardinality-based condition (Property 3) requires additional infor-
mation: if cardinalities are not enforced by the schema, they must be calculated
for all predicates. For frequently modified KBs, cardinalities would need to be
updated each time the data is changed. This requires KB administrators to pro-
vide updated cardinality values or users to regularly query the KB to obtain car-
dinalities, which is costly. So we provide two versions of our algorithm: the Full
version with all optimization properties, and the variable-only version, Var.

6 Experimental Evaluation

Hardware. Our experiments were run on a Ubuntu Server LTS system with an
Intel(R) Xeon(R) Gold 5118 CPU @ 2.30 GHz and 32 GB RAM. The results
presented are the average of five consecutive runs of the algorithms. To prevent a
cold start effect, a preliminary run is performed but not included in the results.

Algorithms. The Base, Var and Full algorithms are implemented1 in Oracle
Java 1.8 64 bits and run using the Jena TDB triplestore. Cardinalities are pre-
computed for the Full algorithm. We set the threshold for plethoric answers
K = 100, as it is the default limit used by the DBpedia SPARQL endpoint. As
Cartesian products are costly to execute, queries containing Cartesian products
are split into connected parts so that in each part every triple pattern shares a
variable with at least one other triple pattern, and so that separate parts share
no variables. Each part is then executed separately, the number of answers of
the original query being the product of the number of results of each part.

Synthetic Dataset and Queries. We used a dataset of 11M triples, generated
with the WatDiv benchmark. We have considered 21 queries with 4 to 12 triple
patterns. There are 7 star queries (all triple patterns have the same subject), 7
chain queries (subject of triple pattern j + 1 is the object of triple pattern j) and
7 composite queries (any other configuration). All chain queries and some star
and composite queries are based on the WatDiv test cases (IL-1-10, F1, F2, F4,
C2, C3). We added new composite and star queries to have varied characteristics.

Real Dataset and Queries. We used the 3.9 version of the English DBpedia
dataset, which contains 812M triples. Queries come from the LSQ project [8]
which recorded user-submitted queries to DBpedia (version 3.5.1) between April
30 and June 20, 2010. Some minor adaptations were made as some original
URIs were not compatible with version 3.9 of DBpedia. We have used 9 star or
composite queries, containing 4 to 10 triple patterns.
1 Our implementation is available at https://forge.lias-lab.fr/projects/tma4kb with a

tutorial to reproduce experiments.

https://forge.lias-lab.fr/projects/tma4kb
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Fig. 4. # Executed queries Watdiv 11M triples

Fig. 5. Execution time Watdiv 11M triples

Fig. 6. # Executed queries DBpedia Fig. 7. Execution time DBpedia

6.1 Results

Synthetic Dataset and Queries. First we study the performance of the three algo-
rithms on a WatDiv generated dataset of 11M triples. The number of executed
queries and the execution time for each algorithm are given in Figs. 4 and 5.

For all the queries tested, we verify that Var and Full execute at most as
many queries as Base. This is a guarantee of the properties presented in Sect. 5.
The improvement is less notable for chain (Q8 to Q14) and composite (Q15 to
Q21) queries. Indeed, these queries have subqueries containing Cartesian prod-
ucts. Since we execute Cartesian products by separating them into connected
parts, queries that have a succeeding superquery can be executed as part of a
Cartesian product. The number of queries executed by the Base algorithm if
Cartesian products were executed directly, 2n −1, is given in the Maximum bars
on Fig. 4. Overall Var and Full execute respectively 46% and 75% fewer queries
than Base. The execution times follow the same general trend. Full is faster
than Var, itself faster than Base. The improvement in execution time is smaller
than the improvement in query executions. Indeed, all query executions are not
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equal, and the executions avoided can have short execution times. Overall Var
saves 65% of the Base execution time, and Full saves 83%.

Real Dataset and Queries. We show the number of executed queries and the
run-time of each algorithm in Figs. 6 and 7. As in the WatDiv experiments, Var
and Full execute at most as many queries as Base. However, we notice that
Full rarely executes fewer queries than Var. This can be explained by cardi-
nalities in DBpedia. Few of the predicates used have maximum cardinality 1, so
the cardinality property cannot be applied to them. Only 0.67% of predicates
in DBpedia have maximum cardinality 1, but 66% of predicates have maximum
cardinality 2. Upon further investigation, many predicates that should in theory
have maximum cardinality 1, such as BirthDate, in fact have maximum cardi-
nality 2. This can be due to errors in the data or uncertain information [24,25].
Using a curated dataset would likely improve the benefit of the cardinality-based
pruning. Consequently, Var and Full have very similar execution times, each
saving around 78% of the baseline time.

Some queries, like Q9, have long execution times (over an hour). The execu-
tion time depends heavily on the time the triplestore takes to answer a query on
our server. It could be reduced by using a distributed solution or optimizing how
the query evaluation is performed by the triplestore. This has not yet been inves-
tigated and is a prospect of improvement. Our experiments show that for most
queries, Var and Full run in a few seconds, despite using a centralized server.

7 Conclusion

In this paper, we have addressed the plethoric answers problem in the context
of RDF queries. We have identified that none of the approaches proposed in the
literature try to identify why the user query produced plethoric answers. Yet,
several approaches developed for other unsatisfactory answers problems have
shown that the first step in a query adjustment process designed to meet the
user expectation should be understanding why the query failed.

Our goal was to fill this gap. We have first shown that the notions defined
for other unsatisfactory answers problem are too restrictive for our context and
defined a more general notion, named MFIS. Starting from a baseline method to
calculate all MFIS and XSS of a failing query, we have proposed improvements
based on query and data properties, to reduce the number of queries that need to
be executed, and therefore reduce the run-time of our algorithms. Experiments
using both synthetic and real data show that our optimized algorithms offer a
significant improvement. Var saves 71% of the baseline time and can be used
for any query, and Full saves 82% of the baseline time but requires additional
information: predicate cardinalities.

The next step will be to use the MFIS and XSS to aid in rewriting queries
with plethoric answers. Query modification can be performed entirely by the
user (i.e. we provide the MFIS and XSS and the user interprets them to adapt
their query), entirely automatically, or with an interactive approach, where the
user is guided through changes applied to their query.
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Abstract. Software defect prediction can improve its quality and is actively stud-
ied during the last decade. This paper focuses on the improvement of software
defect prediction accuracy by proper feature selection techniques and using ensem-
ble classifier. The software code metrics were used to predict the defective mod-
ules. JM1 public NASAdataset fromPROMISESoftware Engineering Repository
was used in this study. Boruta, ACE, regsubsets and simple correlation are used
for feature selection. The results of selection are formed based on hard voting of
all features selectors. A new stacking classifier for software defects prediction is
presented in this paper. The stacking classifier for defects prediction algorithm is
based on combination of 5 weak classifiers. Random forest algorithm is used to
combine the predictions. The obtained prediction accuracy was up to 96.26%.

Keywords: Ensemble of classifiers · Feature selection · Software defect analysis

1 Introduction

A software defect is a bug in the program code that causes the program to crash or
produces incorrect results. Most of the defects arise from errors made in the source code
of the program or its design. Software defect prediction locates defective module to help
developers improve the quality of software. Early detection of software defects reduces
development costs and improves software quality and reliability.

Software defect prediction methods are used to either classify modules prone to
defects or to predict the number of defects expected in software module. A number of
different methods are used to classify and predict defects. They are divided into methods
for predicting the expected number of defects that may be found in a software artifact
(prediction), as well as methods for predicting whether a given software artifact may
contain a defect (classification). Machine learning techniques use algorithms based on
statistical and data mining techniques and can be applied to classify and predict defects.
These methods are similar to regression methods and use the same input independent
variables. The aim of the paper is to develop to new ensemble of classifiers for software
defects prediction and frequent patterns mining based on feature selection. The proposed
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approach can be used also in other domains. The developed ensemble allows more
accurate estimation of software defects than logistic regression and random forest. In
addition, the time complexity is lower than for deep learning approach, particularly
RRN.

2 Related Works

Datasets for software defects prediction consist of a lot of features. However, the quality
of prediction should be improved [1]. That is why many researchers focus on selecting
variables or features of the original project that are relevant to the target project. In
[2], the neighbor filter method is used to delete instances of the original project, the
functions of which are not close enough to the functions of the target project. The choice
of functions based on correlation was studied in [3]. Naïve Bayes classifier is used for
feature selection and defects prediction in [4]. However, the nature of dataset requires
the combination of different methods for features selection.

Wrapper methods rely on feature importance information from some classification
or regression methods, and therefore can find deeper patterns in the data than filters.
Wrappers can use any classifier that determines the degree of importance of the features.
Wrappers are used in [5–7].

The next step is data analysis and classification of software defects.Machine learning
and deep learning are widely used for software defects prediction. The new approach that
leverages deep learning techniques to predict the number of defects in software systems is
developed in [8]. The specially designed deep neural network-based model to predict the
number of defects is proposed. A new unsupervised based embedding method SimAST-
Token2Vec is designed in [9] to learnmeaningful representation for these extracted token
vectors. Bi-directional Long Short-Term Memory (BiLSTM) neural network is used to
automatically learn semantic features from embedded token vectors. To enhance soft-
ware reliability, in paper [10], a deep learning-based method called DP-ARNN (defect
prediction via attention-based recurrent neural network) is developed. Specifically, DP-
ARNN leverages RNN to automatically generate syntactic and semantic features from
source code. The attention mechanism to capture crucial features is employed.

3 Methods and Results

3.1 The Dataset

Public dataset from PROMISE Software Engineering Repository [11] was used in this
study. The JM1 dataset on software defect prediction was selected. The source of this
dataset is NASA and the NASA Metrics Data Program. The dataset contains 10,885
entries (modules) along with 21 code metrics, used as features and listed in [12], and
a “TRUE/FALSE” field indicating either the module contains one or more reported
defects, used as a target. Among all modules listed in the dataset, 2,107 have reported
defects. The dataset is imbalanced.

All calculations were made using RStudio. Data was passed through Data Sampler
for balancing (a subset of 50/50 True / False was randomly selected). As a result, from
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a dataset of 10885 records, 5443 records were selected for which further models were
built. The randomized 90% of the dataset were used as a training set, and the rest 10%
– as a validation set. One of the obstacles while building software reliability model
based on its code metrics is the fact that a lot of metrics highly correlate. Thus, pairwise
Pearson correlation coefficient greater than 0.900 was obtained for 20 metrics pairs [12].
The quality of prediction is calculated for whole dataset and for selected features.

3.2 Research Methods: Feature Selection

Collinear features are those that correlate with each other. The presence of these features
can adversely affect the learning rate of the model (especially for wrapping methods),
reduce interpretability and performance, and contribute to model overfitting. In the pres-
ence of correlated features, algorithms based on an assessment of the importance of
permutations of a feature may be wrong, since removing one of them will not reduce the
quality of the model. Consequently, the importance of the permutation for them may be
low and theywill all be discarded, regardless of their usefulness. From the set ofmutually
correlated features, you can remove all but one without significant loss of information.
That is why the correlation between features is found and correlation matrix is built. A
significant correlation of some metrics was revealed, and the correlation between e and
t, as well as between b and v is equal to one. Another 18 pairs of metrics have a Pearson
correlation coefficient greater than 0.9.

Boruta is heuristic algorithm for selecting significant features basedon theuseofRan-
dom Forest. The essence of the algorithm is that at each iteration, features are removed
whose Z-measure is less than the maximum Z-measure among the added features. To
get the Z-measure of a feature, it is necessary to calculate the importance of the feature,
obtained using the built-in algorithm inRandomForest, and divide it by the standard devi-
ation of the feature importance. The obtained most significant variables are McCabe’s
cyclomatic complexity, v(g); McCabe’s design complexity, iv(g); Halstead’s total oper-
ators & operands, n; Halstead’s volume, v; Halstead’s line count, lOCode; Halstead’s
count of lines of comments, lOComment; Halstead’s Total operators, total_Op; number
of branches in the flow graph, branchCount.

ACE (Artificial Contrasts with Ensembles) is another algorithm that can be used for
feature selection. The main idea of the ACE algorithm is similar to the idea of the Boruta
algorithm – each feature is filled in randomly by shuffling its values. Random Forest is
launched on the resulting sample. However, unlike Boruta, it does not remove the found
features with the least importance, which can improve the quality of measurements of
important features. The most important features found by the ACE algorithm, on the
contrary, are removed, which allows the algorithm to find patterns. The ACE issues
the deleted signs as a response. The result of ACE for two primary components is
the following: lOCode, b, v, t, e, total_Op, n, loc, total_Opnd, branchCount, v(g), d,
uniq_Opnd, lOBlank, uniq_Op, lOComment, d.

The R package leaps has a function regsubsets that can be used for best subsets,
forward selection andbackwards elimination depending onwhich approach is considered
most appropriate for the application under consideration. The most significant variables
are the following: loc, e, lOCode, v(g), l, branchCount, n, uniq_Op,uniq_Opnd.
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Thefinal results of selection are forming based on hard voting of all features selectors.
So, we divide features by following groups based on the results of feature selection
algorithms:

• important variables (v.g, n, v, lOCode, branchCount),
• tentative variables (loc, l, d, i, e, uniq_Op,uniq_Opnd, total_Op, lO_Comment),
• rejected variables (the rest of features).

3.3 Research Methods: Classification

The research methodology is organize as following:

1. We divide the available sample into training and testing. For training, we will select
70% of the original sample.

2. We train six models for important variables, for important and tentative variables
and for while dataset respectively (LDA – linear discriminant analysis, CART –
classification tree, SVM – support vector machine with a radial kernel, RF – random
forest, KNN – nearest neighbors, NNET – perceptron with one hidden layer with 15
neurons and Gaussian activation function).

3. We carry out resampling of the obtained models, perform a statistical analysis of
two generated model quality metrics (Accuracy and J. Cohen’s Kappa index) on the
training set, rank the models and estimate the confidence intervals of the criteria
used.

The statistical analysis for whole dataset is given below (Table 1).

Table 1. The Accuracy comparison

Classifier Accuracy

Important variables Important and tentative variables Whole features

CART 0.833 0.666 0.616

LDA 0.857 0.800 0.646

SVM 0.902 0.800 0.732

KNN 0.833 0.714 0.663

RF 0.900 0.833 0.733

NNET 0.833 0.800 0.715

As result, the best accuracy is found for dataset consists of important variables.
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3.4 Research Methods: The Ensemble of Classifiers

The three most popular methods for combining the predictions from different models
are:

• Boosting. Building multiple models each of which learns to fix the prediction errors
of a prior model in the chain.

• Bagging. Building multiple models from different subsamples of the training dataset.
• Stacking. Building multiple models and supervisor model that learns how to best
combine the predictions of the primary models.

The ensemble will be built for selected important features. Two Boosting algorithms
(c5.0 and Stochastic Gradient Boosting, SGB) are used for comparison. The accuracy
and Kappa values for these algorithms are listed in Table 2.

Table 2. Prediction accuracy and Kappa index for c5.0 and SGB algorithms.

Algorithm Min. 1st quartile Median Mean 3rd quartile Max.

c5.0 accuracy 0.4 0.6666667 0.6666667 0.6825397 0.8000000 0.8333333

SGB accuracy 0.4 0.6666667 0.8000000 0.7450794 0.8511905 1.0000000

c5.0 Kappa −0.4 0 0.0000000 0.03848297 0.0000000 0.5714286

SGB Kappa −0.4 0 0.4227273 0.32427044 0.5840336 1.0000000

The next, bagged CART and Random Forest (RF) algorithms were used. Accuracy
and Kappa index for these algorithms are listed in Table 3.

Table 3. Prediction accuracy and Kappa index for bagged CART and RF algorithms.

Algorithm Min. 1st quartile Median Mean 3rd quartile Max.

CART accuracy 0.3333333 0.6666667 0.6666667 0.7050794 0.8000000 1

RF accuracy 0.3333333 0.6666667 0.7142857 0.7330159 0.8333333 1

CART Kappa −0.5 0 0 0.1663473 0.4000000 1

RF Kappa −0.5 0 0 0.2033032 0.5714286 1

For stacking, let us first look at creating 5 sub-models for the dataset, namely: LDA,
CART, GLM, kNN, SVM. The RF is used to combine the predictions. 100 trees are
built for RF. Stacking results – accuracy and Kappa values along with their standard
deviations (SD) – for RF with 1053 samples using 5 predictors and 2 classes (‘bad’, and
‘good’) are presented in the Table 4. Here mtry is the number of variables available for
splitting at each tree node.

Accuracy was used to select the optimal model using the largest value. The final
value used for the model was mtry = 2.
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Table 4. Stacking results for 100 trees RF with 1053 samples.

mtry Accuracy Kappa Accuracy SD Kappa SD

2 0.9626439 0.9179410 0.01777927 0.03936882

3 0.9623205 0.9172689 0.01858314 0.04115226

5 0.9591459 0.9106736 0.01938769 0.04260672

4 Conclusions and Future Work

This paper presents the results of feature selection and software defect prediction using
ensemble classifier. The data preprocessing allows us to increase the quality of analysis.
Boruta, ACE, regsubsets and simple correlation are used for feature selection. The results
of selection are formed based on hard voting of all features selectors. A stacking classifier
for defects prediction algorithmbased on combination of 5 poor classifierswas developed
in this paper. Random forest algorithm is used to combine the predictions. Using this
ensemble allow us to increase the defect prediction accuracy up to 96.26%. Therefore,
the proposed algorithm shows the higher accuracy comparing to our previous results
published in [12]. The reported in [12] prediction accuracy was about 86%when applied
to the whole dataset.

The further research will include the development of hierarchical classifier.

References

1. Deep Singh, P., Chug, A.: Software defect prediction analysis using machine learning
algorithms. In: 2017 7th International Conference on Cloud Computing, Data Science &
Engineering – Confluence, pp. 775–781, IEEE, Noida, India (2017)

2. Turhan, B., Menzies, T., Bener, A.B., Di Stefano, J.: On the relative value of cross-company
and within-company data for defect prediction. Empir. Softw. Eng. 14(5), 540–578 (2009)

3. Yu, Q., Jiang, S., Qian, J.: Which is more important for cross-project defect prediction:
instance or feature? In: Proceedings of the International Conference on Software Analysis,
Testing and Evolution (SATE), pp. 90–95, IEEE, Kunming, China (2016)

4. Sfenrianto, Purnamasari, I., Bahaweres, R.B.: Naive Bayes classifier algorithm and particle
swarm optimization for classification of cross selling. In: 4th Intern. Conf. on Cyber and IT
Service Management, pp. 1–4 (2016)

5. Mafarja,M.,Mirjalili, S.:Whale optimization approaches for wrapper feature selection. Appl.
Soft Comput. 62, 441–453 (2018)

6. El Aboudi, N., Benhlima, L.: Review on wrapper feature selection approaches. In: 2016
Intern. Conf. on Engineering & MIS (ICEMIS), pp. 1–5, IEEE, Agadir, Morocco (2016)

7. Naik, N., Mohan, B.: Optimal feature selection of technical indicator and stock prediction
usingmachine learning technique. In: Somani, A.K., Ramakrishna, S., Chaudhary, A., Choud-
hary, C., Agarwal, B. (eds.) ICETCE 2019. CCIS, vol. 985, pp. 261–268. Springer, Singapore
(2019). https://doi.org/10.1007/978-981-13-8300-7_22

8. Qiao, L., Li, X., Umer, Q., Guo, P.: Deep learning based software defect prediction.
Neurocomputing 385, 100–110 (2020)

9. Chen, D., Chen, X., Li, H., Xie, J., Mu, Y.: DeepCPDP: deep learning based cross-project
defect prediction. IEEE Access 7, 184832–184848 (2019)

https://doi.org/10.1007/978-981-13-8300-7_22


Feature Selection and Software Defect Prediction 313

10. Fan, G., Diao, X., Huiqun, Y., Yang, K., Chen, L.: Software defect prediction via attention-
based recurrent neural network. Sci. Program. 2019, 1–14 (2019). https://doi.org/10.1155/
2019/6230953

11. Sayyad Shirabad, J., Menzies, T.J.: The PROMISE Repository of Software Engineering
Databases. School of InformationTechnology andEngineering,University ofOttawa,Canada.
http://promise.site.uottawa.ca/SERepository (2005)

12. Shakhovska, N., Yakovyna, V., Kryvinska, N.: An Improved Software Defect Prediction
Algorithm Using Self-organizing Maps Combined with Hierarchical Clustering and Data
Preprocessing. In: Hartmann, S., Küng, J., Kotsis, G., Tjoa, A.M., Khalil, I. (eds.) DEXA
2020. LNCS, vol. 12391, pp. 414–424. Springer, Cham (2020). https://doi.org/10.1007/978-
3-030-59003-1_27

https://doi.org/10.1155/2019/6230953
http://promise.site.uottawa.ca/SERepository
https://doi.org/10.1007/978-3-030-59003-1_27


Traffic Flow Prediction Through the Fusion
of Spatial-Temporal Data and Points of Interest

Wanzhi Xiao, Li Kuang(B), and Ying An(B)

School of Computer Science and Engineering, Central South University, Changsha, China
{wanzhixiao,kuangli,anying}@csu.edu.cn

Abstract. Urban traffic flow prediction plays an important role in alleviating traf-
fic congestion and helping manage public safety. However, the existing solutions
to traffic flow prediction still fail to fuse various heterogeneous information effec-
tively, such as historical traffic flow and the semantics of locations, and also fail
to capture the traffic flow correlation in the spatial dimension at different levels.
Therefore, in this paper, we propose a new traffic flow prediction method to pre-
dict the inflow and outflow of each region in the city. Specifically, we first fuse
the historical traffic flow, POI, and timestamps data crosswise through a series of
gating layers to learn the spatial-temporal interactions. Second, we propose a hier-
archical adaptive graph convolution network, which generates multiple learnable
adjacency matrices at different network layers to capture the flow correlations in
the spatial dimension at different levels. Finally, we take the prediction of inflow,
outflow, and overall flow as three tasks and design multi-task learning to improve
the prediction performance. Experiments on a real traffic dataset show that our
method outperforms the state-of-the-art solutions.

Keywords: Traffic flow prediction · Spatial-temporal data · Graph convolution

1 Introduction

As an essential part of intelligent transportation systems, traffic flow prediction aims
to predict the future traffic flow (inflow and outflow) of each region in the city based
on historical observation data. Timely and accurate traffic flow prediction can provide
people with suggestions of travel route planning and help management departments
better allocate road resources and deploy police, thereby reducing traffic congestion and
maximizing traffic capacity.

At the same time, traffic flow prediction is also very challenging. Researchers mainly
focus on how to model the spatial and temporal correlation to make more accurate
predictions. The development of mainstream can be divided into two phases: 1) The
researchers in the early time treat the whole city’s traffic flow as a pixel map that changes
over time [1] and use convolutional neural networks (CNN) to predict city-wide crowd
flow. But CNN is limited to model Euclidean spatial relationship, and it is difficult to
capture long-distance spatial correlation. 2) Recent studies model non-Euclidean spatial
correlations on urban road networks [2, 3], combining graph neural networks (GNN)
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and recurrent neural networks [4] to make traffic flow prediction. Although spatial and
temporal correlation has been captured in previous studies, three important challenges
have not been well solved:

1. First, traffic flow prediction is affected by multiple factors, such as historical traffic
flow, time, and points of interest (POI) [1], and the existing methods can not learn
the spatial-temporal interactions well. Time-related data are continuous variables,
while POI data are static, discrete variables. It is difficult to achieve ideal prediction
performance by simply concatenating [5, 6] these data at each time step.

2. Second, most current approaches can not effectively capture spatial correlations
at different levels. For example, traffic congestion may increase the local impact,
while regions with commuting activities (e.g., residential region to an office region)
increase the effects of global-level traffic transition. Most GNN-based method con-
struct a fixed adjacent matrix based on distance [7, 8] or historical flow similarity
[9] between regions. However, a fixed adjacent matrix can not reflect the real rela-
tionship between regions because of the dynamically changing traffic transition, and
also fails to capture spatial correlations at different levels.

3. In addition, most previous studies predict inflow and outflow in a specific region as
one task [1, 4], resulting in a decrease in prediction performance. Inflow and outflow
are two traffic series in time dimensions, which are different in a specific period.
For example, the office area has a large inflow and a small outflow in the morning
rush hour, but the situation may be the opposite in the residential area. Predicting
these two types flow as one task by using convolution neural network [5] or recurrent
neural network [10], ignoring the difference between traffic series.

To address the above three challenges, we propose a new traffic flow prediction
framework to predict the traffic flow in the city. First, we designed a gated fusion network
to fuse traffic flow, time, and POI to learn the spatial-temporal interactions. A gated
fusion network consists of a series of gating layers, which can select relevant features
and suppress unnecessary input components. Then, we proposed a hierarchical adaptive
graph convolution network in the spatial dimension by learning different adjacency
matrices at different network layers to better capturemulti-level spatial correlation. After
learning the high-level spatial-temporal features, we treat inflow, outflow, and the overall
flow(both inflow and outflow) predictions as three tasks and use multi-task learning to
improve the prediction performance. In general, the contributions of this paper are as
follows:

1. We proposed an effective data fusion method and designed a gated fusion network
to fuse spatial-temporal data to learn their spatial-temporal interactions.

2. We designed a hierarchical adaptive graph convolution network to capture the multi-
level spatial correlation by learning different adjacency matrices at different network
layers.

3. We performedmulti-task learning in the prediction stage. Inflow, outflow, and overall
flow are predicted as three tasks to further improve prediction performance.
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4. Experiments on a public dataset prove the result of our method exceeds all baselines.
We have released the code of our method, which can be available at https://github.
com/css518/HSTGNN.

The organization of this paper is as follows: Sect. 2 introduces the related work.
Section 3 gives the relevant definitions and formalization of the problem. Section 4
describes the details of our proposedmethod. Section 5 shows the experiments. Section 6
summarizes the whole paper.

2 Related Work

2.1 Convolution Neural Network-Based Traffic Prediction Method

In recent years, deep learning has become the mainstream method to solve spatial-
temporal prediction problems. Convolution neural networks have been widely used in
the traffic prediction field [1, 11]. Zhang et al. [1] divided the whole city into a grid
map and proposed a spatial-temporal residual network for grid-based urban crowd flow
prediction. Kuang et al. [12], Guo et al. [13] employed 3D convolutional neural networks
to predict traffic flow to further improve the prediction performance. However, due to
the invariance of convolution kernel size, it is difficult to capture a different range of
spatial dependence for different inputs. Besides, theCNN-basedmethod can only capture
Euclidean spatial correlation on the grid data, which may not be in line with the real
space division, and is also limited in multi-step prediction.

2.2 Graph Neural Network-Based Traffic Prediction Method

To find traffic prediction methods in non-Euclidean space, researchers have begun to
apply graph neural network (GNN) to traffic prediction in recent years. DCRNN [7],
STGCN [2] builds a graph structure based on the distance of road sensors. But a fixed
adjacent matrix can not reflect real spatial dependence between nodes. For this reason,
STMGCN [3] use multiple data-driven adjacent matrices to capture spatial correla-
tions from different perspectives. To capture the dynamics change relationships between
nodes, GMAN [8] leverage attention mechanism to adjust the weight of edges between
nodes. However, these methods still require fixed adjacent matrix. GraphWaveNet [5],
AGCRN [14] noticed that fixed graph structure could not reflect the true spatial depen-
dence, so they use a learnable adjacency matrix to capture dynamic spatial correlations
between nodes. However, using one adjacent matrix as the input of graph convolution
can hardly capture hierarchical spatial correlation in different levels. In the fusion of
multi-source spatial-temporal data, previous studies [5, 15] directly concatenate traffic
data and timestamp data for speed prediction. These fusion methods using concatena-
tion can not effectively capture the interactions of multi-source spatial-temporal data.
several works [16, 17] use data profiling techniques to fuse spatial-temporal data, but
they still not consider data heterogeneity. Different from these works, we learn spatial-
temporal interactions by a series of gating layers and learn multi-level spatial correlation
by learning different matrices matrix at different network layers.

https://github.com/css518/HSTGNN
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3 Preliminaries

In this section, we formalize the problem, and our goal is to predict the future multi-step
traffic flow of each region in the city. For clarity, first, define the symbol.

Definition 1. Historical traffic sequence X = {X1,X2, ...,XT } ∈ RT×N×C , where R is
the vector dimension, T is the number of time slice andC denotes the number of features,
XT ∈ RN×C represents the traffic flow of N regions at time T .

Definition 2. Traffic graph G = (V ,A, Γ, ξ), V = {v1, v2, ..., vN }, is a set of nodes,
|V | = N , is a node on the graph, representing a region of the city, A = {ai,j} ∈ RN×N

is the adjacency matrix and ai,j represents the relation between node i and node j. � =
{t1, t2, . . . , tT } ∈ RT×C denotes time embedding, tT is one-hot embedding encoded by
time of day, day ofweek. ξ = {ε1, ε2, ..., εN } ∈ RN×C , indicating geospatial information
of N nodes, εN ∈ R1×N is POI information on node N .

Problem Definition. Given previousP steps traffic sequence [X t−P+1,Xt−P+2, . . .Xt],
traffic graph G, learn a function f to predict traffic flow in next T steps:

[Xt+1,Xt+2, · · · ,Xt+T ] = f
([
Xt−p,Xt−p+1, · · ·,Xt

]
,G

)

4 Method

Figure 1 shows the framework of our method, which mainly includes three steps: data
preparation, model learning, andmodel prediction. First, three gated fusion networks are
used to cross-fuse traffic flow X , timestamps Γ , and POI ξ to capture their interactions.
Then, the first branch of the model, hierarchical adaptive graph convolution network,
is used to capture the spatial feature Os The second branch uses gated one-dimensional
convolution to capture the time feature Ot , the third branch uses two-layer feedforward
neural network to capture the mixed spatial-temporal feature Of , and then performs
summation fusion of Os, Ot and Of . Finally, multi-task learning is used to map the
output.

4.1 Gated Fusion Network

How to effectively fuse spatial-temporal data to better learn their interactions? From the
perspective of data, traffic flow, as the main feature, is a continuous variable, geospatial
information is a discrete variable, and timestamp is a one-hot encoding variable. These
three types of data have different internal distributions, and it is difficult to control the
degree of non-linearity between the input variables and the predicted target. Therefore,
we designed a gated fusion network (Fig. 2) to fuse the heterogeneous data. Specifically,
we take traffic flow as the main feature, POI, and timestamps as the auxiliary feature.
To capture the spatial-temporal interaction, we use three gated fusion networks to cross
fuse traffic flow and timestamps, traffic flow and POI, and the three features. Formally,
the gated fusion network is defined as follows:

GFN (a, c) = LayerNorm(a + GLU (h1)) (1)
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Fig. 1. Framework of the proposed method.

h1 = W1h2 + b1 (2)

h2 = ELU (W2[a, c] + b2) (3)

where GFN is gated fusion network, a is the main feature, c is the auxiliary feature,
W and b are parameters. First, a, c are concatenated, and then high-level feature h2 is
learned by the fully connected layer. The Exponential Linear Unit activation function
(ELU) is employed to further increase the nonlinearity. After ELU, The Gated Linear
Unit (GLU) [18] is used to suppress any unnecessary components in a given input, and
selectively retain and forget some features:

(4)

where σ(·) is the sigmoid activation function, which can determine how much infor-
mation flows to the next layer. ∗ represents the convolution operation, W , V and b are
trainable parameters, denotes the element-wise Hadamard product. Residual connec-
tion and layer normalization is added after GLU, which is used to make the training
process more stable.

4.2 Hierarchical Adaptive Graph Convolution

In capturing the spatial correlation of traffic flow, GCN [19] is widely used in traf-
fic prediction. GCN can capture non-European spatial dependence. GCN updates its
representation by aggregating the feature of neighboring nodes, which is formalized as:

Z(l+1) = σ
(
AZ(l)W (l) + b(l)

)
(5)

where Z(l) ∈ RN×C is the node feature of the layer l, σ is the sigmoid activation function,
W (l) and b(l) are parameters in layer l, A ∈ RN×N represents the adjacency matrix.
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Fig. 2. Gated fusion network

In order to capture the dynamics and hierarchical spatial correlation of traffic flow
between regions, we designed a hierarchical adaptive graph convolution. We use two
trainable parameters E1, E2 to construct adjacent matrix. E1, E2 ∈ RN×C represent the
embedding of the source node and the target node respectively, and C is the embedded
dimension. Thenwe use fully connected layer tomapE1 andE2, so that there are different
adjacency matrices in different layers:

E(l+1)
1 = E(l)

1 W (l) + b(l) (6)

E(l+1)
2 = E(l)

2 W (l) + b(l) (7)

where E(l)
1 , E(l)

2 is the source node embedding and target node embedding of the layer l.
W (l) and b(l) are mapping parameters. Then, the adjacency matrix can be defined as:

A(l) = SoftMax
(
ReLU

(
E(l)
1 E(l)T

2

))
(8)

where A(l) ∈ RN×N is the adjacency matrix of layer l. Then, the graph convolution
process is implemented on the constructed adjacency matrix. We use diffusion graph
convolution [7] to implement the graph convolution, which using a limited number of k
steps to simulate the diffusion process of the graph signal. Given the adaptive adjacency
matrix A(l) of the layer l, and perform a limited k steps diffusion process on it, which
can be formalized as:

Z(l+1) =
∑K

i=1
(A(l))

i
Z(l)W (l)

i (9)

where (A(l))
i
is the power series of A(l), representing the probability of diffusion on the

graph, Z(l), and Z(l+1) represent the node feature of layer l and layer l + 1 respectively,
and W (l)

i is the parameter of graph convolution. We capture spatial correlation from
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different levels by using different adjacency matrices at different network layers, which
can also prevent the problem of node feature over smoothing due to the deepening of
network layers.

4.3 Gated Convolution Module

In the time dimension, traffic flow is a time series. The traffic flow at a certain moment
in a location is similar to the traffic flow at that moment in the previous few moments
and yesterday, which is trendy and periodic [1]. Therefore, we add timestamps as the
order information of time series and use gated one-dimensional convolution to capture
the temporal correlation in the traffic series.

Specifically, we perform one-hot encoding of time of day and day of week to get
the time embedding Γ ∈ RN×C , and use it as the auxiliary feature, the traffic flow
X ∈ RT×N×C as the main feature. Then, input them to the gated fusion network Eq. (1),
and outputs the fused feature X ∈ RT×N×C1 :

Γ = OnehotEncoding(timeofday, dayofweek) (10)

X = GRN (X , Γ ) (11)

ThenX is input into gated convolutionmodule (Fig. 3), we use a 1×k convolution kernel
with a dilation factor to convolve in the time dimension of X . The gated convolution
module takes X as input and has two branches, which can be denoted as:

(12)

where X (l+1)
t ∈ R(T−k+1)×N×C is the output of the gated convolution module, Θ1 and

Θ2 are convolution kernel, b1 and b2 are bias, denotes the dot product. g(·) is the tanh
activation function of the output part, and σ(·) is the sigmoid function, which controls
how much information can flow to the next layer. To make the training more stable, we
add layer normalization after the activation function.

Fig. 3. Gated convolution module.
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Then, we sum the final outputOt of the gated convolution module, the spatial feature
Os output by the hierarchical graph convolution, and the feature mixed spatial-temporal
feature Of output by the two-layer feedforward neural network to obtain the high-level
spatial-temporal feature Y :

Y = Os + Ot + Of (13)

4.4 Multi-task Learning Loss

After obtaining high-level spatial-temporal features, we design multi-task learning on
the prediction stage. We define three types of flow prediction in each region, namely
inflow, outflow, and overall flow (both inflow and outflow), as three prediction tasks.
Multi-task learning can strengthen the learning ability between related tasks. We use
three convolution networks to map high-level features Y ∈ RT×N×C to three types of
flow, and our goal is to predict the overall flow.

Y
∧

all = Θ1 ∗ Y + b1 (14)

Y
∧

in = Θ2 ∗ Y + b2 (15)

Y
∧

out = Θ3 ∗ Y + b3 (16)

where Θ and b are parameters, Y
∧

all ∈ RT×C×2, Y
∧

in, Y
∧

out ∈ RT×C×1, are the predicted
overall flow, inflow, outflow respectively, after defining three related tasks, we use mean
absolute error to calculate the loss of each prediction flow and then jointly optimize
them.

L =
∑N

i=1

∑T

j=1
λall

∣
∣∣yalli,j − y

∧all
i,j

∣
∣∣ + λin

∣
∣∣yini,j − y

∧in
i,j

∣
∣∣ + λout

∣
∣∣youti,j − y

∧out
i,j

∣
∣∣ (17)

where N is the number of nodes, T is the number of time steps to be predicted, λall , λin,
λout are three hyper-parameters used to adjust the importance of tasks.

5 Experiments

In this section, we conducted experiments on a real traffic dataset. We aim to answer the
following research questions:

RQ1: How does our proposed method compare to the state-of-the-art traffic prediction
model?

RQ2: How do the components designed in the model contribute to the final prediction
performance?

RQ3: How does the model parameter setting affect the prediction performance?
RQ4: How do different data fusion methods affect the experimental results?
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5.1 Experimental Settings

Task Descriptions
We use a public dataset named TaxiBJ [4] for the traffic flow prediction task. The specific
information of the dataset is as Table 1. This dataset divides Beijing city into 1024 grids,
representing 1024 regions of the city, and the area of each grid is 1 km2. Each grid serves
as a node in the graph. It counts the hourly in and out traffic flow of each grid. The POI
information corresponding to the grid is used as geospatial data. The traffic flow of the
past 12 h is used to predict in and out traffic flow of each region in the next 3 h. The
training set, the validation set, and the test set are divided at a ratio of 8:1:1, and our
settings are the same as those in [4]. We use mean absolute error (MAE) and root mean
square error (RMSE) as evaluation metrics.

Table 1. Dataset description

Dataset TaxiBJ

Prediction target Inflow and outflow

Time interval 2015/2/1–2015/6/2

Time slot granularity 1 h

Timestamps 3600

Nodes 1024

Geospatial features POI

Parameter Settings
We use the PyTorch framework to implement our model and conducted experiments on a
computer equipped with an Intel(R) Xeon(R) E5 CPU and two NVIDIA Titan XP GPU
cards. The detailed parameters of the model are as follows: (1) The dimension of the
hidden unit is set to 32, and the model has four layers of network (2) We set the learning
rate of the model to 0.001. (3) The weights of multi-task learning loss λall , λin, λout are
set to 0.5, 0.25, 0.25 respectively (4) The number of training epochs is 200, and batch
size is 32. Besides, we use the Adam optimizer and perform gradient clipping to train
the model.

5.2 Performance Results (RQ1)

Table 2 shows the comparison between our model and nine baselines. Each model has
been trained five times, and the results are in the form of mean ± standard deviation. We
compared MAE and RMSE, including predicting the next 1-h, next 2-h, next 3-h, and
overall performance. Our predict performance exceeds all baselines. The overall MAE
and RMSE dropped by 4.2% and 6.9%, respectively.
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From Table 2, we can observe that the two statistical models of HA and ARIMA
perform the worst. GBRT, as a commonly used machine learning model, has relatively
good accuracy in regression prediction. ST-ResNet and STDN, two convolution-based
deep learning methods, are not effective in predicting long-term traffic flow, because
these two methods do not capture long-term temporal dependence. DCRNN and Graph-
WaveNet are two methods based on graph neural networks, which have a better result
than convolution methods. but these two model fails to capture the spatial dependence
on the multi-levels. ST-MetaNet and ST-MetaNet+ use meta learning to generate model
parameters to learn spatial-temporal correlation, the result is further improved. But they
still do not consider the hierarchical relationship of traffic flow and did not filter the
noise data of meta-information. Our method considers the hierarchical spatial depen-
dence, and effectively fused spatial-temporal data, retains important features. In addition,
our method employs multi-task learning and achieves a relatively stable performance.

Table 2. Performance comparison of all methods on TaxiBJ dataset.

Models Overall 1 h 2 h 3 h

MAE RMSE MAE RMSE MAE RMSE MAE RMSE

HA 26.2 ± 0.00 56.5 ± 0.00 26.2 ± 0.00 56.5 ± 0.00 26.2 ± 0.00 56.5 ± 0.00 26.2 ± 0.00 56.5 ± 0.00

ARIMA 40.0 ± 0.00 86.8 ± 0.00 27.1 ± 0.00 58.3 ± 0.00 41.2 ± 0.00 77.0 ± 0.00 51.8 ± 0.00 108.0 ± 0.00

GBRT 28.8 ± 0.04 60.9 ± 0.15 22.3 ± 0.01 47.7 ± 0.01 29.9 ± 0.06 62.7 ± 0.14 34.3 ± 0.11 70.5 ± 0.23

ST-ResNet [1] 18.7 ± 0.53 36.1 ± 0.59 16.8 ± 0.50 31.9 ± 0.69 18.9 ± 0.57 36.4 ± 0.71 20.3 ± 0.52 39.5 ± 0.46

STDN [11] 23.4 ± 2.49 43.2 ± 2.95 21.5 ± 3.24 37.4 ± 3.34 24.7 ± 3.43 44.4 ± 3.71 24.1 ± 1.27 46.9 ± 3.11

DCRNN [7] 17.8 ± 0.13 36.1 ± 0.15 15.8 ± 0.05 32.3 ± 0.08 18.2 ± 0.15 36.9 ± 0.17 19.4 ± 0.19 38.9 ± 0.24

GraphWaveNet
[5]

17.1 ± 0.06 35.0 ± 0.14 15.2 ± 0.08 31.1 ± 0.27 17.4 ± 0.09 35.7 ± 0.30 18.6 ± 0.11 37.8 ± 0.25

ST-MetaNet
[4]

16.7 ± 0.13 33.6 ± 0.15 14.8 ± 0.05 29.6 ± 0.08 17.1 ± 0.15 34.3 ± 0.17 18.2 ± 0.19 36.5 ± 0.24

ST-MetaNet +
[10]

16.5 ± 0.16 33.2 ± 0.35 14.7 ± 0.18 29.7 ± 0.40 16.9 ± 0.16 33.9 ± 0.35 17.8 ± 0.17 35.8 ± 0.53

HSTGNN
(ours)

15.8 ± 0.15 30.9 ± 0.13 14.6 ± 0.05 28.7 ± 0.15 16.0 ± 0.12 31.4 ± 0.25 16.9 ± 0.11 32.8 ± 0.23

5.3 Ablation Experiments (RQ2)

In this section, we conduct ablation experiments to verify the effectiveness of each
component of our model. For comparison, we consider the following model variants.

1. gated fusion: Remove the gated fusion network and use concatenate fusion instead.
2. adaptive gcn: Remove the hierarchical adaptive graph convolution, and use a single

adaptive adjacent matrix for graph convolution instead.
3. multi-task learning: Remove two sub-task of predict inflow, outflow, only keep the

main task to predict the overall flow(both inflow and outflow).
4. with all: Keep all components.
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Table 3. Ablation experiment

Index Removed componet MAE RMSE

1 h 2 h 3 h 1 h 2 h 3 h

1 Gated fusion 14.68 16.24 17.25 29.00 32.36 34.48

2 Adaptive gcn 14.87 16.52 17.30 29.27 32.85 34.48

3 Multi-task learning 15.20 16.06 16.82 29.48 31.61 33.00

4 With-all 14.65 16.01 16.90 28.75 31.41 32.85

From Table 3We can observe that when all the components are added, the prediction
result of the model is better, and the performance is more stable.

Effectiveness of gated fusion network: the prediction loss increases after remove
gated fusion network, especially in the medium and long-term predictions. This shows
the gatingmechanism is improved non-linearity and suppresses unnecessary components
in the input and preserves important features.

Effectiveness of hierarchical adaptive graph convolution: This component maintains
different adjacency matrices in different layers, and adjusts the weight of the edges
between nodes with the training process, adapts to the traffic flow that changes with
time, and can capture the spatial dynamic dependencies of nodes at different layers in
the traffic graph.

Effectiveness of multi-task learning: multi-task learning serves as implicit data
enhancement, enhancing the collaborative learning of related tasks and improving overall
performance.

5.4 Evaluation on Framework Settings (RQ3)

In this section, we verify the influence of hyper-parameters on model prediction. includ-
ing the number of hidden units (hidden size) of the network and the number of network
layers. Except for the changed parameters, other parameters are consistent with the
experimental settings of Sect. 5.1.

               
(a) hidden size                      (b) network layers 

Fig. 4. The influence of different hyper-parameters on overall prediction results
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It can be seen from Fig. 4(a) that our model is generally insensitive to hidden size
and performs best when the hidden size is 32. At the same time, the performance for
hidden size of 16 is slightly worse, because the hidden units are not enough, which leads
to insufficient data fitting. As shown in Fig. 4(b), when the number of network layers is
5, too deep network layers lead to over-fitting, which reduces the prediction result, and
when the number of network layers is 3, its performance is not as good as the setting
of net-work layers of 4, this is because shallower network layers can lead to insufficient
fitting.

5.5 Evaluation on Spatial-Temporal Fusion Methods (RQ4)

To further verify the effectiveness of the gated fusion network, we conducted a
comparative experiment on the TaxiBJ dataset.

(a) gated fusion vs other fusion     (b) the curves of validation MAPE 

Fig. 5. Performance of different fusion methods.

We consider four data fusion methods: (1) concat: concatenate traffic flow, time
embedding, and poi, respectively. (2) sum: use sum fusion to fuse spatial-temporal data.
(3)mul: fuse spatial-temporal data by dotmultiplication. (4) gated: gated fusion network.
Figure 5(a) shows the overall MAE of four spatial-temporal data fusion methods on the
test set. Compared to other data fusion methods, gated fusion network increases the
ability of feature selection by adding GLU gates, which can suppress some unnecessary
features and retain important features. MAPE ∈ [0, +8] is selected to observe the con-
vergence. Figure 5(b) shows the convergence of these fusion methods on the validation
set. In general, the gating fusion method is superior to other methods in stability and
convergence, which benefits from the activation ability of the gating mechanism.

6 Conclusion and Future Work

This paper proposed a new deep learning-based method for traffic flow prediction. We
designed an effective gated fusion network to fuse spatial-temporal data. Gated fusion
network can suppress some unnecessary features and learn spatial-temporal interactions.
To capture the hierarchical dependence in space, we designed a hierarchical adaptive
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graph convolution using functionmapping to learn different adjacencymatrices on differ-
ent layers, which conform to the spatial hierarchical and dynamic correlations of traffic
flow. Furthermore, we design three traffic flow prediction tasks: overall flow, inflow, and
outflow prediction, and then use multi-task learning for data enhancement. Experiments
on a public dataset show that our method exceeds all baselines.
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Abstract. Experiential learning is a key development area of artifi-
cial intelligence in education (AIEd). It aims to provide learners with
intuitive environments for autonomous knowledge formation and dis-
covery through interactive experiences. However, experiential learning
in AIEd faces two main challenges. Firstly, measuring learning perfor-
mances in unstructured and informal educational settings is difficult.
Secondly, providing frequent or timely feedback on student performance
is inefficient. To address these issues, this paper explores using natural
language processing (NLP) and the tool for the automatic analysis of
cohesion (TAACO) features as indicators of student performance in an
experiential learning course. Both NLP and TAACO features were tested
on a baseline CART decision tree (DT) machine learning (ML) model
with and without a grade population distribution mask to predict student
final scores at the end of the course. Our results show that (1), the use of
a distribution specific Gaussian mask significantly increases prediction
accuracy of the CART DT. (2), NLP and TAACO features provide high
information value for ML prediction tasks. (3), the CART DT is able to
accurately classify learner grade scores against human assessments.

Keywords: Natural language processing · Statistics · Scientific
method · Decision trees · Education · Experiential learning · Data
mining

1 Introduction

Background and Motivation. Experiential learning (EL) [10] is a method
of teaching instruction which differs from traditional classroom pedagogical
contexts that are highly structured and organized [10]. EL relies on interac-
tions with the environment as instructive feedback components to build learner
c© Springer Nature Switzerland AG 2021
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knowledge [2]. The key principle of EL implementation is to build an educational
construct around student centric objectives [6] in order to create an efficient
pedagogical framework [10]. It leverages on a learner’s transformation of expe-
rience from reflective thought processes through interactions with pedagogical
environments. EL processes goes through four essential cognitive mental stages
for a learner’s knowledge to develop. They are: The concrete experiences, the
reflective observations, the abstract conceptualizations and the active experi-
mentations. The authors in [13] show, through real-life implementations that
the four mental stages of EL [9], are important to build an augmentation of con-
textual information as “new knowledge” [10]. EL [10], is generally not favoured
because of difficulties in measuring learning progress and outcomes from its
highly unstructured, informal approaches. However, recent methods like [7,8]
and [12] offer solutions (e.g. rules-based, label and instance balancing, etc.) to
tackle performance evaluation biases strategically. The motivation of this study
is driven by the following key research questions. Firstly, how do we assume ade-
quate data distributions to more accurately model predictions of open problems
(like learner performance) in EL? Secondly, how do different features like NLP
and TAACO provide value to learning semantic information for inference tasks
in EL? Thirdly, how do ML models perform in predicting learning outcomes?
In this paper, we address these key concerns with the use of text cohesion and
readability features as critical measures for learning performance in predicting
students’ grades.

Contribution and Paper Outline. We address these questions with a focused
analysis using an experiential learning programme as a case study. Our model
addresses the mental challenge of learning from experience by providing the
physical construct through Nanyang Technological University’s campus wide
experiential learning programme, the “deeper experiential engagement project”
(DEEP)1. As data used in our study, DEEP journals were collected as reflec-
tions of progressive affective states of students, towards experiential learning
activities over a ten-week period. Motivated strategies for learning questionnaire
(MLSQ) architectures [5] are used to grade, label and rank the essays based
on learner strategies and motivation [5]. We first extracted text cohesion fea-
tures using python spaCy’s2 and TAACO3 toolkit packages. Next, we introduce
a baseline decision tree (DT) algorithm framework with NLP (see footnote 2)
and TAACO (see footnote 3) cohesion features to tackle the problem of classi-
fying student performance, by estimating feature classifiers on a Gaussian mask
which is skewed to the generalized grade distribution of the experiential learn-
ing course. Our model accepts as inputs, key relational feature states fi of i
states in student journal essays aj of j essays from a 10 week learning reflections
report blog, to determine the likelihood of classification τij over their learning
experience as indicative grade scores of their performance. To eliminate class
imbalances when training the CART DT, we run the MLSQ graded essays over

1 https://gohwils.github.io/biodatascience/deep programme.html.
2 https://spacy.io/.
3 https://www.linguisticanalysistools.org/taaco.html.

https://gohwils.github.io/biodatascience/deep_programme.html
https://spacy.io/
https://www.linguisticanalysistools.org/taaco.html
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a synthetic minority over-sampling technique (SMOTE) [1], to pre-process data
prior to the DT model training process. Our scientific contributions are three-
fold: Firstly, we design a new Gaussian mask to skew feature classifications of
data based on experiential course grade distributions for the DT. Secondly, our
method optimizes training of the DT for Fε, which is used to predict student’s
learning performance from classified grade scores. Thirdly, we demonstrate the
efficacy of using NLP and TAACO features with ML models to accurately pre-
dict classifications of student results in our experimentation. The remaining part
of the paper is organized as follows: We begin with a brief introduction to key
concepts, theories and preliminaries of our proposed model in Sect. 2. Then, we
summarize the methods and models we have developed for profiling and predict-
ing student grade outcomes from experiential learning courses in Sect. 3. Finally,
we present our experiment implementations, results and discussions in Sect. 4.

2 Preliminaries, Key Concepts and Theories

Preliminaries. We formulate our model problem within the following state-
ment: Given a set of features Fε of ε learning assessment samples where
ε ∈ 1, ..., η, our objective is to predict the likelihood of a student having acquired
an assessed grade Θε as an indicative measure of their effectiveness in knowledge
acquisition from EL activities. An important assumption that this study makes
is that the distribution of grades Φ is Gaussian, with a random mean μ over the
sample size η, of the student essay dataset χ in ε.

Text Cohesion Features. We define cohesion features fε as important, highly
correlated affective semantics expressed in student reflective journal essays. They
measure linguistic connectivity across textual phrases, sentences and paragraphs
as logical relationships between cognitive learning processes. fε are indicative
measures of student mental states and are used as predictors to their final expe-
riential course grading classifications. In our study, we extract cohesion features
fε as detected occurances of word pair lexicons and thematic structure.

Decision Tree Models. Decision tree models are organized decision structures
that accept input features as decision classes and splits them based on a set of
apriori classifier rules. As a rules based approach, DT models which generate
actual DT architectures are trained from an iterative process that leverages on
greedy optimizers which seek to maximize the data classification accuracy. A
standard DT model can be described mathematically as:

g(T ) = γω(T ) − δβ(T ) (1)

where g(T ) is the DT optimization, which depends on the decision accuracy
ω(T ) and tree size β(T ). Futhermore, γ and δ are accuracy and size (depth)
weights respectively. Our model addresses the problem of misclassification and
accuracy by profiling a Gaussian distribution score mask to establish decision
rule likelihoods at bifurcating non-leaf nodes of the DT. A diagram of our model
architecture is shown in Fig. 1.
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Fig. 1. Overview of the CART DT architecture

3 Model and Methods

Our approach evaluates data from DEEP courses that have been designed from
theories of experiential learning [2]. For this study, we used data obtained from
BS81014 which is concerned with creative project development on food. To begin,
we apply an asymmetric Gaussian distribution mask across our available journal
grade score classes to approximate the best performing feature/s which will then
be used as the best attribute for splitting progressive decision nodes [4,11]. Our
skewed probability density Gaussian grade score distribution is given as:

Φ =
p(Λ)P (γΛ)

P (μ)
(2)

where γ is the skew factor, μ is the distribution mean and Λ is the assessment
grade score. Next, the DT decision branch bifurcation process in our model is
determined mathematically as:

h : {Lm
1 , Lm

2 , ..., Lm
k } → {Z1, Z2, ..., Zk} (3)

where h is the classifier mapping fit to the training data attribute Li in m
dimensions of data class attributes zm ∈ {Z1, Z2, ..., Zk}. We define W to be
the words in the document D of an aggregation of reflective journal essays of
data elements dm ∈ D. Where dm = lim

m→k
(|lm|, zm) and li denote the element

attributes of the data attribute vector Li. Algorithm 1 is used to select the best
performing decision pathway predictions of student grade classifiers. The Gini
Index [13] is given by the method in Algorithm 2.

4 Experiments, Results and Discussion

The experiments were done on two datasets and feature sets using our DT design.
Essentially, we run our CART DT design with both NLP and TAACO features.
The NLP feature scores were extracted from the essays using the spaCy (see
4 https://dr.ntu.edu.sg/handle/10356/78232?mode=full.

https://dr.ntu.edu.sg/handle/10356/78232?mode=full
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Algorithm 1: CART DT
Result: Decision Tree of Best Fit
initialization;
Training Dataset = D;
Decision Node = Hj ;

Decision Depth = j;
Error Function = erf ;
Standard Probability Density Function = ψ(x);
Cumulative Density Function = Ψ(x);
Skew Rate = γ ;
Skew-Gaussian Probability Density Function = Ω(x);
while j < max − depth do

if Decision Node = H0 (root node);
then

Training Data D0 = D;
Test (dm ∈ zm);
if (zm ∈ Zk = 1);
then

Classifier: zm = Zk (leaf node);
Calculate-Gini();

else
Split: (L)Lm

i (left) and (R)Lm
i (right) for each lmi ;

For all: Lm
i = (L)Lm

i
⋃
(R)Lm

i ;

Such that: Ω(Lm
i ) = 2√

2π
exp

((R)Lm
i )2

2 × 1
2 [1 + erf(

Lm
i√
2

)] = 2ψ(Lm
i )Ψ(γLm

i );

And limm→k[Ω(Lm
i ) → Ω(zm)];

Calculate-Gini();
end

else
repeat;

end

end

Algorithm 2: Calculate-Gini()
Result: Gini(Dq)
Fraction of data elements from Dq = PqLm

i ;

Calculate: PL,qLm
i =

(L)Lm
i,q

Lm
i,q

;

And PR,qLm
i = 1 − PL,q(Lm

i );

Where for class zm ∈ Z1, Z2, ..., Zk PL,qLm
i → PZm,L,qLm

i ;

And PR,qLm
i → PZm,R,q(Lm

i );

For all PZm,q(Lm
i ) = PZm,L,q(Lm

i )
⋃

PZm,R,q(Lm
i );

Gini(Dq) = 1 − ∑Zk(PZm,q)2

zm=Z1

footnote 2) for python toolkit. While TAACO (see footnote 3) feature scores
were extracted from the python add-in module. Details are tabulated in Table 1
and 2 respectively5.

Results. The tests were run across the baselines and our CART DT algorithm
with and without the Gaussian distribution mask Φ. Both NLP and TAACO
features were chosen for Kaggle and DEEP datasets after performing regressive
correlation analysis. The F1-score is used to measure the accuracy of predictions
that is contributed by both precision and recall as important metrics of classi-
fier performance. Finally, during the experimentation, the full datasets obtained
from Kaggle and DEEP were partitioned as 80% training and 20% testing data
allocations. 40-fold validation [14] was performed over the CART DT across the
Mean Absolute Error (MAE) [3] measurement of each run. A summary of our
findings are given in Table 3 and 4.

5 https://www.kaggle.com.

https://www.kaggle.com
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Table 1. Statistics of datasets

Dataset Source #Essays Size Avg. text len

Kagglea Kaggle Hewlett Foundation 1778 250MB 250 words

DEEPb NTU’s DEEP Programme 37 1.2MB 5000 words
ahttps://www.kaggle.com/c/asap-aes
bhttps://www.sbs.ntu.edu.sg/Faculty/Sze chun chau/Pages/Sze-chun-
chau.aspx

Table 2. Baseline models

Baseline Feature # Of Features (DEEP) # Of Features (KAGGLE)

CART DT NLP Only 10 15

CART DT TAACO Only 14 23

CART DT NLP and TAACO 27 10

Table 3. Summary of the CART DT test and train accuracy

Kaggle without Φ Kaggle with Φ

NLP TAACO Depth Train accuracy Test accuracy Depth Train accuracy Test accuracy

Y N 2 79.5% 82.2% 2 83.2% 78.5%

N Y 1 93.8% 89.2% 12 100.0% 71.0%

Y Y 2 80.2% 78.7% 2 81.6% 78.5%

SMOTE’ed Kaggle /wo Φ SMOTE’ed Kaggle /w Φ

NLP TAACO Depth Train accuracy Test accuracy Depth Train accuracy Test accuracy

Y N 8 93.6% 80.7% 10 95.4% 86.3%

N Y 8 93.6% 81.2% 18 99.8% 79.6%

Y Y 12 99.0% 78.9% 8 92.4% 85.1%

DEEP /wo Φ DEEP /w Φ

NLP TAACO Depth Train accuracy Test accuracy Depth Train accuracy Test accuracy

Y N 9 100.0% 82.4% 14 100.0% 81.25%

N Y 16 100.0% 76.5% 5 100.0% 81.25%

Y Y 5 100.0% 82.4% 8 100.0% 93.75%

Table 4. Summary of K-fold cross validated MAE scores

Grades /wo Φ Grades /w Φ

NLP TAACO NLP+TAACO NLP TAACO NLP+TAACO

Kaggle 0.208 0.105 0.208 0.199 0.356 0.195

Kaggle SMOTE’ed 0.193 0.191 0.182 0.135 0.256 0.141

DEEP 0.175 0.279 0.196 0.237 0.113 0.075

Discussion. From the results in Table 3, we can see that: Firstly, there are no
obvious trends of TAACO outperforming or underperforming as compared to NLP
features. Secondly, when both NLP and TAACO features are used, it generally
gives better performance. Thirdly, when TAACO features are added to models
which were originally trained in NLP only, an improvement in accuracy is only

https://www.kaggle.com/c/asap-aes
https://www.sbs.ntu.edu.sg/Faculty/Sze_chun_chau/Pages/Sze-chun-chau.aspx
https://www.sbs.ntu.edu.sg/Faculty/Sze_chun_chau/Pages/Sze-chun-chau.aspx
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seen in DEEP models while Kaggle models see a slight drop in performance.
Finally, DEEP datasets performs poorly without the Gaussian mask. In conclu-
sion, our results show considerably good accuracies and performance of the CART
DT design when both TAACO and NLP features are used together in the classifi-
cation of student’s final grades at the end of the course. There is potential in using
machine learning (ML) models for classification and prediction tasks in experien-
tial education and learning. Future work will leverage on results obtained in this
study to include various other baseline models such as random forests (RFs), sup-
port vector machines (SVMs), Naive Bayes, long short term memory (LSTM), etc.
The other direction which we will carry on our research work will also be to verify
and test on the generalizability of the ML models for future DEEP journals for
the BS8101 and other DEEP experiential learning courses in NTU.

Acknowledgement. CC Sze, WWB Goh and OK Tan acknowledge support from an
ACE grant, NTU.
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Abstract. Anomaly detection is one of the key technologies to ensure
the performance and reliability of software systems. Because of the rich
information provided by logs, log-based anomaly detection approaches
have attracted great interest nowadays. However, it’s time-consuming to
check the large amount of logs manually due to the ever-increasing scale
and complexity of the system. In this work, we propose a log-based auto-
mated anomaly detection approach called LogAttention, which embeds
log patterns into semantic vectors and subsequently uses a self-attention
based neural network to detect anomalies in the log pattern sequences.
LogAttention has the ability to capture contextual and semantic informa-
tion in the log patterns and to attend far more long-range dependencies
in the log pattern sequence. We evaluate LogAttention on two publicly
available log datasets, and the experimental results demonstrate that our
proposed approach can achieve better results compared to the existing
baselines.

Keywords: Anomaly detection · Log analysis · Log data · Attention ·
Deep learning

1 Introduction

Anomaly detection is an essential task to ensure the reliability and the perfor-
mance of software systems, which aims to detect anomalies in time to avoid
further failures and losses. As the system gets increasingly complex and error-
prone, there is an urgent need for the effective approaches of anomaly detection.

Anomaly detection approaches can be divided into several categories from
different views. Log-based anomaly detection approaches have attracted great
interest in recent years because of the rich information in logs. System logs can
accurately describe the system status and events. Therefore, they can provide
the necessary support for system diagnosing. Logs are usually viewed as plain
texts with two essential components: constant parts and variable parts [7]. In
this paper, we refer to the constant parts as log patterns.

With the ever-increasing scale and complexity of software systems, it’s not
easy to manually detect anomalies from logs [16]. Up to now, many automatic
c© Springer Nature Switzerland AG 2021
C. Strauss et al. (Eds.): DEXA 2021, LNCS 12923, pp. 335–347, 2021.
https://doi.org/10.1007/978-3-030-86472-9_31
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approaches [1,10] have been proposed to ease the pressure of manual analysis.
Most of them need to extract log pattern sequences from raw logs. According
to how log pattern sequences are vectorized, these approaches can be further
classified into two categories, including log pattern counter based approaches
and deep learning based approaches [12]. Log pattern counter based approaches
suffer from the dependency on the parsing accuracy. In recent years, deep learn-
ing based approaches using Long Short-Term Memory (LSTM) have enjoyed
tremendous success [5,12,16]. Instead of using the log pattern count vector,
they extract sequential features hidden in the log sequence with recurrent struc-
tures. Nonetheless, it is difficult for LSTM to accurately learn the dependency
when the path between two interconnected log patterns becomes too long. These
problems pose major obstacles for the development of automatic approaches.

In order to overcome these obstacles, we propose a log-based automatic
anomaly detection approach called LogAttention, which has the ability to learn
the semantic information and long-range dependencies effectively in real-world
logs. Firstly, LogAttention leverages Drain [6] to extract log patterns from raw
logs. Then LogAttention generates semantic vectors for log patterns by aggre-
gating multiple word vectors based on TF-IDF scores. The semantic vectors
can reduce the dependency on parsing accuracy. The core part of LogAttention
is multi-head scaled dot-product attention [14], which takes the sequence of log
pattern vectors as input and subsequently detects the possible anomalies. Multi-
head scaled dot-product attention is able to learn long-range dependencies in
the log pattern sequence and each head can be trained in parallel.

In this work, we evaluate LogAttention on two publicly available datasets
which collect logs from Hadoop system and Blue Gene/L supercomputer respec-
tively. The overall experimental results show that our proposed approach can
effectively detect anomalies in real systems compared with existing baselines. In
addition, we use different window lengths to slice the logs of BGL and evalu-
ate LogAttention’s learning ability of long-range dependencies. The results show
that LogAttention performs even better when detecting anomalies in the longer
log sequences. Finally, we evaluate the effectiveness of the proposed vectorization
method.

Our main contributions are listed below:

1. We propose a new vectorization method for log patterns, the multiple word
vectors of which are aggregated based on TF-IDF to distinguish the different
levels of word importance for anomaly detection.

2. We propose LogAttention, an end-to-end approach using multi-head scaled
dot-product attention to detect anomalies effectively.

3. We perform extensive experiments to evaluate LogAttention on two well-
established datasets.

2 Related Works

Detecting anomalies in logs can be divided into four steps: log collection, log
parsing, feature extraction, and anomaly detection [7]. In this work, we concen-
trate on log parsing and anomaly detection.
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Fig. 1. An example of the raw log sequence and the extracted log patterns.

2.1 Log Parsing

Each log contains a constant part and a variable part [16]. Log parsing extracts
log patterns (or the constant parts) from the raw logs. Figure 1 shows the exam-
ple of the raw log sequence consisting of 5 consecutive logs and the extracted
log patterns. In [17], 13 approaches on 16 datasets from various systems are
comprehensively evaluated. The online approach Drain [6] shows the best per-
formance and stability among all the considered approaches. In order to speed
up the parsing process, fixed depth tree is adopted to encode parsing rules in
Drain.

2.2 Log-Based Anomaly Detection

We classify existing log-based anomaly detection approaches into three
groups:(1) Supervised machine learning approaches; (2) Unsupervised machine
learning approaches; (3) Zero-positive machine learning approaches.

Supervised Machine Learning Approaches
A lot of supervised machine learning approaches have been applied to detect
anomalies in literature. SVM (Support Vector Machines) is adopted to detect
anomalies in [10]. In [16], an empirical study has been conducted to show the
instability of logs in practice, and subsequently LogRobust is proposed to detect
anomalies in unstable logs.

Unsupervised Machine Learning Approaches
In [15], PCA (Principle Component Analysis) is used to detect anomalies. In
[11], Invariant Mining is used to detect anomalies. LogLens[3] can automatically
detect anomalies with no (or minimal) knowledge of the target system.

Zero-Positive Machine Learning Approaches
Zero-positive refers to the approaches which only require normal data for
anomaly detection [4]. DeepLog [5] uses LSTM to learn patterns from nor-
mal logs. It detects anomalies when logs deviates from normal distribution.
LogAnomaly [12] detects sequential and quantitative anomalies at the same
time. In [1], LSTM is used to learn temporal correlations and detect perfor-
mance anomalies in logs.
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Limitation of Existing Approaches
For those approaches based on the log pattern counter such as [10,11,15], they
transform a log pattern sequence into a count vector in which each dimension
represents the occurrence of a certain log pattern. The vectorization method
poses the following threats. On the one hand, the count vector won’t change
even if the log sequence is inversed. In other words, the vector is not sensitive
to the order of log sequence, while some anomalies are just manifested in the
order which are called sequential anomalies. On the other hand, they are very
sensitive to the results of log parsing, because the wrong log pattern will be
assigned another index, which may lead to unexpected behaviors.

For those approaches based on deep learning such as [5,12,16], they can
overcome the drawbacks mentioned above because they do not rely on count
vectors. Besides, semantic vectorization of log patterns proposed in [16] and [12]
can solve the problem of unseen log patterns. However, these approaches still
suffer from the following threat: it’s difficult for LSTM to accurately learn the
dependencies in the longer log sequences.

3 LogAttention Design

3.1 Overview

To overcome the drawbacks of existing approaches, we propose LogAttention
to effectively detect anomalies in diverse systems. The design of LogAttention
has been shown in Fig. 2. In the log parsing step, we use Drain [6] to extract log
patterns. After that, log patterns are transformed into semantic vectors to reduce
the influence of log parsing errors. Semantic vector sequences will be fed into an
multi-head scaled dot-product attention based neural network to detect whether
the log sequence is anomalous or not. Each log pattern vector can attend to all
the other log pattern vectors in the input sequence. In this way, anomaly features
of log sequence will be automatically learned from contextual information.

3.2 Log Parsing

In log parsing, constant parts are separated from raw logs and variable parts are
masked with <∗> [7]. For example, raw log “Received block blk -1608999687919
of size 91178 from /10.250.10.6” can be interpreted as “Received block < ∗ > of
size < ∗ > from < ∗ >”, which is a valid log pattern. In this work, we directly
introduce Drain [6] to extract these log patterns for its performance and stability.
Similar to existing log parsing approaches, Drain can not achieve 100% accuracy
on any datasets, let alone incomplete logs caused by accidents. Parsing errors
may result in missing necessary words in constant parts or adding redundant
words into constant parts. For example, “Received block blk -1608999687919 of
size 91178 from /10.250.10.6” may be transformed into “Received block <∗> of
size <∗> from /10.250.10.6” wrongly because there are too many logs reporting
data from this IP address and consequently the IP address seems to be a constant
part. In the following section, we will show how our vectorization method can
mitigate the influence of such errors.
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Fig. 2. The framework of LogAttention

3.3 Log Pattern Vectorization

Inspired by semantic vectorization [16], we view the log patterns as natural
language and build log pattern semantic vectors to get rid of the dependency
on parsing accuracy as much as possible. Different from Template2Vec [12], pre-
trained word vectors from FastText [9] are directly used to represent the words
in the log pattern. Then, TF-IDF [13] is used to distinguish the different levels
of word importance and aggregate these word vectors. Finally, the log pattern
vector is calculated by aggregating all the weighted word vectors. In this way,
the influence of parsing errors can be minimized because few different words
will make little change to the log pattern vector. As shown in Eq. (1), wi is the
TF-IDF score of each word and vwordi

is the corresponding word vector.

vlogpattern =
1
N

N∑

i=1

wivwordi
(1)

The main drawback of TF-IDF in [16] is that IDF is calculated in the log
pattern set, where IDF (wordi) = L

Lwordi
, L is the number of all log patterns

and Lwordi
is the number of log patterns containing the target word. In other

words, [16] uses the whole log pattern set as the corpus, which is inappropriate.
Consider the logs from Hadoop system. There are 48 log patterns extracted
by Drain and the word “Exception” occurs in 24 log patterns, which means
“Exception” isn’t important at all. Obviously, it is not reasonable. Actually,
most log patterns containing “Exception” occurs only few times in raw logs,
which means “Exception” is very important according to the IDF score in raw
logs. To overcome this drawback, we consider the importance of different words
in raw logs to better represent the log patterns. In our TF-IDF method, IDF
takes the occurrences of log patterns into consideration and TF keeps the same.
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The calculation of TF is shown in Eq. (2) where Lword is the number of wordi
in the log pattern and Ltotal is the number of all words in the log pattern. The
calculation of IDF is shown in Eq. (3) where Llogs is the number of lines in raw
logs and occj is the occurrence of logpatternj .

TF (wordi) =
Lword

Ltotal
(2)

IDF (wordi) =
Llogs

∑N
j=1 yj · occj

, yj =

{
0 wordi �∈ logpatternj

1 wordi ∈ logpatternj
(3)

It is noteworthy that our method is still different from directly using TF-IDF
in the raw logs because variables are not included in our work. Compared with
the TF-IDF used in log pattern set, our implementation reduces the impact
of log patterns with the smaller number of occurrences. Combined with the
aggregation of word vectors, our vectorization method can reduce the impact of
parsing errors as much as possible.

3.4 Log Anomaly Detection

After the step of log pattern vectorization, each log sequence S = [log1, . . . , logt]
can be transformed into a matrix M = [vlogpattern1 , vlogpattern2 , . . . , vlogpatternk

].
Taking M as input, LogAttention adopts a self-attention based neural network
to detect whether an anomaly is hidden in S.

Self-attention mechanism is a variant of the attention mechanism in which
Query(Q), Key(K) and Value(V) are obtained from the same input. [14] pro-
poses a specific self-attention called multi-head scaled dot-product attention and
compares it with recurrent and convolutional layers. The results show that self-
attention layers have the better ability to learn long-range dependencies and
benefit from the better efficiency. Inspired by these characteristics, we adopt
multi-head self-attention layers instead of LSTM to overcome its possible draw-
backs in previous work [5,12,16].

The main structure of our proposed model has been shown in Fig. 3. Trans-
formed from M , the input matrix X ∈ Rt×h can be represented as follows:

X = dropout(M�Wh + PosEmb) (4)

PosEmb = W p (5)

where Wh ∈ Rm×h and m is the dimension of original log pattern vector. We use
the learned positional embeddings W p ∈ Rt×h to represent the absolute position
of logs as shown in Eq. (5).

For the ith head, three linear transformations will produce Qi, Ki and Vi

using X:
Qi = XWQ

i ,Ki = XWK
i , Vi = XWV

i (6)

where WQ
i ,WK

i ,WV
i ∈ Rh×dhead and dhead = h/heads.

With Qi, Ki and Vi in the ith head, scaled dot-product attention mechanism
will calculate the attention scores. Then each log pattern embedding will attend
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Fig. 3. Multi-head scaled dot-product based neural network

to all the other log patterns within the sequence according to the attention
scores. The matrix calculation of scaled dot-product has been shown below:

headi = softmax(
QiKi

�
√

dhead
)Vi (7)

The result of all heads will be concatenated together to produce a new matrix
for the next layer by a linear transformation:

Xo = (head1 ⊕ head2 ⊕ · · · ⊕ headi)W o (8)

where ⊕ is the operator of concatenation and W o ∈ Rh×h.
As shown in Eq. (9), two kinds of regularizations will be applied before Xo is

fed to the feed-forward layer, including layer normalization and residual dropout.
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As shown in Eq. (10), the result of the current loop is then fed to the next loop
to perform the same calculation as X.

Xo = LN(X + dropout(Xo)) (9)

Xi = fabove(Xi−1) (10)

After several loops, we get the output Xfinal ∈ Rt×h. We directly use last
line of Xfinal denoted as y� to calculate the final anomaly probability for the
following two reasons: (1) Each element in the sequence has already contained
the information of other elements, so has the last one. (2) The last line of Xfinal

corresponds to the last log pattern in the log sequence, which is the latest infor-
mation of the sequence. Therefore, the final anomaly probability is calculated
by y� as in Eq. (11).

AnomalyProb = σ(y�W t + bt) (11)

σ(x) =
1

1 + e−x
(12)

4 Evaluation

4.1 Datasets and Criteria

Datasets

1. HDFS: HDFS represents the Hadoop Distributed File System, which is a
distributed Hadoop application [8]. This data set is generated with bench-
mark workloads and manually labelled as normal or abnormal. Each line of
HDFS log contains a unique block ID. Therefore, the operations in logs can
be naturally organized by session windows identified by block ID [7]. There
are 11,175,629 logs in total and they can be sliced into 575061 sessions, in
which 16838 sessions are labelled as anomalous. See [15] for more details. We
randomly pick 6000 normal sessions and 6000 abnormal sessions from HDFS
as the training set.

2. BGL: BGL represents BlueGene/L, which is a supercomputer system at
Lawrence Livermore National Labs (LLNL). The logs can be divided into
alert messages and non-alert messages, which are identified by alert category
tags [8]. There are 4,747,963 logs in total and 348,460 logs are labelled as
anomalous. BGL logs have no identifier like “block ID” for each job session.
Therefore, we will use sliding windows to slice logs into a set of log sequences.
Log sequence is anomalous as long as it contains an anomalous log. We ran-
domly pick 40000 normal log sequences and 40000 abnormal log sequences
from BGL as the training set.

Baselines
We compare LogAttention with Logistic Regression (LR) [2], Invariant Mining
(IM) [11], PCA [15] and LogRobust [16], which contains supervised approach,
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Table 1. Experimental results on HDFS dataset and BGL dataset

HDFS BGL

Precision Recall F1 score Precision Recall F1 score

LogAttention 0.975 0.998 0.986 0.978 0.992 0.985

LogRobust 0.933 0.968 0.950 0.950 0.998 0.974

LR 0.955 0.911 0.933 1 0.810 0.820

PCA 0.980 0.670 0.790 0.500 0.610 0.550

IM 0.880 0.950 0.910 0.830 0.990 0.910

unsupervised approach, log pattern counter based approach and deep learning
based approach. All the parameters have been fine-tuned for the best accuracy.

Evaluation Metrics
Following previous work, we use precision, recall and F1 score as the evalua-
tion metrics. Log-based anomaly detection is a binary classification problem.
The output can be divided into 4 parts: TP, TN, FP, FN. TP is the number of
abnormal sequences classified accurately. TN is the number of normal sequences
classified accurately. If an anomalous sequence is wrongly classified as a nor-
mal sequence, then it will be viewed as FN. Precision, recall and F1 score are
calculated as follows:

Precision = TP/(TP + FP ) (13)

Recall = TP/(TP + FN) (14)

F1score = (2 ∗ Precision ∗ Recall)/(Precsion + Recall) (15)

4.2 Overall Results and Analysis

In this section, we compare LogAttention with 4 baselines approaches on two
datasets: HDFS and BGL. The implementation of LogAttention on HDFS has 4
layers and 8 heads whose dimensions are 32. The experimental results have been
shown in Table 1. It can be clearly seen that LogAttention achieves the best F1
score (0.986) and precision (0.975) on HDFS. The results of Invariant Mining
and LogRobust are highly competitive with LogAttention in recall. However,
they achieve much lower precision, which means they generate far more false
alarms than LogAttention. On the contrary, PCA achieves a high precision of
0.98 but a low recall of 0.67, which means 33% anomalies are ignored.

The implementation of LogAttention on BGL has 2 layers and 8 heads whose
dimensions are 4. The implementation of LogRobust has 2 LSTM layers with 32
neurons. The window length has been set to 200 here. It is worth mentioning that
the results from any window length can be used as the overall results of BGL,
depending on the expected scale. The experimental results have been shown in
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Table 1. LogAttention and LogRobust achieve comparable F1 scores of 0.985 and
0.974 respectively, which are obviously higher than other approaches. LogAtten-
tion yields a slight degradation of 0.6% in recall, but surpasses LogRobust in
precision by a large margin of 2.8%.

In conclusion, the experimental results show that LogAttention performs
better than baselines for anomaly detection.

Table 2. Experimental results on BGL dataset with different window lengths (LogAtt:
LogAttention; LogRob: LogRobust)

Window length = 200 Window length = 350 Window length = 450 Window length = 500

LogAtt LogRob LogAtt LogRob LogAtt LogRob LogAtt LogRob

Precision 0.978 0.950 0.977 0.978 0.977 0.966 0.989 0.962

Recall 0.992 0.998 0.999 0.990 0.999 0.998 0.995 0.994

F1 score 0.985 0.974 0.987 0.984 0.988 0.981 0.992 0.978

Fig. 4. F1 scores of two approaches with different window lengths

4.3 Experiments on Log Sequences with Different Window Lengths

As described earlier, LogAttention has the ability to learn long-range dependen-
cies in log sequences. To prove this, we evaluate the performance of LogAttention
and LogRobust on BGL with different window lengths. LR, PCA and IM will
not be considered in this section because they belong to log pattern counter
based approaches, which are not sensitive to the parameter of window length
and they can’t capture sequential patterns in log sequences anyway. The experi-
mental results have been illustrated in Fig. 4, and the more detailed results have
been shown in Table 2.

In terms of the F1 score, LogAttention even performs better when the win-
dow length becomes larger as shown in Fig. 4. When the window length equals
200, LogAttention achieves the F1 score of 0.985. Then its F1 score increases
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continuously by 0.002 and 0.003 respectively when the window length becomes
350 and 450. When the window length equals 500, LogAttention achieves the
highest F1 score of 0.992. LogRobust achieves the F1 score of 0.974 when the
window length equals 200. Then the F1 score increases by 0.01 when the window
length increases to 350. In contrast to LogAttention, the F1 score of LogRobust
decreases continuously by 0.003 and 0.006 when the window length increases
to 450 and 500. Unlike LogAttention, LogRobust achieves its highest F1 score
when the window length is 350. Apart from F1 score, we also zoom in on the
metrics of precision and recall. The results are reported in Table 2. It can be seen
that LogAttention performs better in most cases. It’s obvious that LogAttention
is not influenced by the increasing window length and can get better results
compared to LogRobust.

Table 3. Experimental results of LogAttention with different vectorization methods

Metrics LogAttention LogAttention*

HDFS Precision 0.975 0.962

Recall 0.998 0.999

F1 score 0.986 0.980

4.4 Experiments on Log Pattern Vectorization Method

In this section, we compare our vectorization method with [16]. As the baseline,
LogAttention is retrained with the vectors generated by the vectorization method
proposed in [16], denoted as LogAttention*. We report the results in precision,
recall and F1 score in Table 3. As we can see, LogAttention achieves a preci-
sion of 0.975 and a F1 score of 0.986, which is much higher than the retrained
LogAttention* by 0.013 and 0.006 respectively. As for the recall, LogAttention*
surpasses LogAttention by a small margin of 0.001. The difference is almost
indistinguishable, so the performance in recall can be considered as comparable
for the two methods. In a word, our vectorization method can lead to better
results than the one proposed in [16].

5 Conclusion

In recent years, many deep learning based approaches have been proposed to
meet the urgent requirement of log-based anomaly detection. Although these
approaches demonstrate their superiority, these approaches still have some draw-
backs from the LSTM-based models and the vectorization methods. In this
paper, we propose an approach, namely LogAttention, to detect anomalies effec-
tively. LogAttention adopts the semantic vectorization method based on TF-IDF
and the network based on multi-head scaled dot-product attention. We evaluate
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LogAttention on two public available datasets with extensive experiments. The
experimental results show that LogAttention can effectively detect anomalies in
various cases compared to the existing baselines.
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Abstract. Big moving objects arise as a novel class of big data objects
in emerging environments. Here, the main problems are the following: (i)
tracking, which represents the baseline operation for a plethora of higher-
level functionalities, such as detection, classification, and so forth; (ii)
analysis, which meaningfully marries with big data analytics scenarios.
In line with these goals, in this paper we propose a novel family of scan
matching algorithms based on registration, which are enhanced by using
a genetic pre-alignment phase based on a novel metrics, fist, and, second,
performing a finer alignment using a deterministic approach. Our exper-
imental assessment and analysis confirms the benefits deriving from the
proposed novel family of such algorithms.

Keywords: Moving objects · Scan-matching algorithms · Intelligent
systems · Genetic optimization

1 Introduction

Nowadays, a great deal of interest is growing around the mobile object track-
ing problem, especially due to the emerging integration between robotics and big
data applications (e.g., [11–13]). Following this trend, several mobile object track-
ing approaches have recently appeared in literature, considering different aspects
of the target issue, such as coverage, completeness, effectiveness, efficiency,
etc. The category of algorithms that goes under the name of scan-matching
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(e.g., [14–16]) supports mobile objects positioning in indoor environments based
on the acquisition of maps of the environment surrounding the target mobile
objects. Maps are acquired from two successive points in the objects’ path using
a range-scanner sensor positioned on mobile objects themselves. The first acqui-
sition is called reference scan and the second actual scan. The actual scan is
sometimes also called new scan. By overlapping the maps acquired at two suc-
cessive positions on the path it is possible to estimate the relative movement of
the object between these two positions.

In this paper we describe a family of scan-matching based registration algo-
rithms called HGLASM-g which perform scan-matching based on a hybrid app-
roach. First, an approximate pre-alignment of two adjacent maps is performed
via a new genetic optimization method called GLASM-g; then a variant of the
Iterative Closest Point (ICP) algorithm is applied to pre-aligned maps to obtain
the final overlap.

In other proposed genetic scan-matching pre-alignment algorithms, the fit-
ness functions are based on metrics between actual and reference scan points
that require to know the correspondence of point pairs and the translation and
rotation between the two scans. However, when scan acquisitions include noise,
correspondence errors may arise. Moreover, also translation and rotation correc-
tions can lead to errors when they are too large.

In order to overcome such issues, in this paper we propose a novel metric
which does not require neither points pair correspondences nor translations and
rotation corrections. Indeed, our metric is based on lookup tables built around
the reference scan points. The fitness function weights the hits of actual scan
points in the lookup table. The genetic pre-alignment then finds the scan with
the highest fitness within a search space of given size. This guarantees also
the maximum robustness towards both the acquisition errors and the Initial
Position Errors (IPE). It is well known that ICP performance depends on the
quality of points pair correspondence and on the accuracy of the starting point
estimation. We overcome this limitation by choosing the initial guess of ICP via
genetic pre-alignment, which makes it close to the true solution. This way, point
correspondence, translation and rotation estimations are performed correctly
and, as a consequence, iteration failures are reduced. On the other hand, even
adaptive metaphors, perhaps developed in different contexts (e.g., [21]), can be
exploited to this end.

The algorithms described in this paper form a family in the sense that each
algorithm is characterized by different values of the target search space size.
Each size allows us to solve different registration problems and hence different
mobile object tracking scenarios. If the search space size is small, in fact, the
algorithm can recover from small errors only, while, if the search space is higher,
also higher errors can be recovered. However, computation complexity increases
as the search space size gets higher.

A similar hybrid algorithm is described by Martinez et al. in [1]. Therefore, we
consider the latter algorithm in a comparative approach, and we experimentally
show that all the terms of comparison with this algorithm are improved thanks to
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the hybrid algorithms proposed in this paper. Furthermore, we also show that our
approach is able to recover from greater initial positioning and acquisition errors.
The key for improvement is the definition of a new metric used for computing
the fitness function of the genetic procedure. The proposed target scan-matching
algorithm is described for the 2D case, but it can be used in the 3D case as well.
Improvements obtained with our proposed algorithm are measured both in terms
of accuracy and noise robustness. Indeed, the estimation of the initial position
of target mobile object often comprises significant errors. For instance, when the
mobile object is equipped with a legged or wheeled locomotion, and the initial
position is estimated by means of odometric approaches, there may be slippage
with respect to the floor, which entails significant errors in the initial position
of the object. As a consequence, accuracy of algorithms is seriously affected by
IPE.

2 Background Concepts

We are given two sets of bi-dimensional points A = a1, . . . , aN and B =
b1, . . . , bM , where ai and bi are 2 × 1 column vectors. The two sets A and B are
scan descriptions of the environment as seen by a range sensor put on a mobile
object from two points PA and PB . The first scan represented by the set A is
the reference scan while B is the new scan taken after a movement of the mobile
object. If we overlap the two scans, that is by determining the optimum rotation
and translation of the set B wrt the set A, an estimation of the movement can
be obtained. First of all, points correspondences must be estimated between A
and B. A generic correspondence search algorithm takes the points from the two
scans, pik , i = 1 . . . N and pjk , j = 1 . . . M , and establishes a set of k correspond-
ing points pairs (pik , pjk), k = 0 . . . K where 0 ≤ K < M · N . A straightforward
and fast algorithm for establishing point correspondences between two scans sim-
ply considers the polar coordinates of the reference and the actual scan points
projected in the same coordinate frame of the reference scan. The scan is then
traversed with increasing angle and points that belong to the same angle step
which are closer than a distance threshold are matched. An example of the cor-
respondence between the points ai and bi obtained with such ’polar coordinate’
approach is reported in Fig. 1 by the lines connecting the points. This ’polar
coordinates’ approach has been used in [1] in their hybrid two phase genetic +
ICP approach for the genetic phase. However the experiments have shown that
using this simple approach in iterative correspondence point algorithms leads to
convergence failures and poor performance.

3 Genetic Pre-alignment Phase

Evolutionary Algorithms, such as for example Genetic Algorithms (GA) or Parti-
cle Swarm Optimization (PSO) algorithms are heuristic processes inspired by the
natural evolution in biological systems. Evolutionary optimization algorithms are
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Fig. 1. An example of point pair correspondences.

popular in solving complex or nonlinear problems such as for example optimiza-
tion or classification. These algorithms are characterized by some key concepts,
such as the generation of an initial number of solutions, called the population or
swarm of individuals, the calculation of the function to optimize, called fitness,
and the generation of a new population until the best individual survives.

The procedures for initial creation and generation of the new population
are different in the various versions of the evolutionary algorithms. Since in
GA each solution is encoded in binary notation, GA performs basically discrete
optimization. PSO instead represents the solutions as particles with position and
speed encoded as real variables. All the particles form a swarm, while positions
are the real variable to be optimized.

The proposed hybrid algorithm consists in the discrete estimation of transla-
tion and rotation by means of an evolutionary algorithm followed by a fine opti-
mization by means of a deterministic algorithm. In has to be remarked that the
discrete variables (x, y, φ) are related to the discretization of the search space.
Sub-optimal values of the variables can be obtained by discrete optimization
algorithms and a finer optimization by continuous optimization algorithms. In
this paper we perform discrete optimization with Genetic Algorithms and finer
optimization with Iterative Closest Point algorithms which are very efficient if
the starting point is close to the true value.

4 A Novel Family of Enhanced Hybrid Scan Matching
Algorithms

The pre-alignment step is inspired by the algorithm called Genetic Lookup based
Algorithm for Scan Matching (GLASM) described by Lenac et al. in [3]. The
algorithm described in [3] uses a metric based on a binary lookup table.

In the proposed approach we first improve GLASM by using the 8-bit encod-
ing to store the probability density of measurements being close to points of
reference scan in the lookup table. We call this improved variant of the exist-
ing binary GLASM technique as GLASM-g. Then, this improved variant of the
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existing GLASM technique is combined with MbICP [2]. The new scan B, evalu-
ated starting from the odometric estimation of robot movements, is fed as input
to GLASM-g, together with the previous scan, A. The output of GLASM-g
x′, y′, φ′, is then used as starting point of the MbICP algorithm that compares
A and B, thus producing the final output x, y, φ.

Fig. 2. A detail of a lookup table surrounding an isolated point of the reference scan.
Left: Radial, Gradual. Right: Squared, Binary.

In Fig. 2 the difference between the two algorithms is shown: in the GLASM-g
version the lookup table is displayed as a gray scale image, while in the GLASM
version the lookup table is seen as a black and white image.

While in the GLASM lookup table each cell was either 1 or 0 the GLASM-g
table can contain a range of values that model the probability of matching a
point using a normal distribution. In the proposed implementation 256 different
values are used requiring 1 byte of memory per cell.

The computation of the fitness function works as follows. For each point of
the new scan a roto-translation and a discretization are performed to bring the
point in the same reference frame of the lookup table and select the correspond-
ing cell. However, once the cell is selected, instead of simply incrementing the
fitness with a binary value, the fitness is incremented with a value correspond-
ing to the probability of matching a point that was saved in the lookup table. A
representation of this probability is shown in Fig. 2, left panel, with gray levels.
In Algorithm 1 we report the pseudo code of the fitness computation used in
GLASM-g.

Algorithm 1. GLASM-g Fitness Computation
Input: B // new scan
Output: fitness
fitness = 0;
for (each point p of B) do

// roto-translation to lookup reference frame
p′ = changereferenceframe(p)
fitness = fitness · lookup(p′);

return fitness;
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The fitness function is essential for the proper functioning of genetic opti-
mization algorithms. For each individual and for each execution it is computed
only once. Its correct definition is therefore fundamental also from the point of
view of computational complexity, given that a fitness function that requires sim-
ple calculations translates into a fast execution of the entire algorithm, leading
to an exploration of a greater search space with a greater success ratio.

Fig. 3. Search space size of the algorithms small (A), medium (B), and large (C).

The goal of two-dimensional scan matching algorithms is to obtain the path
of a mobile object by estimating its relative movements during the path. In other
words, we can speak of a space (translationX × translationY , rotation) within
which the scan matching algorithm searches for its estimate.

The individual algorithms withing the family differ in the search space size
and the parameters selected for the genetic algorithm. Typically, in order to
cover a larger search space, a larger population is used, as well as the number of
generations and runs of the genetic algorithm.

In this paper we selected and studied three different algorithms from within
the family that we simply call small, medium, and large. The search space
size and the combination of genetic parameters of the selected algorithms are
depicted in Fig. 3 and listed in Table 1.

Table 1. Search space size of the selected algorithms and the corresponding parameters
used for the genetic algorithm

Algorithm Search space size Genetic configuration

(dX, dY, dRot) (pop× gen× runs)

small (A) ±0.3 m, ±0.3 m, ±17.2◦ 20 × 6 × 1

medium (B) ±1.0 m, ±1.0 m, ±57.3◦ 100 × 10 × 1

large (C) ±2.0 m, ±2.0 m, ±180.0◦ 200 × 12 × 2

The search space of the small algorithm is sufficient to recover from small
initial errors, while medium and large are able to correct progressively larger
errors, at the cost of computational time. The large algorithm is able to recover
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from arbitrary orientation errors and large translation errors. The search space
is obviously centered on the reference scan.

For the refinement step we selected the MbICP algorithm [2] which deter-
mines the correspondences between the points of the current scan and the ref-
erence scan considering both the rotation and the distance between the points.
The algorithm has characteristics of accuracy and low calculation times. MbICP
has better characteristics than other iterative scan matching algorithms based
on point correspondences, for example [4,5].

Visual examples of the algorithm in operation are shown in Fig. 4. In addition
a video file is available attached to this manuscript that illustrates the problem
and shows in more detail the proposed algorithms in operation.

Fig. 4. Visualization of HGLASM-g operation. In the top-left frame the initial position
estimate of the new scan is depicted in green and the reference scan in blue. The next
three frames show the pre-alignment process depicting the population after 0,5, and
12 generations of the genetic algorithm with the best estimate shown in red. The last
two frames show the refinement of the solution using the MbICP algorithm (the first
and the last iteration are shown). (Color figure online)

5 Experimental Study

The performance of the family of algorithms described in this paper has been
verified through several experiments carried out with a publicly available scan
dataset. The dataset used in our experiments was produced by the RAWSEED
project [6,7]. The aim of the RAWSEED project was to produce tools to compare
the performance of robotic systems. The laser data considered in this dataset was
obtained from a Sick sensor. To simplify the experiments, a significant subset of
the whole data was randomly extracted across the entire dataset.

The dataset concerns internal and external environments. The movable
objects traced in the dataset entered and exited from various environments,
and also covered urban environments. The dataset thus provides the opportu-
nity to study the performance of complex navigation algorithms in various types
of environments.
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It is worth to note moreover that the results reported in this Section have
been obtained with a PC equipped with Intel Core 2 Quad Q9550 CPU running
at 2,83 GHz.

The assessment of the accuracy obtained by the algorithms requires not only
the laser scanning data but also the ground truth data. The Rawseed dataset
contains ground truth data, but not for all scans. Furthermore, the reported
positioning error is 1 cm, which is not sufficient for our evaluations. To address
this inadequacy, the ground truth values were constructed by using a translated
and rotated copy of the reference scan as the new scan. The ground truth value
is thus known exactly as it corresponds to the position of the reference scan.
To prevent the scan from being compared to a copy of itself the scan was split
between the two scans with the reference scan consisting of the odd readings in
the scan, and the new scan consisting of the even ones.

In all experiments it is important to study how algorithms converge under
different conditions. To quantitatively express the robustness of the algorithms
with respect to initialization errors, scanning noise and falling in local min-
ima, we defined the Success Ratio. Success Ratio is the percentage of successful
comparisons, computed as the number of successful comparisons divided by the
total number of comparisons. A success is the case in which the resulting trans-
lation and rotation fall within a fixed size ellipsoid around the true values. In
all the experiments the pre-established size is 10 cm for distance and 0.57◦(0.01
[rad]) for rotation, respectively. In cases where genetic optimization was used to
achieve a coarse pre-alignment of the hybrid algorithm, the predetermined size
was 30 cm and 5.73◦(0.1 [rad]) respectively. This relaxation of the thresholds
was introduced because the purpose of the pre-alignment is not to provide an
accurate estimate, but an estimate that is close enough to the true position to be
significant for the next step of the algorithm. When the scan matching reached
convergence, the mean and standard deviation of the error (estimated position
- true position) were computed for the considered algorithms.

Fig. 5. Translation error (left) and rotation error (right) versus the number of fitness
evaluations (right).

5.1 Genetic Pre-alignment: Performance Analysis

The performance of the genetic algorithm has been studied by varying the config-
uration of genetic parameters such as the size of the population and the number
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of generations. Figure 5 shows the translation (left) and rotation (right) errors
versus the number of evaluations of the fitness function for the Polar Genetic
Algorithm (PGA), GLASM and GLASM-g.

The calculation time of the algorithms based on the GLASM and GLASM-g
lookup tables respectively represents the time taken only by the matching of the
new scan with respect to the reference scan and not by the initialization phase of
the lookup table. The figures show the times in milliseconds relating to various
Success Ratios for small and large search spaces.

Fig. 6. Time needed to get various levels of success ratio for different sets of genetic
algorithms with small (left) and large (right) search size.

As we can see in Fig. 6, the best Success Ratio results, calculation time and
accuracy are always obtained with the fitness function used by the GLASM-g
algorithm. In particular we see that the GLASM-g algorithm always offers better
Success Ratio and calculation speed results than the PGA algorithm of Martinez
et al.. The GLASM algorithm provides the same results as GLASM-g if the size
of the population and the number of generations are both high.

This slower convergence toward high Success Ratios is explained by the
nature of the GLASM fitness function. Actually, in addition to the smaller mark-
ing pattern, the GLASM fitness function also produces variations of the fitness
score that are less refined than GLASM-g.

5.2 Proposed Hybrid Algorithms: Performance Analysis

The objectives of the hybrid algorithm proposed in this paper is to improve
the robustness of the approaches based on Iterative Correspondence Point with
respect to the initial positioning errors, to convergence issues and to the pres-
ence of noise in the scans. The increase in robustness must maintain accuracy
and must not be introduced at the expense of computing time. Here we report
the results of the third set of experiments, i.e. those obtained with the hybrid
approach presented in this paper. The parameters of the genetic algorithm are
described in the previous section and shown in Table 1 for the search spaces
small, medium and large.

We describe now some results concerning the Success Ratios obtained with
different values of initial position errors, both rotation and translation errors.
On the other hand, the computation time slightly increases going from small to
large sizes. But it is very important to observe that also the range of errors that
can be corrected increases going from small to large sizes.
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Figure 7 shows the Success Ratio curves versus different values of rotation and
translation initial positioning errors, for large (left) and medium (right) search
spaces. In addition to this, Fig. 8 (left) shows the same experimental patterns
for small search space.

Fig. 7. Success ratio behavior versus rotation and translation errors for large (left) and
medium (right) search space size.

As we can see in these figures, the Success Ratio for large search space size
is about 90% for arbitrarily large rotation errors and all considered translation
errors up to 2.12 meters. This large range of errors that can be corrected means
that global positioning and tracking applications are possible. As the search
space size decreases the range of errors that can be corrected is reduced, because
the solution is searched in a reduced space. This allows to reduce the computation
time in applications where a smaller search space size is sufficient.

For comparison we report in the following the Success Ratios obtained with
the MbICP algorithm. Figure 8 (right) shows that the rotation and translation
errors that can be corrected by the MbICP algorithm are much worse than that
corrected by the hybrid algorithm described in this paper. Just to highlight a
couple of results reported in Fig. 8 (right), consider the following initial position-
ing errors: 20 degree of rotation error and 0.57 meter of translation error. With
these errors we have a Success Ratio of about 93% for large and medium search
space sizes and about 85% for small search space size.

In the same condition the Success Ratio of the MbICP algorithm drops at
about 20%. It is also important to consider the rotation error after which it is
not possible to get significant Success Ratio. While HGLASM-g medium cannot
get significant Success Ratio after 110 degrees and HGLASM-g small after 60
degree, the MbICP algorithm stops at 40 degrees.

If the IPE is inside the realignment margins of the local scan matcher, the
addition of the pre-alignment step in theory would not be necessary since the
ICP based algorithms is capable by itself of successful matching. On the first
thought the addition of the pre-alignment step would then just add to execution
time incurring speed penalty. However, in practice this often is not true because
the addition of the pre-alignment step typically reduces the number of iterations
for the ICP step. The reason for this speed-up lies in the iterative nature of
ICP based algorithms. If the iteration starts from an initial point that is very
far from the true position, it normally requires many iterations to improve the
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position. If we look at the last row of the table we see that if the search space is
large, the proposed algorithm obtains a high Success Ratio in a very short time
even if the initial position error is high.

An important aspect of the proposed algorithms is their robustness against
uncertainty. Scan matching algorithms in general cannot adequately overcome
singularity cases like navigation in long hallways. The uncertainty alongside the
direction of the corridor cannot be addressed using the information contained
in the scan alone. The proposed approach however manages to correct the error
along the direction orthogonal to the direction of the hallways even for large
errors of the initial position.

Fig. 8. Success ratio behavior versus rotation and translation errors for small search
space size (left) and with respect to the MbICP algorithm (Right).

6 Conclusions and Future Work

In this paper we have presented a hybrid algorithm for the problem of scan
matching. The algorithm better solves some scan-matching problems as com-
pared to state-of-the-art algorithms, such as the problem of initial positioning
errors and blocking the iterations in local minima. The proposed algorithm intro-
duces a fitness function based on the look up tables whose content is used as a
weight in the fitness calculation. Values in look up tables are gradually modified
starting from the reference position. The algorithm was tested with a dataset
consisting of laser scans obtained in various environments. The main contribu-
tion is that better results of the scan matching operation are obtained in terms of
accuracy and robustness. The main reason is due to the new metric adopted that
allows to compare not just single points but an entire scan. This permits to avoid
the preliminary steps of point correspondence and the translation and rotation
computation, that introduce errors in classical scan matching algorithms. Future
works will be directed towards the extension of the described hybrid algorithms
to the 3-D case, and higher dimensions. Also, we plan to make our comprehen-
sive framework suitable to the emerging big data trend (e.g., [8–10,22–24]), as
to make it able of dealing with specific features of such innovative settings, like
also dictated by some recent studies (e.g., [17–19,25]).
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Abstract. Argument identification is the cornerstone of a complete
argument mining pipeline. Furthermore, it is the essential key for a
wide spectrum of applications such as decision making, assisted writ-
ing, and legal counselling. Nevertheless, most existing argument mining
approaches are limited to a single, specific domain. The problem of build-
ing a robust system whose models are able to generalize over heteroge-
neous datasets remains fairly unexplored. In this paper, we tackle the
argument identification task on two different datasets (Student Essays
and Web Discourse), following two approaches: a classical machine learn-
ing approach and a DistilBert-based approach. Moreover, this paper
sheds light on a new direction for researchers in this domain since we
validate the principle of ensemble learning. In other words, we show that
combining multiple approaches via a well stacked model improves the
system performance. The results are very promising with respect to the
recent findings in the literature.

Keywords: Argument mining · Argument identification ·
Computational linguistics · Classical machine learning · Transfer
learning · Stacking

1 Introduction

Argumentation is a fundamental aspect of human communication, thinking, and
decision making. It can be defined as the logical reasoning humans use to come
to a conclusion or justify their opinions on a specific topic. It was first stud-
ied by ancient Greek philosophers in 6th century B.C., and they are known
today as the first argumentation theorists. Later on, argumentation gained more
attention from different domains like psychology, communication, linguistics and,
more recently, computer science, in particular, as a Natural Language Processing
(NLP) task.

An argument consists of two elementary components: one or more premises
supporting one claim (conclusion) [1]. According to Missimer [2], “The objective
of argumentation is to convince an opponent of a certain claim . The claim is a
c© Springer Nature Switzerland AG 2021
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perspective or belief that is justified through logical reasoning. The reasoning is
an inference relation drawn from supporting evidence or reasons towards
the claim. If the reasoning is valid, then the claim is a legitimate conclusion
of the provided reasons. The manifestation of the application of this process is
called an argument .”

Keeping this definition in mind, we can see the need for different argument
diagrams and schemes. Each domain expert looks at the argument and the infer-
ence structure from a different angle considering the requirements of the task at
hand. Thus, he tries to represent the relations between the premises and claims
using a relative scheme. Actually, that leads to one of the main challenges in
this domain - the problem of different annotation practices of available datasets,
which we elaborate on in Sect. 2. Consequently, most studies have been concen-
trating only on one individual subtask of the following:

• Argument Identification: classification of text into Argument or non-
argument.

• Argument Components classification: detection of premises and claims.
• Argument structure identification: consists of the argument components plus

the relations between them [3].

Argument identification is, therefore, the first essential block in an argument
mining pipeline. This phase is important because not every sentence in a text
is a part of an argumentation process (some narrative parts serve as introduc-
tion or summary about the topic and are not relevant for the argument itself).
Since a low performance in argument identification would eventually propagate
further down to the next tasks, this step is currently the most refined subtask
of argument mining and it will be our focus in this paper.

State-of-the-art literature reports mostly classical machine learning models
and very few attempts at using deep learning to solve this problem [4–6].

In this paper, we strive to achieve the maximum profit of both approaches
by combining a classical Support Vector Machine (SVM) model [7] with a Distil-
BERT based model [8], using the concept of ensemble learning [9], which to the
best of our knowledge has not been used yet in the domain of argument mining.
This is a promising approach due to the fact that it gathers the power of both
existing techniques and maximizes the accuracy of the final prediction. On the
other hand, it makes a union between the high performance of deep learning
models and the interpretability of classical machine learning models.

The contributions of this paper are:

(a) Implementation of a new transfer learning model for Argument Identification
based on DistilBert [8], a distilled version of BERT [10]: smaller, faster, and
lighter with 97% of its language understanding capabilities [8].

(b) Proposing of an ensemble learning model which combines the out of two
different approaches and improve the overall system performance.

(c) We test our individual and ensembled models on two different corpora, and
achieved a good improvement by the overall model.

(d) Our work is available publicly through the github repository.1

1 Project source code is available at https://github.com/Alaa-Ah/Stacked-Model-for-
Argument-Mining.

https://github.com/Alaa-Ah/Stacked-Model-for-Argument-Mining
https://github.com/Alaa-Ah/Stacked-Model-for-Argument-Mining
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This paper is organized as follows: in Sect. 2, we take a close look at the
conceptual background of our work as well as the state-of-the-art studies consid-
ering our particular task of argument identification. In Sect. 3, we come to our
contribution details. We validate the results in Sect. 4. Finally, we discuss the
overall research questions and future work in Sect. 5.

2 Related Work

In this section, we first concentrate on the state-of-the-art classical solutions
regarding the argument identification task. Later on, we discuss the concept of
transfer learning and come through the different argumentation tasks that it
has been evaluated on. Finally, we introduce a conceptual background about
ensemble learning and have a deeper look at its essence.

2.1 Argument Mining

The research in this domain witnesses a variance between the period before and
after contextualized embeddings and transformers. Indeed, transformers have
rapidly become the model of choice for NLP problems [11].

Traditional Machine Learning Methods: The problem of argument identifi-
cation itself is a binary classification task. Many approaches have been conducted
in the literature. Moens et al. [12] worked on detecting arguments from legal text.
They investigated a set of textual features (word pairs, text statistics, verb fea-
tures and keywords) on the Araucaria corpus, which contains arguments from
various sources, and achieved the best results with a multinomial näıve Bayes
classifier. They found that the lack and the ambiguity of the linguistic markers
(e.g. should), seem to be a major source of errors. They revisited the topic in [13]
and applied the same method on the ECHR (European Court of Human Rights)
corpus as well as to the Araucaria corpus. The classifier performed significantly
better on the ECHR corpus, which seems plausible considering that language
cues in legal argumentation texts are more explicit and more restrictive. How-
ever, the AraucariaDB received additional annotations and modifications over
the years. As of today, it does not include the original text anymore like it did
in its first version. As a result, we could not use it for the argumentative text
identification task.

Stab et al. [14] introduced the annotation of argument components in student
essays corpus. They also identified the argumentative discourse structure of this
corpus in [3,15]. Habernal et al. [16] worked on annotating and mining arguments
from user-generated Web discourse. In our study, we investigate both of the latter
corpora, therefore more details on this process will be stated in Sect. 3.

However, even an efficient domain-specific model was unable to reach a satis-
fying result in different domain corpora. Cross-domain identification of argument
units is still a rarely tackled problem. One recent attempt is by J. Daxenbereger
et al. [17] where the authors tried to overcome the problem of domain dependence
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only for claim identification. They found that in-domain and cross-domain exper-
iments have few shared properties on the lexical level (like the word “should”).

Transfer Learning Methods: In a traditional machine learning model, there
is always an assumption that the training and testing data follow the same
distribution and serve the same task. On the contrary, transfer learning seeks
freedom from those constraints and searches for methods to adapt models trained
on a given dataset to classify slightly different data. It goes towards the search
of domain, task, and corpus agnostic models [18]. In principle, it aims to apply
previous learned knowledge from one source task (or domain) to a different target
one, considering that source and target tasks and domains may be the same or
may be different but related.

So why is this useful in the argument mining domain? First of all, common
knowledge about the language is obviously appreciable. Second, transfer learning
can solve or at least help to solve one of the biggest challenges in the argument
mining field, the lack of labeled datasets. Third, even available datasets are often
of small size and very domain and task dependent. They may follow different
annotations, argument schemes, and various feature spaces. This means that in
each potential application for argument mining, we need argument experts to
label a significant amount of data for the task at hand, which is definitely an
expensive work in terms of time and human-effort. Hence, transfer learning will
fine-tune a pre-trained knowledge on a big dataset to serve another problem.

Recently, in 2020, only two studies addressing transfer learning models for
argumentation tasks were published. The first one is towards discriminating evi-
dence related to Argumentation Schemes [19] where the authors train classifiers
on the sentence embeddings extracted from different pre-trained transformers.
The second one is by Wambsganss et al. [4] where the authors proposed an
approach for argument identification using BERT (Bidirectional Encoder Rep-
resentations from Transformers) [10]. Our transfer learning model is based on a
distilled version of BERT, proposed by [8], which retains 97% of the language
understanding capabilities of the base BERT model, with a 40% less in size, and
being 60% faster.

2.2 Ensemble Learning

Ensemble learning is a machine learning research area where different models
(i.e. learners) are trained to solve the same problem and combined to get better
results [9]. The fundamental hypothesis behind it, is that when different models
are correctly combined, the ensemble model tends to outperform each of the
individual models in terms of accuracy and robustness [20].

This concept of ensemble learning usually comes to the scene with weak
learners, so the overall model is highly improved (e.g., [21,22]). In our particu-
lar case, each individual model provides a considerable performance. Our goal,
therefore, is to benefit from all the features a classical ML model uses, and the
contextualized knowledge a deep learning model reveals, aiming to improve the
performance and stability of the model.
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To the best of our knowledge, this promising concept has never been used in
argumentation tasks. Hence, we expect this paper to highlight its strength and
potential.

3 Contribution

In this section, we present the setup of our experiments in addition to the meth-
ods that have been adopted to achieve the goal of extracting argumentative
clauses from a natural text.

3.1 Problem Statement

The argument mining problem is broad and can be seen as a set of several sub-
tasks. In this paper, we consider argument identification as a flat problem. Thus,
a text contains only arguments and non-arguments. In our proposed approach,
we decide to do text classification at sentence level in order to maintain
the complete meaning of the sentence and ease the identification. For instance,
given an argumentative passage, (1) we first apply sentence segmentation (i.e.
split the text into sentences) and then we (2) classify each sentence as argument
or non-argument by two individual models which we discuss in Sects. 3.3 and 3.4.
(3) We finally combine their predictions by a stacked method that is capable to
improve the performance on the two corpora as described in Sect. 3.5.

3.2 Corpora Description

In argument mining, finding a suitable annotated dataset for a specific task is
very challenging due to, on one hand, the different scheme annotations of the
available labeled datasets on the web. On the other hand, the annotation task
itself is expensive. Moreover, labeling or annotating a new corpus needs typically
domain experts to validate it. In our particular case, and in order to achieve the
goal of cross-domain argument identification model, we searched for datasets
that contain both argument and non-argument labels. Student Essays [14] and
Web discourse [16] are public corpora which serve this purpose well.

The Student Essays corpus contains 402 Essays about 8 controversial
topics. The annotation covers the following argument components: ‘major claim’,
‘claim’ and ‘premise’. Moreover, it presents the support/attack relations between
them. Thus, it could be used in several argument mining tasks.

The User-generated Web Discourse corpus is a smaller dataset that
contains 340 documents about 6 controversial topics in education such as home-
schooling. The document may refer to an article, blog post, comment, or forum
posts. In other words, this is a noisy, unrestricted and less formalized dataset.
The annotation has been done by [16] according to Toulmin’s model [23]. Thus,
it covers the argument components: ‘claim’, ‘premise’, ‘backing’ and ‘rebuttal’.

In order to deduct a binary-labeled unified data for both corpora, we label
any argument component as an ‘argument’, and the rest of the text sentences
as ‘non-argument’.
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3.3 Classical Machine Learning Model - SVM

In terms of the first base model, we consider training a classical machine learning
model. This model should be able to capture and learn textual features and
patterns that identify argumentative sections of text. Inspired by the works of
[12,15], we defined a set of structural, lexical, and syntactic features in addition
to discourse markers as shown in Table 1.

The structural features reflect the building of the sentence and its position in
the document. For instance, tokens count or length of the sentence exploit the
fact that premises tend to be longer than other sentences which can therefore
contribute to the argument identification process. Likewise, question mark ending
indicates that a sentence ending with a question mark is more likely to be a claim,
and eventually an argument.

Table 1. Textual features, new added features are marked with ‘*’

Features Explanation

Structural features Sentence position [3] Indicates the index of the sentence in
the document

Tokens count [3,12] Indicates the count of tokens (words)
in the sentence

Question mark ending [3] Boolean feature

Punctuation marks count [3] Indicates how many punctuation
marks are there in the sentence

Lexical features 1–3 gram BoW [3,12] Unigrams, bigrams and trigram Bag
of Words features

1–2 gram PoS * Unigram and bigram of Part of
Speech features

Named entity recognition * Count of the present named entities
in the sentence

Syntactic features Parse tree depth [3,12] Indicates the depth of the sentence’s
parse tree

Sub-clauses count [3,12] Indicates how many sub-clauses are in
the sentence

Verbal features * Counts of [modal, present, past, base
form] verbs in the sentence

Discourse markers Keywords count [3,12] Number of existing keywords
(‘actually’, ‘because’, etc.)

Numbers count * Indicates how many numbers are
there in the sentence

In terms of lexical features, we found that unigrams and bigrams of Part of
Speech (PoS) tags are very useful to capture the PoS patterns that are frequently
observed in argument components. Moreover, named entity recognition is a sub-
task of information retrieval that locates the named entities in unstructured text
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such as person names, organizations, quantities and time expressions. Such enti-
ties are usually used when stating a granted fact, reporting some incidents, or
formulating a conclusion (i.e. in an argument component). Therefore, we take
into account how many named entities appeared in the sentence as one feature
to our model. We are using those two lexical features to improve the accuracy of
the model and to make the identification of arguments more efficient and precise.

Furthermore, syntactic and grammatical features play an essential role for
argument identification. In particular, the depth of parse tree, the verbal features
and count of sub-clauses which clearly reflect the complexity of the sentence.
This is important since evidence tend to appear in a complex sentence structure
with more than one sub-clause. As far as we were able to find out in relevant
literature [3] only the tense of the main verb of the sentence has been used to
distinguish between claims and premises, however, the tense of the other verbs
of the sentence is also helpful to make this identification more accurate. Indeed,
sentences including several verbs in the past tense tend to be premises, whereas,
the presence of many modal verbs and verbs in present tense makes the sentence
more likely to be a claim.

Last but not least, we believe that the discourse markers present a direct
indicator for argumentative text. For instance, the terms: ‘consequently’ and
‘conclude that’ are often followed by a claim, while the terms: ‘for instance’ and
‘first of all’, are mostly followed by a premise. Hence, we use a set of 286 discourse
markers presented by A. Knott et al. [24] to generate the keywords count feature
that reinforces argumentative text detection. Since statistics are generally used
to support a claim, the existence of statistical numbers in a sentence (numbers
count feature) makes it more likely to be identified as an argument. We chose to
feed those features into an SVM model. This choice is justified by the fact that
SVM performs effectively on small datasets and in high dimensional spaces.

3.4 Transfer Learning Model (DistilBERT-Based)

Among many existent transformers, BERT [10] has recently gained a lot of
attention. It seems to achieve the state of the art results in several NLP tasks
[4–6,25]. For our particular task, we performed different experiments using many
BERT-based models (BERT base, RoBERTa-base [26], DistilRoBERTa, Distil-
BERT)2 and achieved very similar results. Hence, we finally decided to use the
DistilBERT given that it is 40% less than BERT in size with a relevant in-line
performance and a faster training/testing time [8].

Figure 1 describes the adopted pipeline to perform the text classification
using DistilBERT. The first block is the Tokenizer that takes care of all the
BERT input requirements: (1) It transforms the sentence’s words into an array
of DistilBERT tokens. (2) It adds the special starting token ([CLS] token). (3) It
adds the necessary padding to have a unique size for all sentences (we set 128 as
a maximum length). The second block is the DistilBERT fine-tuned model, that
outputs mainly a vector of length of 768 (default length). Our mission now is to

2 We used Transformers from huggingface.co for our experiments.
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DistilBERT Linear layerTokenizer
sentence Output

Fig. 1. Transfer learning model architecture

adapt the output of this pre-trained model to our specific task. We achieve this
by adding a third block, which is a linear layer applied on top of the DistilBERT
transformer, and outputs a vector of size 2. The index of the maximum value in
this vector represents the predicted class id. We trained the model for 3 epochs,
using AdamW [27] as an optimizer and Cross Entropy for the loss calculation.

3.5 Overall Model (SVM + DistilBERT)

At this step, we have two models based on two completely different approaches.
One is based on textual features while the other is based on the NLP trans-
former’s ability of language understanding. Since they are two heterogeneous
learning models, we chose to use the stacking ensemble method to combine
their predictions.

DistilBERT
model

SVM model

Logistic
regression

x1

x2

x'1

x'2

x1

x2

x'1

Base models Meta model

Sentence
0: Non-argument
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x'1 + x'2 = 1

Fig. 2. Stacked model architecture

Figure 2 presents the stacked model architecture, consisting of two main com-
ponents: 1. the base models, that include the trained SVM model and the trained
transformer based model (DistilBERT) in parallel, 2. the meta model, that will
learn from the outputs of the two models to produce the final prediction of a
sentence. In order to have an array of independent features for the meta-model,
and since SVM outputs two probabilities x′1 and x′2 (i.e. x′1 + x′2 = 1), we
consider only x′1. Whereas, x1 and x2 are two independent raw logits so both
of them are considered. Given that we are dealing with a binary classification
problem where the input features are independent, logistic regression serves well
as a meta-model to accomplish the task. For the training/testing steps, we split
first the combined dataset into 75% training and 25% for the overall testing.



A Stacking Approach for Cross-Domain Argument Identification 369

This testing data remains unseen for all the models and it is used only for the
final validation of the overall model. The base models are trained on the 75%
training data. The training data of the meta model is prepared by 5-folds cross
validation of the two base models. In each fold, the out-of-fold predictions are
used as a part of the training data for the meta-model.

4 Evaluation

In this section, we discuss the performance of each of the individual learners apart
and the final stacked model. In addition, we state some comparison with the most
recent previous work [4] tackling the same problem of argument identification
on the same datasets. We will further discuss the results shown in Table 2, 3 and
Table 4.

In terms of SVM model, we can see that it works very well on the Essays
corpus with an accuracy of 90.95% and F1-score of 83.75%. On the other hand,
it seems less efficient on the Web Discourse corpus, where the transfer learn-
ing model provides better measurements. This can be interpreted by the formal
structure of Student Essays compared to Web Discourse as we mentioned in
Sect. 3.2. We conducted this evaluation in the context of a cross-domain argu-
ment identification, in the sense that we apply the model on different merged
corpora. In these settings, SVM achieved an accuracy of 85.42%, using the tex-
tual features that learn a set of patterns in argument identification. In some
cases3, SVM fails to classify an argumentative sentence as an argument due to
the absence of such necessary features. These limitations might be handled by
understanding the meaning of the sentence using the characteristic of transfer
learning through the pre-trained DistilBERT model. Of course, there are other
cases where the contrary happens - SVM classifies correctly and DistilBert model
fails. Hence, we have decided to combine these models.

Table 2. Achieved results on Student Essays corpus

Model Accuracy Precision Recall F1-score

SVM 0.9095 0.8730 0.8116 0.8375

DistilBERT 0.8727 0.8016 0.7477 0.7697

Stacking model 0.9162 0.8890 0.8195 0.8483

As we can see in the normalized confusion matrices (Fig. 3), SVM model
reaches a higher percentage than DistilBERT-based model in terms of True
Positive (TP) whereas the latter performs better than SVM for True Negative
3 Here is an example (from Essays dataset) of an argument sentence that SVM fails

to identify while DistilBERT succeeds: “Personally, I think both government and
common people should have the responsibility for the environment, but we need to
analyze some specific situations.”
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(TN). Therefore, the stacked model is getting the most out of both of them
in terms of TN and TP, and thus it records a better classification accuracy,
precision and recall as shown in Table 4.

Table 3. Achieved results on Web Discourse corpus

Model Accuracy Precision Recall F1-score

SVM 0.7437 0.7051 0.5882 0.5874

DistilBERT 0.7799 0.7718 0.6484 0.6655

Stacking model 0.7855 0.7449 0.6958 0.7113

In recent work [4], the authors implemented a BERT-based transfer model
on different corpora including the two datasets we use in this paper. Our stacked
model overcomes theirs on the Student Essays achieving an accuracy of 91.62%
and F1-score of 84.83% compared to their accuracy of 80.00% and F1-score of
85.19%. On the Web Discourse corpus, we have similar accuracy values (78.5% to
80.00%) while on the level of the combined model, our approach achieved better
performance even though they have investigated on more training corpora.

Table 4. Achieved results on the merged corpora (Student Essays and Web
Discourse)

Model Accuracy Precision Recall F1-score

SVM 0.8542 0.8037 0.7012 0.7331

DistilBERT 0.8587 0.7887 0.7529 0.7683

Stacking model 0.8780 0.8326 0.7659 0.7921

Fig. 3. Normalized confusion matrices
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Furthermore, we emphasize that the idea of combining two different
approaches is not only about the improvement of results, but also a step forward
for the model’s interpretability. On one hand, deep learning models (transform-
ers in our case) reduce the task of feature engineering. Yet, it is difficult for
humans to fully understand their behaviour. On the other hand, the direct fea-
ture engineering involved in classical ML makes those models more interpretable
and understandable.

5 Conclusion

In this paper, we present a novel approach in the field of argument mining. Our
model leverages the ensemble learning stacking method to combine a classical
machine learning model and a deep transfer learning model to benefit from the
advantages of both. The evaluation of the presented model shows good perfor-
mance in the task of argument identification with an accuracy of 0.8780 and
F1-score of 0.7921 on the two merged corpora. The proposed approach is a first
insight into combining different argument mining techniques and methods to
build a more general and robust model. In future work, we consider to extend
our approach to other corpora from different domains. We plan also to use the
model stacking method to cover additional argument mining tasks such as argu-
ment components classification and argument structure identification.
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4. Wambsganss, T., Molyndris, N., Söllner, M.: Unlocking transfer learning in argu-
mentation mining: a domain-independent modelling approach. In: 15th Interna-
tional Conference on Wirtschaftsinformatik (2020)

5. Reimers, N., Schiller, B., Beck, T., Daxenberger, J., Stab, C., Gurevych, I.: Classi-
fication and clustering of arguments with contextualized word embeddings. arXiv
preprint arXiv:1906.09821 (2019)

6. Niven, T., Kao, H.-Y.: Probing neural network comprehension of natural language
arguments. arXiv preprint arXiv:1907.07355 (2019)

http://arxiv.org/abs/1906.09821
http://arxiv.org/abs/1907.07355


372 A. Alhamzeh et al.

7. Cortes, C., Vapnik, V.: Support-vector networks. Mach. Learn. 20(3), 273–297
(1995)

8. Sanh, V., Debut, L., Chaumond, J., Wolf, T.: Distilbert, a distilled version of bert:
smaller, faster, cheaper and lighter. arXiv preprint arXiv:1910.01108 (2019)

9. Sagi, O., Rokach, L.: Ensemble learning: a survey. Wiley Interdisc. Rev. Data
Mining Knowl. Disc. 8(4), e1249 (2018)

10. Devlin, J., Chang, M.-W., Lee, K., Toutanova, K.: BERT: pre-training of
deep bidirectional transformers for language understanding. arXiv preprint
arXiv:1810.04805 (2018)

11. Wolf, T., et al.: Transformers: state-of-the-art natural language processing. In:
Proceedings of the 2020 Conference on Empirical Methods in Natural Language
Processing: System Demonstrations, pp. 38–45 (2020)

12. Moens, M.-F., Boiy, E., Palau, R.M., Reed, C.: Automatic detection of arguments
in legal texts. In: Proceedings of the 11th International Conference on Artificial
Intelligence and Law, pp. 225–230 (2007)

13. Palau, R.M., Moens, M.-F.: Argumentation mining: the detection, classification
and structure of arguments in text. In: Proceedings of the 12th International Con-
ference on Artificial Intelligence and Law, pp. 98–107 (2009)

14. Stab, C., Gurevych, I.: Annotating argument components and relations in persua-
sive essays. In: Proceedings of COLING 2014, the 25th International Conference
on Computational Linguistics: Technical Papers, pp. 1501–1510 (2014)

15. Stab, C., Gurevych, I.: Parsing argumentation structures in persuasive essays.
Comput. Linguist. 43(3), 619–659 (2017)

16. Habernal, I., Gurevych, I.: Argumentation mining in user-generated web discourse.
Comput. Linguist. 43(1), 125–179 (2017)

17. Daxenberger, J., Eger, S., Habernal, I., Stab, C., Gurevych, I.: What is the essence
of a claim? Cross-domain claim identification. In: Proceedings of the 2017 Con-
ference on Empirical Methods in Natural Language Processing, pp. 2055–2066,
Copenhagen, Denmark, September 2017. Association for Computational Linguis-
tics

18. Pan, S.J., Yang, Q.: A survey on transfer learning. IEEE Trans. Knowl. Data Eng.
22(10), 1345–1359 (2009)

19. Liga, D., Palmirani, M.: Transfer learning with sentence embeddings for argumen-
tative evidence classification (2020)

20. Van der Laan, M.J., Polley, E.C., Hubbard, A.E.: Super learner (2007)
21. Goubin, R., Lefeuvre, D., Alhamzeh, A., Mitrovic, J., Egyed-Zsigmond, E., Fossi,

L.G.: Bots and gender profiling using a multi-layer architecture. In: CLEF (Work-
ing Notes) (2019)

22. Ciccone, G., Sultan, A., Laporte, L., Egyed-Zsigmond, E., Alhamzeh, A., Granitzer,
M.: Stacked gender prediction from tweet texts and images notebook for pan at
CLEF 2018. In: CLEF 2018-Conference and Labs of the Evaluation, p. 11p (2018)

23. Toulmin, S.E.: The Uses of Argument. Cambridge University Press, Cambridge
(2003)

24. Knott, A., Dale, R.: Using linguistic phenomena to motivate a set of rhetorical
relations, August 1997
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Abstract. Stay points extracted from trajectories are often treated as
points of interest (POI) in the data preprocessing of POI recommen-
dations. Popularity (i.e., the number of visits) is one of the important
features to distinguish the value of different POIs, especially for tourists
traveling in an unfamiliar city. However, popularity could not reveal a
user visits the point due to its attractiveness (e.g., views) or convenience
for transport (e.g., railway station). In this paper, we introduce two prop-
erties: authority and hub, to further express the popularity of stay points.
We apply a weighted HITS-based algorithm to calculate the scores of the
two properties and conduct various experiments to demonstrate its effec-
tiveness. The experimental results show the potential of the introduced
properties that can be applied to various POI recommendation tasks.

Keywords: Link analysis · Trajectory mining · Sightseeing mining

1 Introduction

With the rapid development of location-based social networks (LBSNs) in recent
years, various POI recommendation models and applications have been pro-
posed. For instance, a sequence of POIs (i.e., a tour) can be recommended
according to the user’s query in [6]. To apply these POI recommendation mod-
els, user check-in data (i.e., user-location pair) are required. One of the major
ways to obtain such data is to mining stay points from users’ GPS trajectories,
and these stay points usually are treated as a POI in POI recommendation ser-
vices [11]. To distinguish the value of different stay points, a popularity-based
score (i.e., the number of visiting users) is often used as an important indicator,
especially for tourists traveling in an unfamiliar city.

However, the popularity score is not enough to assess the value of a stay
point. Some of the highly popular stay points are due to the value of attraction or
experience (e.g., landmarks and shopping mall), but there are still some because
of the transitional function and are served as hub points to access to other stay
points (e.g., transport station). For example, there are five typical trajectories
of stay points shown in Fig. 1a. Traj1, Traj2, and Traj4 may be the trajectories
of daily life, and visits occurred between residence area, restaurant, and sports
gym. Trajectories Traj3 and Traj5 seem to be typical travel trajectories where
c© Springer Nature Switzerland AG 2021
C. Strauss et al. (Eds.): DEXA 2021, LNCS 12923, pp. 374–379, 2021.
https://doi.org/10.1007/978-3-030-86472-9_34
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(a) Trajectories of stay points

(b) Graph of the trajectories, points
marked with red rectangle show a good
property of hub

Fig. 1. An example of trajectories of stay points and its graph.

users moved from public transport to landmarks. We can construct a graph of the
trajectories according to incoming and outgoing links and shown in Fig. 1b. As
a result, we can observe that some points are popular due to they are attractive
such as s4 and s6. But for some points such as s3, users visit it for transporting
to other points.

In this paper, we study the links in the trajectories of stay points, especially
the relation of incoming and outgoing links. We introduce two properties of stay
points to better express popularity:

– Authority: The value of attraction or experience of a location.
– Hub: The ability to access to other stay points.

High authority points attract users to set them as destinations such as s4 and s6
shown in Fig. 1b. High hub points make users more easily move to other points,
such as s1, s3, and s4 that near several high authority points. Note that the two
properties are not opposed to each other, a good authority point can also be a
good hub point.

2 Related Work

Link analysis algorithms such as HITS are widely used to rank web pages [3].
These algorithms extract the features of nodes by analyzing the structure of the
web page graph. Similar to the graph of web pages, LBSN data such as user-
location can also be constructed as graphs. Social relationships were incorporated
into a HITS-based POI recommendation model in [7]. A tensor decomposition
model that incorporated with weighted HITS algorithm was proposed in [9].

The problem of stay point detection was first introduced in [4]. It is usually
considered as a data pre-processing step in POI and tour recommendation [6].
Suzuki et al. studied the problem assign POI to users’ GPS trajectory, which
built a mapping between the POI database and raw GPS data [8]. Transportation
mode was inferred from raw GPS data in [10]. Data integration methods were
applied in [1] to construct a POI database from multiple data sources by linked
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data technologies. Our work focuses on analyzing the trajectories of stay points
and no data from other sources are used, which can be treated as a supplement
of data pre-processing for POI and tour recommendation.

3 Method

3.1 Preliminaries

From a user u’s GPS device, we obtain spatial points from the log data, which
record the locations that user u has been visited. For simplicity, we directly
apply the mean shift clustering algorithm on all spatial points’ coordinates to
obtain stay points S = (s1, s2, ..., sm). Each stay point si is also associated with
its latitude/longitude coordinates and the visit duration Dursi .

In this way, we extract the trajectories of stay points of all users as Traj.
Then we can obtain a transition matrix Tran of size m × m, where each entry
Transi,sj represents the transition times from one location to another that can
be calculated from trajectories of all users Traj. Similarly, an adjacency matrix
A of size m × m is computed, where each entry asi,sj represents whether there
is a link from one location to another. Finally, we compute the number of visit
times for all stay points as a vector Pop.

3.2 Weighted HITS-Based Algorithm

Inspired by Hyperlink-Induced Topic Search (HITS) which originally is a link
analysis algorithm for ranking web pages [3], we take the transitions between
two stay points as links and construct a graph of stay points. A good authority
point represents a stay point that is attractive and linked by many different hub
points, while a good hub point represents a stay point that pointed to many
other attractive points.

Unlike the graph of web pages or documents, a trajectory of stay points often
generates both incoming and outgoing links on the location. HITS is difficult to
distinguish the property of the stay point since it gives the same weight to all the
stay points during the computation. We apply a weighted HITS-based algorithm
[5] which gives different weights for links so that different links have different
contributions to the score calculation. The detail is showed in Algorithm 1.

In order to figure out how different weights affect the results of the algorithm,
we consider the following three kinds of weights in this paper:

– Popularity Weight: Intuitively, the higher the popularity of the stay point
that the link points to, the greater its weight. The popularity weight is com-
puted as: wPop

si,sj =
Popsj

max(Pop) ,∀si, sj ∈ S.
– Transition Weight: To distinguish the contribution of different links, we

use the number of transitions and compute the transition weight: wTran
si,sj =

Transi,sj

max(Transi,:)
,∀si, sj ∈ S.

– Duration Weight: Based on an idea that attractive places will make users
stay longer, we introduce the duration weight: wDur

si,sj =
Dursj

max(Dur) ,∀si, sj ∈ S.
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Algorithm 1: Weighted HITS-based Algorithm
Input : Adjacency matrix A, weight matrix W, and number of iterations
Output: Authority score vector x and hub score vector y
Initialize x and y;
while Iterations still left do

for si,∈ S do
for sj ,∈ S do

xsi += asj ,siwsj ,siysj ;
end

end
for si,∈ S do

for sj ,∈ S do
ysi += asi,sjwsi,sjxsj ;

end

end
Normalize x and y;

end

4 Experiments and Results

Our experiments are conducted on two datasets. We share our source code for
reference1.

– Kyoto dataset. The dataset contains 1004 GPS trajectories of foreign
tourists and school trip students who traveled around the Kansai area, Japan.

– Melbourne dataset. It comprises 1000 trajectories of stay points that were
extracted from geo-tagged photos through Flickr API in earlier work [2].

Property Analysis. The Algorithm 1 outputs two scores namely authority
score and hub score, respectively, which stand for the property of the stay point.
We divide the score into three levels (i.e., low, middle, high) by λ and 2λ, where
λ is the median of the score.

Figure 2 shows different groups of stay points in the Kyoto dataset by dividing
different levels of authority and hub scores which were calculated by transition
weight. The points marked in blue represent the stay points that belong to its
group combination. The lines connecting different points represent the incoming
and outgoing links of the users, and the more links the thicker the line in the
figure.

For instance, Fig. 2a depicts the group of points with high authority and
high hub scores. Most of these points are located in the center of Kyoto city,
which contains many views and convenient public transportation. Different from
points in Fig. 2a that can easily access other places, points with high authority
and middle hub scores are attractions away from the center area. In contrast,
most of the points in Fig. 2c and 2d are railway stations and crossroads, mainly
served as transport points in the trajectories.
1 https://github.com/singreen/poi-links.

https://github.com/singreen/poi-links
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(a) High-authority, high-hub (b) High-authority, middle-hub

(c) Middle-authority, high-hub (d) Middle-authority, middle-hub

Fig. 2. Different groups of stay points in Kyoto dataset.

Tour Recommendation. We use the authority score as the reward for the
optimization objective function to recommend tours. We strictly follow the set-
tings in [6] and please refer to it for the detail. The performance in terms of tour
precision, recall, and F1-Score is showed in Table 1. WPHITS, WTHITS and
WDHITS are methods that incorporated with popularity weight, transition
weight, and duration weight, respectively.

WDHITS with duration weight outperforms all other methods on both
datasets on all metrics. Although HITS performs not as well as POP, WPHITS

Table 1. Performance of tour recommendation (bold means the best).

Kyoto Melbourne

Methods Precision Recall F1-Score Precision Recall F1-Score

POP .253 ± .350 .151 ± .233 .181 ± .262 .109 ± .148 .225 ± .318 .141 ± .188

HITS .203 ± .279 .126 ± .185 .150 ± .208 .094 ± .136 .210 ± .308 .125 ± .176

WPHITS .273 ± .351 .152 ± .232 .183 ± .251 .121 ± .162 .235 ± .324 .154 ± .202

WTHITS .254 ± .328 .139 ± .209 .170 ± .228 .102 ± .152 .204 ± .308 .131 ± .191

WDHITS .326 ± .346 .184 ± .225 .224 ± .249 .153 ± .199 .245 ± .339 .179 ± .231
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that incorporated with popularity weight outperforms POP and HITS on all
metrics. This verified our idea that using authority and hub score can further
represent the popularity score to get a better result.

5 Conclusion

In this paper, given trajectories of stay points, we introduced two properties,
namely authority, and hub, to further explain the popularity score for POI rec-
ommendation services. A weighted HITS-based algorithm was applied to calcu-
late the scores of the two properties. The experiment showed the potential that
can be applied in various applications.
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Abstract. For many years, brick-and-mortar retail has been confronted
with an ever-growing e-commerce as a strong competing alternative, and
challenging customer expectations. As a result, retailers need to increas-
ingly focus on integrating emerging technologies to keep pace with online
retailers and improve the customer’s shopping experience. In this con-
text, beacon technology has been credited with the potential to fun-
damentally transform the retail industry. However, to date, widespread
adoption by retailers has failed to materialize. One reason for the failed
adoption could be false expectations regarding the applications of the
beacon technology in the retailing context. To investigate this assump-
tion in depth, we analyzed relevant literature to identify possible appli-
cations that beacon technology enables for brick-and-mortar retailers.
We categorized the identified applications into three groups: (i) indoor
navigation and localization, (ii) tracking and analyzing customer behavior
and (iii) personalized and location-based advertising. Our work aims at
revealing these challenges to make the true potential of beacon technol-
ogy for brick-and-mortar stores transparent.

Keywords: Beacon technology · Brick-and-mortar · Retail · Customer
data

1 Introduction

The share of e-commerce in total retail sales has been growing steadily for many
years, and the growth is predicted to continue [38]. As a result, brick-and-mortar
retailers are confronted not only with shrinking market shares, but also with ris-
ing and sophisticated customer expectations based on offers and services on
the Internet [11,28]. The ongoing COVID-19 pandemic and related temporary
lockdowns have further reinforced this trend, as consumers are taking advan-
tage of e-commerce offerings to an even greater extent [10,16]. Therefore, it
is of big importance for retailers to meet the rising expectations of their cus-
tomers. Considering these challenges, technical and management-oriented sci-
entific communities have increasingly discussed ways in which retailers may
improve their customers’ shopping experience by integrating recent technologies.
c© Springer Nature Switzerland AG 2021
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Applications, such as digital signage [5,7] or contactless payment using near field
communication (NFC) [17], already have been established successfully in prac-
tice.

In 2013, beacon technology was presented for the first time by Apple at
the annual World Wide Developers Conference under the name iBeacon [4].
Only shortly after its introduction the technology started to generate attention,
as Google and Facebook launched their own beacons as well. Various media
reported that beacon technology has the potential to fundamentally transform
the retailing industry. The value proposition was that by using beacons, retailers
would gain insights into customer behaviors and preferences, which in turn could
be used for personalized and location-based advertising. The direct proximity of
customers was said to help target them exclusively with relevant advertising
content, which would subsequently lead to increased sales for retailers.

This view is supported by the scientific literature, where beacon technology
is often said to have the potential “to reach the right person at the right time
with the right message” ([2] p. 226). The interest for this kind of advertising is
motivated by the fact that advertising messages are more effective if they are
perceived as relevant by the customer [6].

In recent years, however, the initially euphoric predictions have not persisted
and further press releases highlighting the benefits of beacons became rare. This
development raises the question of what has become of this promising technology,
and why it has not transformed retail industry in the way it was expected to.

The structure of the paper is as follows: Sect. 2 covers the theoretical back-
ground relevant for this study, which includes the current challenges of brick-and-
mortar stores, the elements of beacon technology, and its various applications for
brick-and-mortar retailers. In Sect. 3, we extract and aggregate relevant infor-
mation and insights based on hands-on experience in the field from an in-depth
interview conducted with an expert from industry. His know-how is used to ver-
ify and complement the insights from literature. The study and its results are
summarized in Sect. 4.

2 Theoretical Background

The following section provides an overview of current challenges brick-and-
mortar stores are facing. Furthermore, the functionality of beacon technology
is presented. Finally, we present the results of a systematic literature review to
demonstrate the state of the art and provide an overview of possible applications
that beacons can enable for retailers.

2.1 Challenges of Brick-and-Mortar Stores

Understanding the behavior of customers within stores is of great importance for
retailers. On the one hand, such knowledge about the motivations behind cus-
tomer behavior is necessary to support an ideal shopping experience [15]. On the
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other hand, a large proportion of purchase decisions are unplanned and impul-
sive, which is why deeper insights into the causes underlying these unplanned
and spontaneous decisions are of great value for marketers and retailers [24].

In recent years, the understanding of customer behavior has become even
more important due to the modern consumer who is almost constantly online
and uses his smartphone in stores for price comparisons or product reviews [26].
Furthermore, customers are increasingly using digital channels for shopping [11].
As a result, retailers are facing shrinking market shares and at the same time
rising customer expectations due to ubiquitous offers and services available on
the Internet [9]. Among many others, the lack of data on customer behavior
in brick-and-mortar stores stems from limited alternatives to observe and track
customers physically and poses a severe problem and a serious disadvantage of
physical retail compared to e-commerce.

Collecting data on the Internet has become ubiquitous [20]. Online retailers
thus gain detailed insights regarding their customers’ navigation, dwell times,
and other behaviors [34]. In contrast to physical retail, personalized offers or
services based on collected data have become the prevailing strategy for tar-
geting customers on the Internet [3]. Due to the lack of customer data, retail-
ers introduced loyalty cards early on [13]. In exchange for voluntarily disclosing
data about their shopping behavior, customers receive extended access to special
offers or can redeem collected points for discounts or rewards [23,43]. Nowadays,
loyalty cards are often integrated into retailers’ app [27].

Besides loyalty cards, however, there are limited opportunities for retailers
to collect high-quality sensor data at given physical locations, as accurately
recording individual customer behavior is cost-intensive [34]. One of these cost-
intense methods to monitor customer behavior is using cameras, software for
facial recognition and algorithms for image processing to identify as well as
analyze the characteristics in the individual behavior of different customers [32].

As retail industry is digitizing too, more cost-efficient ways of collecting data
have emerged, which also promise an increased shopping experience for cus-
tomers [21]. One technology that has gained more and more attention in the
literature over the past years are beacons.

2.2 Beacon Technology

Not only in press releases, but also in scientific publications, the terms beacons
and beacon technology are often seen as synonyms. However, it seems important
to distinguish between these two terms.

The elements of beacon technology can be divided into the beacon itself,
a corresponding application on a mobile device, and a processing server [44].
Beacons are small and rather inexpensive transmitters that send small amounts
of data at a continuous interval via Bluetooth Low Energy (BLE) to all receptive
mobile devices that are within a certain range of the respective beacon. The most
important component of the transmitted data is the so-called Universally Unique
Identifier (UUID), which is needed for the identification of each beacon [18]. The
UUID can be retrieved by the addressed devices - provided BLE is activated,
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and a corresponding application is installed [2]. Nowadays, a vast majority of
retailers already offers individual apps [25]. The apps form the link between
the beacons and the server, by receiving the UUID emitted by the beacons and
forwarding it to the server via Wi-Fi or mobile data connection. The server in
turn is needed to store and analyze the data transmitted by the app [44].

BLE is the key property that makes beacon technology superior over GPS.
With beacons, it is possible to locate smartphones indoors precisely, which GPS
is unable to do due to weak signal strength and resulting inaccuracy [18,35,40].
Relative to WLAN or RFID, implementing beacons is also far less expensive. In
addition, BLE benefits from the already existing penetration of Bluetooth [14].

2.3 Applications of Beacon Technology in Brick-and-Mortar Stores

To identify possible and useful applications of beacon technology for retailers
discussed in literature, we conducted a literature search in the databases of
ACM, IEEE and Scopus, using combinations of different key words in a search
string (see Table 1). The conducted search all in all generated 464 items, which
were reduced to 187 after eliminating duplicates and publications before 2013.
Among the remaining 187 total items, we identified in the end nine relevant
publications, in which different applications of the beacon technology in the
retailing context are suggested and discussed.

Table 1. Combined keywords and filtering to identify relevant literature discussing
applications of beacon technology in retail.

Search string Total
results

Abstract
analysis

Full text
analysis

Beacon OR ibeacon OR ble AND retail
OR shopping

187 54 9

We divided the identified applications discussed in the literature into three
areas: (i) indoor navigation and localization; (ii) tracking and analyzing customer
behavior; (iii) personalized and location-based advertising. Table 2 shows which
area of application is discussed among the nine publications, that we identified
during our literature review.

Navigation: Indoor Navigation and Localization. The category “Navigation”
referring to indoor localization and navigation is frequently used in literature
in the form of product localization [2,25,42]. In combination with a digital shop-
ping list this function can be further used to guide customers and assist them
navigating through a whole shopping trip through a store [39]. Such navigation
features, as well as recommendations based on shopping lists, are mentioned as
desirable functions of the beacon technology by consumers [42].
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While navigation features are not yet very common in retail applications,
they have already been successfully implemented and used in the context of
museums for several years [12,22,37].

Table 2. Application areas of the beacon technology in the literature.

Publications Navigation Tracking Advertising

Thamm et al. (2016) � – –

Inman and Nikolova (2017) � � �
Pugaliya et al. (2017) – – �
Shende et al. (2017) – � �
Adkar et al. (2018) � – �
Betzing (2018) – � –

van de Sanden et al. (2019) � – –

Zaim et al. (2019) – � �
Zualkernan et al. (2020) – � –

Tracking: Tracking and Analyzing Customer Behavior. Tracking and analyzing
customer behavior is of particular importance in the context of retailing, as
it provides the basis for personalized recommendations and offers [36,45]. Such
services are based on large data collections, which are indispensable prerequisites
to offer such services at an acceptable quality level. To date, this has mainly been
performed by the use of loyalty cards that record data on the past purchasing
behavior of the respective customer. Nowadays, beacons can be used to track
the customer behavior in more detail [39].

Complementing past purchases, beacons can be used to collect sensor data
on customers’ movements and dwell times inside of stores [44,45]. Other studies
have even designed a collaborative platform for high street retailers that uses the
beacon technology to enable comprehensive collection of spatio-temporal data
on customer behavior, inside as well as outside of stores [9]. In addition, data
mining methods can be engaged to identify correlations and patterns within the
collected data [44]. The application of data mining methods in combination with
customer profiling is said to improve predicting customers’ future behaviors and
needs [19]. In summary, beacon technology can be used in the retailing context
to track and analyze sensor data about consumer behavior, which would not be
available in terms of quantity, quality, and diversity if only loyalty cards are used
for data collection.

Advertising: Personalized and Location-Based Advertising. Collected data on
customer behavior plays a crucial role in personalized advertising. Most com-
monly, this involves sending out personalized offers or providing personalized
recommendations [2,25,36,42,44]. In [25], both past purchase behavior data and
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location-based data are used to personalize offers. Data on past purchase behav-
ior is available through loyalty cards integrated into apps, while location-based
data is collected in-store through beacon technology.

The combination of individual purchase behavior patterns and location-
based data within the store, commonly form the basis for personalizing offers
and recommendations [2,36,44]. However, several studies have suggested that
personalized offers are often not preferred by consumers [42] and may lead to
negative reactions [25,30].

2.4 Challenges of Beacon Technology in Brick-and-Mortar Stores

Our literature review has revealed that most publications on the topic of beacon
technology in retailing focus on personalized advertising as area of applications,
while tracking of consumer behavior is mostly just mentioned as necessary pre-
requisite [2,25,31,36,44]. Only few publications focus on the potential of tracking
and analyzing customer behavior that goes beyond the purpose of personalizing
advertisements [9,45].

The misuse of beacon technology by retailers in the past has created the seri-
ous problem of disappointed consumer expectations. Considering this, customer
privacy concerns and trust issues are mentioned in literature as neglected fac-
tors when it comes to the adoption of new retail technologies [15,25,30]. In these
cases, privacy concerns can take different forms, as for example concerns about
potential harassment from too many notifications, [39] or the fear of manip-
ulative behavior by retailers [42]. Accordingly, it is not surprising that some
studies rank customers privacy and the protection of personal data as a deci-
sive prerequisite for customers to accept a new retailing technology [30]. In this
context, perceived fairness and trust are mentioned as important factors, which
may absorb data protection concerns of customers.

Perceived fairness can be defined as the extent to which an individual (in this
case: a customer) perceives the relationship with another party (in this case: the
retailers), as balanced and fair [29]. Conversely, such a relationship is perceived
as unfair if customers value the resulting benefits to be disproportionate to their
investment, i.e. the disclosure of their data [15,25]. Therefore, excessive use of
push notifications by retailers without providing equivalent benefits has led to
the perception of an unfair relationship from the perspective of customers.

3 Recommendations for Implementation

The following recommendations are divided into two groups. The first group
deals with prerequisites that should be met before an adaption of beacon tech-
nology. The second group presents recommendations that need to be considered
after the implementation of beacon technology to ensure customers’ acceptance.

3.1 Prerequisites for Adapting Beacon Technology

The basic requirements for the adaption of beacon technology by retailers are an
established app [2,25] and the existence of a customer database [42]. An adap-
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tation of the beacon technology is only recommended when these prerequisites
have been considered in a diligent and timely planning.

The acceptance of an existing app poses particular problems for retailers,
since customers generally have concerns about the need to install too many apps
and wish for a single app that can be used across several retailers [15,25].

Furthermore, it is important for retailers to build up and maintain trust in
their relationship with customers. Several studies have confirmed, that the trust-
worthiness of retailers plays a crucial role regarding the adoption and acceptance
of beacon technology by customers [15,25,30].

3.2 Recommendations for Establishing Beacon Technology

Even after the implementation of beacon technology, there are a number of
recommendations to be followed in order to increase the chances of success for
such projects. Of utmost importance is the provision of applications according to
the preferences of the customers so that they agree to the collection of data about
their behavior. The collected data in return is necessary to provide personalized
and individualized customer service, thus laying the foundation for sustainable,
long-term customer loyalty.

In general, it is recommended to use a pull strategy for the provided applica-
tions of beacon technology, so that customers actively consent to the collection of
their data in the form of opt-ins, which have a positive effect on the assessment
of perceived fairness and trustworthiness [1,41]. This is especially important,
since generating customer loyalty requires long-term trust building to convince
customers of retailers’ trustworthiness and honest intentions [30,42]. Keeping
this in mind, retailers need to make sure that the resulting benefits of any new
technology outweigh the “investment” of the customers, which is the consent to
the tracking and analysis of their disclosed data.

Benefits for the customers can be provided through indoor navigation and
product localisation, which create value for customer through saved time and
effort [25]. In addition, the tracking and analyzing of customer behavior can be
used to provide personalized and individualized customer service [33].

4 Conclusion

The initial euphoria following the release of beacons has faded, and the technol-
ogy failed to bring the transformation of the retail sector that it was originally
credited with. As a result, this paper raised the fundamental question of the
underlying reasons for the failure of this transformation.

It can be concluded that the overuse of location-based push notifications is
one of the major reasons for the failed transformation. Customers often perceive
push notifications as annoying and intrusive. While many publications discuss
this application as one of the big advantages for retailers, it can also be seen a dis-
ruptive form of advertising, which could be responsible for the failed widespread
adoption. Primarily, because a majority of consumers perceive personalized and
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locations-based advertising as intrusive, which in return negatively affects the
perceived fairness and the trust in the relationship with retailers.

In summary, the true potential among the different applications of beacon
technology lies within the tracking and analyzing of customer behavior inside
brick-and-mortar stores. Beacons are able to provide retailers with temporal and
spatial sensor data, which in return can be combined with data on past purchase
behaviors to reveal previously unknown information about the consumers. Nev-
ertheless, the expectations that have already been disappointed in the past create
a difficult basis for the future widespread adoption of the beacon technology in
retail. As a result, beacons might quietly establish themselves as one part in
a bigger system of interconnected retailing technologies, while their performed
functions will no longer be apparent to customers.

Future research should aim at interviewing a larger number of experts from
industry to acquire more reliable insights on various challenges underlying the
adoption of beacon technology. First steps in this direction haven been taken
by van de Sanden et al. [42]. However, a more systematic approach is needed to
develop and justify recommendation for the successful implementation of beacon
technology by brick-and-mortar retailers in the future. Furthermore, it would be
interesting for future work to investigate the upcoming importance of appro-
priate application of data mining methods to support retailers in managing,
analyzing and utilizing the collected data on the behavior of customers inside
brick-and-mortar stores.
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