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Preface

Research on artificial neural networks has progressed over decades, in recent years
being fueled especially by deep learning that has proven, albeit data-greedy, efficient in
solving various, mostly supervised, tasks. Applications of artificial neural networks,
especially related to artificial intelligence, affect our lives, providing new horizons.
Examples range from autonomous car driving, virtual assistants, and decision support
systems to healthcare data analytics, financial forecasting, and smart devices in our
homes, just to name a few. These developments, however, also provide challenges,
which were not imaginable previously, e.g., verification of raw data, explaining the
contents of neural networks, and adversarial machine learning.

The International Conference on Artificial Neural Networks (ICANN) is the annual
flagship conference of the European Neural Network Society (ENNS). Last year, due to
the COVID-19 pandemic, we decided not to hold the conference but to prepare the
ICANN proceedings in written form. This year, due to the still unresolved pandemic,
the Organizing Committee, together with the Executive Committee of ENNS decided
to organize ICANN 2021 online, since we felt the urge to allow research presentations
and live discussions, following the now available alternatives of online conference
organization. So for the first time, ENNS and the Organizing Committee prepared
ICANN as an online event with all its challenges and sometimes unforeseeable events!

Following a long-standing successful collaboration, the proceedings of ICANN are
published as volumes within the Lecture Notes in Computer Science Springer series.
The response to this year’s call for papers resulted, unexpectedly, in a record number of
557 article submissions (a 46% rise compared to previous year), of which almost all
were full papers. The paper selection and review process that followed was decided
during the online meeting of the Bratislava organizing team and the ENNS Executive
Committee. The 40 Program Committee (PC) members agreed to check the submis-
sions for the formal requirements and 64 papers were excluded from the subsequent
reviews. The majority of the PC members have doctoral degrees (80%) and 75%
of them are also professors. We also took advantage of filled-in online questionnaires
providing the reviewers’ areas of expertise. The reviewers were assigned one to four
papers, and the papers with undecided scores also received reports from PC members
which helped in making a final decision.

In total, 265 articles were accepted for the proceedings and the authors were
requested to submit final versions. The acceptance rate was hence about 47% when
calculated from all initial submissions. A list of PC members and reviewers who agreed
to publish their names is included in the proceedings. With these procedures we tried to
keep the quality of the proceedings high while still having a critical mass of contri-
butions reflecting the progress of the field. Overall we hope that these proceedings will
contribute to the dissemination of new results by the neural network community during
these challenging times and we hope that we can have a physical ICANN in 2022.



Finally, we very much thank the Program Committee and the reviewers for their
invaluable work.

September 2021 Igor Farkaš
Paolo Masulli
Sebastian Otte

Stefan Wermter
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Abstract. Pyramidal networks are standard methods for multi-scale
object detection. Current researches on feature pyramid networks usually
adopt layer connections to collect features from certain levels of the feature
hierarchy, and do not consider the significant differences among them. We
propose a better architecture of feature pyramid networks, named selec-
tive multi-scale learning (SMSL), to address this issue. SMSL is efficient
and general, which can be integrated in both single-stage and two-stage
detectors to boost detection performance, with nearly no extra inference
cost. RetinaNet combined with SMSL obtains 1.8% improvement in AP
(from 39.1% to 40.9%) on COCO dataset. When integrated with SMSL,
two-stage detectors can get around 1.0% improvement in AP.

Keywords: Multi-scale · Object detection

1 Introduction

Object detection is a fundamental task in computer vision, whose target is to
classify and locate all objects in an image. Image recognition aims to predict
the probability of all classes for an image, and adopt the top probabilities and
their corresponding classes as final result. Unlike image recognition where there
is usually only one object in an image, in object detection, there usually exists
various objects in the same image, with a wide range of scales. Therefore, it is
difficult to represent different kinds of objects at the same feature representation
level. To achieve this goal, a solution is to use multi-level feature representations.
The features at higher levels are semantically strong with lower resolutions.
While the low-level features are spatially finer with higher resolutions. Hence,
the high-level features are more suitable for large-object detection while the low-
level features are more beneficial for detecting smaller objects. The pyramidal
architecture with multi-scale feature representations is widely used by many
powerful object detectors [16,22,23].
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One of the widely used pyramidal architecture is Feature Pyramid Networks
(FPN) [15]. FPN takes inputs from a backbone model, which is usually con-
structed for image recognition. The backbone model generates feature repre-
sentations in different hierarchies with decreasing resolutions. FPN sequentially
takes two adjacent layers from different levels in backbone as inputs, and com-
bines them with a top-down pathway and lateral connections. The high-level
features, with stronger semantic but lower resolution, are upsampled to fit the
spatial size of the low-level features with higher resolution. Then a binary oper-
ation, usually element-wise summation, is conducted to aggregate the features.
The low-level finer features are semantically enhanced after combination with
high-level features from top-down pathway.

Although FPN is simple and effective for many detectors, there are some
aspects to be improved. Path Aggregation Network (PANet) [18] adds an addi-
tional bottom-up pathway on the base of FPN. This additional branch can
strengthen the semantically enhanced features after FPN, with finer spatial fea-
tures at lower levels. Balanced Feature Pyramid (BFP) [21] gathers cross-level
features from FPN or other pyramidal architectures to the same level. Then
a refinement module is carried out after element-wise average of the gathered
features. The averaged features, a fusion of features cross all levels, can be con-
sidered as global information. The fused features are then scattered to all levels
and summed up with the original input features. This process merges the orig-
inal features with features from all other levels, enabling detectors to perceive
information from all levels. Recent researches [9,11] explore better connections
of cross-scale features to produce a pyramidal architecture for feature represen-
tations.

However, the above works ignore the variances among features from different
scales and give them the same weights for combination, or only merge features
from partial scales. Inspired by these, we propose an architecture, named selec-
tive multi-scale learning (SMSL), to dynamically learn a better feature represen-
tation for each level from multi-scale features. SMSL can efficiently improve the
detection performance of both single-stage and two-stage detectors with only a
small increase of inference cost.

In this study, we make the following contributions:

– We propose the selective multi-scale learning (SMSL) to generate specific
features for each level by selectively merge features from multi scales.

– Combined with SMSL, RetinaNet achieves performance of 44.3% AP on
COCO dataset.

– The proposed framework can also be applied to two-stage object detectors to
improve the detection performance.
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2 Related Work

Recognizing multi-scale objects is a fundamental but challenging task in com-
puter vision. Pyramidal feature representations is a general technique [1] in this
area. A simple method is to use convolutional networks (ConvNets) to extract
features from image pyramids. However, this method brings huge computation
burden, as the ConvNets forward repeatedly for the same image. To solve the
problem, an effective solution is to directly take advantage of the features gen-
erated by the ConvNets, instead of using image pyramids. Recent researches
[3,7,16,20] propose many cross-scale connections to connect multi-level features
from the ConvNets. Though keep the original resolution, the connected features
are semantically enhanced.

Partial Connections. Partial connections are one of the standard pyramidal
architectures. FPN [15] connects two adjacent layers in the top-down pathway
by upsampling the high-level features to fit the size of the features at lower
level and element-wisely sum up them. This architecture enhances the low-level
features with stronger semantic information from higher levels. Although FPN
is simple and effective to improve feature representations, the features still lack
information from lower levels. To address this problem, Liu et al. [18] propose
Path Aggregation Network (PANet) to add an accessional bottom-up pathway on
the basis of FPN. In PANet, low-level features are downsampled and summed up
with features at higher level. Therefore, the semantically enhanced features after
FPN can obtain finer spatial information. NAS-FPN [6] uses Neural Architecture
Search (NAS) algorithm to discover a better pyramidal architecture covering all
cross-scale connections.

Full Connections. Another way to integrate multi-level features is to gather
features and fuse them to generate features for different levels and scatter the
fused features to the corresponding level. Kong et al. [11] first gather multi-
level features and combine them, then use global attention for further refine-
ment. After that, the local reconfiguration module is employed to further cap-
ture local information. The produced features are resized and element-wisely
summed up with the original input which is linearly projected by a 1 × 1 con-
volution. Balanced Feature Pyramid (BFP) [21] gathers features to a level and
applies element-wise averaging. Then a non-local module is utilized to refine the
integrated features, which are then scattered to all levels. The refined features
are element-wisely summed up with the original input features at each level.

The above methods obtain features from partial scales, and usually merge
them through linear operation (such as element-wise summation) which gives
features from different scales the same weights. However, for a specific level, the
features from different scales have different importance. Therefore, the detector
should learn to selectively merge the multi-scale features.
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Fig. 1. (a) The overview of the proposed selective multi-scale learning. (b) The channel
rescaling module. “C©” and “ S©” denote channel concatenation and channel spliting,
respectively.

3 Selective Multi-scale Learning

3.1 Network Architecture

Overview. Figure 1(a) shows the architecture of selective multi-scale learning.
We use the

{
C3, C4, C5

}
layers from ResNet [8] backbone. Then we generate C6

and C7 layers by separately applying a 3 × 3 convolution with stride 2 on C5

and C6 layers. Therefore, the original inputs are
{
C3, C4, C5, C6, C7

}
, which are

gathered to a level and then passed to channel rescaling (CR) module shown in
Fig. 1(b) and selective feature combination (SFC) module (Fig. 2(a)) to generate
level-specific features. At each level, the generated features are then element-
wisely summed up with the corresponding input as the final output.

Channel Rescaling. The features at level l after resizing are denoted as Dl ∈
R

C×H×W with a resolution H×W , and the indexes of the input levels with lowest
and highest resolution are denoted as lmin and lmax. Let L be the number of
levels, then L = lmax − lmin + 1. In our experiments, the gather level is set to
(lmin + lmax)/2.

The context of the multi-level features at each channel is different, so the
importance of features at each channel is as well different. Therefore, we aim to
emphasize the important features and suppress the less useful features, which
can be regarded to select the information via a gate. To achieve this goal, we
propose channel rescaling module to rescale the features at different channels of
the multi-level features. After gathering the multi-level features, we first concat
them as:

D̃ =
[
Dlmin , . . . ,Dl, . . . ,Dlmax

]
(1)
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Fig. 2. (a) The selective feature combination module. “SCB” denotes the selective
combination module. (b) An selective combination module for the l-th level. “ S©”
denotes channel spliting.

where D̃ ∈ R
LC×H×W . Then channel rescaling (CR) is accomplished by the

following steps.
For a specific channel of D̃, we get the global information by using global

average pooling (GAP). We denote the result after GAP as x. The result of the
c′-th channel can be calculated as:

xc′ =
1

HW

H∑

i=1

W∑

j=1

D̃c′,i,j (2)

We then generate the weights for each channel by two fully connected (FC)
layers followed by the sigmoid function:

s = σ(W2δ(W1x)) (3)

where W1 ∈ R
LC
r ×LC , W2 ∈ R

LC× LC
r , δ is the ReLU function and σ denotes

the sigmoid function. r is the reduction ratio, and is set to 8 in our experiments.
We denote the output after channel rescaling module as J. For the c′-th

channel, the output Jc′ is generated by rescaling D̃c′ with sc′ :

Jc′ = sc′ ⊗ D̃c′ (4)

where ⊗ denotes the channel-wise multiplication.
Then we split J into L groups:

J =
[
Qlmin , . . . ,Ql, . . . ,Qlmax

]
(5)

Ql = J1+(l−1)C:lC,:,: (6)

where l ∈ {lmin, . . . , lmax}.
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Selective Feature Combination.
Local Feature. A simple approach is to scatter the L rescaled features
Q =

{
Qlmin , . . . ,Qlmax

}
to all levels. However, as mentioned before, features

at different levels have various semantic contexts and are thus suitable to detect
objects with different sizes. In addition, the features scattered to l-th level shall
put more emphasis on the neighboring levels, i.e.

{
Ql−1,Ql,Ql+1

}
, as they have

more similar semantic contexts.
Motivated by these observations, we design a selective combination (SFC)

module (Fig. 2(b)) to combine the set of Q features to generate local fea-
ture Fl, which is to be scattered to the l-th level. The C channel feature
Fl = {Fl

1, . . . ,F
l
c, . . . ,F

l
C} is a weighted combination of Q. The weights are

different for each target level and learned by the following steps.
Our goal is to adaptively select features from different levels. An effective idea

is to use gate to control the information flow from multiple levels. To achieve
this goal, we should aggregate the features from multiple levels. A simple way
is to use concatenation to merge the features, but this requires more parame-
ters. Therefore, we use element-wise summation to merge features from multiple
levels:

Q̃ =
lmax∑

i=lmin

Qi (7)

then we create the global context g ∈ R
C by simply using average pooling, the

c-th element of the global context can be formulated as:

gc =
1

H × W

H∑

i=1

W∑

j=1

Q̃c,i,j (8)

Next, we compact the global context into feature zl ∈ R
C
r to guide the

adaptive selection. r is the reduction ratio, and is set as 8 in our experiments.
To achieve this, we apply a fully connected (FC) layer to generate the result:

zl = δ(L(FCl
1(g))) = δ(L(Wlg)) (9)

where Wl ∈ R
C
r ×C , L denotes the Layer Normalization [2] and δ is the ReLU

function [19].
To adaptively select features from different levels, a soft attention across

channels is employed. The soft attention is a channel-wise weight generated
under the guidance of the compacted global context zl. We first generate the
original weight Ul ∈ R

LC using an FC layer:

Ul = FCl
2(z

l) = Vlzl (10)

where Vl ∈ R
C×LC . Then we reshape the weight Ul ∈ R

LC into Ml ∈ R
L×C .

Let Al ∈ R
L×C be the soft attention weight for

{
Qlmin , . . . ,Qlmax

}
.

For a specific level i and channel c, the soft attention weight Al
i,c can be

computed as:

Al
i,c =

eM
l
i,c

∑lmax

j=lmin
eM

l
j,c

(11)
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After adaptive selection, all the features from different levels own their spe-
cific weights in the channel-wise aspect. The final output Fl ∈ R

C are the
weighted summation of multi-level features via the soft attention weights. For
the c-th channel, the output Fl

c can be calculated as:

Kl
i,c = Al

i,c ⊗ Qi
c, i ∈ {lmin, . . . , lmax} (12)

Fl
c =

lmax∑

i=lmin

Kl
i,c (13)

where ⊗ denotes the channel-wise multiplication.

Global Feature. As global context has been widely used in rescaling and weight
features of different levels, we argue that a global feature represents the overall
information of all levels shall also be learned and injected into the L local features
Fl, before they are scattered to the target levels. The same combination process
described above can be used to learn the weights of Q, which can be used to
calculate the global feature Fg. We use the non-local [24] module with embed
Gaussian attention to further refine Fg to G. As justified by the ablation study
in experimental section, the inclusion of G can further increase the performance
of the feature pyramid network.

The L local features to be scattered to the l-th target level, F̃l, can now be
calculated as the element-wise summation of Fl and global feature G:

F̃l = Fl ⊕ G (14)

where ⊕ denotes the element-wise summation.
After feature fusion, the fused features are then scattered to the same size

as the input of the corresponding level via resizing. For the l-th level, the final
features F̂l can be computed as:

F̂l = Resize(F̃l) ⊕ Cl (15)

where Resize denotes the resizing function, ⊕ denotes the element-wise summa-
tion.

4 Experiments

4.1 Dataset and Evaluation Metrics

We conduct our experiments on the COCO dataset [17]. For training, we use
the data in train-2017 split, which contains 115k images. For ablation study,
we use the data in the val-2017 split consisting of 5k images as validation. We
report our main results on the test-dev (20k images without public annotations
available) split. All the results are reported in the standard COCO-style Average
Precision (AP ) metrics.
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Table 1. Ablation studies on component effectiveness on COCO val-2017, with ResNet-
50 [8] backbone. “LF”, “GF”, and “CR” denote local features, global feature, and
channel rescaling respectively.

LF GF CR AP AP50 AP75 APS APM APL

� 35.5 55.5 37.7 20.8 39.7 46.2

� � 35.8 56.5 37.9 21.1 40.2 46.4

� � 35.8 56.0 38.0 20.5 40.0 47.1

� � � 36.1 56.6 38.4 21.2 40.3 47.3

Table 2. Application in other pyramidal architectures based on RetinaNet detector
(1st group) and two-stage detectors (2nd group) on COCO val-2017. “*” denotes our
re-implementation. “Params” denotes the number of total parameters (M) and “Time”
denotes the inference time (ms) on single Tesla P100.

SMSL AP AP50 AP75 Params (M) Time (ms)

Arch

FPN 35.5 55.3 37.9 37.74 96.8

FPN � 36.4[+0.9] 56.9 38.9 38.72 99.0

PANet* 35.9 55.8 38.4 39.51 100.6

PANet* � 37.0[+1.1] 57.6 39.4 40.49 101.6

Detector

Mask 35.2 56.4 37.9 44.18 92.6

Mask � 36.0[+0.8] 57.6 38.6 45.15 97.2

Cascade 38.1 55.9 41.1 69.17 84.0

Cascade � 39.1[+1.0] 57.5 42.2 70.15 88.0

4.2 Implementation Details

For fair comparisons, all the experiments are conducted on the MMDetection
[4] platform. If not specified, for all other hyper-parameters, we follow the same
settings in MMDetection [4] for fair comparison.

Training Details. The training settings are as follows if not specified. We use
ResNet-50 [8] as our backbone networks, and RetinaNet [16] as our detector.
The backbone network is initialized with the pretrained model on ImageNet [5].
We use the stochastic gradient descent (SGD) optimizer to train our networks
for 12 epochs with batch size 16. The initial learning rate is 0.01 and divided by
10 after 8 and 11 epochs. The input images are resized to have a resolution of
∼ 1333 × 800.
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Table 3. Comparisons with mainstream methods on COCO test-dev. “†” denotes
results under multi-scale testing.

Method Backbone AP AP50 AP75 APS APM APL

Two-stage methods

Faster R-CNN [15] ResNet-101 36.2 59.1 39.0 18.2 39.0 48.2

Mask R-CNN [7] ResNeXt-101 39.8 62.3 43.4 22.1 43.2 51.2

LH R-CNN [14] ResNet-101 41.5 – – 25.2 45.3 53.1

Cascade R-CNN [3] ResNet-101 42.8 62.1 46.3 23.7 45.5 55.2

TridentNet [13] ResNet-101-DCN 48.4 69.7 53.5 31.8 51.3 60.3

Single-stage methods

ExtremeNet [28] Hourglass-104 40.2 55.5 43.2 20.4 43.2 53.1

FoveaBox [10] ResNet-101 40.6 60.1 43.5 23.3 45.2 54.5

FoveaBox [10] ResNeXt-101 42.1 61.9 45.2 24.9 46.8 55.6

CornerNet [12] Hourglass-104 40.5 56.5 43.1 19.4 42.7 53.9

CornerNet [12]† Hourglass-104 42.2 57.8 45.2 20.7 44.8 56.6

FreeAnchor [27] ResNet-101 43.1 62.2 46.4 24.5 46.1 54.8

FreeAnchor [27] ResNeXt-101 44.9 64.3 48.5 26.8 48.3 55.9

FSAF [29] ResNet-101 40.9 61.5 44.0 24.0 44.2 51.3

FSAF [29] ResNeXt-101 42.9 63.8 46.3 26.6 46.2 52.7

FCOS [23] ResNet-101 41.5 60.7 45.0 24.4 44.8 51.6

FCOS [23] ResNeXt-101 44.7 64.1 48.4 27.6 47.5 55.6

ATSS [26] ResNet-101 43.6 62.1 47.4 26.1 47.0 53.6

Dense RepPoints [25] ResNeXt-101-DCN 48.9 69.2 53.4 30.5 51.9 61.2

RetinaNet [16] ResNet-101 39.1 59.1 42.3 21.8 42.7 50.2

RetinaNet (ours) ResNet-101 40.9 62.3 44.1 25.1 44.7 49.9

RetinaNet (ours)† ResNet-101 42.7 63.8 46.3 27.8 45.1 52.5

RetinaNet [16] ResNeXt-101 40.8 61.1 44.1 24.1 44.2 51.2

RetinaNet (ours) ResNeXt-101 42.6 64.4 45.7 26.7 46.3 51.8

RetinaNet (ours)† ResNeXt-101 44.3 65.5 48.2 29.4 46.9 54.5

Inference Details. The inference settings are as follows if not specified. For
inference, we first select the top 1000 confidence predictions from each prediction
layer. Then, we use a confidence threshold of 0.05 to filter out the predictions
with low confidence for each class. Then, we apply non-maximum suppression
(NMS) to the filtered predictions for each class separately with a threshold of
0.5. Finally, we adopt the predictions with top 100 confidences for each image
as the final results.
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4.3 Ablation Study

As our selective multi-scale learning approach mainly consists of two steps, i.e.
CR and SFC, we firstly justify the importance of the proposed module using
ablation study. As the local features (LF) are necessary to scatter to the feature
pyramid, we only perform an ablation study on the global feature (GF) included
in the combination module. The two modules, i.e. CR and GF are removed to
see their effects on the performance of the baseline, which are shown in Table 1.

The second row in the table suggests that the CR module improve the overall
AP of baseline from 35.5% to 35.8%. Compared to the baseline, the adoption of
GF improves AP and AP50 by 0.3% and 1.1%, respectively. When both modules
are used, the AP is further improved to 36.1%. In summary, both CR and GF
can enhance the features and effectively boost the detection performance, which
justify the usefulness of our approach.

4.4 Application in Pyramid Architectures

In this section, we evaluate the effectiveness of our method on different pyramidal
architectures by combining them with our method. As shown in the 1st group
of Table 2, when combined with SMSL, FPN [15] and PANet [21] get 0.9% and
1.1% improvement in AP respectively, with only a small increase of parameters
and little extra inference time (+2.2 ms and +1.0 ms, respectively).

4.5 Application in Two-Stage Detectors

In this section, we conduct experiments to evaluate the effectiveness of our
method on two-stage detectors, including Mask R-CNN [7] and Cascade R-CNN
[3]. The resolution of the input image is set to 640 × 640. The batch size is
adjusted according to the memory limitation with a linearly scaled learning
rate. As shown in the 2nd group of Table 2, when combined with SMSL, Mask
R-CNN and Cascade R-CNN get 0.8% and 1.0% improvement in AP, with nearly
no extra inference time (+4.6 ms and +4.0 ms, respectively). The results justify
the effectiveness of our method on two-stage detectors.

4.6 Comparisons with Mainstream Methods

After ablation study and comparison with pyramidal networks, we now compare
our approach with mainstream methods in Table 3. Both single-stage and two-
stage detectors are included for comparison. We report the performance of our
SFPN using both ResNet-101 and ResNeXt-101 backbones. We adopt 2× longer
training with scale-jitter. For ResNeXt-101 backbone, due to memory limitation,
we train the detector using batch size 12 with a linearly scaled learning rate.

As shown in Table 3, combined with our method, RetinaNet with ResNet-
101 backbone get 1.8% improvement in AP. With ResNeXt-101 backbone and
single-scale setting, RetinaNet with our method achieves 42.6% AP, which is
close to two-stage detectors, such as Cascade R-CNN (42.8% AP). If multi-scale
test is adopted, the best performance of RetinaNet can be further boosted to
44.3% AP, which surpasses many mainstream object detectors.
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5 Conclusions

In this paper, we propose selective multi-scale learning, which considers the dif-
ferent importance of the cross-scale features and selectively combine multi-scale
features. SMSL can effectively improve the detection performance of single-stage
detector, with almost no extra inference cost. The experimental results shows
that SMSL can also be applied to two-stage detectors to boost the detection
performance.

Acknowledgments. This work was supported by National Natural Science Founda-
tion of China under Grant 91959108.
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Abstract. Currently existing deep learning-based video crowd counting methods
mainly involve leveraging the temporal correlation to improve the model. Despite
their comparable results, most of these counting methods disregard the fact that
crowd density varies enormously in the spatial and temporal domains of videos.
This thus hinders the improvement in performance of video crowd counting. To
overcome that issue, a new detection and regression estimation network, named
DRENet, is proposed, which starts with estimating the crowd density by generat-
ing a video object detection-, and a mixed 3D-2D convolution-based (regression-
based) densitymaps separately, inwhich the detection- and regression-basedmeth-
ods function well in sparse and congested scenes, respectively. Moreover, a multi-
column attention-based fusion block is proposed to perceive the crowd density in
a frame, and to adaptively allocate the relative weights for the video detection- and
regression-based estimations. Furthermore, the optimal crowd counts are obtained
with guidance from the attention block. The experimental results demonstrate that
our method achieves state-of-the-art performance on three public video crowd
counting datasets.

Keywords: Video object detection · Mixed 3D-2D convolutions · Multi-column
attention-based fusion

1 Introduction

Crowd counting, aiming to estimate the crowd density or count the number of people in
an image or a video, plays an important role in computer vision; it facilitates a variety of
fundamental applications such as public safety management [1] and video surveillance
[2], and scene understanding [3].

To achieve this, a variety of methods have been proposed and can generally be
divided into detection- and regression-based approaches. Early crowd counting studies
were based on detection frameworks [4–6]. Object detectors were applied to localize the
position of each individual, and the number of detections was treated as the crowd count.
Benefiting from the recent progress in object detection via deep convolutional neural
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networks (CNNs), detection-based crowd counting for ideal images with sparse crowd
densities could surpass human performance [7, 8]. Unlike the crowd counting methods
based on detection, the regression-based methods estimate the crowd count by directly
learning the mapping between features of the image and crowd count [9–15]. When
compared with detection-based methods, regression-based methods usually function
well for crowded patches; this is because, by benefiting from the rich context in local
patches, regression-based methods can capture the general density information [16–18].
Although great achievements have been made in this field, most existing approaches still
employ image-based methods for crowd counting while failing to exploit the temporal
information in a video sequence. This hinders the improvement in performance of video
crowd counting. In contrast, some recent studies have attempted to leverage the temporal
correlation in a video sequence to improve the performance of crowd counting [9, 10,
17, 19, 20].

Table 1. Statistical information of crowd count differences in the spatial and temporal domains
of three video crowd counting datasets used in the study.

Max/Min number of the crowd

Dataset Spatial domain Temporal
domain

UCSD [21] 17/0 46/11

Mall [22] 15/0 53/13

FDST [10] 43/0 57/9

Despite their promising results, such methods utilizing temporal information have
two drawbacks. First, the model sizes of the enhanced 3D CNNs [20] and the 3D CNNs
[19] are usually much larger than those of the 2DCNNs to capture the temporal informa-
tion in videos. However, the development of a very deep 3D CNN from scratch results
in very high computational costs and memory demands [23]. Second, previous study [8]
on image-based methods for crowd counting indicates that, although density-map-based
regression techniques have the advantage of being able to model highly occluded scenes,
they are prone to high false-positive rates and may lead to overestimated results for low-
density scenes; Detection-based approaches exhibit fewer false positives for low-density
scenes, but they do not perform well in occluded scenarios. Herein, we obtained sta-
tistical information of the crowd count differences in the spatial and temporal domains
of three video crowd counting datasets. These differences are shown in Table 1. In the
temporal domain of videos, themax/min number of the crowd is the number of the crowd
in a frame with maximum crowd density compared to that in a frame with minimum
crowd density. Further, in the spatial domain, a frame is cropped into 4 × 3 patches;
the max/min number of the crowd shows the number of the crowd in a patch with max-
imum crowd density, compared to that in a patch with minimum crowd density. From
Table 1, it is apparent that crowd densities in the real world vary enormously in the
temporal and spatial domains. However, existing studies on crowd counting in videos
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are exclusively based on regression-based methods to simultaneously handle low- and
high-density scenes, which thus hinders the improvement in performance.

In this study, a novel detection and regression estimation network named DRENet
is therefore proposed to address these issues. It not only efficiently extracts temporal
information from videos but also adaptively combines the advantages of the detection-
and regression-based estimations for crowd counting. Specifically, to address the first
issue regarding regression estimates, we build on the method [24] and replace the fifth
convolution group in the 2D ResNets with 3D convolutions, to make use of 3D CNNs
with limited convolution layers whilst improving the depth of the CNNs. Moreover, to
solve the second issue, unlike most existing approaches to crowd counting in videos [9,
10, 17, 19, 20], our method takes both detection- and regression-based methods into
consideration. Given this fusion of models, our method behaves like regression-based
methods in low-density scenes but like detection-based methods in congested scenes.
This, theoretically, should work better than any other model using just one approach. In
summary, this study makes the following contributions:

1. We found that real-world crowd counting situations in videos vary enormously in
both the spatial and temporal domains.

2. A novel framework named DRENet is proposed herein; it integrates video object
detection-based and regression-based methods into the framework to capture the
variation of crowd density in a scene. It further estimates the optimal counts based
on a multi-column, attention-based fusion block. Experimental results demonstrate
that our method achieves state-of-the-art performance on three public video datasets
with varying crowd densities.

3. The temporal information is extracted from the regression block via the mixed 3D-
2D convolutions. To the best of our knowledge, this is the first time an attempt is
being made to utilize mixed 3D-2D convolution for crowd counting in videos.

2 Related Works

Crowd Counting by Detection. Early work on crowd counting mainly involved detec-
tion frameworks [4–6]; a sliding-window detector incorporating local and global fea-
tures was applied to detect pedestrians in the scene [25] and count the number of people
in the crowd, based on the summation of the results over all the detectors. Although
detection-based methods achieve a satisfying count result in a scene with low density,
the performance of those methods degrades in crowded scenes owing to perspective
distortion and occlusion [8, 16].

Crowd Counting by Regression. Considering the failure of detection-based methods
in extremely congested scenes, some studies were proposed to directly estimate the total
number of the crowd by means of the extracted local [26] and global [21] image fea-
tures. Recently, inspired by the great success of deep CNNs in feature extraction, the
deep learning-based methods have become the mainstream methods for crowd count-
ing. Alternatively, an appropriate counting method that combines the detection-based
methods and regression-based methods was proposed [16]; it is based on the density



18 C. Liu et al.

conditions in an image and results in more accurate estimations. However, DecideNet
[16] fails to explore the temporal information in a video sequence for both the detection
model and the regression model.

Mixed 3D-2D Convolutions for Spatiotemporal Modeling. Mixed convolutions
(MC), integrating 2D and 3D convolutions into a framework, are a new form of spa-
tiotemporal convolutions [24]. MCs were first exploited by Tran et al. [24] in action
recognition and achieve good performance, in which MC ResNets yield significant gain
over 2DResNets of comparable capacity, and theymatch the performance of 3DResNets
with three times as many parameters. However, mixed 3D-2D convolutions have not yet
been applied in video crowd counting, which inspires the study in the field.

VideoObjectDetection. Current leadingobject detectors for images are built upondeep
CNNs [27, 28]. Owing to the complex nature of video variation, e.g., occlusion, motion
blur, and out-of-focus issues, it is not a trivial matter to transfer the success of image
object detectors [8, 29, 30] into the video domain. When compared with image object
detectors, video object detectors [31–33] achieve promising performance for per-frame
detection by applying the temporal information in the video sequence. This inspires us
to exploit object detectors in videos for crowd counting in our framework.

3 Crowd Counting by DRENet

3.1 Problem Formulation

The crowd counting task is regarded as a regression problem between the extracted
crowd features and the crowd density map in our solution. Let us suppose the center
pixel location of the head of a person, pi, is provided for each frame, It , in the videos.
The ground-truth crowd density map,D

g
t , is produced by a Gaussian kernel following

the method [12].The ground-truth crowd count, C
g
t , is generated by integrating the D

g
t

term as shown in Eq. 1.

C
g
t =

∫
D
g
t . (1)

For the task of crowd counting in videos, a non-linear regression function is trained
by minimizing the Euclidean loss between the ground-truth and the estimated crowd
density generated by DRENet.

3.2 Network Architecture

The overall architecture of DRENet is shown in Fig. 1. As shown in Fig. 1, DRENet
simultaneously estimates crowd counts with both video object detection and regression
models. Finally, a multi-column attention-based fusion block is exploited to decide
which estimation result should be adopted for a specific pixel in a frame of the video,
and the final density map is output. Our framework includes three CNN blocks: the
regression block (RegNet), the video detection block (VDNet), and the multi-column
attention-based fusion block (AFNet).
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Fig. 1. The architecture of our proposed DRENet. N frames in a video are sent to the VDNet and
RegNet blocks for generating two kinds of crowd density map estimations. The optimal crowd

density map D
final
t is generated by the AFNet block.

TheRegNet Block. Themixed 3D-2D convolutions are utilized in the RegNet block for
video crowd counting, which is shown as the RegNet block branch in Fig. 1. Specifically,
we utilize an existing pre-trained model, ResNet-34, with five convolution groups [27]
as our base model for our architecture. First, we replace the classification part of ResNet-
34, with two 2D convolution layers as the decoder to output the regression-based crowd
densitymap,D

Reg
t , for a given frame, It , in a video. The value of each pixel represents the

estimated count at that point. In addition, a rectified linear unit (ReLU) is applied after
the decoder to ensure that the output density map contains positive values. Second, all
2D convolutions in the fifth group are replaced by 3D convolutions, and the remaining
groups maintain their 2D convolutions. Third, the kernel size of the convolutions in
groups 1 and 5 changes from 2 to 1, which results in the output sizes of our framework
being 1/8 of the original input sizes.

Fig. 2. The proposed VDNet block is built upon the SELSAmodel [31]. A Gaussian convolution
is plugged following the bounding box outputs to generate the N detection-based crowd density
maps with the input of N frames in a video.

The VDNet Block. Based on the motivations that sparse scenes are the expected set-
tings for object detectors and object detection in videos is capable of improving the
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performance of per-frame detection by exploiting information in the temporal dimen-
sion [31–33], the VDNet block, shown in Fig. 2, is proposed and built. It could be viewed
as an extension of the SELSA network [31] for head detection in videos, which is based
on the ResNet-101 backbone [27]. More specifically, a Gaussian convolutional layer is
designed and plugged after the bounding box outputs of the SELSA network, in which
a constant Gaussian function, NVD(p|μ = P, σ 2), is applied to convolve over the center
points of the detected bounding boxes, PVD

t , on the original image patch. The detection
density map, DVD

t , generated by the layer is given as Eq. 2.

DVD
t (p| �VD, It) =

∑
P∈PVD

t

NVD(p|μ = P, σ 2). (2)

Multi-ColumnAttention-BasedFusionBlock. To obtain an accurate estimation result
based onD

Reg
t andDVD

t , single-column fully connected convolutional networks are pro-
posed that merge the estimated crowd counting results from different branches, with
promising results [16, 19]. Inspired by the multi-column deep neural networks promis-
ing performance on different tasks [34], multi-column fully connected convolutional
networks are used to adaptively merge both the estimation results from the regression-
based method and the detection-based method—this obviously differs from existing
methods [16, 19]. Given this fusion of models, our multi-column, attention-based fusion
block AFNet can be interpreted as the integration of multi-column fusion branches. This
is theoretically better than any fusion block applied on only a single branch and shown
in Fig. 3.

Fig. 3. The AFNet block: stacking two kinds of crowd density maps DVD
t and D

Reg
t , and the

original frame It as an input, it generates a probabilistic attention map Kt . The final crowd density

map D
final
t is jointly determined by DVD

t , D
Reg
t , and Kt .

For a given frame It , the AFNet block firstly upsamples DVD
t and D

Reg
t to the same

size of It . Then It , DVD
t , and D

Reg
t are stacked together as inputs for the two AFNet

fusion branches. Note that each branch in the AFNet consists of four fully connected
convolutional layers, followed by a pixel-wise sigmoid layer to output a probabilistic
attention map Kt(p| �AF , It). The specific value in probabilistic attention map at the
pixel p, reflects the importance of the detection-based density mapDVD

t , compared to the

regression-based counterpart D
Reg
t . A higher Kt , at pixel p, means a higher attention we
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should rely on the detection-based estimation, rather than the regression-based estimation
for p. The final density map estimation,D

final
t (p| It), is therefore defined as the weighted

sum between two density mapsDVD
t andD

Reg
t , which is guided by the attention map Kt :

D
final
t (p| It) = Kt(p| �AF , It) � DVD

t (p| �VD, It)+
(J − Kt(p| �AF , It)) � D

Reg
t (p| �Reg, It),

(3)

where J is an all-ones-matrix with the same size of Kt , and � is the Hadamard product
for two matrices.

4 Experimental Results

Our method was evaluated on three major video crowd counting datasets collected from
real-world surveillance cameras. These are the UCSD dataset [21], the Mall dataset
[22], and the FDST dataset [10]. For all datasets, our strategy for the implementation
of DRENet consisted of two stages. First, RegNet and VDNet were trained on the
different datasets respectively. Second, the AFNet was trained based on the two kinds of
crowd density maps generated by the trained RegNet and VDNet on different datasets.
In training the VDNet, the backbone of the network was initialized with ImageNet
pre-trained weights. A total of 250,000 iterations of stochastic gradient descent (SGD)
training were performed using two GPUs. The initial learning rate was 1.0 × 10−4 and
was divided by 10 at the 125,000th, and 180,000th iteration. The RegNet and AFNet
training processes were similar. In training both networks, the Adam optimizer was used.
The initial decay rates were β1 = 0.9 and β2 = 0.999, and a tolerance of 1e−8 was used.
Further, a fixed learning rate of 1e−5 was utilized. The pixel-wise mean square error
(MSE) between the estimated density map D

Reg
t and the ground-truth density map D

gt
t

was used as the loss function for the AFNet. For the loss of the VDNet, inspired by the
method [16], the bounding boxes were applied as the supervision and the classification
and localization error in the original SELSA [31] was used as the loss for the VDNet.
For the loss function of the AFNet, two kinds of errors were considered: one of them
was the MSE between D

final
t , and D

gt
t ; the second error measured the quality of the

output probabilistic map Kt in AFNet. Following the setting proposed in method [16],
the Euclidean distances between the probabilistic attention map, and the video object
detection score map was used as the second error component. Following the convention
of existing study [17], the mean absolute error (MAE) and the MSE were used as the
evaluation metrics.

4.1 The Mall Dataset

TheMall dataset [22] is composed of 2,000 frames, each with a resolution of 640× 480.
For a fair comparison with previous studies, the first 800 frames were used for training,
and the remaining part was used for testing. We sent sixteen frames to the network
at a time. Table 2 compares the DRENet with previous studies [9, 10, 15–17, 20, 35,
36], which demonstrates that DRENet outperforms the image-based methods by at least
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7.9% in terms of MAE (compared with DecideNet [16]). In addition, DRENet also
outperforms the video-based methods by at least 4.8% in terms of MAE (compared with
STDNet [17]). We found that the crowd in the Mall dataset is sparse. In this case, the
estimated results of crowd density based on regression are usually overestimated. The
VDNet, however, estimates crowd density accurately, which results in it outperforming
state-of-the-art methods.

Table 2. Comparisons of different methods on the Mall dataset [22].

Method MAE MSE

Image-based MoC-CNN [35] 2.75 13.4

HSRNet [15] 1.80 2.28

DRSAN [36] 1.72 2.10

DecideNet [16] 1.52 1.90

Video-based Bi-ConvLSTM
[9]

2.10 7.60

LSTN [10] 2.00 2.50

E3D [20] 1.64 2.13

STDNet [17] 1.47 1.88

DRENet (ours) 1.40 1.81

4.2 The UCSD Dataset

The UCSD dataset [21] is also a publicly available video-based dataset, which consists
of 2,000 Gy-level frames with the frame rate per second of 10 fps. Following the settings
mentioned in the study, we used the 601–1,400th frames as training data, and the remain-
ing 1200 frames were selected as the test set. Moreover, sixteen frames were sent to the
network simultaneously. Table 3 compares the proposed DRENet with state-of-the-art
image- and video-based methods. The results demonstrate that the DRENet outperforms
all of the previous image-based methods [11, 13, 14, 18] in terms of MAE and MSE
by at least 20% and 9.4% (compared to PaDNet) respectively. In addition, our proposed
DRENet also outperforms video-based methods; such as, LSTN [10], ConvLSTM [9],
E3D [20], and STDNet [17].

5 The FDST Dataset

To better evaluate our DRENet in video crowd counting, a large-scale video crowd
counting dataset—the FDST dataset [10]—is used to evaluate our method in the study.
The FDST dataset contains 15,000 frames, with 394,081 annotated heads. Following the
settings in the study [10]; 9,000 frames were used for training, and the remaining 6,000



DRENet: Giving Full Scope to Detection and Regression 23

Table 3. Comparisons of different methods on the UCSD dataset [21].

Method MAE MSE

Image-based CSRNet [13] 1.16 1.47

ADCrowdNet
[18]

0.98 1.25

PACNN [14] 0.89 1.18

PaDNet [11] 0.85 1.06

Video-based Bi-ConvLSTM
[9]

1.13 1.43

LSTN [10] 1.07 1.39

E3D [20] 0.93 1.17

STDNet [17] 0.76 1.01

DRENet (ours) 0.68 0.96

frames were used for testing. Sixteen frames are sent to the network simultaneously.
Table 4 shows the comparison results between the DRENet and existing methods [9, 10,
12]. Similar to the comparison results on the UCSD dataset, the DRENet outperforms
the image-based method by 46.4% in terms of MAE (compared with MCNN [12]). The
DRENet also outperforms the five video-based methods by at least 14% in terms of
MAE (compared with MLSTN [37]). It is worth noting that the improvement on the
FDST dataset is significant because the frame rate per second of the FDST dataset is 30
fps. Further, it is much more suitable for both the VDNet and the RegNet in extracting
effective temporal features, since there are high correlations between consecutive frames.
These comparison results also demonstrate the effectiveness of the powerful temporal
information in video crowd counting.

Table 4. Comparisons of different methods on the FDST dataset [10].

Method MAE MSE

ConvLSTM [9] 4.48 5.82

MCNN [12] 3.77 4.88

LSTN [10] 3.35 4.45

COMBI [38] 2.92 3.76

ALL-EST [38] 2.84 3.57

MLSTN [37] 2.35 3.02

DRENet (ours) 2.02 2.67
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5.1 Effects of Different Components in the DRENet

To get more insights into each component of the proposed DRENet, ablation studies are
conducted on the UCSD dataset and the qualitative results are listed in Table 5, which
shows several interesting observations.

Firstly, we evaluated the performance of the method based on the 2D ResNet-34
[27]. Compared to the 2D ResNet-34 [27], the RegNet used in our study obtains lower
estimation errors for both the MAE and the MSE. This can be regarded as a verification
that themixed 3D-2D convolutions can boost the performance on the task of video crowd
counting. This, of course, results from the use of the temporal information in videos.

Secondly, the estimation results from only using either the RegNet (“RegNet only”)
or the VDNet (“VDNet only”) have higher errors compared to using the DRENet. This
demonstrates the effectiveness of making use of both detection- and regression-based
methods in video crowd counting.

Thirdly, performing late fusion by averaging two classes of crowd density maps
(“RegNet+VDNet+Late Fusion”) achieves only amediocre performance on two kinds
of crowd density estimations. However, with the AFNet, we obtain a significant decrease
in both MAE andMSEmetrics, as compared with those performing the late fusion. This
demonstrates the effectiveness of our proposed multi-column attention-based fusion
block in DRENet.

Table 5. Qualitative results of different DRENet components on the UCSD dataset [21].

Method MAE MSE

ResNet-34 [27] 0.96 1.25

RegNet only 0.85 1.09

VDNet only 0.79 1.03

RegNet + VDNet + Late Fusion 0.82 1.06

RegNet + VDNet + AFNet 0.68 0.96

6 Conclusion

In this paper, a novel video crowd counting architecture named DRENet has been pro-
posed. It was motivated by the fact that crowd density varies enormously in the spatial
and temporal domains in videos. Further, the detection- and regression-based counting
methods achieve complementary performance under situations with time-varying, and
space-varying crowddensities in videos.To thebest of our knowledge,DRENet is thefirst
framework to estimate crowd counts in videos, under the guidance of an attention-based
block. This attention mechanism adaptively applies attention weights for video object
detection-, and regression-based count estimations. Furthermore, both mixed 3D-2D
convolutions and video object detection are the first to be used in video crowd counting.
Our architecture is evaluated on three challenging video crowd counting benchmarks,
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collected from real-world scenes with high variation in complex background and crowd
densities. Experimental results confirm that our architecture achieves state-of-the-art
performance on the three public datasets.
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Abstract. In recent years, approaches based on machine learning, more specif-
ically Deep Neural Networks (DNN), have gained prominence as a solution to
computer vision problems in the most diverse areas. However, this type of app-
roach requires a large number of samples of the problem to be treated, which often
makes this type of approach difficult. In computer vision applications aimed at fruit
growing, this problem is even more noticeable, as the performance of computer
vision approaches in this segment is still well below the performance achieved in
other areas. One of the main reasons listed by the literature for the little evolution
in this area is the lack of large data sets duly and manually annotated, which are
mandatory for applications that use cutting-edge computer vision techniques such
as DNNs. The present work aims to leverage research in this domain, creating
a new dataset of images, of an unparalleled size in the literature, with the main
diseases and damages of papaya fruit (Carica Papaya). The proposed data set in
this work consists of 15,179 RGB images duly and manually annotated with the
position of the fruit and the disease/damage found within it.

In order to validate our dataset, we used it to train a DNN-based classifier in
the task of detecting diseases and defects in a papaya image. We recreated the old
challenge “Man vs. Machine” comparing our classifier with a human expert in
a real environment. Our model reached an f1-score of 80.01%, while the overall
performance obtained by the human expert was 67.3%. The project is available at
https://github.com/jairolucas/Sisfrutos-Papaya.

Keywords: Papaya · Fruit diseases · Dataset · Detection and classification ·
Deep learning · Computer vision

1 Introduction

Fruit production in general, and more specifically in Brazil, has achieved great promi-
nence mainly because it is an important source of crop diversification and increased
income for small farmers, as well as the fact that it is a highly labor-aggregating activity.
Considering this scenario, the agriculture of papaya (Carica Papaya) is one of the most
outstanding examples of worldwide fruit production, as it is produced in more than 40
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countries, with a special part played by Brazil, which is the 2nd largest world producer
[27], with an annual production of more than 1.5 million tons, second only to India. In
addition, due to the high quality of the fruit produced in Brazil, it ranks as the second
largest exporter in the world, just behind Mexico [27, 28]. At the national level, the
Brazilian states of Espirito Santo and Bahia account for more than 70% of the fruits
produced and for more than 95% of the exported fruits, this culture being extremely
important for the economy of the region and the country [27].

This work is focused on leveraging artificial vision research using Deep Learning
techniques with a focus on Papaya’s quality control.

In the past fewyears, ConvolutionalNeuralNetworks (CNNs) have been employed to
solve several tasks in computer vision, such as classification, detection and segmentation.
ButCNNs need a large amount of data to achieve a good performance,which canmake its
application unfeasible in some tasks. In agriculture, there are fewCNN-based approaches
to detection, classification and computer vision based quality control measures (disease
recognition, ripening and damage to fruit) [1, 2]. One of the main reasons listed by
[1] is the lack of large annotated datasets needed to train these networks. In a survey
published byLi [3] in 2018, 45 paperswere reported, but only two of themusedCNNs for
non-destructive approaches on quality control automation in blueberry and strawberry
crops.

Despite this, the future scenario is very promising. Naranjo [4] published in 2020
a comprehensive review on the use of CNN networks applied to the tasks of detection,
classification and quality control of fruits in general (i.e. without being specific to a
certain crop). In this study the authors shows that, in the last two years, the amount of
research using this type of approach in this field has increased considerably.

This increase has occurred mainly in the tasks of detection and classification of fruits
[14–17], and coincides with the creation of large data sets such as Fruits-360 [5], which
at the time of its publication (2018) had 38,409 images regarding 60 different fruits duly
and manually annotated. This allowed for generating a good training dataset for a CNN
network.

An early detection and correct classification of diseases or defects in a fruit are
essential for the adoption of correctmeasures to control andmitigate losses [7]. However,
this task is inherentlymanual and requires technical expertise that is not always available.
Moreover, manual classification s highly dependent on the evaluator’s experience and
psychological status, which can lead to incorrect interpretations about the type of disease
or defects found in the fruit.

An autonomous system to detect and classify diseases in a fruit is a challenging
problem for computer vision research. Some topics to be covered in this field are: (i) is
there an expected fruit in the image? (ii) what are the coordinates of the fruit? (iii) is
there any disease of mechanical damage in the fruit? (iv) what are the coordinates of the
disease or mechanical damage?

As exposed in the literature, one of the main obstacles to detect and classify diseases
in fruits using CNNs is the hard work of gathering and annotating a large dataset with
these images. Up to the scope of our research (as of 2021), we did not find in the
literature a large set of public data that offered these samples, in any culture, making
the researcher himself have to acquire and annotate the images to assemble his own data
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set, an extremely expensive task. Regarding this, the published research for the task of
detecting and classifying diseases ends up using small data sets and without any defined
standard. This lack of standardization in the evaluated datasets makes it difficult to
compare the results of the techniques proposed in each work, as well as the validation of
these techniques in real environments, where thousands of images, in different scenarios,
need to be evaluated.

We have created a data set with more than 15,000 duly and manually annotated
images of the main diseases that affect this fruit culture (i.e. the Carica Papaya). Our
data set should help to leverage research in this field and could stand as a standardized
benchmark for evaluating future works. As a second contribution, we use a classifier
model based on deep learning to train and evaluate our data set, achieving excellent
results.

This paper is organized as follows. In Sect. 2 we will discuss the most recent relevant
works for the domain covered. In Sect. 3 we describe in detail the data set created. In
Sect. 4 we describe the methodology used by our classifier, detailing the subsets of data,
the network parameters and the approach used. In Sect. 5 the results obtained are detailed
and in Sect. 6 the main conclusions of the work are presented, as well as suggestions for
future works for the same domain.

2 Related Works

In this section, we describe thework related to the detection and classification of diseases
and damage to fruits in different crops.

In one of the latest works published in the area, Kukreja [6] proposed a CNN to detect
the main diseases (Blackspot, Melanose Canker, Scab and Anthracnose) and noticeable
damage in citrus fruits. Initially, the author used a data set with 150 RGB images of
size 256 × 256, composed by 128 images of defective fruits and 22 images of healthy
fruits. The experiments obtained an accuracy of 67%. Next, the author used several
data augmentation techniques for generating a total of 1,200 images, such as rotation,
resizing, resizing and changing the luminosity. The images were also enhanced by pre-
processing. Therefore, an accuracy of 89.1% was achieved. In addition, they concluded
that a large number of samples is essential in Convolutional Neural Networks and that
data augmentation techniques can be used to significantly improve networks when only
few samples are available for the training step. Yunong [7] proposed a method for
detecting Anthracnose disease in apples. The authors used 500 images of healthy apples
and 140 images of apples affected by anthracnose. The data augmentation was used to
increase the number of images in the dataset. In addition, they also used an Adversarial
Cycle-Consistent (CycleGAN) [8] to generate similar synthetic images. After increasing
the dataset size, the authors used a densely connected neural network (DenseNet) [9] to
optimize the Yolo-V3model [10]. They achieved an accuracy of 86.9% using the dataset
without synthetic images and 91.7% of accuracy using the synthetic images.

Tarek et al. [11, 12] published two studies related to the use of computer vision to
detect diseases in Papaya. In the first [11], they proposed a specialist system to detect
and classify diseases in images captured by a mobile device. The method consists of
converting the input image to a standard size of 300 × 300 using bicubic interpolation,
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followed by applying a histogram equalization to improve its contrast, and converting
the image from RGB to l * a * B color space. After these steps, they used K-means to
segment the images and SVM to detect and classify the disease. They used 129 images of
Papaya for training and testing sets, 84 and 45 images respectively. The author obtained
an accuracy of 90.15%.

In the second work, Tarek et al. [12] compared nine distinct classifiers for detection
and classification of Papaya diseases: K-Nearest Neighbors (KNN), Logistic Regression,
Repeated Incremental Pruning to Produce Error Reduction (RIPPER), Naive Bayes,
Random Forests, Support Vector Machine (SVM), Back Propagation Neural Network
(BPN) and Counter Propagation Network (CPN). The classifiers were trained and tested
on the same data used in [11]. The authors reported that the best accuracy was 95.2%
obtained by the SVM. However, the same classifier obtained only 90.15% in the first
work [11], but they did not provide more details about this improvement.

Abirami [13] proposed a method to detect and classify diseases in fruits, caused by
fungi and bacteria. They first used a threshold to segment the affected part of the fruit,
then a Local Binary Standard (LBP) to extract features, and finally a feedforward neural
network for classification. The dataset has 100 images, but they did not provide details
on the division of the training and testing sets and the kind of fruits used. They achieved
92% accuracy in bacterial diseases and 86% in viral diseases. They also did not specified
what types of diseases have been detected.

As it can be seen from, the studies mentioned above all use distinct data sets, with
small amounts of samples, and some studies do not clearly categorize the data set used.
This lack of standardization makes it impossible to compare the techniques listed in
each work, as well as their replication in a real environment. In this work, we propose
to overcome these limitations with the creation of the Sisfrutos Papaya data set.

3 The Sisfrutos Papaya DataSet

The dataset introduced in this work leverages the research on computer vision techniques
for detection and classification of Papaya’s (Carica Papaya) diseases, mainly those
techniques based on deep learning. The creation of this dataset was motivated by the
lack of collections with (i) many annotated samples and (ii) covering a large range
of diseases, which has caused the researchers to produce their own (unstandardized)
collections. The lack of comprehensive and standardized benchmarks makes difficult to
compare the different approaches in the literature, therefore it is not trivial to establish
the state-of-the-art in automatic detection and/or classification of fruits diseases. This
issue is not exclusive for the Papaya culture, being also observed for several other fruit
cultures [12].

3.1 Image Acquisition

The images used in the work were acquired over 5 months in a real production envi-
ronment and in different fruit packaging facilities in the Brazilian states of Espírito
Santo and Bahia. Those agreed to participate in this work anonymously due to industrial
information security reasons. All images were evaluated by trained professionals, with
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extensive experience in evaluating fruit diseases, and who worked in the fruit quality
control sector in the partner companies at the time of this evaluation. The acquisition
followed the following protocol:

• In real time, the first evaluator randomly selects the fruit during its passage through
the production conveyor (after washing and before packaging).

• Using amobile device and specific software for the annotations, the expert photographs
the fruit and selects the region of interest (ROI), marking the region of the fruit, and
when applicable, the region of the disease or defect. The image and the respective
annotations are stored in a database.

• In the second evaluation, usually carried out on a different date than the first, a second
expert, with more experience, randomly visualizes, without access to the first eval-
uation, the images of the fruits that have already undergone the first evaluation and
carries out their own evaluation.

• The second expert and his evaluation has definitive weight in case of disagreement
with the first expert (i.e. considered the Ground Truth).

• Whenever there is a discrepancy between the human evaluations, an error is computed
for the first human evaluator, thus being considered an “human expert evaluation
error”.

Figure 1 shows the evaluation being carried out by the first expert and the software
used by the 2nd expert to do his evaluation. The Fig. 2 shows examples of the diseases
and defects included in the Dataset.

Fig. 1. (a) - Evaluation being carried out by the 1st. expert. (b) - Software used by the 2nd. Expert
to take notes.

Our final dataset included 6 types of diseases, in addition tomechanical damage to the
fruit. The diseases were selected because they are part of those that cause the greatest
financial losses [28], and that have a significant degree of occurrence. The dataset is
not balanced, thus having different amounts of samples of each fruit disease. Diseases
such as Anthracnose and Phytophthora have few samples due to their low occurrence
compared to the others. The diseases/damage included in the dataset were:
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Fig. 2. Examples of diseases and damages included in the dataset

– Anthracnose;
– Chocolate Spot;
– Sticky Disease;
– Physiological Spot;
– Black Spot;
– Phytophthora Blight;
– Mechanical Damage;

3.2 Specification of Images and Annotations

The DataSet consists of 15,179 images in the RGB standard, with a resolution of 503
× 672 (width × height), a complex background, and significant variation in brightness,
pose (rotation and translation) and capture distance.

The images are annotated with the coordinates (x, y) of the central point of the
fruit with its respective width and height, and the coordinate of the central point of the
disease (xd, yd) with its width and height. These values are given in relation to the image
size, thus allowing the image to be resized without losing the regions of interest. These
annotations follow the pattern of theYoloV4 network [20]. Table 1 shows the distribution
of each class and its respective representation in the Dataset.

Table 1. Sisfrutos Papaya dataset

Class Sample quantity (%)

Healthy Fruits 4.352 28,67%

Anthracnose 156 1,03%

Phytophthora Blight 170 1,12%

(continued)
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Table 1. (continued)

Class Sample quantity (%)

Mechanical Damage 1.513 9,97%

Chocolate Spot 2.040 13,44%

Sticky Disease 1.308 8,62%

Physiological Spot 2.728 17,97%

Black Spot 2.912 19,18%

Total 15.179 100,00%

4 Methodology

The dataset introduced in this work enables the evaluation of DNNs in papaya fruit
diseases/damages detection and classification. The conducted experiments aim to com-
pare the performance of a DNN against a human expert. This section details the DNN
architecture, the performance metrics, the datasets, and the carried experiment.

4.1 Detection Model

In this work, we adopted YOLOv4 [20] as the detection model for detection of dis-
eases/damage on papaya fruit. The choice of YOLOv4 was motivated by the fact it has
achieved the state-of-the-art in several object detection dataset (e.g., [21 and 22]). The
most recent version of YOLO has incorporated techniques, such as PAN (Path Aggre-
gation Network), CBAM (Convolutional Block Attention Module), and CBN (Cross-
iteration Batch Normalization) that enable efficient training on large datasets using a
single GPU without loss of accuracy. A more detailed description of these techniques
can be found in [23–25].

4.2 Sub Dataset

The original dataset was segmented into 3 different subsets, the first one being used to
train the model (training set) comprising approximately 80% of the images, the second
for model adjustments (validation set) with approximately 10% of the total images and
the last one for the actual model tests (test set), with approximately 10% of the remaining
images. Table 2 shows the distribution of classes in the respective data sets.

Using the validation set, a tunning procedure was applied over several hyperparam-
eters in order to obtain the best set of weights for the model. The best performance was
achieved in the 15,000th iteration, using a batch= 64, subdivisions= 32, learning_rate
= 0.0002, decay = 0.0005, 416 × 416 network size, policy = sgdr (sgdr_cycle = 1000
and sgdr_mult= 2), saturation= 0, exposure= 0, hue= 0. The other parameters follow
the pattern suggested in [20]. Figure 3 shows the evolution of the F1-Score metric (over
the iterations during model training. For more details on the metrics used, see [17, 26].

After training and validation, the model was evaluated using the Test set. The results
are presented in Sect. 5.
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Table 2. Distribution of classes in the respective data sets.

Class Sample quantity in the
Training set

Sample quantity in the
Validation set

Sample quantity in the
Test set

Healthy Fruits 3,452 449 451

Anthracnose 131 13 12

Phytophthora Blight 144 13 13

Mechanical Damage 1,150 182 181

Chocolate Spot 1,636 202 202

Sticky Disease 1,078 115 115

Physiological Spot 2,148 290 290

Black Spot 2,332 290 290

Total 12,071 1,554 1,554

Fig. 3. Graph with the metric F1-score calculated for every 1,000 iterations

4.3 Hardware Specification

The experiment was conducted on a machine equipped with an Intel Xeon CPU E5606
(2,13 GHz), 24 GB RAM, and a NVIDIA TITAN XP gpu (12 GB). The model was
trained over 16,000 iterations, taking approximately 78 h.

5 Results and Discussion

As the main objective of this work is to create a large dataset of disease samples in
Papaya and use it as a baseline for detection and classification for future work, we need
to evaluate its performance correctly and effectively. For that purpose, we performed the
classical “Man vs. Machine” accuracy challenge.
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In this experiment, we compared the precision of the presentedmodel against the one
achieved by human experts. For this, we consider the entire test portion of the dataset
(1,554 images) and its respective human expert evaluations. Table 3 shows the confusion
matrix generated by the evaluation of human experts.

Table 3. Confusion matrix of human experts (HF - Healthy Fruits; AN - Anthracnose; MD -
Mechanical Damage; SP - Chocolate Spot; SD - Sticky Disease; FS - Physiological Spot; BS -
Black Spot; PT - Phytophthora Blight).

As can be seen, fruit disease detection and classification is a quite challenging task,
even for human experts specifically trained for this function. The performance of these
experts proved to be somewhat weak in this task, when compared against the automated
system, reaching an overall average of f1-score of just 67.3% in the evaluated examples,
even being below 50% for two of the evaluated diseases. This data reflects the actual
reality of the quality control department of most fruit processing facilities, where the
expert’s assessment is subject to human intrinsic, such as stress, tiredness, mood changes
and other psychological conditions. In addition, some defects, such as sticky disease and
mechanical damage (especially when in the early fruit stages), requires a more in-depth
visual inspection to be detected, which the human expert is not always willing to do. It
is also worth mentioning that the annotations of the human experts were acquired in an
actual quality control environment of the partner facilities, being performed by properly
trained professionals who were in charge of quality control inspections at the time of
this evaluation.

Our model surpassed the general human expert performance by obtaining an f1-
score of 80.1%. The model was also shown to be superior in technically all the evaluated
classes. Figure 4 shows a graph that depicts the performance by class of the human
experts in relation to our classifier. Figure 5 shows examples of correct and incorrect
assessments generated by our model.
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Fig. 4. Graph with the performance of our model vs. human expert, in each class

Fig. 5. Ground truth and the respective model prediction.

6 Conclusion and Future Works

The approaches based on CNN and DNN for solving problems in the area of computer
vision have advanced successfully in the most diverse areas, however, this type of app-
roach requires a large set of data with samples of the desired domain duly noted. The
area of detection and classification of diseases in fruits, of the most diverse cultures, does
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not have a public data set with such characteristics. As a result, all published works use
databases with few samples that are generally gathered by the researchers themselves,
which makes it difficult to be able to compare or even validate the performance of each
algorithm.

In this work, we successfully attacked this problem and created a dataset with more
than 15,000 images with the main diseases and damages of the Papaya culture. This data
set should leverage research in this area, in addition to being a benchmark for evaluating
the results of future work.

The tests with our model showed that it obtained a superior performance to a human
expert, achieving an f1-score of 80.1% and proving that the dataset created can be used
by models that use deep learning to create real-world solutions for automation of the
quality control process.

For future works, samples of new diseases will be included in this data set, thus
making it even more comprehensive. Still, in the domain of Papaya quality control,
it is desirable to have a large dataset that offers samples with distinct and labeled fruit
ripening degrees. Current studies on the classification of Papaya ripeness [18, 19], report
a good accuracy, but use extremely small sample datasets (300 samples) and classify the
fruit based on 3 discrete maturation stages (green, partially ripe and ripe), which isn’t
suited for real-world applications.
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Abstract. The detection of semantic relationships between objects rep-
resented in an image is one of the fundamental challenges in image inter-
pretation. Neural-Symbolic techniques, such as Logic Tensor Networks
(LTNs), allow the combination of semantic knowledge representation
and reasoning with the ability to efficiently learn from examples typi-
cal of neural networks. We here propose Faster-LTN, an object detec-
tor composed of a convolutional backbone and an LTN. To the best of
our knowledge, this is the first attempt to combine both frameworks
in an end-to-end training setting. This architecture is trained by opti-
mizing a grounded theory which combines labelled examples with prior
knowledge, in the form of logical axioms. Experimental comparisons show
competitive performance with respect to the traditional Faster R-CNN
architecture.

Keywords: Object detection · NeuroSymbolic AI · Convolutional
neural network · Logic tensor networks

1 Introduction

A long-standing problem in Semantic Image Interpretation (SII) and related
tasks is how to combine learning from data with existing background knowl-
edge in the form of relational knowledge or logical axioms [1]. Neural-Symbolic
(NeSy) integration, which aims at integrating symbolic knowledge representation
and learning with machine learning techniques [2], can provide an elegant and
principled solution to augment state-of-the-art deep neural networks with these
novel capabilities, increasing their performance, robustness and explainability.

The present work leverages the Logic Tensor Network (LTN) paradigm that
was proposed by Serafini, Donadello and d’Avila Garcez [3,4]. In very simple
terms, LTNs operate by interpreting (or grounding) a First-Order Logic (FOL)
as functions on real vectors, which parameters can be trained via stochastic
gradient descents to maximize the satisfiability of a given theory. LTNs have been
successfully applied to the tasks of part-of relationship detection [3] and visual
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I. Farkaš et al. (Eds.): ICANN 2021, LNCS 12892, pp. 40–52, 2021.
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relationship detection [5]. Previous works have shown how LTNs can compensate
the lack of supervision (e.g., in few-shot learning scenarios) by relying on logical
axioms derived from pre-existing knowledge bases.

To close the semantic gap between the symbolic (concept) and subsymbolic
(pixel) levels, LTNs for SII rely on convolutional neural networks (CNNs) to
extract semantic features which form the basis for grounding object instances
in a real vector. Previous works [3,5] relied on pre-trained CNNs, which how-
ever suffer from all the limitations traditionally associated with deep learning,
namely, the need for a large-scale annotated dataset for training, and lack of
interpretability. To fully reap the benefits of NeSy techniques in SII, end-to-end
architectures in which the LTN is jointly trained with the feature extraction
CNN are needed.

In this work, we propose Faster-LTN, an object detector which unifies the
Faster R-CNN object detector with a LTN-based classification head. Differently
from previous works [3,5], both modules are jointly trained in an end-to-end
fashion. The logical constraints imposed by the LTN can thus shape the training
of the convolutional layers, that are no longer purely data-driven. To achieve
this objective, we propose several modifications to the original LTN formulation
to increase the architecture scalability and deal with data imbalance. Experi-
mental results on the PASCAL VOC and PASCAL PART datasets show that
Faster-LTN converges to competitive performance with respect to purely neu-
ral architectures, thus proving the feasibility of this approach. The Faster-LTN
was implemented in Keras and is available at https://gitlab.com/grains2/Faster-
LTN.

The rest of the paper is organized as follows. In Sect. 2, related work is
presented. In Sect. 3, different variations of the Faster-LTN architecture are pre-
sented, after a brief introduction to the theory behind LTNs. Section 4 presents
the experimental setting and results. Finally, conclusions are drawn.

2 Related Work

A natural image is comprised of scenes, objects and parts, all interconnected by a
complex network of spatial and semantic relationships. Thus, developing seman-
tic image interpretation (SII) components requires to recognize a hierarchy of
components, and entails both robust visual perception and the ability to encode
and (reason about) visual relationships. Several techniques have been proposed
to augment Convolutional Neural Networks (CNNs) with relationship represen-
tation and reasoning capabilities, including Relational Network [6], Graph Neural
Networks [7] and Neural-Symbolic (NeSy) techniques [3,5,8]. For a more general
introduction to NeSy techniques, the reader is referred to recent surveys [9,10].

Many recent approaches extract features from CNNs to a subsequent sym-
bolic or neuro-symbolic module [3,5,11,12]. Yuke Zhu et al. [11] use a Markov
Logic Network (MLN) to process text information with associated visual fea-
tures; a knowledge base is used to represent relations between objects using
visual, physical, and categorical attributes. Kenneth Marino et al. [13] incor-
porate a Graph Search Neural Network (GSNN) into a classification network.

https://gitlab.com/grains2/Faster-LTN
https://gitlab.com/grains2/Faster-LTN
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Donatello et al. [3] and Cewu Lu et al. [12] have demonstrated the use of visual
features to train LTNs for visual relationship detection, in form of subject-verb-
object triplets or part of relationships. These works demonstrate how NeSy tech-
niques enable the definition of logical axioms that serve as high-level inductive
biases, driving the network to find the optimal solution that is compatible with
said inductive biases. However, since in the above-mentioned cases the feature
extraction and the classification networks are trained separately, the CNN can-
not leverage these additional inductive biases during training.

There are, however, some practical hurdles associated with the training of
NeSy architectures. Scalability, when dealing with large amounts of data, is
a known issue associated with symbolic AI [14]. For this reason, many NeSy
architectures rely on a conventional object detector to provide an initial list
of candidate objects [3], thus disregarding the effect of the background and
simplifying (i.e., reducing) the scale of the problem. In this work, we compare
several strategies that are effectively capable of training a LTN-based object
detector from scratch, taking into account the effect of the background and the
resulting data imbalance.

Another aspect related to scalability is the choice of aggregation function and
fuzzy logic operators. Emilie van Krieken et al. [14] and Samy Badreddine [4]
found substantial differences between differential fuzzy logic operators in terms of
computational efficiency, scalability, gradients, and ability to handle exceptions,
which are important characteristics in a learning setting. Their analysis lays
the groundwork for the present FasterLTN architecture, which incorporates and
extends the log-product aggregator analyzed in [14].

3 The Faster-LTN Architecture

This section describes the Faster-LTN architecture and training procedure in
detail. An overview of the overall architecture is presented in Fig. 1. We first
summarize the Faster R-CNN overall architecture (Sect. 3.1). Then, we intro-
duce the main concepts behind LTNs (Sect. 3.2) and their application to object
detection (Sect. 3.3), referring the reader to [3,4] for additional details. Finally,
the joint training procedure of Faster-LTN is explained in Sect. 3.4, highlighting
the main changes introduced to make end-to-end training feasible.

3.1 Faster R-CNN

Faster R-CNN is a two-stage object detector composed of a Region Proposal
Network (RPN) and a classification network with a shared backbone [15]. For
each anchor, the RPN generates a binary classification label (Background vs.
foreground), while a regression layer computes the bounding box coordinates.
Regions of Interest (ROIs) selected by the RPN are fed to an ROI Pooling
layer, which extracts and resizes each proposal bounding box’s features from the
shared backbone. Feature maps of equal size are passed to the classifier. The
classifier comprises two convolutional heads, a classification layer (with softmax
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Fig. 1. Faster-LTN architecture. The first part of the architecture, up to the RPN, is
the same as in the Faster R-CNN network [15]. The feature maps associated to the
RPN proposals are extracted by the backbone, concatenated and passed to the LTN,
which includes a collection of predicates Pi, each corresponding to a specific class. At
training time, a batch of labelled examples in the training dataset are used to define
a partial theory Texpl. Each positive or negative example corresponds to a positive or
negative literal (L) for the corresponding predicates. The truth value of the aggregated
clauses (C) is maximized to find the optimal grounding G∗. At inference time, the truth
value of the predicates Pi is computed.

activation) that computes the final object classification and a regression layer
(with linear activation) that computes the bounding box.

Training of the RPN and classifier heads is performed jointly in an alter-
nating fashion. At each forward pass (corresponding to one image), the RPN
is trained and updated; then, the RPN output is kept fixed, and the detector
head is updated. A fixed number of positive (object) and negative (Background)
examples are selected at each step to train the classifier head.

The loss is as a combination of regression and classification loss:

L({pi}, {bi}) =
1
nc

∑

i

Lcls(pi, p
′
i) + λ

1
nr

∑

i

pi ∗ Lreg(bi, b
′
i) (1)

In the Faster-LTN, we keep the RPN module intact and substitute the clas-
sifier head with an LTN.

3.2 Logic Tensor Network

Grounding. In the LTN framework, it is possible to encode a FOL language L

by defining its interpretation domain as a subset of Rn. In the LTN formalism,
this process is called grounding.

Given the vector space R
n, a grounding G for L has the following properties:

1. G(c) ∈ R
n, for every c ∈ C;

2. G(P ) ∈ R
n∗k → [0, 1], for every p ∈ P

The grounding of a set of closed terms t1, .., tm of L in an atomic formula
is defined as:

G (P (t1, ...tm)) = G (P ) (G (t1) , ...,G (tm)) (2)



44 F. Manigrasso et al.

Formulas can be connected with fuzzy logic operators such as conjunctions
(∧), disjunctions (∨), and implications ( =⇒ ), including logical quantifiers
(∀ and ∃). Several real-valued, differentiable implementations are available in
the fuzzy logic domain [14]. Our implementation, as in [3], is based on the
�Lukasiewicz [16] formulation:

G (¬φ) = 1 − G (φ) (3)
G (φ ∨ ψ) = min(1,G (φ) + G (ψ)) (4)

Predicate symbols are interpreted as functions that map real vectors to the
interval [0, 1], which can be interpreted as the predicate’s degree of truth. A
typical example is the is-a predicate, which quantifies the existence of a given
object. For instance, if b = G(x) is the grounding of a dog bounding box, than
G(Dog)(v) 
 1. A logical constraint expressed in FOL allows to define its prop-
erties, i.e., ∀x (Dog(x) → hasMuzzle (x)).

In LTNs, predicates are typically defined as the generalization of the neural
tensor network:

G (P) (v) = σ
(
uT
P tanh

(
vTW

[1:k]
P v + VPv + bp

))
(5)

where σ is the sigmoid function, W [1 : k] ∈ R
k×mn×mn, Vp ∈ R

k×mn, up ∈ R
k

and bp ∈ R are learnable tensors of parameters. With this formulation, the truth
value of a clause can be determined by a neural network which first computes
the grounding of the literals (i.e., atomic objects) contained in the clause, and
then combines them using fuzzy logical operators, as defined by Eqs. 3–4.

Grounded Theory. A Grounded Theory (GT) T is defined by a pair 〈K, Ĝ〉,
where the knowledge base K is a set of closed formulas, and Ĝ is a partial ground-
ing. K is constructed from labelled examples, as well as logical axioms, as defined
in Section 3.3. In practice, a partial grounding is optimized since, qualitatively,
our set K represents a limited and finite set of examples. A grounding G satisfies
a GT 〈K, Ĝ〉 if G completes Ĝ and G (φ) = 1 ∀ φ ∈ K.

Best Satisfability Problem. Given a grounding Ĝθ, where θ is the set of
parameters of all predicates, the learning problem in LTNs is framed as a best
satisfability problem which consists in determining the values of Θ∗ that maxi-
mize the truth values of the conjunction of all clauses φ ∈ K:

Θ∗ = argmaxΘĜθ

⎛

⎝
∧

φ∈K

φ

⎞

⎠ − λ||Θ||22 (6)

where λ||Θ||22 is a regularization term. In practical problems, it is unlikely that a
grounded theory can be satisfiable in the classical sense. Hence, we opt instead to
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find the grounding which achieves the best possible satisfaction, while accounting
for the inevitable exception to the rule. Such exceptions can easily arise in the
visual domain not only to account to allow the occasional deviation from the
norm, but also to account for properties that are not visible. For instance, a cat
has (usually) a tail, but a few cats may be tail-less; more frequently, the tail will
be occluded or cut from the image.

3.3 LTN for Object Detection

A Grounded Theory for Object Detection. Let us consider a set of bound-
ing boxes b ∈ B with known class c ∈ C. An object with bounding box bn is
grounded by the vector:

vbn =< zbn , bn > (7)

where zbn = f(I, bn) is an embedding feature vector, calculated by a convolu-
tional neural network f , given an image I and the bounding box coordinates bn

predicted by the RPN layer. This is slightly different from previous works [3],
where the grounding of a bounding box was defined by the probability vector
predicted by a pre-trained Faster R-CNN, and allows to effectively connect the
convolutional layers and the LTN.

We set the embedding f(I, bn) to the output of the last fully connected layer
of the classifier head, without softmax activation. Other choices are possible,
e.g., by sum pooling the output of an earlier convolutional layer.

The is-a predicate for class c ∈ C is grounded by a tensor network, defined
as in Eq. 5, which implements a one-vs-all classifier. It must be noticed that,
differently from [3], the is-a predicate takes as input only the embedding features
zbn , excluding the bounding box coordinates. This allows to retain one of the
basic properties of object detectors, i.e., invariance to translation.

The part-of predicate is defined over pairs of bounding boxes [3]. A pair of
two generic bounding boxes bm and bl is grounded by the vector:

vbm,l
=< zbm , bm, zbl , bl, irm,l > (8)

where irm,l is the containment ratio defined as:

irm,l =
Area (bm ∩ bl)

Area (bm)
(9)

The grounding G (part − of) (vbm,l
) is a neural tensor network as in Eq. 5.

Defining a Theory from Labelled Examples. Let us now consider how a
GT is constructed to solve the best satisfiability problem defined in Eq. 6 for
object detection. As in [3], two grounded theories Texpl and Tprior are defined.
The former, Texpl, aggregates all the clauses derived from the labelled training
set, essentially replicating the classical learning-by-example setting. The theory
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Tprior, on the contrary, introduces logical and mereological constraints that rep-
resent prior knowledge or, in a more general sense, desirable properties of the
final solution.

In this work, two types of constraints are defined. First, we enforce mutual
exclusion through the clause:

∀x(P1(x) =⇒ (¬P2(x) ∧ ... ∧ ¬Pn(x))) (10)

Equation 10 is translated into K(K − 1))/2 clauses, corresponding to all
unordered class pairs over K classes, e.g., Cat(x) =⇒ ¬Person(x).

Secondly, we impose mereological constraints on the grounding of part-of and
is-a predicates derived from an existing ontology (e.g., Wordnet) which includes
meronimy (i.e., part-whole) relationships. Axioms are included to specify that
a part cannot include another part, that a whole object cannot include another
whole object, and that each whole is generally associated with a set of given
parts. An example of such axioms is as follows:

∀x, y (Cat(x) ∧ partOf(y, x) → Tail (y) ∨ Head (y) ... ∨ Eye (y)) (11)

to indicate that if an object y is classified as part of x and x is a cat, than
y can be only an object that we know is a part of the whole cat. Mereological
constraints were enforced exploiting the KB developed in [3], to which the reader
is referred for further information.

3.4 Faster-LTN

The overall architecture, illustrated in Fig. 1, is an end-to-end system connecting
a convolutional object detector with an LTN. Specifically, the classifier head is
modified, by removing the softmax activation, and feeding the output to the
LTN. At training time, a GT is constructed as defined in Sect. 3.4. The LTN is
implemented by defining three additional layers: Predicate, Literal and Clause
layers. For each class c, the corresponding literal computes the truth value of
all positive (i.e., belonging to class c) and negative (i.e., not belonging to class
c) examples. The Clause layer aggregates all literals for a given class, using
the selected aggregation function. Additionally, it is possible to define clauses
(e.g., for part-of predicates) that take as input multiple literals. For the sake of
simplicity, in Fig. 1 only Texpl is shown. The final loss of the LTN is given by
summing LLTN with the regression loss, as for the RPN layer.

Training. In order to deal with memory constraints, a partial Texpl needs to
be rebuilt with every batch of examples. In the original implementation [3], the
LTN was trained on the predictions of a pre-trained object detector, allowing for
a relatively large batch size. In our setting, the LTN is trained on all proposals
extracted by the RPN, and a separate batch is constructed for each image, taking
into account background as well as foreground examples. It is worth noticing
that one-vs-all classification amplifies the data imbalance between positive and
negative examples for each class, even when the training batch consists of an
equal number of objects and background proposals.



Faster-LTN: A Neuro-Symbolic, End-to-End Object Detection Architecture 47

Aggregation Function. The chosen aggregator function is the log-product,
which was shown in [14] to scale well with the number of inputs, and which
formulation is equivalent to the cross-entropy loss. However, in our case, this
choice does not weight adequately the contribution of positive examples, given
the high level of class imbalance. Hence, inspired by [17], we introduce the focal
log-product aggregation defined as:

LLTN = −
K∑

j=0

N∑

i=0

αc(1 − xi,j)γ log (xi,j) (12)

where αc is a class-dependent weight factor, γ enhances the contribution of
literals with low truth value (i.e., misclassified examples), xi is the literal of the
i-th ROI in the j-th class, K is the number of classes and N is the batch size.

To set the value of αc, we simply observe that for each training batch and each
class c, the number of negative examples is given by the number of background
examples (which is fixed during training), plus the positive examples that belong
to other classes. Hence, we set αc = 1−β

1−βposc and αc = 1−β
1−βnegc , for positive and

negative examples respectively. Let p(c) be the fraction of bounding boxes in the
training set belonging to class c. Then, for a given batch the percentage of posi-
tive and negative examples becomes posc = N

2 p (c) and negc = N
2 + N

2 (1 − p (c)),
respectively.

4 Experiments

4.1 Dataset

Experiments were performed on the PASCAL VOC 2010 [18] and PASCAL
PART [19] benchmarks. For the latter, we selected 20 classes for whole objects
and 39 classes for parts. All experiments are conducted on the trainval parti-
tion with 80:20 split. For PASCAL PART (10K images), we further experiment
reducing the training set by 50% by random selection: the number of images is
thus roughly 8K for PASCAL PART and 4K for PASCAL PART REDUCED.

4.2 Experimental Setup

Faster R-CNN. The architecture of the Faster R-CNN follows quite closely
the original implementation [15]. The backbone architecture was ResNet50 pre-
trained on ImageNet; the anchor scales were set to 1282, 2562, and 5122, with
aspect ratios of 1:1, 1:2, and 2:1. The number of RPN proposals is set to 300. For
training the classifier head, 128 bounding boxes were randomly selected, with a
ratio of 32:96 positive and negative examples, for the PASCAL VOC dataset; for
PASCAL PART, 32 bounding boxes with 16:16 ratio. The network was trained
for 100 epochs with the Adam optimizer; the learning rate was set to 10−5 for the
first 60 epochs, and then reduced to 10−6. Regularization techniques included
data augmentation (horizontal flip) and weight decay (with rate 5 × 10−4).
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Table 1. Results of the Faster R-CNN (FR-CNN), Faster R-CNN with focal loss (FR-
CNN FL), and Faster-LTN (F-LTN) on PASCAL VOC.

Class FR-CNN FR-CNN FL F-LTN F-LTN α F-LTN bg F-LTN bg+α

aeroplane 66.5 56.9 87.1 85.1 87.8 85.2

bicycle 69.9 64.1 75.6 77.3 77.8 77.4

bird 70.8 68.4 84.9 87.8 87.2 87.1

boat 41.3 35.8 59.7 70.3 62.2 67.1

bottle 51.0 44.1 48.2 45.8 43.7 47.0

bus 75.8 71.3 79.1 79.0 79.8 78.6

car 59.0 53.1 60.0 58.7 62.9 60.1

cat 92.4 90.0 93.5 92.4 94.1 94.8

chair 32.1 32.7 53.4 42.8 53.4 42.9

cow 64.6 60.7 67.1 66.3 60.1 72.6

diningtable 57.2 51.1 74.2 77.0 71.3 77.1

dog 85.3 83.3 93.6 92.3 92.5 92.0

horse 61.1 62.3 82.2 80.4 85.4 85.0

motorbike 62.0 65.3 86.7 81.0 85.6 85.0

person 70.7 68.7 72.6 49.5 74.1 53.3

pottedplant 29.0 25.4 53.1 49.2 48.8 51.8

sheep 62.2 62.1 71.2 71.4 74.7 69.1

sofa 59.9 51.9 79.2 82.0 86.4 80.1

train 73.3 73.2 75.4 77.2 79.6 81.6

tvmonitor 68.7 63.3 78.5 76.6 77.1 76.6

mAP 62.6 59.2 73.8 72.1 73.3 73.25

Faster-LTN. The architecture of Faster-LTN was the same as Faster R-CNN,
except for the classifier head in which the LTN was embedded.

Each predicate is defined by Eq. 5, with k = 6 kernels. �Lukasiewicz’s t–
norm was chosen to encode the literals’ disjunction, and the focal log-product,
with γ = 2, was selected as the aggregation function. Tprior included mutual
exclusion constraints for PASCAL VOC, and mutual exclusion and mereological
constraints for PASCAL PART experiments. In the latter case, the LTN was
expanded to include part-of predicates, but for the sake of comparison with
Faster R-CNN, only the object detection performance was evaluated.

On the PASCAL VOC dataset, different experiments were performed with
variations of the focal log-product aggregation function: with and without class
weights α, and with and without adding an additional predicate bg to represent
the background class. The experiments are denoted as Faster-LTN, Faster-LTN
α, Faster-LTN bg, and Faster-LTN bg+α. Experiments on PASCAL-PART were
performed with the Faster-LTN bg configuration. All networks were trained for
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Table 2. Comparison of Faster R-CNN and Faster-LTN (including mereological con-
straints) on the PASCAL PART dataset.

Dataset Metric FR-CNN F-LTN Tprior

PASCAL PART mAP 35.1 41.2

PASCAL PART REDUCED mAP 28.5 32.8

150 epochs using the Adam optimizer, with weight decay (decay rate 5 × 10−4),
random horizontal flip and L2 regularization (λ is set to 5× 10−4). The learning
rate was set to 10−5 for the first 60 epochs, and then reduced to 10−6.

All experiments were performed on the HPC@Polito cluster, equipped with
V100 NVIDIA GPU. The performance metric was the mean Average Precision
(MAP) implemented as in the PASCAL VOC challenge 2010 [20].

4.3 Results

Experiments on Pascal VOC, summarized in Table 1, show that Faster LTN
achieved competitive and even superior results compared to the original Faster
R-CNN architecture, with the mAP increasing from 62.6 to 73.8. In this ver-
sion of the LTN, the only axiomatic constraint was the one imposing mutual
exclusivity (see Eq. 11). We observed comparable performance when including
the background as an additional class (mAP from 73.8 to 73.4); on the other
hand, weighting positive and negative samples according to their frequency did
not improve results (mAP from 73.8 to 72.1).

Qualitatively, we observed that Faster LTN was able to detect more objects
than Faster R-CNN. Given that log-product aggregation is mathematically
equivalent to the cross-entropy loss, and the backbone is the same, this difference
can be attributed to the different classification setting (K one-vs-all classifiers
instead of a single multi-class classifier) or the use of the focal loss [17]. How-
ever, when changing the loss of the Faster R-CNN classifier head to the focal
loss, performance dropped from 62.6 to 59.2. Hence, we attribute Faster-LTN
performance to the greater flexibility offered by a more complex classifier head,
with higher number of parameters. In fairness, Faster LTN took a few more
epochs to reach convergence.

In the PASCAL PART experiments, shown in Table 2, additional mereolog-
ical axioms were included in Tprior. This allowed to increase performance from
35.1 to 41.2; when reducing the training set size by half, the performance gap
was maintained (28.5 to 32.8). The comparable quality of the learned features
is further supported by the t-SNE embeddings of the extracted features, which
are shown in Fig. 2.
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Fig. 2. Comparison of the t-SNE embeddings of the features extracted for the whole
objects classes in the test. Features extracted from Faster R-CNN (left) and Faster-LTN
with axiomatic constraints (right).

5 Conclusion and Future Works

The availability of large scale, high quality, labelled datasets is one of the major
hurdles in the application of deep learning. A tighter integration between percep-
tion and reasoning, which is enabled by emerging Neural-Symbolic techniques,
allows to complement learning by examples with the integration of axiomatic
background knowledge. In this paper, we introduced the Faster-LTN architec-
ture, an end-to-end object detector composed by a convolutional backbone and
RPN (based on the Faster R-CNN architecture) and a LTN module. The detec-
tor is trained end-to-end by maximizing the satisfiability of a grounded theory
combining clauses derived from labelled examples with axiomatic constraints.

Our goal was to establish the feasibility of this approach, and indeed the
results, albeit preliminary, prove that Faster-LTN is competitive or can even
outperform the baseline Faster R-CNN. However, the scalability of this app-
roach to larger training sets and other object detector (e.g., single-stage detec-
tors) should be further investigated. Through the Faster-LTN model, available at
https://gitlab.com/grains2/Faster-LTN, we aim to provide a baseline architec-
ture on which new experiments and applications can be built. Future work will
investigate how high-level symbolic constraints can shape the learning process,
increasing robustness in the presence of noise and dataset bias.
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Abstract. Crowd counting is a challenging task due to occlusions, con-
tinuous scale variation of target and perspective distortion. The exist-
ing density-based approaches usually utilize deep convolutional neural
network (CNN) to regress a density map from deep level features and
obtained the counts. However, the best results may be obtained from
the features of lower level instead of deep level. It is mainly due to the
overfitting that degrades the adaptability towards the continuous scale
variation of target. To address the issue of overfitting, a novel approach,
called gated cascade multi-stage regression network (GC-MRNet), was
proposed. It aims to maintain the adaptability towards scale variation
of target and generate higher accuracy estimated density maps. Firstly,
the dense scale network (DSNet) was used as the backbone and multi-
stage regression was employed to achieve different density map regres-
sors in different levels. Then, the features derived from the density map
were cascaded to assist generating a higher quality density map in next
stage. Finally, the gated blocks were designed to achieve the controllable
information interaction between cascade and backbone. Extensive exper-
iments were conducted on the ShanghaiTech, UCF-QNRF and UCF-
CC-50 datasets. The results demonstrated significant improvements of
GC-MRNet, almost over the state-of-the-art on ShanghaiTech Part A.

Keywords: Crowd counting · Kernel density estimation · Feature
extraction · Cascade stages · Gated block

1 Introduction

The performance of crowd counting is limited by occlusions, continuous scale
variation of target, background interference (e.g., trees, leaves), non-uniform
crowd distortion and other factors. Current approaches tend to design a variety
of deep convolutional neural networks (CNNs) to estimate one more accurate
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Fig. 1. The distribution of the best results on ShangahiTech Part A test set (182
images) after employing multi-stage regression for SPN and DSNet. For MR-3+SPN,
the best results were obtained in Stage1 for 63 images (34.62%), 49 images (27.22%) in
stage2 and 70 images (38.46%) in the final regression stage (Stage3). For MR-3+DSNet,
The best results were obtained in Stage1 for 68 images (37.36%), 47 images (25.82%)
in Stage2 and 67 images (36.81%) in Stage3.

density map corresponding to the crowd scene image. It not only can acquire
the final counts by integrating the estimated density map, but also can obtain
the information of crowd distortion. In addition, both leverage auxiliary tasks
and a variety of multi-scale strategies have been proved to be reliable and can
obtain promising results.

According to some previous papers [1], it is obvious that, in crowd counting,
there exists the phenomenon of overfitting, which leads to the degradation of
adaptability towards scale variation of heads. In high-density scenes, the result
will be overestimated, while it will be underestimated in low-density scenes. Due
to overfitting, to verify the best results could be obtained from the features of
lower levels, we employed multi-stage regression (MR, i.e., multi-stage regression
of density maps from deep features of different levels) to scale pyramid network,
called SPN [2]. And the dense scale network, called DSNet [3], was adopted as
backbone. MR-X represents the number of employed regression stage is X. For
example, MR-3+SPN and MR-3+DSNet represent employing 3 regression stages
to SPN and DSNet. As shown in Fig. 1, we can observe the best results (best
result means the obtained estimation count is mostly close to the ground truth
count) will show in different regression stages for scenes in ShanghaiTech Part
A [4] test set which the overfitting lead to.

We mainly focus on maintaining the adaptability towards scale variation
of target and generate more accurate estimated density maps with an approx-
imately ensemble approach. In this way, the proportion of the best results
obtained in the final regression stage may be increased and improve the per-
formance of crowd counting.

In this paper, to address the degradation of adaptability towards scale vari-
ation of target existing in current approaches, a novel gated cascade multi-stage
regression network called GC-MRNet for crowd counting was proposed. Our GC-
MRNet was based on DSNet for its suitable structure for employing multi-stage
regression and well-performance for crowd counting. In addition to multi-stage
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regression, the cascade block, referred to some ideas of cascade approaches [5],
was adopted. The features derived from the estimated density map obtained
in one regressor were cascaded to assist retaining the scale variation informa-
tion from the former for next regression stage. Also, inspired by the long short-
term memory [6], the gate blocks were employed in several stages to achieve
the controllable information interaction of cascade features and the features of
backbone.

Unlike previous papers, we verified the existence of overfitting and proposed
a novel architecture to solve this issue in crowd counting. In summary, the con-
tributions of this paper can be summarized as follows:

– We pointed out the existing degradation of the adaptability to the continuous
scale variation of target degrades in the process of layer by layer feature
extraction for some scenes when employ multi-stage regression to current
deep CNN model (e.g., SPN and DSNet).

– We proposed a novel gated cascade multi-stage regression network inspired
by RNNs to maintain the adaptability towards scale variation of target for
more accurate crowd counting.

– The proposed approach achieved well-performance on ShanghaiTech (Part A
and Part B), UCF-QNRF and UCF CC 50 datasets and almost achieved the
state-of-the art on ShanghaiTech Part A.

2 Related Work

2.1 Detection-Based Approaches

Detection-based approaches tend to predict the number of people by detecting
each person in the images and count the number. Early approaches leveraged
sliding windows and hand-crafted features, such as haar wavelets [7] and HOG
[8] to distinguish people in the images. Limited to the crude detection approach
at that time, detection-based approaches obtained the poor performance in con-
gested crowd scene. In (Liu et al. 2019) [9], a new deep detection network with
only point supervision required in both dense and sparse scenes was proposed
and reached the exciting performance.

2.2 Counts Regression-Based Approaches

Counts regression-based approaches tend to learn a mapping between features
extracted from local imaged patches and its counts. In the early stage, typical
examples include [10,11]. For more early regression-based related works, the
survey [12] may be referred to. In (Wang et al. 2015; Fu et al. 2015) [13,14],
CNN models were employed to regress the crowd count.

2.3 Density Map-Based Approaches

Density map-based approaches mainly tend to regress a density map and inte-
grate it to obtain the final counts. In (Zhang et al. 2016) [4] a multi-column
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convolutional neural network with different kernel size was proposed to adapt
to object scale variance. In (Sam, Surya, and Babu 2017) [15] a switching-
based multi-CNN for crowd counting, which selectively inputted the crowd image
into the corresponding CNN by classification was proposed. After 2017, many
works focused on dealing with scale variance or background interference and
obtained promising results. In (Jiang et al. 2018; Liu et al. 2019; Zhao et al.
2019) [9,16,17], auxiliary tasks (e.g., segmentation, classify, depth estimation
and counts regression) were adopted to assist distinguishing the background
area and foreground to decrease the background interference. In (Li, Zhang, and
Chen 2018) [18] and (Chen et al. 2019) [2] dilated kernels were proposed to
deliver larger reception fields to adapt to scale variance. In (Varior et al. 2019)
[19], multi-scale density map estimation from different layers of the architecture
was proposed to guide each density map to specialize on a particular scale. In
(Dai et al. 2019) [3], a dense dilated convolution block was leveraged to pre-
serve information from continuously varied scales and residual connections was
leveragded to further enlarge the model’s generalization capability.

3 Our Approach

3.1 Architecture of GC-MRNet

As discussed above, we aim to maintain the adaptability towards scale variation
of target by an approximately ensemble approach. Therefore, we introduced a
new deep net architecture based on DSNet. Figure 2 shows the architecture of
our GC-MRNet. In Fig. 2, the blue blocks with the addition symbol represent our
backbone network (DSNet) and the yellow block is the gated cascade module,
which was designed to reduce the degradation of the adaptability towards scale
variation of target in deep level features.

Fig. 2. The architecture of our GC-MRNet for crowd counting. DDCB represents the
dense dilated convolutional block. R represents the regression block. CR represents the
cascade block. G (G1 and G2 are two gates in one stage) represents the gated block.
(Color figure online)
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3.2 Backbone Network

The backbone network follows the setups in DSNet, which contains the first
ten convolutional layers of pretrained VGG16 and three dense dilated convolu-
tion blocks (DDCB). The addition symbol represents dense residual connections
described in (Dai et al. 2019) [3]. Details about the DDCB are shown in Fig. 3.
DDCB contains three dilated convolutional layers with increasing dilation rate
of 1, 2, 3 and the interior uses concatenation to capture large scale variation. The
more details about backbone network (DSNet) may refer to (Dai et al. 2019) [3].

Fig. 3. The structure of dense dilated convolution blocks (DDCB).

3.3 Gated Cascade Module

Details about the Gated Cascade Module are shown in Fig. 4. The gated cascade
module consists of regression block, cascade block and gated block. Regression
block (R) is designed to estimated density maps in different regression stages
and R contains (Conv-128-3; ReLU; Conv-64-3; ReLU; Conv-1-1; ReLU). Cas-
cade block (CR) is designed to retain appropriate scale information for the next
regression stage from the estimated density map in the former stage. CR con-
tains (Conv-512-3; ReLU). Intuitively, during the cascade phase, the information
obtained from the backbone network and the estimated density map should be
fused selectively. And inspired by recurrent neural network (RNN), gated block
(G) is designed to suppress and retain some appropriate scale information selec-
tively in our GC-MRNet. G contains (Conv-512-3; ReLU; Conv-512-3; ReLU
Conv-512-3; Tanh).

Given an image of size H ×W, the feature of image before regression block
in each stage of backbone network is denoted as fr. The feature obtained from
the gated cascade module is denoted as Yr, which may be described as:

Yr = fr � g2r +c rr � g1r (1)
c rr = C Rr (dr) (2)
g1r = G1r (fr) (3)
g2r = G2r (c rr) (4)

In particular, dr indicates the estimated density map obtained after regres-
sion block (R) in stage r, which is defined as:

dr = Rr (fr) (5)
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As shown in Fig. 2, three regression blocks with two gated cascade modules
are employed in GC-MRNet. As a matter of fact, according to our ablation study
on number of regression stages, the best performance for crowd counting may be
obtained by only employing 2 regression blocks with one gated cascade module
and our comparisons experiments with state-of-the art with follow such setup.

Fig. 4. The structure of Gated Cascade Module.

3.4 Loss Function

This paper adopted Euclidean loss and Multi-scale density level consistency loss
following those in (Dai et al. 2019) [3]. The difference is that we employ these
two training losses to each regression stage. The Euclidean loss is defined as
follows:

Le =
1
N

N∑

i=1

|| Di (Xi; θ) − D
GT
i ||22 (6)

Where N represents the number of images, Di represents the estimated den-
sity map and DGT

i represents the ground truth density map.
The Multi-scale density level consistency loss is defined as follow:

Lc =
1
N

1
M

N∑

i=1

M∑

j=1

1
k2

j

‖Pave (Di, kj) − Pave

(
D

GT
i , kj

)∥∥
1

(7)

Where M represents the number of scale levels for consistency checking. Pave
represents average pooling operation and k is the specified output size of average
pooling. Following DSNet, M was set to be 3, and the output sizes of different
scale levels were set to be 1 × 1, 2 × 2 and 4 × 4 respectively. There is one
difference from DSNet: for the M-scale level of consistency losses, the average
operation was performed instead of the sum operation.
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For that, we should regress one density map in each stage. Our final loss
function may be defined as follows:

L =
S∑

i=1

Lei + λ Lci (8)

Where λ is the weight to balance these two loss functions and S represents
the number of regression stages.

4 Implementation Details

4.1 Ground Truth Density Map

Following the approach of generating density map in (Zhang et al. 2016) [4],
the geometry-adaptive gaussian kernels were adopted to tackle the highly dense
crowd scenes, including UCF-QNRF [20] and UCF CC 50 [21]. The ground
truth density map could be obtained by blurring each head annotation using a
normalized Gaussian kernel. The geometry-adaptive kernel is defined as follows:

F (x) =
N∑

i=1

δ (x − xi) × Gσi
(x) , with σi = βdi (9)

Where x represents the position of each pixel and N is the number of head
annotations in the image. For each target xi in the ground truth, using di to indi-
cate the average distance of its k nearest neighbors. And then convolve δ (x − xi)
with Gaussian kernel with standard deviation parameter σ. The configuration
in (Zhang et al. 2016) [4] where β = 0.3 and k = 3 were followed in this paper.
For ShanghaiTech Part A and Part B, the fixed Gaussian kernels where σ = 4.0
and σ = 15.0 respectively, will be more suitable.

4.2 Training Details

Similar to DSNet, the first ten convolutional layers were fine-tuned from a well-
trained VGG-16 [22]. All new layers were initialized from a Gaussian distribution
with zero mean and 0.01 standard deviation. Adam optimizer was applied with
fixed learning rate at 5e−6 and weight decay of 5e−4. Furthermore, the network
was trained with batch size of 1. And We set different value of λ for different
datasets to balance the Euclidean loss and multi-scale density level consistency
loss during training. For ShanghaiTech Part A, UCF-QNRF and UCF CC 50, λ
was set to be 1000. For ShangahaiTech Part B, λ was set to be 10000.

Online data augmentation approach was adopted during the training process.
We cropped images patch of 1/4 size of the original images at four quarters of
the images without overlapping, and other five patches were randomly cropped
from the images. After that, the cropped image patches were horizontally flipped
randomly with the probability of 0.5. The color images were randomly change to



60 Y. Shi et al.

the grayscale ones with the probability of 0.1. And the contrast was randomly
changed by using parameter c (c ∈ {1.2, 1.5, 1.8}) with the probability of 0.1,
which could be described as follows:

zi = max (c × zi +20, 255) (10)

Where z represents the images and zi represents the pixel value in the cor-
responding position of image.

To mitigate overfitting, we generated some negative samples with positive
ground truth by using parameters b (b ∈ {0.2, 1.5}) with the probability of 0.3
randomly, and it could be described as follows:

zi = b

√
zi

max (z)
(11)

4.3 Evaluation Metrics

The mean absolute error (MAE) and the root mean square error (RMSE) are
usually adopted to evaluate the counting performance. Moreover, the MAE
reflects the accuracy of model, while the RMSE reflects the robustness of model.
These two metrics could be defined as follows:

Table 1. The MAE result of different regression stage and manually selected ideal.

Approach Stage1 Stage2 Stage3 Ideal

MR-3+SPN 64.2 61.8 60.4 52.5

C-MR-3+SPN 63.9 60.7 60.0 52.8

MR-3+DSNet 60.9 60.7 60.2 55.1

C-MR-3+DSNet 60.6 60.4 59.6 56.1

MAE =
1
N

N∑

i=1

∣∣Ci −C
GT
i

∣∣ (12)

RMSE =

√√√√ 1
N

N∑

i=1

∣∣Ci −CGT
i

∣∣2 (13)

Where N is the number of images in test datasets, Ci represents the estimated
counts, while CGT

i represents the ground truth counts.
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5 Experiments

5.1 Datasets

ShanghaiTech. [4] This dataset contains 1198 images with 330,165 annotated
heads. It includes two parts: Part A contains 482 images (300 for training, 182
for testing), and Part B contains 716 images(400 for training, 316 for testing).

UCF-QNRF. [20] It consists of 1535 images which has a wider variety of scenes
containing the most diverse set of viewpoints, lighting variations and densities
that counts varies from 49 to 12865. Moreover, the image resolution is also
very large leading to the drastic variation of the size of heads. We limited the
maximum size 1024p of each image by resize operation before augmentation
during training and validation phrase. While the final best result was obtained
by testing under the limitation of maximum size 1200p.

UCF CC 50. [21] The UCF CC 50 dataset has only 50 images captured from
various perspectives. It contains 1280 persons per image ranging from 94 to
4543 on average. For a fairer comparison, 5 times 5-fold cross-validation were
conducted to evaluate our proposed approach and the sequence of the test images
was shuffled randomly in each time.

5.2 Ablation Study on ShanghaiTech Part A

Cascade Block. Cascade block is based on multi-stage regression (MR), there-
fore we employed our cascade block to MR-3+SPN and MR-3+DSNet to
evaluate its effectiveness. As shown in Table 1, for both C-MR-3+SPN (Cas-
cade Multi-stage Regression-3+SPN) and C-MR-3+DSNet (Cascade Multi-stage
Regression-3+DSNet), better results were obtained comparing with MR-3+SPN
and MR-3+DSNet, respectively, which proved the positive effectiveness of our

Fig. 5. The distribution of the best results on ShangahiTech Part A test set after
employing multi-stage regression and cascade multi-stage regression for SPN (Fig. 5(a))
and DSNet (Fig. 5(b)).
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Table 2. The result of MAE and root mean square error (RMSE) for the different
number of regression stages.

Approach MAE RMSE

C-MR-2+SPN 59.7 99.5

C-MR-3+SPN 60.0 104.2

C-MR-2+DSNet 58.9 98.0

C-MR-3+DSNet 59.6 101.4

cascade block. For manually selecting the ideal result, comparing the experimen-
tal results with cascade block (SPN-52.8, DSNet-56.1) and those without cascade
block (SPN-52.5, DSNet-55.1), it was found that it got worse with cascade block.
We adopted a trade-off approach to maintain the adaptability towards the con-
tinuous scale variation of target in different stages at the expense of the overall
adaptability, instead of learning distinguishing features to select a best output
automatically from different stages. To some extension, the results showed in
Table 2 demonstrated that the degradation of the adaptability towards the con-
tinuous scale variation of target has been eased with cascade block.

As shown in Fig. 5(a), comparing with MR-3+SPN in stage2, the number of
test images with best result in stage2 were down, while it increased in stage3.
This trend also exists in Fig. 5(b) which proved the better result can be mostly
probably obtained in the last regression stage.

Number of Stages (Number of Regression Stages). Since SPN and DSNet
are suitable for us to employ multi-stage regression (2 stages or 3 stages), we
conducted 2 regression stages and 3 regression stages to explore the best setup.
The comparison in Table 2 shows that the best setup was 2 for regression stages
(corresponding to the last two regression stages, stage2 and stage3, shown in
Fig. 2). It can be inferred that the more regression stages, the harder it is to
train.

Table 3. The results of MAE and RMSE with gated blocks.

Approach MAE RMSE

C-MR-2+SPN 59.7 99.5

GC-MR-2+SPN 59.0 102.5

C-MR-2+DSNet 58.9 98.0

GC-MR-2+DSNet (Our GC-MRNet) 57.8 96.8

Gated Block. The gated blocks were designed to further achieve the control-
lable information interaction of cascade features and the features of backbone.
In this ablation study, gated blocks were added to C-MR-2+SPN and C-MR-
2+DSNet. As shown in Table 3, the MAE of GC-MR-2+SPN (C-MR-2+SPN
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with gated block) reduced by 0.7, though RMSE increased by 3.0. The MAE
of GC-MR-2+DSNet (C-MR-2+DSNet with gated block) reduced by 1.1 and
RMSE reduced by 1.2. With gated block, better performance was obtained for
crowd counting.

From these three ablation studies, it can be concluded that it works best when
the number of cascade multi-stage regression is 2 with gated blocks. Therefore,
we employed the same setups in the following experiments and we call it GC-
MRNet directly.

Table 4. The results of MAE and RMSE with gated blocks.

Approach PartA PartB UCF-QNRF UCF CC 50

MAE RMSE MAE RMSE MAE RMSE MAE RMSE

MCNN [4] 110.2 173.2 26.4 41.3 277.0 426.0 377.6 509.1

SwitchCNN [15] 90.4 135.0 21.6 33.4 228.0 445.0 318.1 439.2

CSRNet [18] 68.2 115.0 10.6 16.0 – – 226.1 397.5

PACNN [23] 62.4 102.0 7.6 11.8 – – 241.7 320.7

SPN [2] 61.7 99.5 9.4 14.4 – – 259.2 335.9

DSNet [3] 61.7 102.6 6.7 10.5 91.4 160.4 183.3 240.6

BL [24] 62.4 101.8 7.7 12.7 88.7 154.8 229.3 308.2

S-DCNet [25] 58.3 95.0 6.7 10.7 104.4 176.1 204.2 301.3

Our GC-MRNet 57.8 96.8 7.0 11.3 90.7 153.3 210.2 294.6

Table 5. The MAE of different stage and the MAE of ideal result by selecting the best
output from different regression stage manually on different datasets.

Dataset Satge1 Stage2 Stage3 Ideal

PartA – 60.6 57.8 53.2

PartB – 7.3 7.0 6.1

UCF-QNRF – 91.1 90.7 85.1

5.3 Comparisons with State-of-the-Art

We evaluated our approach on the above mentioned three crowd count-
ing datasets and compared the results with our baseline DSNet and other
approaches. The whole experimental results were shown in Table 4. For Shang-
haiTech Part A, our model achieved the lowest MAE (57.8), which was reduced
by 0.5 compared with the state-of-the art approach S-DCNet [25]. Compared
with our baseline, the MAE and RMSE were reduced by 3.9 and 5.8 respec-
tively. For ShanghaiTech Part B, DSNet achieved the state-of-the art (MAE is
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Fig. 6. The distribution of the best results on different datasets for testing in different
regression stages.

6.7 and RMSE is 10.5), while our model only achieved 7.0 of MAE and 11.3
of RMSE. There may be one reason which led to the results. Actually, for our
experiments, the recurrence of DSNet could only reaching 7.8 of MAE and 13.2 of
RMSE, while our results exceeded those of recurrence of DSNet. For UCF-QNRF
dataset, we achieved the lowest RMSE (153.3) compared with the state-of-the art
approach BL [24] and the RMSE was reduced by 1.5. Compared with our base-
line, the MAE and RMSE were reduced by 0.7 and 7.1 respectively. For a fairer
comparison, we conducted 5-fold cross-validation experiments and computed the
average result on UCF CC 50 dataset, which exceeded most approaches except
our baseline and S-DCNet. Also, the result analysis of ideal selecting manually
had great potential of deep CNN-based multi-stage regression approach which
was sufficiently verified by Table 5. Finally, we showed several examples in Fig. 6.
It is evident that our approach is well-performance on crowd counting both in
sparse and congested crowd scenes. And for some scenes, such as the rows one,
the result of the former regression stage (stage2) is better than that of stage3.

6 Conclusion

In this paper, we pointed out that existing degradation of the adaptability to
the continuous scale variation of target degrades in the process of layer by layer
feature extraction of deep level features. Also, we proposed a gated cascade
multi-stage regression network (GC-MRNet) for crowd counting to mitigate the
occurrence of the degradation, resulting in well-performance counting results on
three bench-mark datasets.

Acknowledgements. This work was supported by National Natural Science Foun-
dation of China (No. 61971073).
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Abstract. Recovering the geometry of an object from a single depth
image is an interesting yet challenging problem. While the recently pro-
posed learning based approaches have demonstrated promising perfor-
mance, they tend to produce unfaithful and incomplete 3D shape. In this
paper, we propose Latent Feature-Aware and Local Structure-Preserving
Network (LALP-Net) for completing the full 3D shape from a single
depth view of an object, which consists of a generator and a discrimina-
tor. In the generator, we introduce Latent Feature-Aware (LFA) to learn
a latent representation from the encoded input for a decoder generating
the accurate and complete 3D shape. LFA can be taken as a plug-and-
play component to upgrade existing networks. In the discriminator, we
combine a Local Structure Preservation (LSP) module regarding visi-
ble regions and a Global Structure Prediction (GSP) module regarding
entire regions for faithful reconstruction. Experimental results on both
synthetic and real-world datasets show that our LALP-Net outperforms
the state-of-the-art methods by a large margin.

Keywords: 3D completion · Depth view · Latent shape
representation · Local structure

1 Introduction

3D completion aims to recover the geometry of an object and has become one
of the current research topics recently. With the increasing availability of con-
sumer depth cameras and geometry acquisition devices, robust reconstruction
of complete 3D shapes from noisy, partial geometric data remains a challeng-
ing problem. Owing to the recent success of learning techniques, a number of
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approaches have been proposed to leverage deep networks to capture prior knowl-
edge in a data-driven way and infer occluded/missing regions of objects through
the learned knowledge. These approaches use different shape representations,
such as point clouds, meshes, implicit surface and voxels. It is noticed that
point clouds [7,22] lack the connectivity structure of underlying meshes. Existing
mesh representations [5,14] can only handle simple topologies. Implicit surfaces
[1,2,8,9,19] focus on 2D feature maps to represent objects. The above approaches
cannot maximize the capacity of deep networks learning object. However, voxel
representations [12,13,16,20,21] as a regular structure are a straightforward gen-
eralization of pixels to the 3D case and can be easily fitted into deep networks.
Thus voxels are popular for 3D completion.

For voxel-based 3D completion approaches, they usually adopt Convolutional
Neural Network (CNN), Recurrent Neural Network (RNN) and AutoEncoder
(AE), which tends to predict many possible 3D shapes for an object. Wang
et al. [15] introduced Generative Adversarial Network (GAN) into RNN to
inpaint 3D models with semantic plausibility. Smith et al. [12] combined GAN
and Variational AE to learn the complex joint data distribution over objects of
many categories. Wu et al. [16] integrated trained GAN into CNN to penalize
unrealistic shapes and to reduce the ambiguity of objects. Yang et al. [20,21]
combined conditional GAN [4] and AE to generate the complete 3D occupancy
grid by filling in the occluded regions. However, these methods still have the
following two major issues which affect 3D completion application.

Firstly, they mainly use conventional encoder-fc-decoder frameworks, which
encode the input as low-resolution 3D feature maps and then utilize fully con-
nected (FC) layers to embed the maps as a latent shape representation for a
decoder. However, the full connection tends to ignore the spatial structure of
objects, which restricts the improvement of reconstruction performance. In this
paper, we design a encoder-LFA-decoder framework and introduce Latent Fea-
ture Aware (LFA) to replace fully connected layers. LFA is to learn a latent shape
representation from the encoded input for a decoder generating the accurate 3D
shape. The latent representation has better ability of describing the potential
characteristics of objects by exploring the dependency across local regions and
thus provides more available cues for modeling occluded regions than traditional
representations. Besides, LFA can be taken as a plug-and-play component to
upgrade existing networks with only a few parameters.

Secondly, they have the same weights on both visible and occluded regions
for predicted full shapes of objects, which compromises the reconstruction accu-
racy. As observed in the qualitative results of [18], generating high-quality vis-
ible regions is helpful to recover occluded regions via learned knowledge which
is some relationships (e.g., symmetry, support) between visible and occluded
regions through deep networks during the reconstruction. In this paper, we
design a discriminator consisting of Local Structure Preservation (LSP) and
Global Structure Prediction (GSP). LSP is to specially refine visible regions
after GSP improving entire regions for faithful reconstruction. GSP and LSP
are performed adversarial learning in a two-stream manner, which ensures the
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high-quality recovery of visible parts and thus improves the reconstruction accu-
racy of occluded parts. The discriminator has better ability of modeling the real
shape distribution of objects than traditional methods.

In summary, we propose Latent Feature-Aware and Local Structure-
Preserving Network (LALP-Net) for 3D completion from a single depth view.
LALP-Net consists of a generator and a discriminator. Different from traditional
GAN based 3D completion approaches, LALP-Net enhances the learning ability
of spatial features of objects by introducing LFA in the generator and faith-
ful reconstruction ability of entire regions by combining LSP and GSP in the
discriminator. Experimental results on both synthetic and real-world datasets
show that our proposed LALP-Net improves average IoU by 8.6% (5.2%, resp.),
3.0% (3.4%, resp.) and 7.2% (4.7%, resp.) for per-category, multi-category and
cross-category on ModelNet (KinectData, resp.).

2 Related Work

2.1 Single-View 3D Completion

In earlier works, Wu et al. [17] used deep neural networks to estimate a 3D
shape from a single depth view. Sharma et al. [11] designed a full convolu-
tional autoencoder to learn 3D volumetric representation from noisy data. Varley
et al. [13] proposed a convolutional neural network to infer a 3D shape from
a single depth view. However, these approaches are only able to generate
low-resolution shapes and unlikely to capture fine geometric details. Some
works [2,15] inferred high-resolution shapes, however, they relied on a shape
database, or strong voxel-level annotations. Recent works [16,20,21] used AE to
predict a coarse 3D shape from a single depth view, and then adopted adversarial
networks to deal with the ambiguity and unnaturalness of predicted shapes. How-
ever, these approaches have limited ability for reconstructing occluded regions
and produce noise.

2.2 3D Shape Representation

Zamorski et al. [22] and Lin et al. [7] designed deep networks for 3D point
clouds. However, these point cloud-based approaches require additional non-
trivial post-processing steps. Existing mesh-based approaches are only able to
generate meshes with simple topologies [3,14], which requires a reference tem-
plate and cannot guarantee closed surfaces. Dai et al. [2] used a voxel-based
Signed Distance Functions (SDF) representation for shape inpainting. Park
et al. [9] introduced DeepSDF for shape completion, however, their networks
are not feed-forward, which limits the efficiency and capability of the approach.
Mescheder et al. [8] iteratively predicted the probability of each active cell in a
volumetric grid being occupied or not. However, most of works [13,16,18,20,21]
resort to voxel representations, which are a regular structure and can be easily
fitted into deep model architectures. Voxel-based approaches enable various deep
networks to exert their capacity of learning objects in 3D shape space.
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Fig. 1. The architecture of LALP-Net. In the generator, we first use a encoder to
obtain 3D feature maps from the 643 voxel grid representation of a single depth view
of an object, and then introduce Latent Feature-Aware (LFA) to learn a latent shape
representation, and finally use a decoder to generate a 643 complete 3D occupancy grid
of the object from the representation (see Sect. 3.2). In the discriminator, we first use
Global Structure Prediction (GSP) to perform adversarial learning of entire regions
of the object, and then introduce Local Structure Preservation (LSP) with the same
network structure as GSP, to refine visible regions (see Sect. 3.2).

3 Proposed Method

3.1 Overview

As shown in Fig. 1, LALP-Net consists of two main networks: a generator and a
discriminator. In particular, the generator encodes the voxel grid representation
of a single depth view as 3D feature maps, then uses LFA to learn a refined
shape representation of objects in the latent space, and finally decodes the rep-
resentation to reconstruct the complete 3D occupancy grid. The discriminator
integrates GSP and LSP to perform adversarial learning in a two-stream man-
ner, aims to distinguish whether predicted occupancy voxels (especially visible
voxels) of objects are plausible or not.

Notations: Scalars, vectors, matrices, and tensors are denoted by non-bold
letters, bold lowercase letters, bold uppercase letters, and calligraphic uppercase
letters respectively. Denote [A]ij to be the (i, j)th element of a matrix A, [A]ijk
to be the (i, j, k)th element of a tensor A. Denote (I, J,K) to be the size of a
voxel grid (I = J = K = 64), and X ,Y ∈ {0, 1}I×J×K , Y ′ ∈ (0, 1)I×J×K , to be
the 2.5D voxel grid of input single depth view, the groundtruth 3D voxel grid,
the predicted 3D voxel grid, and E to be the expectation operator.

3.2 Network Architecture

Generator. The generator includes an encoder, a LFA module and a decoder.
The generator adopts symmetrical skip connections [10] which ensure the pre-
serving and propagation of local structure of a single depth view.
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Encoder. It is to extract a set of feature maps for LFA learning a shape rep-
resentation. We design four 3D convolutional layers, each layer of which has a
bank of 43 filters of 13 strides, followed by a leaky ReLU function and a max
pooling layer which has 23 filters of 23 strides. The number of output channels
of these layers starts with 64, doubles at each subsequent layer and ends up with
512. The encoder outputs 3D feature maps of 43 resolutions.

LFA. It is to learn a latent shape representation of objects for the decoder. We
design a space-aware module to learn the latent shape representation LR from
encoded 3D feature maps M ∈ R

512×4×4×4. LR is defined as:

LR = ψ(M) = CR [ϕ(M), ϕ′(N )] (1)

For the function ψ, it consists of two parts: 3D space learning ϕ and 2D space
learning ϕ′ for robust features of objects. N ∈ R

2048×4×4 is regarded as a 2D
slice set of M. CR is a synthesized operator consisting of the concatenation and
reshape operations.

We use self-attention to achieve two space learning by two steps. (1) learn
attention weights A and A′ which are used to measure the relevance of each part
of input data to the reconstruction task in 3D space and 2D space respectively;
(2) learn latent shape features ϕ, ϕ′ which are obtained by scaling each part
with the attention weights in 3D space and 2D space respectively.

ϕ(M) = H(M)A (2)

[A]jk =

[
exp

(
F(M)�G(M)

)]
jk

∑64
j=1 [exp (F(M)�G(M))]jk

, k = 1, . . . , 64 (3)

ϕ′(N ) = H′(N )A′ (4)

[A′]j′k′ =

[
exp

(
F′(N )�G′(N )

)]
j′k′

∑16
j′=1 [exp (F′(N )�G′(N ))]j′k′

, k′ = 1, . . . , 16 (5)

where F(M) ∈ R
64×64,G(M) ∈ R

64×64 and H(M) ∈ R
512×64 are obtained by

M mapped into three 3D feature spaces. F′(N ) ∈ R
256×16,G′(N ) ∈ R

256×16

and H′(N ) ∈ R
2048×16 by N mapped into three 2D feature spaces. F(·), G(·),

H(·), F′(·), G′(·), and H′(·) denote three synthesized operators consisting of
convolution, flatten, and concatenation, where the first three are 13 convolution,
and the last three are 12 convolution. exp(·) is the elementwise exponential
operator. LFA outputs a refined shape representation LR ∈ R

1024×4×4×4.

Decoder. It is responsible for transforming the refined shape representation LR
into 3D volumes. We design four deconvolutional layers, each layer of which
concatenates the feature layers of the encoder accordingly, followed by ReLU
activations except for the last layer with sigmoid function. The number of output
channels of these layers start with 256 and decreases by half for the subsequent
layer and ends up with 1. The decoder outputs a 643 voxel grid.



72 C. Liu et al.

Discriminator. The discriminator uses LSP to preserve visible local structure
of objects after using GSP to refine global structure of objects, in order to make
the generator predict realistic 3D shapes.

GSP. It is to distinguish whether predicted full 3D shapes are reasonable or not.
We design GSP as an encoder, which consists of four 3D convolutional layers
whose channels start with 64, double at each subsequent layer and end up with
512. Each convolutional layer has a bank of 43 filters of 23 strides, followed by a
ReLU function except for the last layer with a sigmoid function. GSP outputs a
feature vector of R32768.

LSP. It is to distinguish whether predicted visible parts are reasonable or not.
Motivated by Li et al. [6] which represent an incomplete data case as a pair of a
partially-observed data vector and a corresponding mask for image completion,
We represent predicted visible shapes by the element-wise product of predicted
3D voxel grids and corresponding input 2.5D ones. GSP is also concreted as an
encoder whose setting is the same as that of GSP and outputs a feature vector
of R32768.

3.3 Loss Functions

Generator Loss. The loss function of the generator is given by a convex com-
bination of the reconstruction loss of AE (which is set as Lae) and the generator
loss of GAN (which is set as Lg). Minimizing Lae tends to learn a complete 3D
shape, whilst minimizing Lg tends to estimate more plausible 3D shape condi-
tioned on a single depth view. Thus the 3D generator loss Lgen is defined as:

Lgen = (1 − γ)Lae + γLg (6)
Lae = −βY log (Y ′) − (1 − β)(1 − Y) log(1 − Y ′) (7)
Lg = −E[Dgsp(Y ′) − E[Dlsp(Y ′ � X )], (8)

where Dgsp, Dlsp denote the GSP network and the LSP network respectively in
the discriminator.

Discriminator Loss. GSP optimizes the network by narrowing distance
between the real 3D shape and the predicted 3D shape. LSP optimizes the
network using distance between the real visible shape and the predicted visible
shape. The 3D discriminator loss Ldis is defined as:

Ldis = Lgsp
dis + Llsp

dis , (9)

Lgsp
dis = E[Dgsp(Y ′)] − E[Dgsp(Y)] + λE[(||∇

̂YDgsp(Ŷ)||2 − 1)2], (10)

Llsp
dis = E[Dlsp(Y ′ � X )] − E[Dlsp(Y � X )] + λE[(||∇x̂Dlsp(X̂ )||2 − 1)2], (11)

where Ŷ = εY + (1 − ε) Y ′, X̂ = εX + (1 − ε) (Y ′ � X ), ε ∼ Uniform[0, 1], λ
controls the tradeoff between optimizing the gradient penalty and the original
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objective. Y ′, Y denote the predicted full shape and the real full shape respec-
tively. (Y ′ � X ), (Y � X ) denote the predicted visible shape and the real visible
shape respectively.

In the experiments, for each iteration, these loss functions are optimized in
the order of Lgsp

dis , Llsp
dis , Lgen by Adam algorithm. The learning rates are set to

0.0001, 0.0001, 0.0005 respectively. Besides, the weight γ is set to 0.95 and the
weight β is set to 0.85. The gradient penalty λ is set to 10.

Input 3D-CNN [13] 3D-RecAE [21] 3D-RecGAN [21] LALP-Net Groundtruth

Fig. 2. The reconstruction results on ModelNet [21]. The first two rows, the middle
two rows and others are respectively single-category, multi-category and cross-category
results.

4 Experimental Results and Analysis

To evaluate the effectiveness of our method, experiments on both synthetic and
real-world dataset were performed. The synthetic datasets include ModelNet [21]
and ShapeNet [20], which consist of 3 categories and 4 categories respectively.
Each category is trained with around 20K pairs, and tested with 2K (4K, resp.)
pairs in ModelNet (ShapeNet, resp.). The real-world dataset [20] (also known
as KinectData) is mainly collected from real-world environments (offices, homes,
outdoor, etc.) by a Microsoft Kinect sensor. KinectData consists of 4 categories
and each category is tested with 250 pairs. The target object instances of each
depth view are manually segmented from the background, and groundtruth
shapes are not 100% accurate. Before training and testing, a pair denoting each
single depth view and the corresponding 3D shape are simultaneously trans-
formed to voxel grids by using virtual camera parameters. Each voxel grid is
represented as a binary tensor (Fig. 3).
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Input ShapeHD [16] 3D-RecAE++ [20] 3D-RecGAN++ [20] LALP-Net Groundtruth

Fig. 3. The reconstruction results on ShapeNet [20]. The first two rows, the middle
two rows and others are respectively single-category, multi-category and cross-category
results.

Input 3D-CNN [13] 3D-RecGAN [21] 3D-RecGAN++ [20] LALP-Net Groundtruth

Fig. 4. The reconstruction results on KinectData [20]. The first row, the middle row
and others are respectively single-category, multi-category, cross-category results.

4.1 Comparisons with Existing Methods

We compare LALP-Net with several state-of-the-art approaches. Particularly,
3D-CNN [13] completed the 3D shape from a single depth view with a convolu-
tion neural network. 3D-RecGAN [21] recovered the 3D structure from a single
depth view by combining AE and GAN. ShapeHD [16] completed the 3D shape
from a single depth and a normal map by integrating deep generative models
with adversarially learned shape priors. 3D-RecGAN++ [20] reconstructed the
high-resolution 3D shape from a single depth view by adding two deconvolutional
layers in the generator of 3D-RecGAN. 3D-RecAE (3D-RecAE++) analyzed the
performance of 3D-RecGAN (3D-RecGAN++) without GAN.
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Experiment Results on Synthetic Datasets. We conducted three types of
experiments: per-category, multi-category and cross-category on ModelNet [21]
and ShapeNet [20]. The per-category experiments measure the reconstruction
quality over each single category of objects, where the training set and testing
set are defined as each category. The multi-category experiments and the cross-
category experiments measure the domain adaptation capability among different
categories of objects, where the latter is more challenging. The results are shown
in Table 1 and Fig. 2.

Table 1. The reconstruction results on ModelNet [21] and ShapeNet [20]. In group1,
group2 and group3, the network is respectively trained on chair, stool and toilet, tested
on other two categories. ‘FC’ denotes fully connected layers. The greater (↑) the IoU
is, the better the reconstructed result is.

Method Per-category results Multi-category results Cross-category results Parameters’ num

IoU↑ (10−2) IoU↑ (10−2) IoU↑ (10−2) of FC or LFA

chair stool toilet chair/

toilet

chair/stool/

toilet

group1 group2 group3 layers

3D-CNN [13] 56.4 27.3 50.3 49.3 45.3 29.4 35.5 38.1 1.42 × 108

3D-RecGAN [21] 66.1 50.1 56.9 55.4 51.3 41.3 51.7 48.3 3.28 × 108

Pix2Vox [18] 68.0 43.8 50.1 66.4 48.8 50.3 49.5 40.7 3.36 × 107

Our LALP-Net 70.3 60.7 68.0 69.1 52.1 55.7 52.8 54.5 5.57 × 106

airplane chair car airplane/

car

airplane/

chair/car

group1 group2 group3

ShapeHD [16] 61.9 59.5 78.8 65.9 63.2 55.8 55.2 37.3 1.03 × 105

3D-RecGAN++ [20] 70.6 64.6 89.6 75.3 73.9 58.2 60.5 53.8 1.31 × 108

Our LALP-Net 83.1 79.2 90.8 79.0 78.0 63.3 69.7 61.7 5.57 × 106

Table 2. The reconstruction results on KinectData [20]. In group1, group2, group3 and
group4, the network is respectively trained on bench, chair, coach and table, tested on
other three categories. The greater (↑) the IoU is, the better the reconstructed result is.

Per-category results Multi-category results Cross-category results

Method IoU (10−2) IoU (10−2) IoU (10−2)

bench chair coach table bench chair coach table group1 group2 group3 group4

3D-CNN [13] 26.9 27.0 35.0 15.4 23.3 17.6 36.0 21.2 23.5 25.2 22.4 19.4

3D-RecGAN [21] 38.1 36.8 66.0 35.6 32.3 34.1 56.8 29.1 44.0 28.5 27.8 37.9

3D-RecGAN++ [20] 43.3 36.5 66.9 30.7 39.6 36.3 59.8 28.5 38.7 53.6 36.0 39.1

Pix2Vox [18] 36.3 29.3 62.2 36.6 24.0 25.1 30.2 27.0 35.6 47.2 24.8 43.2

Our LALP-Net 44.1 41.0 73.3 39.8 41.1 37.4 65.0 34.2 51.2 54.1 36.1 44.7

Experiments show that our proposed LALP-Net outperforms other methods.
In particular, 3D-CNN only infers a part of occluded regions and generates
unrealistic shapes. 3D-RecGAN improves the reconstruction accuracy, however,
fail to guarantee the reconstruction quality of visible regions, even produce noise.
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3D-RecGAN++ can predict shapes with geometrical details, however, fail to
infer strong occlusion in the depth view. ShapeHD can predict shapes with large
variance and fine details, however, sometimes get confused by deformable object
parts, miss uncommon object parts and have difficulty in recovering very thin
structure. Conversely, LALP-Net is able to reconstruct complete and plausible
shapes that look good perceptually. From Fig. 2, LALP-Net can not only predict
more occluded parts, ensure reconstruction quality of visible parts, but reduce
noise when reconstructing parts not present in the input depth view. This is
because LALP-Net can learn a refined shape representation in the latent space
by LFA, which helps infer occluded voxels from input voxels. Besides, LALP-Net
constrains visible regions by LSP, which helps ensure the fidelity of visible parts
and reduce noise.

Experiment Results on Real-World Dataset. All networks were trained
on ShapeNet [20] and tested on KinectData [20]. We also conducted three types
of experiments. The results are shown in Table 2 and Fig. 4.

Due to the limitation of sensors (e.g., reflective surfaces, outdoor light), input
depth views and corresponding groundtruth shapes are noisy and incomplete.
In addition, their transformed voxels are empty rather than solid, and are only
occupied on the surface, which leads to low accuracy. However, when the bench-
marking algorithms are not robust to noise and unable to generate compelling
results, LALP-Net is still able to reconstruct reasonable shapes.

4.2 Ablation Study

We conducted multi-category experiments on ShapeNet [20] to analyse the
importance of each component from LALP-Net. The results are shown in Table 3
and Fig. 6.

Table 3. The ablation results. ‘ED’ denotes
encoder and decoder in the generator
of LALP-Net. ‘DIS’ denotes discriminator.
‘LFA3D, LFA2D’ denote 3D space learning and
2D space learning in a LFA module respec-
tively. ‘LFAi(i = 2, 3)’ denote new LFA mod-
ules (see Fig. 5). The greater (↑) the IoU is,
the better the reconstructed result is.

Lae Lg Lgsp
dis Llsp

dis LFA3D LFA2D IoU↑(10−2)

ED � 52.0

ED-GSP � � � 60.7

ED-GSP-LSP � � � � 67.5

ED-DIS-LFA3D � � � � � 71.3

ED-DIS-LFA2D � � � � � 75.5

Our LALP-Net � � � � � � 78.0

Our LALP-Net+ � � � � +LFA3 81.7

Our LALP-Net++ � � � � +LFA3+LFA2 83.7

(a) The generator
DecoderEncoder

Input 2.5D
voxel grid 

3D Conv1

3D Conv2

3D Conv3

3D Conv4 3D Deconv1

3D Deconv2

3D Deconv3

3D Deconv4

Predicted 3D
voxel grid 364 364

LFA3
C

LFA2
C

LFA
C

Fig. 5. The generator with multiple
LFA modules. C is the concatenation
operation.
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Input ED ED-GSP ED-GSP-LSP LALP-Net Groundtruth

Input ED-DIS-LFA3D ED-DIS-LFA2D LALP-Net Groundtruth

Fig. 6. Ablation study of our approach.

LFA. Our full model presents a more detailed and realistic shape than its vari-
ants. Starting by Lae, the networks produce a basic shape, however, the details
such as fuselages of planes are not faithfully predicted. With the help of adver-
sarial training, the results become less blurry. When we construct our full model
by adding LFA, the predictions contain more details and look very similar to
groundtruth 3D shapes. This benefits from LFA being able to learn an abun-
dant shape representation which helps predict complete and accurate objects.
In addition, it is concluded that the combined features from 2D and 3D spaces
are more representative than those learned from a single space for recovering 3D
shapes.

As is shown in Table 1, Our LFA layer produces fewer parameters than FC
layers of other approaches, and this is because LFA shares weights in 2D and
3D convolutions. For a lightweight model, we only use a LFA module in LALP-
Net. However, we also provide LALP-Net with multiple LFA modules, that is,
connecting features LFA2, LFA3 learned from the outputs of the 2th and 3th
convolutional layers to corresponding deconvolution layers of the generator (see
Fig. 5). From Table 3, it shows that LFA can be taken as a plug-and-play com-
ponent to upgrade existing networks.
LSP. LALP-Net can predict higher fidelity regions of shapes with Llsp

dis in Fig. 6.
This means that LSP is useful for uncertain 3D shapes. LSP adds weights to
the loss of visible regions in the whole adversarial losses, which helps make the
model retain visible information and avoid the influence of noise when predicting
occluded regions.

5 Conclusion

In this paper, we present a novel framework LALP-Net, that recoveries both
global and local 3D structure of the object from a single depth view. By
using a Latent Feature-Aware based generator, LALP-Net effectively captures
the dependence among local regions of objects, which provides useful cues for
recovering a complete 3D shape with fine details and reduces the number of
parameters. In addition, by using Local Structure-Preserving based discrimina-
tor, LALP-Net enhances the reliability of visible regions and reduces noise when
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predicting occluded regions. Experiments demonstrates that LALP-Net outper-
forms the state-of-art approaches on both synthetic data and real-world data for
per-category, multi-category and cross-category. In the future, we also plan to
apply LFA on other general networks.
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Abstract. In the field of facial expression recognition (FER), vari-
ous FER systems have been explored to encode expression information
from facial representations. Although significant progress has been made
towards improving the expression classification, challenges due to the
large variations of individuals and the lack of consistent annotated sam-
ples still remain. In this paper, we propose to disentangle facial represen-
tations into expression-specific representations and expression-unrelated
representations with a representation swapping procedure, called SwER.
First, we adopt a variational auto-encoder (VAE) structure to obtain
latent vectors (i.e., facial representations) from face images. Next, the
representation swapping procedure is introduced for paired face images to
disentangle the expression-specific representations from facial representa-
tions. Finally, the expression-specific representations and the expression-
unrelated representations are jointly learned for facial expression recog-
nition and face comparison tasks, respectively. In this way, better facial
representations are obtained by discarding unrelated factors, and the
expression-specific representations are more independent. The proposed
method has been evaluated on five databases, CK+, Oulu-CASIA, MMI,
RAF-DB, and AffectNet. The experimental results demonstrate the
superior performance of the proposed method.

Keywords: Facial expression recognition · Representation swapping

1 Introduction

Facial expression is an essential factor in conveying human emotional states and
intentions. As a consequence, numerous studies have been conducted on facial
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expression recognition for potential use in sociable robots, medical treatment,
driver fatigue surveillance, and many other human-computer interaction systems.

Fig. 1. Facial representation can be disentangled into expression-specific representa-
tions (the former part) and expression-unrelated representations (the latter part). The
first and the second faces are similar in the identity, while the second and the third
faces are similar in the expression.

There has been significant progress towards improving the facial expression
classification, from handcrafted feature classification, shallow learning, to deep
learning [7]. However, the existing well-constructed FER systems still face two
challenges: the large variations of individuals and the lack of consistent annotated
samples. There are many expression unrelated variations in face images, such as
illumination, head pose, age, gender, and background, i.e., facial expressions
may appear different for people with different personalities. These disturbances
are nonlinearly confounded with facial expressions and address large intra-class
variability, making it hard to learn effective expression-specific representations.
Meanwhile, as the subjectivity of human annotators and the ambiguous nature of
the expression labels, the annotation inconsistency is widespread and consistent
annotated samples are limited.

Researches have shown that people are capable of recognizing facial expres-
sions by comparing a subject’s expression with a reference expression [16]. In
other words, a facial expression can be disentangled in the image representation
space. Inspired by this fact, we introduce a swapping procedure in paired face
image representations for expression-specific representation learning. We employ
a VAE structure to learn latent vectors as facial representations from face images.
The facial representations are divided into two parts (Fig. 1), with the former
part for facial expression recognition and the latter part for face comparison.
During the joint training process, face image pairs are selected as inputs. In this
way, we can make full use of limited but consistent annotated samples extracted
from face image sequences. For facial expression recognition, we swap the former
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part of the paired image representations to reconstruct the corresponding face
images with expected expressions, thus making the former part more specified
for expression. For face comparison, the network is further trained based on
the differences of the latter part in the representations to predict whether the
two input face images share the same identity. As the expression is irrelevant
to the identity, the latter part restrains the expression-specific representation,
improving the performance of disentangling for the former part in return.

In contrast to the previous methods [16], which focused on introducing well-
designed auxiliary blocks or layers to enhance the expression-related represen-
tation capability directly, our proposed SwER framework learns the relatively
easier facial representations on facial expression datasets and then disentangles
more independent expression-specific representations, with jointly learning of
facial expression recognition and face comparison tasks.

The major contributions of this paper are two-fold. Firstly, we introduce a
representation swapping procedure for disentangling expression-specific repre-
sentations from face image representations. Secondly, we propose jointly learn-
ing of facial expression recognition and face comparison tasks from paired face
images, thus taking full advantage of limited consistent annotated samples and
improving the disentanglement performance.

2 Related Work

To reduce the impacts of widespread expression-unrelated variations in learning
expression-specific representations, several studies have proposed well-designed
auxiliary modules to enhance the foundation architecture of deep models. Yao et
al. [17] proposed HoloNet with three critical considerations in the network design.
Li et al. [9] proposed an end-to-end trainable Patch-Gated Convolution Neu-
ral Network (PG-CNN) that can automatically percept the possible regions of
interest on the face. Another area for expression-specific representation learning
focuses on facial expression data. Wang et al. [15] proposed Self-Cure Network
(SCN) to suppress the uncertainties efficiently and prevent deep networks from
over-fitting uncertain face images. In [18], the authors proposed an end-to-end
trainable LTNet to discover the latent truths with the auxiliary annotations from
different datasets. There are other existing works that suggest facial expression
recognition could benefit from using a reference image. Yang et al. [16] recognized
facial expression by learning the residual expressive component in the genera-
tive model. Kim et al. [5] employed a contrastive representation in the networks
to extract the feature level difference between a query face image and a neu-
tral face image. Zhao et al. [20] presented a novel peak-piloted deep network
(PPDN) that used the peak expression (easy sample) to supervise the non-peak
expression (hard sample) of the same type and from the same subject.

The above works focus on directly learning expression-specific representation
or expression-specific difference to a reference face image, which is relatively hard
for training with a lack of diverse samples for widespread expression unrelated
variations. Unlike these works, we propose to learn facial representation at first,
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which is relatively easy on limited consistent annotated samples. The expression-
specific representation is further disentangled from the facial representation. The
recent utility of representation disentangling shows success in learning disassem-
bled object representation from images [4]. Lin et al. [10] proposed SPACE to fac-
torize object representations of foreground objects and decompose background
segments of complex morphology. Comparing with the object, the expression
is implicitly and dispersive in the image. We adopt an auxiliary expression-
unrelated task of face comparison to suppress the expression-specific represen-
tation on the latter part of the facial representation. In return, the former part
can concentrate on learning the expression-specific representation.

3 Proposed Method

Fig. 2. Framework of the proposed SwER method, which is composed with two recon-
struction modules, an expression classification module, and an auxiliary face compari-
son block.

The framework of our proposed method - SwER is illustrated in Fig. 2, where
the network takes a pair of face images as inputs. As shown in Fig. 2, SwER
contains three learning processes: the first is learning facial representations from
face images; the second is learning expression-specific representations (the former
part) disentangled from facial representations; the third is learning to suppress
the expression-specific representations on the latter part of facial representations.
In this section, we illustrate details of these learning processes.
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3.1 Paired Face Images

We take pairs of face images 〈Ia, Ib〉 as inputs. Specifically, we consider two
types of pairs. One is a pair of face images with the same identity and dif-
ferent expressions, the other is a pair of face images with different identities
and the same expression. Here, we use D(Ia, Ib) = 1 and E(Ia, Ib) = 1 to
denote 〈Ia, Ib〉 sharing the same identity or expression, respectively. In Sect. 3.3,
we will demonstrate that the supervision information for reconstructed images
after expression-specific representation swapping can naturally derived from the
inputs, i.e., 〈Ia, Ib〉.

In the experiments, we sample face images from image sequences. A face
image sequence typically begins with a neutral expression and reaches a peak
near the middle before returning to the neutral expression. The expression anno-
tations are relatively consistent as frames in the same sequence can be taken as
reference images for each other. However, the number of sequences is relatively
smaller in comparison to static images. By adopting pairs of images, we can
significantly enlarge the number of training samples.

3.2 Facial Representation Learning

A variational auto-encoder structure [14] is exploited to generate a good facial
representation from a face image. Without loss of generality, this structure con-
tains an encoder fE and a decoder fD. The input face images 〈Ia, Ib〉 are mapped
from image space to the latent representation space by fE , denoted as 〈Ra, Rb〉.
The latent image representations 〈Ra, Rb〉 are then mapped back by decoder fD
to reconstruct the image pair. The objective is to simultaneously optimize fE
and fD for minimizing the reconstruction error:

Lrec =
∥
∥
∥Ia − Îa

∥
∥
∥

2

2
+

∥
∥
∥Ib − Îb

∥
∥
∥

2

2
, (1)

where Îa and Îb are reconstructed face images. All the input image pairs 〈Ia, Ib〉
are pre-processed by face detection and face alignment, so the latent represen-
tations 〈Ra, Rb〉 can be referred as facial representations.

3.3 Expression-Specific Representation Swapping

The facial representations 〈Ra, Rb〉 are divided into two parts:
[

RE
a , RU

a

]

and
[

RE
b , RU

b

]

, respectively. The former parts RE
a and RE

b are referred as expression-
specific representations. The latter parts RU

a and RU
b are expression-unrelated

facial representations.
We introduce a swapping procedure to disentangle

〈

RE
a , RE

b

〉

from 〈Ra, Rb〉.
After swapping RE

a and RE
b , the hybrid latent representations R

′
a =

[

RE
b , RU

a

]

and R
′
b =

[

RE
a , RU

b

]

are decoded by fD and reconstructed as hybrid images Ĩa

and Ĩb, respectively.
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For pairs 〈Ia, Ib〉 where D(Ia, Ib) = 1 and E(Ia, Ib) = 0, the desired recon-
struction images for R

′
a and R

′
b should swap the expression for each other. As

we encourage the representation of different expressions to be discriminated, we
use 〈Ib, Ia〉 for supervision:

Lrec s =
∥
∥
∥Ib − Ĩa

∥
∥
∥

2

2
+

∥
∥
∥Ia − Ĩb

∥
∥
∥

2

2
. (2)

For pairs 〈Ia, Ib〉 where D(Ia, Ib) = 0 and E(Ia, Ib) = 1, the desired recon-
struction images for R

′
a and R

′
b should be similar to the inputs. In other words,

the expression-specific representation is personality unrelated. We encourage the
representation of the same expression to be similar for different people. 〈Ia, Ib〉
are used for supervision as:

Lrec s =
∥
∥
∥Ia − Ĩa

∥
∥
∥

2

2
+

∥
∥
∥Ib − Ĩb

∥
∥
∥

2

2
. (3)

Expression-specific representation swapping aims to model the expression
factor that affects the appearance of face images. If the expression-specific rep-
resentation is well disentangled, the change of expression only causes the change
of the face on the expression factor, while the other factors are uninfluenced.

〈

RE
a , RE

b

〉

are used for expression classification, the loss function is

Lcls = −
{a,b}
∑

r

log(
exp(p(kr)(RE

r ))
∑K

i exp(p(i)(RE
r ))

), (4)

where p(i)(·) is the i-th expression predicted probability of the classifier, K is
the total number of facial expression expression classes, and ka and kb are the
target expressions for Ia and Ib, respectively.

3.4 Auxiliary Face Comparison Block

In further, we introduce an auxiliary face comparison block for an expression
unrelated task - face comparison, where a change of expression shall not affect
the identity. On one hand, better facial representations are obtained by paying
more attention to describing the face. On the other hand, as we use

〈

RU
a , RU

b

〉

for the comparison, the expression-specific representations are suppressed on
the latter representations. In return, more expression-specific representations
are contained in

〈

RE
a , RE

b

〉

.
Contrastive loss [2] is used for the auxiliary block as:

Lcon = D(Ia, Ib)d2 + (1 − D(Ia, Ib))max(m − d, 0)2, (5)

where d =
∥
∥RU

a − RU
b

∥
∥
2

is the distance between two face images in the repre-
sentation space, and m is a threshold for the distance.
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3.5 Complete Algorithm

In summary, the total loss L is a combination of the above modules. The inputs
are 〈Ia, Ib〉, the annotated expression labels 〈ka, kb〉, and D(Ia, Ib). 〈ka, kb〉 and
D(Ia, Ib) are used in facial expression classification and face comparison, respec-
tively. The facial representation learning and expression-specific representation
swapping take 〈Ia, Ib〉 as supervision information. The total loss is given as fol-
lows:

L = λ1Lrec + λ2Lrec s + λ3Lcls + λ4Lcon, (6)

where λ1, λ2, λ3, and λ4 are balanced parameters which are used to control the
influence of different learning processes.

4 Experiments

4.1 Datasets and Setting

The proposed SwER approach is evaluated on five public facial expression
datasets, inculuding CK+ [11], MMI [13], Oulu-CASIA [19], RAF-DB [8], and
AffectNet [12].

CK+ contains 593 video sequences collected from 123 subjects. Among them,
327 video sequences with 118 subjects are labeled as one of seven expressions,
i.e., anger (AN), disgust (DI), fear (FE), happiness (HA), sadness (SA), surprise
(SU), and contempt (CO). Each sequence starts with a peak expression. We chose
the first frame as the neutral face (NE) and the last three frames as the expressive
face, resulting in 1307 images with 1047 for training and 260 for testing. MMI has
236 sequences with expressions recorded from 30 subjects, where each sequence
starts with a neutral face, shifts to a peak expression, and return to a neutral
face in the end. In our experiments, for each sequence, the first two images are
selected as neutral faces while the middle one-fifth part are chosen as expressive
faces. In total, we have 1103 images for training and 399 images for testing. Oulu-
CASIA has 480 sequences captured from 80 objects. We use the cropped face
images provided by the author, resulting in 29932 images with 21070 images
for training and 8862 images for testing. The annotated labels for MMI and
Oulu-CASIA are six basic expressions (except for contempt) and neutral.

RAF-DB is divided into training and test sets with a size of 12,271 and
3,068, respectively. AffectNet contains more than 400k annotated images. We
select 19,239 images for training and 2,518 images for testing, all of which are
labeled with six basic expressions and neutral .

For CK+, MMI, Oulu-CASIA, we separate the training set and the testing
set by subjects, i.e., the subjects in the two subsets are mutually exclusive. To
generate image pairs, we randomly select pairs from the training set on the con-
dition that each sample will be included for at least once. In total, we obtain
24,994, 67,779 and 147,490 pairs for the three datasets, respectively. Since the
identities of subjects are not accessible on RAF-DB and AffectNet, we use CK+
for pre-training and conduct fine-tuning on the expression classification module
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with their training sets. The face images are pre-processed by face detection and
face alignment [3]. The basic variational auto-encoder structure [14] is adopted,
with the dimensions for the face representation and expression-specific represen-
tation are set as 512 and 64, respectively. We use the Adam optimizer with a
learning rate of 0.0001. The parameters λ{1−4} are empirically chosen from the
scales of {0.01, 0.1, 0.5, 1, 1.5, 2, 10} and finally set as λ1 = 1, λ2 = 2, λ3 = 0.5,
and λ4 = 0.1 for the loss function.

Fig. 3. The generated normalized average seven expression-specific representations of
two subjects on CK+. The expression-specific components are similar for the same
expression and distinguishable among other expressions for different subjects.

4.2 Results

In Fig. 3, we demonstrate an example of the generated expression-specific rep-
resentations of two subjects on CK+. The average representations for neutral,
anger, disgust, fear, happiness, sadness, and surprise are displayed, where each
histogram is calculated and normalized from all samples with the same expres-
sion for the subject. As we can see, the expression-specific components are similar
for the same expression and distinguishable among other expressions for different
subjects.
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Table 1. The average accuracies of expression recognition on CK+, MMI, and Oulu-
CASIA, where SwER−

rec s and SwER−
con are variants of the proposed SwER for ablation

studies.

Dataset CK+ MMI Oulu-CASIA

FRAME [6] 0.9077 0.5689 0.5971

LTNet [18] 0.9385 0.6065 0.5837

FMPN [1] 0.9731 0.4390 0.5330

SCN [15] 0.9769 0.6717 0.7512

SwER−
rec s 0.9173 0.5514 0.5349

SwER−
con 0.9474 0.6424 0.7257

SwER 0.9846 0.6729 0.7708

Table 2. The average accuracies of expression recognition on RAF-DB and AffectNet.

Dataset RAF-DB AffectNet

DLP [8] 0.6874 0.4865

LTNet [18] 0.7864 0.5306

FMPN [1] 0.6610 0.4527

SCN [15] 0.8589 0.5786

SwER 0.8750 0.6250

Fig. 4. Confusion Matrixes on CK+, MMI, Oulu-CASIA, RAF-DB, and AffectNet,
where the horizontal axis and vertical axis are predicted label and groundtruth label,
respectively.
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Fig. 5. Face image reconstruction on CK+, MMI, and Oulu-CASIA The first and the
second columns are original input face images, the third and the fourth columns are
reconstructed images, and the fifth and the sixth columns are reconstructed images
after expression-specific representation swapping.

Figure 5 illustrates face image reconstruction on CK+, MMI, and Oulu-
CASIA, where the first and the second columns are original input face images,
the third and the fourth columns are reconstructed images, and the fifth and
the sixth columns are reconstructed images after expression-specific representa-
tion swapping. As shown in Fig. 5, the reconstructed face images are similar to
the inputs, indicating the facial representation could well describe the face. For
the first example of each dataset where two face images share the same identity
and have different expressions, the expressions of the reconstructed face images
after swapping are similar to the expression in the other input face image. For
example, the expressions for the input face images are disgust and happiness in
the first row. After expression-specific representation swapping, the disgust face
is happier and the happiness face is getting disgustting. For the second exam-
ple of each dataset where two face images share the same expression and have
different identity, the reconstructed face images after swapping are similar to
the inputs. From these examples, we can conclude that the expression-specific
representation is disentangled.

The average accuracies on expression recognition are shown in Table 1 and
Table 2. The results are reported as the average of 10 runs. Our SwER method
achieves the highest accuracy compared to those of state-of-the-art methods,
including FRAME [6], LTNet [18], FMPN [1], and SCN [15]. The confusion
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matrixes are also provided in Fig. 4, where the proposed SwER performs very well
in recognizing neutral, disgust, and happiness, while sadness shows the relatively
low recognition rate, which is mostly confused with neutral.

4.3 Ablation Study

In SwER, the total loss function is composed of four items. To verify the neces-
sities of the modules of reconstruction with swapping and auxiliary face com-
parison, we conduct ablation studies by removing Lrec s and Lcon, respectively,
denoted as SwER−

rec s and SwER−
con.

The average accuracies on CK+, MMI, and Oulu-CASIA for SwER−
rec s and

SwER−
con are included in Table 1. It is noticeable SwER achieves the best clas-

sification performance than other variants, which demonstrates that the loss of
reconstruction with swapping and face comparison can improve the disentangle-
ment performance of expression-specific representations.

5 Conclusion

In this paper, we propose SwER for facial expression recognition by disentan-
gling expression-specific representations from facial representations. SwER is
composed with two reconstruction modules, an expression classification module,
and an auxiliary face comparison block. The experimental results demonstrate
the superior performance of the proposed method over other state-of-the-art
methods. Our future work will incorporate the expression-specific representa-
tions with temporal information for addressing the issues of AU detection.
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Abstract. Depth information plays an increasingly important role in
computer vision tasks. As one of the most promising depth sensing tech-
niques, Amplitude Modulated Continuous Wave (AMCW)-based indirect
Time-of-Flight (ToF) has been widely used in recent years. Unfortu-
nately, the depth acquired by ToF sensors is often corrupted by imaging
noise, multi-path interference (MPI), and low intensity. Different meth-
ods have been proposed for tackling these issues. Nevertheless, they failed
to exploit the characteristics of the ToF depth map to propose a targeted
solution, and are unable to achieve various error removal. We present a
new iterative method for removing various errors simultaneously through
cascaded Convolutional Neural Networks (CNNs). A Synthetic Dataset is
created using computer graphics, and a Real-World Dataset is developed
via RGBD-based 3D reconstruction, both contain the raw measurement
acquired by a certain ToF camera and corresponding dense ground truth
depth. Experimental results demonstrate the superior performance of the
proposed iterative method in removing various ToF depth errors, com-
pared to state-of-the-art methods, on both the newly developed datasets
and existing public datasets.

Keywords: Time-of-flight · Convolutional neural networks ·
Three-dimensional vision · Depth sensor

1 Introduction

Depth acquisition is not only the key to most 3D vision tasks but also playing
an increasingly important role in traditional RGB-based computer vision tasks
such as gesture recognition and semantic segmentation in the past few years.
Previous representative depth acquisition approaches including structured light
and stereo vision have some critical limitations [20], either cannot be used for
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mid-to-long-distance ranging, or require sufficient texture in the scene. Recently,
Time-of-Flight (ToF) [11] based depth camera has attracted more and more
attention due to its inexpensiveness, lightweight, fair accuracy, and robustness.

The Time-of-Flight technique obtains depth by measuring the time it takes
for a wave or pulse to travel from the emitter to object and back to the receiver.
For the particular Amplitude Modulated Continuous Waves (AMCW) imple-
mentation of the ToF camera, the depth is acquired indirectly by measuring
the cross-correlation between emitted and received wave and calculating the
phase delay to represent depth. Modern AMCW-ToF camera usually uses mul-
tiple modulation frequencies to enlarge the sensing range of the camera while
remaining accuracy.

Various errors may occur during this imaging procedure. There are two main
types of errors. The first is the common error in digital imaging system, such
as Gaussian imaging noise, temperature drift. The second type of error occurs
when the real scenario does not follow the assumption of the working principle
of the ToF camera, that the light received at each pixel position consists only
of the light firstly reflected from that position. When in a complex scene or
there are surfaces with low reflectance or mirror reflection, this principle is often
violated. Some pixels may receive light reflected multiple times from elsewhere,
thus cause the so-called Multipath Interference (MPI). Some pixels may suffer
low intensity that the power of light received there is too low to get sufficient
Signal-Noise Ratio (SNR) to calculate precise depth, due to low retroreflectivity
on the surface. When in a multi-frequency ToF camera, these errors can then be
transmitted and amplified by phase-unwrapping and induce a significant error
on the final depth map due to incorrect estimation of rounds.

Earlier ToF depth refinement work [7,10] mostly adopts various sparse sim-
plified assumptions about the response characteristics of the scene (e.g. Lamber-
tian [6], Two-bounce light [17] and Two-path-caused MPI [8]), based on which
to model the local light path, and then solve it through probability models [8]
or optimization methods [5] to find the optimal solution.

In recent years, many learning-based methods have begun to emerge. Despite
few other learning-based methods [12], most of them adopt CNN to their meth-
ods. Marco et al. [16] designed a network of encoder-decoder structure and used
a two-stage training scheme to correct for MPI. Su et al. [22] proposed to directly
use the correlation map obtained by the ToF camera as input, and then designed
an end-to-end CNN based on U-Net [19] to replace the traditional pipeline, Gen-
erative Adversarial Networks (GAN) is also included in consideration of deep
image generation. Guo et al. [9] noticed that multiple sampling of ToF cameras
could cause artifacts in dynamic scenes, and proposed an encoder-decoder CNN
to deal with the artifacts and eliminating MPI meanwhile. Qiu et al. [18] pro-
posed a network that used RGBD as input, utilizing cross-modal dense optical
flow for image alignment, and used the aligned depth map to pass a kernel pre-
diction network (KPN) to get a refined depth map. Agresti et al. [1,2] designed
a coarse-fine CNN to capture multi-scale information and later developed this
approach by performing unsupervised learning on unlabeled data with GAN.
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There are also some work focused on ToF imaging problems under special situa-
tions via CNN, such as translucent objects [21] and short exposure [3]. Although
CNN based methods have achieved good results, these methods did not exploit
characteristics of the ToF depth map.

Instead of a usual end-to-end approach, we designed a multi-stage iterative
CNN to tackle this problem for three main reasons. First, the end-to-end CNN
cannot realize the discontinuous mapping from multi-frequency raw measure-
ment to depth map in the underlying principles. Second, unlike RGB generation,
which has a higher tolerance for pixel-level error due to human visual perception,
the results completely output by CNN are not perfectly competent for predic-
tion of ToF depth map in a pixel-level millimeter accuracy. And it will be very
likely to degrade when odd input is encountered. Third, for different kinds of
error, different ideas and principles are needed to remove, it is difficult to predict
the nonlinear coupling of different types of error in a single output. Our itera-
tive method can avoid the above issues by continuous residual prediction of the
current depth map and retaining the information for the next refinement.

In order to achieve a robust and effective solution for multiple types of ToF
depth map error removal. We present a newly designed CNN specifically for
this problem. We devise a CNN module and use it to implement this network
architecture. Moreover, we also develop two new large ToF datasets, one is a
Synthetic dataset made by computer graphics techniques, and the other is a
Real-World dataset generated by 3D reconstruction. Both of them consist of
plentiful types of data, and all the critical error mentioned above is considered
in the proposed datasets.

Our main contributions are summarized as follows:

• We proposed a targeted, iterative-based CNN method that can significantly
remove various types of error by utilizing principles of ToF imaging and avoid-
ing the shortcomings of existing methods.

• We created two large ToF datasets via computer graphics and 3D recon-
struction, especially the firstly proposed large real-world dataset. Both cover
various error types and provide plenty of types of data access, especially the
ToF raw measurement and dense ground truth depth.

• Through qualitative and quantitative experiments, we showed that our pro-
posed method is able to remove most of the error on the ToF depth map
and surpass the previous method on our datasets and other public avaliable
datasets.

Code and datasets are available from the authors upon reasonable request or
with permission of Huawei Technologies Co., Ltd.

2 Method

2.1 Formulating for ToF Depth Imaging

The working principle of the ToF camera based on AMCW is briefly introduced
as follows. When the camera is imaging, the transmitter on camera will emit
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an amplitude modulated near-infrared (NIR) wave. The receiver at each pixel
position will receive the echo and calculates the cross-correlation between the
received signal and the reference signal from the transmitter. This inner pro-
duction process will automatically complete the demodulation and filter out the
signal on other frequency bands such as ambient light. Since we only focus on
the part that actually carries information in the modulated wave, we use the
phasor to express it concisely as Eq. 1.

Ci = CC (S,Sref,i) =
< S,Sref,i >

‖Sref,i‖ =

∫ T

0
S(t) · Sref,i(t)dt

√∫ T

0
Sref,i(t)2dt

= I · cos Δϕi (1)

where Ci represents for the i-th imaging result of ToF raw measurement. CC
denotes for the cross-correlation operation. I represents the intensity of this
imaging. S is the phasor of the received signal, Sref,i is the reference signal used
for every imaging, i = 0. . . n−1, n denote times of imaging. This imaging will
be performed multiple times by shifting the phase of the reference signal (or
received signal) to eliminate ambiguity of cosine. Take four times as an example,
Sref,0 is the reference signal from the transmitter when received returned signal,
the other reference signals will be expressed in this way. j is the imaginary unit.

Sref,i = Sref,i−1 · e− jπ
2 (2)

Four imaging will be performed according to Eq. 1. By basic mathematical trans-
formations we can calculate the radius depth and intensity map, which is the
typical output of the ToF camera. * represents for depth or intensity directly
output by camera.

Depth∗ = arctan2 (C1 − C3, C0 − C2) · c/(4πf) (3)

Intensity∗ =
√

(C1 − C3)
2 + (C0 − C2)

2
/2 (4)

For a multi-frequency ToF camera, the camera needs to first calculate the
phase measured at each frequency separately, and then use the half-wavelength at
each modulation frequency as the base to establish a linear congruence equation
to solve the real depth via a phase unwrapping algorithm [15] based on Chinese
Remainder Theorem.

2.2 Input and Output Defining

We first define the input and output of the problem.
For input, most of the previous methods used the direct output of the

ToF camera, i.e., the depth map and the intensity map as input. Later other
work [9,22] pointed out that using ToF raw correlation information can lead to
a more accurate depth prediction, since it avoids losing the luminosity and geo-
metric information contained in it. However, this approach has a major flaw in
the bottom layer: If the ToF camera uses multiple modulation frequencies, the
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solving of linear congruence equations will be involved. The remainder operation
in it make the mapping from correlation maps to the depth map discontinuous
and undifferentiable. However, neural networks are not able to fit a discontin-
uous mapping in principle. Therefore, an end-to-end fashion CNN can only fit
some appearance, it is still not able to solve the problem essentially.

For output, previous work [16,22] often adopts the outputs completely gen-
erated by CNN as the results, since most visual applications is done by this
approach. But there is an important difference between depth map generation
and RGB generation, that depth maps are very sensitive to values. A certain
number of abnormal pixels may not affect visual perception, but it will surely
affect the accuracy of the depth map. Therefore, CNNs based on human vision
can generate visually impressive images, but the result is unreliable and unstable
in terms of pixel-wise accuracy. On the one hand, it is not capable to achieve
high accuracy, on the other hand, it is not robust enough, once odd input is
encountered, the output tends to fail.

Fig. 1. (a) Overview of our iterative CNN for ToF error removal. Each module takes
a depth map and a feature map as input, outputs an residual prediction to refine the
depth map, and gives deeper features for the next iteration. The initial feature map is
obtained from the ToF raw correlation map, intensity map and depth map. (b) The
iterative module structure built for our CNN.

To solve these problems, we keep the depth map and intensity map output by
the ToF camera and feed them to CNN together with the raw correlation maps.
This approach directly provides the solution of the congruence equation, frees
the CNN from the complicated remainder problem and enables the network to
focus on the information contained in the raw measurement that contributes to
the error removal. Also, we turn the task of the network into predicting the errors
in the ToF depth map, making the input depth as anchor. This approach makes
the network robust and prevents possible performance degradation of CNN.

2.3 Proposed Iterative CNN

This problem has the following characteristics. First, the input depth map and
the output depth map are signals in the same domain, which means that if
a naive method is defined to eliminate the error in the depth map as much as
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possible, then a better result could be expected by using the output as the input.
This inspired us to design an iterative method. Second, the entropy contained
in this problem is large, since this is a dense prediction at a relatively high
spatial resolution [12]. Besides, with a full range 4 m to 10 m and accuracy
in millimeter [11], the SNR required for each pixel in this task reaches 60 dB,
which is much higher than that in the image generation task e.g. image super-
resolution with state-of-the-art PSNR around 35 dB [23]. Therefore, residual
prediction is necessary and enough spatial information should be retained during
the whole processing. Third, there are various errors in the ToF depth map, e.g.
the imaging noise, MPI and low intensity, the way and level they affect the depth
map vary [15,20]. It’s difficult for CNN to make a single residual prediction to
the highly coupled nonlinear superposition of all different kinds of errors. So
based on these features, we proposed our method.

First, we designed a CNN module as shown in Fig. 1(b) The input of this
module is feature maps of 48 channels and a depth map of one channel. Depth
map passes through a convolution layer and fuse with feature maps in channel
dimension, then a down convolution is used to scale down these feature maps,
and doubled channel to 128. The feature will pass through two cascaded Res-
blocks. Then the resulted feature maps will proceed to two different sets of up
convolution and standard convolution, respectively, to obtain feature maps and
a residual prediction. Feature maps and residual depth map are of the same size
as the input feature maps and depth map, and will be added to them to form
the outputs of module.

Proposed CNN is built using this module, as shown in Fig. 1(a). First, the
correlation maps at different frequencies as well as depth map and intensity map
are pre-fused via atrous and standard convolution to obtain a rough feature map.
This feature map will be input in this module together with the ToF depth map.
The module architecture will be iterated several times with different parameters
while the outputs of previous module serve as the inputs of the next module.
The depth map output by each module will be constrained by loss function.
And naturally, the depth map from the last module will be the final depth map
output.

From overview, the flow of feature maps followed a multi-level residual net-
work fashion; from a detailed perspective of each module, the flow of feature
maps and depth maps has followed the spirit of U-Net [19]: Multi-scale infor-
mation extraction and reusing. The module continuously up and down sampling
to extract multi-scale contexts and creating a shortcut from shallow to deep to
retain spatial information of the original depth map space.

For loss function, we adopt L1-loss as data term loss for its simplicity.

Ll1 =
∑

i

||Depthgt − DepthCNNi||1 (5)

Here, i represents for the depth map output from the i-th module.
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And we utilize second order total variation as regularization term to impose
an artificial prior constraint, since depth are mostly first-order smooth within
occlusion boundary.

Lr = ||f(DepthCNN � LoG)||1 (6)

f(x) =
{

x, if x < threshold
0, else

(7)

This term only act on the final output depth. LoG represents for the Laplace of
Gaussian filter. f(x) and threshold are there to prevent the impact on object
edges. The weight ratio of L1-loss to second order total variation loss is 1∗10−4.

We built this iterative network based on the module. The input of each
module of the network is a depth map and a feature map containing depth
information, the task of each module is to make a residual prediction, add it to
input depth of the module to obtain a finer depth map, and meanwhile output a
feature map with deeper information for the next module to exploit. Depth map
and feature maps are both iteratively improved with the cascading of modules.
Our network architecture is also efficient, containing only 2.08 million parameters
with two Resblocks in each module and five modules cascading to form the CNN.

Fig. 2. (a) 3D scene reconstruction result. UpperLeft: Bookstore, UpperRight: Lab-
oratory, LowerLeft: Living-room, LowerRight: PhotoBooth (b) (c) Partial datatype
of our Real-World Dataset and Synthetic Dataset respectively. UpperLeft: Four ToF
raw correlation maps; UpperRight: ToF Intensity map; LowerLeft: ToF Depth map;
LowerRight: Ground Truth Depth map.

3 Datasets

Data is crucial for CNN, however, most of the previous work uses only the
synthetic dataset with limited error simulation, and lacks real-world dataset
for training. We successfully generated a large Synthetic dataset and a large
Real-World dataset by computer graphics and 3D reconstruction techniques,
respectively. Both contain dense ground truth depth and ToF raw correlation
measurements (Fig. 2).
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3.1 Synthetic Dataset

Our Synthetic dataset contains six main indoor scenes: living room, bedroom,
bathroom, dining room, kitchen, and staircase. There are 1379 sets of data con-
tained in total, we split them into a training set of size 1260 and a test set of size
119. We simulated the imaging system of the LUCID Helios camera. Except for
the RGB images that LUCID cannot capture, all our simulations use the same
internal parameters and resolution as the camera, i.e. 480 * 640. Each set of data
includes the raw correlation measurements on 100 MHz and 75 MHz, with each
frequency containing two imaging results of phase shift π/2, the ToF depth map,
the intensity map, the ground truth depth, and RGB image of resolution 1440
* 1920. In terms of error simulation, raw measurements in the dataset include
imaging noise, MPI, low reflectivity, and specular reflections which are typical
errors that may occur in the actual application of ToF cameras, the depth map
and intensity map generated by correlation maps will also be introduced to these
errors.

The scenes of the dataset are mainly taken from the 3D models shared by
the Blender community. The simulation of the correlation map and the ground
truth depth is attributed to the work of Jarabo et al. [14] on transient render-
ing. By rendering the light received by the camera in every time interval, then
amplitude modulating the rendering result and integrating them to obtain the
correlation maps. Support for ray tracing allows us to simulate MPI. Simulation
for low reflectivity, and specular reflection are done by adjusting the material
and reflectivity of different objects. Imaging noise is treated as additive Gaussian
noise. The surface normal map and RGB map are generated thanks to Blender
and its Cycles Renderer.

3.2 Real-World Dataset

Our Real-World dataset contains 1060 sets of data in total and is split into
a train/test sets of size 964 and 96, which is significantly larger than the Real-
World dataset [2,22] used only for testing. We reconstruct several different indoor
scenes, namely bathroom, bedroom, bookstore, cafe, dining room, library, lab-
oratory, kitchen, living room, and read room, to ensure the diversity of the
dataset and take common errors of ToF cameras into consideration. Each set
of data includes the same data in the same resolution as the Synthetic dataset
except for the surface normal map.

Modern portable RGB-Depth sensors are used in this 3D reconstruction. We
attached an Azure Kinect camera with a Lucid Helios camera, to form a data
acquisition system. The transformation of two camera poses can be estimated
by SfM (Struct from Motion) algorithm [13]. Azure Kinect provides RGB-Depth
streams for reconstruction while Lucid Helios camera is set to capture ToF raw
measurement stream in both 75 MHz and 100 MHz. To the best of our knowledge,
BundleFusion [4], with reconstruction error in millimeter level, is the start-of-
the-art work to reconstruct a scene from RGB-D stream input. We reconstructed
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scenes from dense frames, estimated the camera poses of every frame via Bundle-
Fusion and projected the reconstructed scene onto the camera pose to get a dense
depth map.

4 Experiments

We will show that our method achieves the comprehensive correction of various
errors in the ToF depth map, and surpasses the state-of-the-art work in quan-
titative evaluations, in both our datasets and other publicly available datasets.
We use five modules to build the CNN used in this work, because this is the
minimum number to achieve convergence of performance on iteration.

4.1 Error Removal

We first trained our CNN on the Synthetic dataset and tested it on its test set in
different scenes. And for the Real-World dataset, we adopted the model trained
on the Synthetic dataset and performed a fine-tuning. The model trained for
150 epochs on our Synthetic dataset and fine tuning for 30 epochs on our Real-
World dataset. We compared our result to the ToF depth map directly output
by camera without additional processing, which serves as the baseline.

Table 1. The performance of the depth map output by each module on test sets of
Synthetic and RealWorld Dataset, expressed in absolute error and relative error (in
the form of cm/%).

Module1 Module2 Module3 Module4 Module5

Synthetic 2.59/1.10 1.74/0.78 1.58/0.72 1.49/0.68 1.46/0.67

RealWorld 2.51/1.56 2.10/1.30 1.94/1.22 1.84/1.15 1.79/1.12

Figure 3(a) qualitatively demonstrates the effectiveness of our method. There
are many typical errors in the original ToF depth map. The first is the common
imaging noise that exists in both cases. Secondly, there is a bathtub with high
mirror reflectivity and concave shape in case 1, which forms a very typical local
MPI; the corner in case 2 has the same but slighter effect. Thirdly, the mirror
in case 1 has a very high specular reflectance and a very low retroreflectivity,
resulting in most of the echo received in this direction is the signal which from
other surfaces, this phenomenon also occurs in other surfaces that have a large
angle with imaging plane. The last is low intensity, the black velvet curtain in
case 2 with a very low reflectivity absorbed most of the light, lead to missing
information in this part of the ToF depth map. All the errors mentioned above are
strongly removed by our network architecture, and we could obtain a corrected
depth map very close to the ground truth.
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Fig. 3. (a) The results of ToF depth map error elimination in different stages, including
RGB image (For visualize only, not the input of our method), ToF depth map, Result of
our method, Ground Truth depth map, Absolute Error of the ToF depth map, Absolute
Error of the depth map from module 1–5. (b) Results of our method on RealWorld
dataset.

The six error maps below each case show the process of error removal from
the ToF depth map by our proposed CNN. It can be seen from these error maps,
that most of the imaging noise has been removed after the ToF depth map passes
through the first module, and the relatively simple local MPI occurs in the bath-
tub and corner is reduced, too; while errors from other sources are still there.
When the depth map passes through the second and third modules, various MPI
begin to be eliminated. Also, with cascading of the modules, the feature map
of each module captures higher and higher levels of information, so the under-
standing of the scene steadily increases. As a result, low intensity caused noise
is gradually recovered, wrong depths are being corrected and missing depths are
being filled. The last module refine the depth map from the antecedent module
and is tend to convergence. Table 1 shows a quantitative evaluation that with
iteration of modules, the performance gradually improves, and reach convergence
on last two modules. This is the reason that we use five modules in total.

We selected several ToF depth maps with representative error patterns in
different challenging scenes, which are a bookstore, kitchen, and dining room,
respectively. From Fig. 3(b), it can be seen that our CNN still shows fine perfor-
mance under the real-world dataset. In case 1, the depth on the lower reflectivity
part of the bookshelf gap is completed. The general local MPI in case 2 makes
the depth of the ToF camera notably larger around the corners, and our CNN
outputs a result precisely removed the error. In case 3, the depth of the marble
tabletop, which is affected by serious MPI due to the high specular reflectivity
of the surface, is also corrected.
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4.2 Compared to State-of-the-Art Methods

Table 2. Quantitative testing results of our method and other state-of-the-art methods
on our dataset. Results with the best performance are marked in bold.

Synthetic dataset RealWorld dataset

MAE (cm) Rela. MAE (%) MAE (cm) Rela. MAE (%)

ToF 9.73 3.47 4.17 2.51

Su et al. [22] 4.23 1.78 3.32 2.21

Agresti et al. [2] 1.87 0.81 2.27 1.38

Ours 1.46 0.67 1.79 1.12

Fig. 4. Comparison between our method and other state-of-the-art methods. Each case
shows the depth map and error map obtained by different methods, and provides the
RGB image of the scene for reference.

On Our Datasets. We conducted a comprehensive evaluation to prove that
our method is better than the state-of-the-art method. Specifically, we compare
our work with Su et al. [22] and Agresti et al. [2], because they are represen-
tative and state-of-the-art work that focused on ToF depth error removal. The
former takes only the raw correlation measurements at two modulation frequen-
cies as input to predict a depth map in an end-to-end fashion. The latter input
the depth map and intensity map at three modulation frequencies and make
one residual prediction. We retrained them on our Synthetic and Real-World
datasets to work with our data type using the same training procedure. Mod-
els are trained on Synthetic Dataset, and are fine tuned on RealWorld Dataset.
These training procedures are all convergent to ensure reaching their optimal
performance. Table 2 shows that our work surpassed other methods by a large
margin, achieving the best performance on both datasets. Figure 4 shows a more
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intuitive and detailed comparison, with case 1 and case 2 on Synthetic dataset,
case 3 and case 4 on our Real-World dataset. Our approach gracefully removed
most of the error mentioned above, including local MPI in case 1, imaging noise
and mirror reflection in case 2 and case 4, and typical low intensity in case 3,
and gave a clean smooth depth map and error map close to zero.

These two methods, one overly relies on the fitting ability of CNN in terms
of input and output, leading to artifacts and performance degradation in some
area [22]; the other only performs a single error prediction via a rather small-scale
network, thus is unable to detect and correct all kinds of error, especially the
part that needs the understanding of scenes [2]. This also proves the advanced
nature of iterative error correction from the negative side since it avoids these
issues.

Table 3. Quantitative testing results of our method and other state-of-the-art methods
on datasets where they were proposed. Results with the best performance are marked
in bold. (*) is the result on its MPI removal network. Median and Interquartile Range
(IQR) are calculated on error (not absolute error).

Dataset Datatype Proposed approach on this
dataset

Ours

Marco et al. [16] Depth map First quartile: 4 cm
Second quartile: 9 cm
Third quartile: 17 cm

First quartile: 2.24 cm
Second quartile: 4.89 cm
Third quartile: 8.68 cm

Su et al. [22] Correlation maps in 40 MHz
and 70 MHz

MAE: 2.9 cm
SSIM: 0.9631

MAE: 2.28 cm
SSIM: 0.9906

Agresti et al. [2] Depth, Amplitude and
Intensity map in 20 MHz,
50 MHz and 60 MHz

(Synthetic) MAE: 7.49 cm
(RealWorld) MAE: 3.19 cm

(Synthetic) MAE: 5.80 cm
(RealWorld) MAE: 2.95 cm

Guo et al. (FLAT) [9] Correlation maps in 10 MHz,
50 MHz, 75 MHz

Median: −0.01 cm*
IQR: 2.63 cm
Percentile 90th: 4.16 cm

Median: −0.07 cm
IQR: 1.75 cm
Percentile 90th: 2.60 cm

On Other Datasets. We also compared our approach on the datasets on which
previous methods are proposed. We collected, to our best knowledge, all pub-
licly available datasets in the recent years proposed for ToF error correction.
We then trained the proposed CNN on these datasets, with the number of mod-
ules and Resblocks slightly adjusted. By adjusting the early fusion of our CNN,
we enable their data to fit in our network, and compare our method with the
native methods on these datasets with the same quantitative evaluation. The
results are shown in Table 3, which clearly shows the excellence of our method
since our approach outperforms the previous methods proposed on its dataset in
most of the indicators. Through testing on different datasets, feeding different
inputs, and comparing with different evaluation criteria, we demonstrated the
superiority and robustness of our method.
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5 Conclusion and Future Work

In this paper, we proposed a new method for ToF depth error removal. We have
shown that an iteratively error removing CNN can produce a better depth map
for ToF imaging, because it conforms to the nature of the ToF depth map and can
avoid the inherent defects of CNN, theoretically and experimentally. We achieved
this by analyzing ToF error removal principles, designing a CNN framework for
this problem, introducing two new large datasets, and experimenting on different
datasets. In future work, we plan to perform super-resolution to the depth map
of the ToF camera so that it can be aligned with an RGB image.
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4. Dai, A., Nießner, M., Zollhöfer, M., Izadi, S., Theobalt, C.: BundleFusion: real-
time globally consistent 3D reconstruction using on-the-fly surface reintegration.
ACM Trans. Graph. (ToG) 36(4), 1 (2017)

5. Dorrington, A.A., Godbaz, J.P., Cree, M.J., Payne, A.D., Streeter, L.V.: Separating
true range measurements from multi-path and scattering interference in commer-
cial range cameras. In: Three-Dimensional Imaging, Interaction, and Measurement,
vol. 7864, p. 786404. International Society for Optics and Photonics (2011)

6. Freedman, D., Smolin, Y., Krupka, E., Leichter, I., Schmidt, M.: SRA: fast removal
of general multipath for ToF sensors. In: Fleet, D., Pajdla, T., Schiele, B., Tuyte-
laars, T. (eds.) ECCV 2014. LNCS, vol. 8689, pp. 234–249. Springer, Cham (2014).
https://doi.org/10.1007/978-3-319-10590-1 16

7. Fuchs, S.: Multipath interference compensation in time-of-flight camera images. In:
2010 20th International Conference on Pattern Recognition, pp. 3583–3586. IEEE
(2010)

8. Godbaz, J.P., Cree, M.J., Dorrington, A.A.: Closed-form inverses for the mixed
pixel/multipath interference problem in AMCW lidar. In: Computational Imaging
X, vol. 8296, p. 829618. International Society for Optics and Photonics (2012)

9. Guo, Q., Frosio, I., Gallo, O., Zickler, T., Kautz, J.: Tackling 3D ToF artifacts
through learning and the flat dataset. In: Proceedings of the European Conference
on Computer Vision (ECCV), pp. 368–383 (2018)

10. Gupta, M., Nayar, S.K., Hullin, M.B., Martin, J.: Phasor imaging: a generalization
of correlation-based time-of-flight imaging. ACM Trans. Graph. (ToG) 34(5), 1–18
(2015)

11. Hansard, M., Lee, S., Choi, O., Horaud, R.P.: Time-of-flight cameras: principles,
methods and applications. Springer Science and Business Media (2012). https://
doi.org/10.1007/978-1-4471-4658-2

https://doi.org/10.1007/978-3-319-10590-1_16
https://doi.org/10.1007/978-1-4471-4658-2
https://doi.org/10.1007/978-1-4471-4658-2


Iterative Error Removal for Time-of-Flight Depth Imaging 105

12. He, Y., Liang, B., Zou, Y., He, J., Yang, J.: Depth errors analysis and correction
for time-of-flight (ToF) cameras. Sensors 17(1), 92 (2017)

13. Izadi, S., et al.: KinectFusion: real-time 3D reconstruction and interaction using
a moving depth camera. In: Proceedings of the 24th Annual ACM Symposium on
User Interface Software and Technology, pp. 559–568 (2011)
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Abstract. Image motion blur can severely affect the performance of
the image recognition model. Traditional methods to tackle this prob-
lem usually involve image motion deblurring to improve the image quality
before its recognition. However, traditional motion deblurring methods
try to minimize the pixel-level distance between the deblurred image
and the original image, which is not directly designed for improving the
image recognition accuracy of the deblurred image. In this paper, we
propose a joint motion deblurring and classification loss-aware solution.
First, we introduce recognition loss into the motion deblurring model
to improve the semantic quality of the deblurred image. Furthermore,
we design a motion-blurred image recognition framework that involves
both a motion deblurring module and an image recognition module,
which enables the joint learning of the two modules. Finally, we propose
to enhance the motion deblurring network with parameterized short-
cut connections (PSCs) for balancing the importance between low-level
and high-level features in the deblurring process. Experiments on our
synthesized datasets have shown the effectiveness of our methods, with
significant improvement in both SSIM and classification accuracy, as well
as the perceptual quality of the deblurred images.

Keywords: Image motion deblurring · Image classification · Joint
learning · Neural networks · Deep learning

1 Introduction

1.1 Motivation

Convolutional neural networks (CNNs) have achieved state-of-the-art perfor-
mance on many image recognition tasks including image classification, object
detection and segmentation. However, the recognition performance of CNN mod-
els can suffer severely from image degradation, especially motion blur [16].

Traditional methods for solving this problem try to deblur the image before
its recognition. However, state-of-the-art image motion deblurring methods are
c© Springer Nature Switzerland AG 2021
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aiming at reducing the pixel error of deblurred image, while deblurred image
with lower pixel error does not always have better recognition result (see Fig. 1).
Therefore, it is necessary to develop a motion deblurring method that is targeted
at increasing the recognition performance of deblurred images.

In this paper, we try to improve the learning-based image motion deblurring
methods towards generating more recognizable deblurred images in two direc-
tions: loss function and model structure. For loss function, we propose to use
recognition loss and joint learning strategy in the training of motion deblurring
models; for model structure, we propose to introduce parameterized shortcut
connections (PSCs) into motion deblurring models that are based on fully con-
volutional network (FCN) structure. Experiments on our synthesized datasets
have shown that our methods can not only improve the classification accuracy
on the deblurred image, but also improve the perceptual quality of the deblurred
image.

Fig. 1. Deblurred image with lower pixel error does not always have better recognition
result. Here A represents the sharp image, while B and C are two deblurred versions.
B has 4 different pixels with A while C has 5 different pixels with A. Nevertheless, A
and C are both recognized as number 1, while B is classified to number 7.

1.2 Contributions

The main contributions of our work can be summarized as follows:

1. Firstly, to improve the performance of motion deblurring model with respect
to the classification accuracy on deblurred images, we propose to introduce
recognition loss into the learning process of the motion deblurring model.
This loss function can effectively lead the motion deblurring model towards
generating deblurred images that are not only semantically closer to sharp
images and more recognizable by the classification model, but also have higher
SSIM, which is proved to be close the human perceptual quality.

2. Furthermore, we propose a joint training framework that enables the joint
learning of image motion deblurring model and classification model. Through
the iterative training of these two models, the classification model can better
recognize the deblurred images produced by the deblurring model and the
deblurring model can generate deblurred images that are more recognizable
by the classification model.
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3. Finally, we propose to introduce parameterized shortcut connection (PSC)
into the deblurring network, so that the model can be able to learn how
to balance the importance between low-level and high-level image features,
which are both important for generating desirable deblurred results with both
fine details and accurate semantic information.

2 Related Works

2.1 Image Classification

Image classification is the fundamental task in computer vision. State-of-the-
art methods have achieved better performance than traditional methods with
CNNs. VGG [18] and GoogleNet [20] have shown that larger network depth can
bring significant increase in classification accuracy. ResNet [6] introduces resid-
ual learning, which facilitates the gradient propagation and makes it possible
to train a very deep network. DenseNet [7] proposes densely connection, which
further facilitates the gradient propagation and increases the utilization of pre-
vious feature maps. Although these methods can achieve considerable accuracy
on sharp images, they can suffer a lot from image degradation like motion blur,
probably due to the difficulty of extracting edges and textures from blurred
images.

There are some works that focus on improving the classification accuracy on
noisy [12] and low-resolution [2]. However, to the extent of our knowledge, few
research interests are focused on the case of motion blur. [11] proposes to use
the early layers of the pretrained image recovering model to initialize the early
layers of the classification model. However, the image features used for recover-
ing and classification might be very different. The former contains many details
and localization information, while the latter focuses on the high-level seman-
tic information. Besides, it requires the recovering model and the classification
model to have the exactly same architecture in the early layers, which restricts
the utilization of state-of-the-art recovering and classification models which has
different architectures specifically designed for each task.

2.2 Single Image Motion Deblurring

Motion blur is commonly modeled as the convolution between a sharp image
and a blur kernel [9,15]: IB(x, y) = IS(x, y) ∗ k(x, y) + n(x, y), where IB, IS ,
k and n represent motion-blurred image, latent sharp image, blur kernel and
additional noise, respectively. Single image motion deblurring methods can be
roughly divided into two categories: optimization-based and learning-based.

Optimization-Based Image Motion Deblurring. Approaches in this liter-
ature estimate k and IS by minimizing the distance between IB and IS ∗k. Many
natural image priors have been proposed as regularization terms for this opti-
mization goal, including total variation minimization [3], dark channel prior [15],
and learned prior [8].
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Learning-Based Image Motion Deblurring. In recent years, state-of-the-
art motion deblurring methods are based on deep learning. DMCNN [14] uses
end-to-end multi-scale CNN to predict latent sharp image directly from blurred
input and trains the model with MSE loss. SRN [21] proposes to use recurrent
structure for deblurring. DeblurGAN [9] uses adversarial loss and perceptual loss
for generating more realistic deblurred images. Nevertheless, most loss functions
used by these methods are not directly aimed at increasing the semantic cor-
rectness and recognition accuracy of the deblurred results. The perceptual loss
can also improve the semantic quality of deblurred images. However, it tries to
minimize the distance between the feature maps of sharp and deblurred images,
while our method tries to minimize the distance between the recognition results
and ground-truth labels, which is a stronger constraint for the deblurring model
that can lead it towards generating more semantically correct deblurred image.

3 Methods

3.1 Task Formulation

Our main goal is to improve the recognition accuracy upon deblurred image by
improving the semantic quality of deblurred image produced by motion deblur-
ring model. In the following sections, we will denote the classification model as
R and the motion deblurring model as D. x, y, z are the motion-blurred obser-
vation, ground-truth sharp image, and ground-truth classification label, respec-
tively. ŷ is the deblurred image, and ẑ is the predicted image label:

ŷ = D(x), ẑ = R(ŷ) = R(D(x)). (1)

3.2 Recognition Loss

We propose to introduce recognition loss into image motion deblurring. It is
defined as the classification loss of the deblurred images produced by D, given R
pretrained on sharp images. The recognition loss can be written as below, where
Lcla is the classification loss of R:

Lrec(x, z) = Lcla(R(D(x)), z), (2)

During experiments, we have found that when only using recognition loss,
the training of motion deblurring model can not converge to a meaningful state.
Inspired by many previous motion deblurring methods [14,21] which have used
the MSE criterion and achieved good convergence with respect to both faster
speed and better local minimum, we combine the recognition loss with the MSE
criterion in order to make the training process more stable:

Lmse(x, y) =
1

WHC
||y − D(x)||22, (3)

where W,H,C represent the width, height, and number of channels of the image,
respectively. And the final loss function for the deblurring model is the weighted



110 W. Zhang and Z. Wang

sum of recognition loss and MSE loss, with a hyperparameter λ used for balanc-
ing the importance between the two loss functions:

L = Lmse + λ · Lrec. (4)

3.3 Joint Training Framework

The recognition loss can be seen as a supervisor for the D that leads it towards
generating more semantically correct and recognizable results. From another
perspective, we can also use it as a classifier for the deblurred images, and
train it on the deblurred images that are produced by D. Specifically, R is
originally pretrained on the labelled sharp images subjected to natural sharp
image distribution (x ∼ psharp), and learns a mapping from psharp to plabel.
However, when we use it for classifying the deblurred image, the input is the
deblurred result D(x), which has a different distribution (D(x) ∼ pD) with
sharp image. To deal with this distribution shift, we propose to further fine-tune
R on the deblurred images produced by D, so it can also learn the mapping
from pD to plabel and classify the deblurred images better. After the fine-tuning,
R now becomes a better supervisor for D which can produce more accurate
recognition loss and can supervise the training of D more effectively. Therefore,
we propose to train D and R iteratively and let the two models learn from each
other in a joint manner.

The joint training framework is illustrated as Fig. 2. D and R are trained
iteratively in order to let the two models mutually. Note that when ND and NR

are both equal to 1, the joint training algorithm is similar to concatenate these
two models into a single unified model. However, the converging speed of the
two models are quite different. In our experiments, the time cost for training
the deblurring model is about 16× longer than the classification model. There-
fore, training these two models as a unified network is not the optimal solution.
Instead, our joint learning algorithm provides a more flexible mechanism for con-
trolling the training paces of the two models by training them iteratively. The
training process can be described as Algorithm 1.

3.4 Parameterized Shortcut Connection

Most state-of-the-art learning-based motion deblurring methods [9,21] have
adopted the fully convolutional network (FCN) [13] structure. Shortcut connec-
tions are used in FCN to facilitate gradient propagation and combine low-level
features and high-level features, which are both important in motion deblurring.
The former can provide detailed and localization information, while the latter
can provide semantic information.

The fusion method of shortcut connection is important for effectively com-
bining low-level and high-level features. In [17], the fusion is implemented by
channel-wise concatenation. In [13,21], the fusion is implemented by element-
wise addition, which is proved to work well in motion deblurring. However, the
importance of low-level features and high-level features might be different in



Blurred Image Recognition 111

Fig. 2. Joint training framework. Here x, y, z are the input blurred image, ground-
truth sharp image and ground-truth classification label, respectively. PSC is short for
parameterized shortcut connection. During the training phase, the two modules are
trained iteratively. Note that all learning-based motion deblurring and image classifi-
cation models can be embedded into this framework.

motion deblurring. Inspired by the highway networks [19], which uses carry gate
and transform gate to control the proportion of input signals and transformed
signals passed to the next layer, we propose to introduce parameterized short-
cut connection (PSC) into the motion deblurring model, which can balance the
importance of low-level and high-level feature maps. Specifically, each channel
of low-level feature map is multiplied with a learnable parameter that controls
the importance of low-level feature on this channel before passed through the
shortcut connection and added with the high-level feature map. The learnable
parameters enable the model to automatically learn to decide the importance of
low-level features and high-level features from data (see Fig. 2).

The original shortcut connection based on element-wise addition used by [21]
can be described as:

ai = Fi(ai−1 + aj), (5)

where Fi is the non-linear transformation in the i-th layer, ai is the output of Fi,
and aj is the output from an early layer before ai−1. Note that this is not the
same with the residual connection. Here ai and aj can have a large distance in the
network, usually representing low-level image features and high-level semantic
features, respectively.

In comparison, our PSC has a group of learnable parameters γ, which is used
to control the importance of low-level feature:

ai = Fi(ai−1 + γaj) (6)

where γ is a weight vector that has an equal length with aj in channel dimension.
Here the multiplication is channel-wise, and γk is the weight of the k-th channel
in aj .
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Algorithm 1. Joint learning algorithm
Input: Motion blurred image x, latent sharp image y, classification label z, number of

epochs N , number of steps for training D (R) in each epoch ND (NR), the learning
rate of D (R) denoted as ηD (ηR), the weight of recognition loss λ.

Output: Image motion deblurring model D, image classification model R.
Initialize R with parameters pretrained on sharp images.
for i = 1 : N do

for j = 1 : ND do
θD ← θD − ηD · ΔL(x,y,z|θR)

ΔθD
end for
for k = 1 : NR do

θR ← θR − ηR · ΔLcla(x,z|θD)
ΔθR

end for
end for

4 Experiments

4.1 Dataset

To evaluate the classification accuracy upon motion-blurred images, we need
motion-blurred images paired with their ground-truth classification labels. How-
ever, to the extent of our knowledge, there is no such dataset available by now.
Therefore, we have to synthesize data for the validation of our methods. There
are some motion deblurring datasets that have paired sharp and blurred images.
However, labelling these images needs extensive human labor with a relatively
high cost. A more cost-effective way for synthesizing our dataset is to generate
motion-blurred versions of the sharp images from existing image classification
datasets. We use two datasets in our experiments: PASCAL VOC 2012 [4] and
Caltech256 [5].

Many methods have been proposed for generating motion-blurred image from
single sharp image. In our work, we adopt the method introduced in [1] since
it can generate realistic motion-blurred images and has been adopted by many
previous works [9,10]. [1] proposed to generate random 2-D camera trajectory
with a Markov process and synthesize the blur kernel from the trajectory with
bilinear interpolation.

4.2 Baselines and Ablation Groups

The recognition loss and joint training strategy can actually be applied to any
learning-based motion deblurring and classification method, and the PSC can
also be used in any motion deblurring method which uses FCN as the network
architecture. To verify the effectiveness of our methods, we choose SRN [21]
as the basic deblurring model. And we use DenseNet-121 [7] as the classifica-
tion model to classify the deblurred images and provide recognition loss for the
deblurring model, which is pretrained on ImageNet and fine-tuned on the sharp
images from Caltech256/PASCAL VOC.
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To the extent of our knowledge, there are currently few researches on
improving the classification accuracy of motion-blurred images. One comparable
method is DeblurGAN [9], which uses perceptual loss produced by pretrained
classification model for improving the semantic quality and recognition accuracy
of the deblurred image. We transplant the perceptual loss to the training of SRN.
Since the training can not converge when SRN is solely trained on perceptual
loss in our experiments, we also combined it with MSE loss. This baseline is
denoted as SRN-P. We use two implementations of SRN-P. One of them is the
implementation described in [9], which uses the output of the third convolutional
layer after the third pooling layer (denoted as V GG3,3) of VGG19, denoted as
SRN-P (VGG). For VGG19, we also use the parameters pretrained on ImageNet
and fine-tune it on the sharp images from Caltech256/PASCAL VOC. Another
implementation is using the output of the first dense block in DenseNet-121
(we choose this layer because the number of convolutional layers with stride >1
before it is 7, same as V GG3,3) for producing perceptual loss, denoted as SRN-
P (Dense). Besides, we also conducted ablation studies to evaluate how much
improvement can each part of our method brings. Blurred and Blurred-D both
use blurred image as the input of the classification model, while other methods
perform motion-deblurring on the input beforehand. The methods are listed as
below.

– Blurred: Input motion-blurred image into DenseNet-121.
– Blurred-D: Input motion-blurred image into DenseNet-121 trained on the

blurred images.
– SRN: The original SRN trained with MSE loss.
– SRN-P (VGG): SRN trained with MSE loss and perceptual loss produced

by V GG3,3.
– SRN-P (Dense): SRN trained with MSE loss and perceptual loss produced

by the first denseblock in DenseNet-121.
– SRN-PSC: SRN equipped with PSC trained with MSE loss.
– SRN-R: SRN trained with MSE loss and recognition loss produced by

DenseNet-121.
– SRN-RJ: SRN-R trained using joint learning strategy.
– SRN-PSC-RJ: SRN-PSC trained with MSE loss and recognition loss using

joint learning strategy.

4.3 Implementation

We use PyTorch 1.3.1 for the implementation. The models are trained on a
NVIDIA GeForce RTX 2080 Ti GPU with CUDA 10.0. We use parameters
pretrained on ImageNet to initialize DenseNet-121, then fine-tuned it on our
synthesized datasets. This transfer learning process can alleviate the over-fitting
caused by small data size and reduce training time. The optimizers for SRN
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and DenseNet-121 are Adam and SGD (with momentum = 0.9 and Nesterov
momentum enabled), respectively. For λ, we try several values in the training
process of SRN-R on the PASCAL VOC 2012 dataset (note that SRN-R is equal
to SRN when λ = 0) and find that the best result is achieved when λ is set to
1e−2 (see Table 2), so we use this value in all experiments. This value is relatively
low because the recognition loss is approximately 1–2 orders of magnitude larger
than the MSE loss. At each epoch, SRN is trained for 2000 steps, then DenseNet-
121 is trained for 160 steps. The initial learning rate is set to 1e−2 for γ1 and γ2
in PSC, and 1e−4 for other parameters in SRN. The learning rate for DenseNet-
121 is set to 1e−4 initially and drops by 0.5 after every 5 epochs. All models
are trained until the loss stops dropping in 3 epochs. For SRN-PSC-RJ, training
converges after 20 epochs.

Table 1. Experimental results: Image classification

Methods PASCAL VOC Caltech256

mAP Accuracy Top-5 accuracy

Blurred 0.544 0.408 0.686

Blurred-D 0.594 0.429 0.713

SRN 0.641 0.601 0.811

SRN-P (VGG) 0.645 0.610 0.815

SRN-P (Dense) 0.648 0.614 0.817

SRN-PSC 0.665 0.621 0.821

SRN-R 0.652 0.620 0.826

SRN-RJ 0.661 0.626 0.830

SRN-PSC-RJ 0.687 0.631 0.837

Table 2. mAP on PASCAL VOC 2012 under different values of λ

λ 0 1e−3 1e−2 1e−1 1.0

mAP 0.641 0.648 0.652 0.639 0.624
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Table 3. Experimental results: Motion deblurring

lMethods PASCAL VOC Caltech256

PSNR SSIM PSNR SSIM

SRN 24.10 0.704 25.89 0.780

SRN-P (VGG) 24.08 0.712 25.57 0.785

SRN-P (Dense) 23.57 0.716 25.47 0.792

SRN-PSC 24.19 0.723 26.03 0.787

SRN-R 24.03 0.726 25.59 0.801

SRN-RJ 23.69 0.729 25.46 0.807

SRN-PSC-RJ 23.73 0.733 25.71 0.815

4.4 Experimental Results

We will show and discuss the experiment results qualitatively and quantitatively.
Some deblurred results produced by our methods are shown in Fig. 3. It can be
seen that our (SRN-PSC-RJ) deblurred results have fewer artifacts (the unnatu-
ral patterns that are often presented in recovered images) and higher perceptual
quality than the original SRN.

From the results on image classification (see Table 1), we can conclude that:

1. Comparing SRN-R and SRN-P, we can see that both perceptual loss and
recognition loss can increase the classification accuracy on deblurred images
by forcing the deblurring model to generate deblurred images with richer
semantic information. Recognition loss brings larger improvement than per-
ceptual loss because rather than reducing the distance between high-level
features of sharp image and deblurred image, the recognition loss exerts a
stronger force on the deblurring model by reducing the distance between the
recognition results on deblurred images with ground-truth labels.

2. Comparing SRN-R and SRN-RJ, we can see that joint training strategy fur-
ther improves the classification accuracy/mAP on deblurred images. This
verifies that D and R can improve mutually through the joint learning pro-
cess.

3. Comparing SRN and SRN-PSC, we can see that the proposed PSC can
improve the classification accuracy upon deblurred image. This is probably
because PSC can improve the overall quality of the deblurred image with
respect to both PSNR and SSIM (see Table 3).

From the results on motion deblurring (see Table 3 and Fig. 3), we can see
that our methods can improve the image quality in terms of SSIM, which is
considered to be closer to the human perceptual quality than PSNR. In the
meanwhile, PSNR drops because increasing PSNR is equivalent to reducing MSE
loss, and adding recognition loss into the loss function will decrease the PSNR.
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Fig. 3. Some deblurred results. It can be seen that our deblurred results have fewer
artifacts and higher perceptual quality than the original SRN.

5 Conclusion

In this paper, we propose recognition loss in image motion deblurring, aiming at
improving the semantic quality and classification accuracy of deblurred images.
Furthermore, we propose to train the deblurring model and the classification
model in a joint training framework to enable mutual learning of the two models.
Experiments on our synthesized datasets have shown that the recognition loss
and joint training strategy can improve not only classification accuracy on the
deblurred images, but also SSIM and the perceptual quality of the deblurred
images. Finally, we introduce parameterized shortcut connection (PSC) into the
motion deblurring model, which can improve the quality of the deblurred images
in terms of both PSNR and SSIM.
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Abstract. Fine-grained visual classification (FGVC) is challenging due
to the difficulty of finding discriminative features and insufficient labeled
training data. How to efficiently localize the subtle but discriminative
features with limited data is not straightforward. In this paper, we
propose a simple yet efficient region of interest based data augmenta-
tion method (ROI-based-DAM) to handle the circumstance. The pro-
posed ROI-based-DAM can first localize the most discriminative regions
without the need of bounding box or part annotations. Based on these
regions, ROI-based-DAM then carries out selective sampling and multi-
scale cropping for constructing a series of high-quality ROI-based images.
Thanks to its simplicity, our method can be easily implemented in the
standard training and inference phases to boost the fined-grained classifi-
cation accuracy. Our experimental results on extensive FGVC benchmark
datasets show that the baseline model such as ResNeXt-50 can achieve
competitive state-of-the-art performance by utilizing the proposed ROI-
based-DAM, which demonstrate its effectiveness.

Keywords: Fine-grained visual classification · Region of interest
based data augmentation · Weakly supervision

1 Introduction

Fine-Grained Visual Classification (FGVC) has a history of more than 20 years
[1], which has always been a frequent subject in the field of computer vision.
FGVC is defined to solve the problem of distinguishing subclasses of the same
kind, such as species of the bird.

c© Springer Nature Switzerland AG 2021
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Compared with general image classification, FGVC is more challenging
because it has lower inter-class variances and higher inner-class variances. More-
over, insufficient labeled data for training in FGVC makes it harder to distinguish
between different similar objects.

Fig. 1. Comparison between cen-
ter image cropping and the pro-
posed ROI-based image cropping.
Given the same images, the first
row shows the results of center
image cropping; the second row
shows the results of the proposed
ROI-based image cropping (here
K = 2 for explanation; K is the
number of multi-scale ROIs gener-
ated by ROI-based-DAM).

Data augmentation such as center/random
cropping is a common technique for data pre-
processing and has been proven to play a
positive role in improving generalization per-
formance in computer vision tasks. However,
adopting them blindly might make the train-
ing inefficient as these methods are indepen-
dent of the image context. See Fig. 1 for some
failure cases that center cropping drops out
some informative regions of birds.

In this paper, we propose a region of inter-
est based data augmentation method, ROI-
based-DAM, to solve the problem of ineffi-
cient training caused by data augmentation
methods independent of image context. See
Fig. 1 for some examples of the proposed ROI-
based-DAM. Our method is inspired by the
eye movement trajectory when humans try to
distinguish two or more similar objects, we
assume that it is essential to pay attention to
the most discriminative regions as well as the
global structure of objects or the complementary feature regions.

ROI-based-DAM is a weakly-supervised data augmentation method which
only requires the fine-grained classification labels. The basic idea of ROI-based-
DAM is to localize the most discriminative regions or ROI in the first place.
Unlike traditional object localization methods such as Faster R-CNN [15], our
method requires no bounding box annotation to generate ROI. Specifically, our
method is based on Guided-Grad-CAM [16,17], an effective class-discriminative
localization technique, to generate template ROI in each image. Then an ROI-
based selective sampling method is designed to make template ROI more precise
by generating several candidate ROIs in its neighborhood. Furthermore, based
on these ROIs, we design a multi-scale image cropping method for constructing
a series of high-quality ROI-based images from fine-scale to coarse-scale. The
advantages of this method are two-fold. Firstly, it can compensate for the limi-
tations of single-scale ROI cropping. Secondly, if the finest-scale ROI happens to
hold the complete target object of which the scale is relatively small in an image,
then the ROI-based multi-scale cropping can provide a series of images of the
object from coarse-scale to fine-scale, which can be beneficial for convolutional
neural network (CNN) to form a scale-invariant representation of the object.
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In summary, the advantages of the proposed ROI-based-DAM are as follows:

– It can localize the most discriminative parts (template ROI) in a given image
without any bounding box or part annotations;

– It can construct a series of high-quality ROI-based images of different scales
at a very low cost;

– It can be easily implemented in the standard training and testing phases as an
efficient data preprocessing method to boost the FGVC accuracy; hence can
be regarded as an alternative to frequently-used data augmentation methods
such as random cropping and center cropping.

2 Related Work

2.1 Fine-Grained Visual Classification

The past decade has seen the rapid development of deep learning in FGVC.
Broadly, these methods can be organized into three main paradigms [20], i.e.,
fine-grained recognition (1) with localization-classification subnetworks; (2) with
end-to-end feature encoding and (3) with external information. Since the idea
of proposed ROI-based DAM is similar to the first paradigm to some extent, we
will mainly review the previous works belong to this paradigm.

The basic idea of the first paradigm is to firstly capture discriminative parts
by a localization network and then construct representations of these parts for
the final classification. Spatial transformer [7] proposes a dynamic mechanism
that can actively spatially transform an image for more accurate classification.
Liu et al. [11] propose Fully Convolutional Attention Networks (FCANs) to
glimpse local discriminative regions adaptive to different fine-grained domains
under a reinforcement learning framework. Fu et al. [5] propose a recurrent
attention convolutional neural network (RA-CNN) to search for the most infor-
mative regions from coarse-scale to finer-scale. Zhange et al. [23] propose a multi-
attention convolutional neural network (MA-CNN) to do better part learning,
where part generation and feature learning can reinforce each other. Yang et al.
[22] propose Navigator-Teacher-Scrutinizer Network (NTS-Net) to locate the
most informative regions in a self-supervised way. Zheng et al. [24] propose a
Trilinear Attention Sampling Network (TASN) to learn important fine-grained
features from hundreds of part proposals in an efficient teacher-student manner.
Ding et al. [4] propose a Selective Sparse Sampling Networks (S3Ns) to cap-
ture fine-grained details as well as preserve the context at the same time. Liu
et al. [10] propose a a novel Filtration and Distillation Learning (FDL) model
to enhance the region attention of discriminate parts for FGVC.

Different from some of the methods described above, which adopt specific
neural networks and elaborate loss functions to locate the most informative parts
or regions of objects, the proposed ROI-based DAM method can directly locate
the most informative regions by making the best use of Guided-Grad-CAM.
Specifically, the proposed ROI-based-DAM only needs a pre-trained model to
do localization, which make it simpler than previous methods.
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2.2 Data Augmentation

To compensate for the inefficiency of random data augmentation, a few methods
have been proposed to take data distribution into consideration. Ekin D. Cubuk
et al. [2] propose AutoAugment to automatically search for improved data aug-
mentation policies. Peng et al. [14] propose adversarial data augmentation to
jointly optimize the data augmentation and network training phase. Hu et al. [6]
propose Weakly Supervised Data Augmentation Network (WS-DAN) to explore
the potential of data augmentation. The WS-DAN first generates attention maps
to represent the object’s discriminative parts and augment the image through
attention cropping and attention dropping.

Amongst the methods above, our method is similar to WS-DAN at some
extent. We both locate the most informative parts of object and zoom them
in for learning details. Instead of doing attention dropping for finding other
complementary feature regions, we merely do selective sampling and multi-scale
cropping. In all, compared with WS-DAN, our ROI-based-DAM can be easier
to implement in the standard training and inference phases at a very low cost.

Fig. 2. An overview of the proposed ROI-based-DAM for fine-grained image recogni-
tion. (a) shows the process of finetuning a CNN module on the target dataset only using
the fine-grained classification labels; (b) shows the process of generating a saliency map
of an input image based on Guided-Grad-CAM; (c) shows the process of multi-scale
ROI-based image cropping for constructing a set of high-quality images for training.
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3 Methodology

In this section, we will introduce the proposed ROI-based-DAM in detail. See
Fig. 2 for an overview of the proposed ROI-based-DAM.

3.1 Saliency Map Generation

Saliency map can demonstrate each pixel’s unique quality [8] and plays an
important role in analyzing image content and locating the region of interest.
Before generating the saliency map, we firstly fine-tune a CNN module on the
target FGVC dataset using only the fine-grained classification labels, gradu-
ally adapting the network to the distribution of target dataset. Then we adopt
Guided-Grad-CAM, a class-discriminative localization technique, to generate the
saliency map of input image. Specifically, each image I ∈ R3×H×W (here H and
W are the height and width of I, respectively) is forward propagated through
the CNN module. The top-1 predicted class is regarded as the desired class.
A feedback signal, of which the gradients are set to zero for all classes except
the desired class, is backpropagated to the input image. We denote acquired
Guided-Grad-CAM mask as Mggcm ∈ R3×H×W . Finally, we convert Mggcm to a
single-channel saliency map MGSM by summing up the elements in Mggcm along
the channel axis and obtain a new single-channel tensor MG and then normalize
each element in MG by (1):

MGSM (i) =
MG(i) − Mmin

Mmax + Mmin
(1)

where Mmin = minMG, Mmax = maxMG and 1 ≤ i ≤ (3 × H × W ). See Fig. 2
(b) for an example of a saliency map given an image.

3.2 Template ROI Localization

Based on the saliency map MGSM generated in the Sect. 3.1, we utilize the
following steps to locate the template ROI of a given image. Firstly, we binarize
the saliency map MGSM with the threshold Vb using (2):

MBGSM (i) =

{
1, MGSM (i) ≥ Vb

0, MGSM (i)<Vb

(2)

Then, a standard grid of N × N is used to divide the MBGSM (i) into N × N
subregions.

To make it clear, we define the pixel-of-interest as the pixel with a value of
one in MBGSM and the significant score of each subregion as the proportion of
pixels-of-interest inside it, which indicates the probability of a subregion being
part of the desired class.

Furthermore, we define the subregion of interest SRinterest as the subregion
of which the significant score exceeds a pre-defined threshold thrs.
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Fig. 3. The first column shows the original images. The second to fourth columns
show the saliency maps, the significant score matrixes (the size of which are 64× 64
for explanation), and the template ROIs (denoted by red rectangles) of corresponding
images, respectively. (Color figure online)

Nsr is the number of subregions of interest in a saliency map. For each subre-
gion of interest SRinterest(j), where 1 ≤ j ≤ Nsr, we record the coordinates of its
top-left corner and bottom-right corner, which are (xj,min, yj,min) and (xj,max,
yj,max), respectively. The outermost boundary coordinates of these subregions
of interest can be calculate by (3):

xmin = min
1≤j≤Nsr

{xj,min}
ymin = min

1≤j≤Nsr

{yj,min}
xmax = max

1≤j≤Nsr

{xj,max}
ymax = max

1≤j≤Nsr

{yj,max}

(3)

We then expand this region, of which the coordinates of top-left corner and
bottom-right corner are (xmin, ymin) and (xmax, ymax), respectively, to a larger
region having the same aspect ratio as input image I. This region we obtained
from the above process is denoted as template ROI. See Fig. 3 for examples of
localization of template ROI.

3.3 Selective Sampling

In order to do selective sampling, we firstly calculate the center (xc, yc) of
template ROI: xc = xmin+xmax

2 , yc = ymin+ymax

2 ; and height Hroi and width
Wroi of template ROI: Hroi = ymax − ymin and Wroi = xmax − xmin.

Next, we build up the selective sampling functions for generating candi-
date ROIs in the neighborhood of template ROI. Set x and y are the cen-
tral coordinates of a candidate ROI. We assume that the probability density
function of x follows gaussian distribution with a mean of xc and a standard
deviation of g(Wroi), where g(Wroi) is a linear function of Wroi. x can be
written as: x ∼ N(xc, g(Wroi)2). The similar assumption for y is written as:
y ∼ N(yc, g(Hroi)2). For simplicity, we set g(v) = λ · v, where λ controls the
dispersion of the distribution.
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To bring more variation, we transform the scale of template ROI by merely
multiplying a random variable r, which is sampled from a uniform distribution
and can be written as r ∼ U(Llow, Lhigh). Hence the height and width of a
candidate ROI become (r · Hroi) and (r · Wroi), respectively.

We adopt the following method to check whether the most salient regions are
inside a candidate ROI. We first sum up all elements inside the template ROI
in a saliency map and get a template score denoted as Stroi. Then the score of a
candidate ROI Scroi is calculated. We only feed the candidate ROI whose Scroi

is no lower than (threc · Stroi) to CNN.
To make it clear, we denote both template ROI and candidate ROI as finest-

scale ROI. In addition, we only adopt selective sampling during training for
alleviating model overfitting.

3.4 Multi-scale ROI-based Cropping

Given an image I, the coordinates of a finest-scale ROI are xmin, ymin, xmax

and ymax. K is the number of ROIs needed to be generated and K ≥ 1. The
coordinates of the jth-scale (1≤ j ≤ K) ROI can be calculated by using (4):

x
(j)
min = xmin − (j − 1) · xmin

K + 1
, y

(j)
min = ymin − (j − 1) · ymin

K + 1

x(j)
max = xmax +

(j − 1) · (W − xmax)
K + 1

, y(j)
max = ymax +

(j − 1) · (H − ymax)
K + 1

(4)
After multi-scale ROI-based cropping, all these ROIs are resized to a same

resolution. See Fig. 2 (c) for an example of the multi-scale ROI-based cropping.

3.5 Testing Strategy Based on ROI-Based-DAM

For an image I in the testset, we firstly localize the template ROI based on
its saliency map generated by Guided-Grad-CAM. Then, we generate ROIs of
K different scales using the method described in Sect. 3.4. All these ROIs are
resized to the same resolution and fed to the CNN module. Finally, we do the
pointwise summation of all these ROIs’ softmax outputs.

4 Experiments

4.1 Dataset

We conduct experiments on three widely-used fine-grained image datasets:
Caltech-UCSD Birds (CUB-200-2011) [19], FGVC-Aircraft [12] and Stanford-
Cars [9]. Bounding box or part annotations are not available in all the
experiments.
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4.2 Implementation Details

We adopt ResNeXt-50 [21] as the backbone. For the baseline, ResNeXt-50 is
firstly pre-trained on the ImageNet dataset [3] and then fine-tuned on different
target datasets. There are four stages in ResNeXt-50 backbone. During training,
we fix the parameters in stage one and fine-tune the rest. The model is trained
using Stochastic Gradient Descent (SGD) with the momentum of 0.9, epoch
number Nepoch of 60, weight decay of 0.0001, label smoothing [18] of 0.1, and a
mini-batch size of 16. The initial learning rate is set to 0.01 and is decayed to
0.001 in the last 40% epochs. The model is implemented using PyTorch [13] on
a TitanXP GPU.

Data Preprocessing. In the training phase, each image is first resized to a
resolution of (600, 600), from which regions of (448, 448) are randomly cropped.
Besides, random horizontal image flipping is used when training. The data pre-
processing of each image for inference is the same, except that a center region
of (448, 448) is cropped.

Table 1. Comparison of our approach to recent results on CUB-200-2011, FGVC-
Aircraft and Stanford Cars

Method CUB Aircraft Cars

FCAN [11] 84.3 – 91.5

RA-CNN [5] 85.3 – 92.5

MA-CNN [23] 86.5 89.9 92.8

NTS-NET [22] 87.5 91.4 93.9

TASN [24] 87.9 – 93.8

S3N [4] 88.5 92.8 94.7

FDL [10] 88.6 93.4 94.3

WS-DAN [6] 89.4 93.0 94.5

FT baseline 86.6 91.5 93.0

ROI-based-DAM (ours) 88.5 92.8 94.5

ROI-Based-DAM. The parameter settings in ROI-based-DAM are as follow:
N = 64, Vb = 0.5, thrs = 0.1, λ = 0.1, Llow = 0.9, Lhigh = 1.3, threc = 0.95.
All ROIs are resized to the same resolution of (448, 448) before feeding to the
CNN. We denote Ktr (Ktr ≥ 1) as the number of multi-scale ROIs generated
from an image in the training phase, and Kte (Kte ≥ 1) as the number of multi-
scale ROIs generated from an image in inference. Since the original dataset is
expanded (Ktr + 1) times after utilizing the ROI-based-DAM, we reduce the
epoch number by multiplying 1

(Ktr+1) for fair comparison. For example, if Ktr

= 3, the epoch number NROI,epoch is Nepoch

Ktr+1 = 60
4 = 15.
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4.3 Numerical Results

The classification performance is evaluated by the top-1 classification accuracy
(%). Average test accuracy of the ROI-based-DAM under Ktr = 3 and Kte = 3
is recorded in our experiments. As shown in Table 1, our model (ROI-based-
DAM) significantly outperforms the ResNeXt-50 baseline (FT Baseline) on all
three datasets, and can achieve comparable performance with state-of-the-art,
which demonstrates the effectiveness of ROI-based-DAM to FGVC.

4.4 Ablation Study

In this section, we evaluate the contribution of Ktr and Kte in CUB-200-2011
and compare the proposed ROI-based-DAM with standard data augmentation
method such as multi-scale randomly-zoom-in to test its efficiency.

Table 2. Test accuracy under different Ktr; Ori represents the original dataset and Δ
denotes the improvement.

Trainset Max (%) Min (%) Avg± std(%) Δ (%) P-value

Ori 86.7 86.5 86.6± 0.1 0 –

Ori with Ktr = 1 87.4 87.0 87.2± 0.2 +0.6 2.16× 10−4

Ori with Ktr = 2 88.0 87.3 87.7± 0.2 +1.1 3.07× 10−5

Ori with Ktr = 3 87.9 87.4 87.6± 0.2 +1.0 1.28× 10−5

The Contribution of Ktr . In this section, we study the effect of Ktr on test
accuracy. For a fair comparison, only center crop (CC) is used for inference. Each
experiment is run under five random seeds and statistic data of these comparison
results are recorded in Table 2. T-tests are used to determine whether these
improvements of different Ktr are significant to the baseline.

It can be seen from Table 2 that training DNN with larger Ktr such as 2 or 3
can bring about a clear and significant improvement of 1% to the test accuracy
compared with the baseline, indicating that effectiveness of the proposed ROI-
based-DAM in training.

The Contribution of Kte. In this section, we study the effect of Kte on test
accuracy. In the comparison experiments, we keep Ktr fixed and only vary Kte

to see its influence on test accuracy. Each experiment is run under five random
seeds. See Table 3 for the statisitc results.

First of all, we demonstrate that network training’s randomness has little
influence on the network performances since STDs of these test results, caused
by this randomness, are small on the CUB-200-2011. Secondly, it can be seen
that even setting Kte = 1 can bring about a significant improvement to the
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baseline under the same Ktr. Furthermore, it seems that the average test accu-
racy has a clear trend towards increasing if Kte increases, indicating that larger
Kte (the max Kte we adopted in the experiments is 3) might bring about more
improvements. For example, when Ktr is fixed as 1, setting Kte to 3 can bring
about a significant improvement of 1% to the test accuracy compared with the
corresponding baseline. All these results indicate that the more ROIs of different
scales are used, the better the inference could be. The reason that multi-scale
ROIs works for inference could be that these ROIs’ softmax outputs complement
each other and further boost the test accuracy after doing pointwise summation.
In short, we recommend Ktr = 3 and Kte = 3 in experiments.

Comparison with Random Data Augmentation. Since ROI-based-DAM
knows how to zoom in and crop the input image for training, we want to see
whether ROI-based-DAM is more efficient than standard data augmentation
such as multi-scale randomly-zoom-in (RZI). As for RZI, we define KRtr to
be the number of multi-scale cropped regions for an image in the training set.
For fair comparison, we set KRtr = Ktr = 3 in the experiment. In order to
implement RZI, we first rescale the image to a resolution of (448 × r, 448 × r),
here r is randomly sampled from a predefined list [1.0, 1.2, 1.4, 1.6]. Then we
randomly crop a region of (448, 448) from this rescale image. In addition, we
compare the ROI-based-DAM with standard five-crop (four corners and central
crop) to see which one is more efficient in inference. See Table 4 for the statistic
data of these comparison results.

We can see that, in Table 4, when only center crop is used for inference, the
proposed ROI-based-DAM can bring about a significant improvement of 1.0%
to the test accuracy on the baseline, while the RZI can only bring about an
improvement of 0.3%. Moreover, when five-crop is used for inference, our method
can bring about a significant improvement of 1.5% to the baseline, while the
RZI has no advantage compared with the baseline. All the comparison results
indicate that the proposed ROI-based-DAM is more efficient than standard data

Table 3. Test accuracy under different Kte and Ktr. Ori represents the original
dataset. CC represents center image cropping. Δ denotes the improvement

Trainset Testset Max (%) Min (%) Avg± std (%) Δ (%) P-value

Ori with Ktr = 1 CC 87.4 87.0 87.2± 0.2 0 –

Ori with Ktr = 1 CC with Kte = 1 87.9 87.6 87.8± 0.1 +0.6 5.67× 10−4

Ori with Ktr = 1 CC with Kte = 2 88.3 87.7 88.1± 0.2 +0.9 1.75× 10−4

Ori with Ktr = 1 CC with Kte = 3 88.4 87.8 88.2± 0.2 +1.0 5.16× 10−5

Ori with Ktr = 2 CC 88.0 87.3 87.7± 0.2 0 –

Ori with Ktr = 2 CC with Kte = 1 88.6 88.0 88.3± 0.2 +0.6 7.69× 10−3

Ori with Ktr = 2 CC with Kte = 2 88.7 88.0 88.3± 0.2 +0.6 6.30× 10−3

Ori with Ktr = 2 CC with Kte = 3 88.9 88.1 88.4± 0.3 +0.7 5.01× 10−3

Ori with Ktr = 3 CC 87.9 87.4 87.6± 0.2 0 –

Ori with Ktr = 3 CC with Kte = 1 88.6 87.8 88.1± 0.3 +0.5 2.22× 10−2

Ori with Ktr = 3 CC with Kte = 2 88.6 88.1 88.4± 0.2 +0.8 4.56× 10−4

Ori with Ktr = 3 CC with Kte = 3 88.7 88.3 88.5± 0.2 +0.9 1.03× 10−4
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Table 4. Comparison with RZI in CUB-200-2011 Dataset. Ori represents the original
dataset. CC represents center image cropping. Δ denotes the improvement

Method Trainset Testset Max (%) Min (%) Avg± std (%) Δ (%) P-value

Baseline Ori CC 86.7 86.5 86.6± 0.1 0 –

RZI Ori with KRtr = 3 CC 87.1 86.7 86.9± 0.1 +0.3 7.98× 10−3

ROI-based-DAM Ori with Ktr = 3 CC 87.9 87.4 87.6± 0.2 +1.0 1.28× 10−5

RZI Ori with KRtr = 3 Five-crop 87.1 86.4 86.6± 0.2 +0 0.875

ROI-based-DAM Ori with Ktr = 3 Five-crop 88.3 87.9 88.1± 0.1 +1.5 1.50× 10−7

augmentations during training and in inference, suggesting that the ROI-based
data augmentation can play an important role in FGVC.

4.5 Qualitative Results

To analyze why the ROI-based-DAM works, we draw the multi-scale ROIs gen-
erated by the proposed ROI-based-DAM, see Fig. 4. We use red and blue rect-
angles to denote the regions at K scales generated by ROI-based-DAM, with
red rectangle denoting the finest-scale ROI and blue rectangle denoting other
coarser-scale ROIs. It can be seen that in Fig. 4 the finest-scale ROIs are indeed
informative for fine-grained classification. Moreover, all of these multi-scale ROIs
can complement each other and be helpful for final inference.

Fig. 4. The multi-scale ROIs proposed by the ROI-based-DAM. The first two rows
show K = 3 in CUB-200-2011. The third and fourth rows show K = 3 in Stanford
Cars.

5 Conclusion

In this paper, we propose a simple yet efficient data augmentation method ROI-
based-DAM. The ROI-based-DAM can first locate the most informative regions
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in an image without any bounding box or part annotations and then generate a
set of high-quality multi-scale ROI-based images at a very low cost. Moreover,
it can be easily implemented in the standard training and inference phases to
boost the test accuracy of FGVC. Extensive experiments on FGVC datasets
demonstrate the effectiveness of the proposed ROI-based-DAM.
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Abstract. Fully convolutional neural networks (CNNs) can process
input of arbitrary size by applying a combination of downsampling and
pooling. However, we find that fully convolutional image classifiers are
not agnostic to the input size but rather show significant differences in
performance: presenting the same image at different scales can result in
different outcomes. A closer look reveals that there is no simple relation-
ship between input size and model performance (no ‘bigger is better’),
but that each network has a preferred input size, for which it shows
best results. We investigate this phenomenon by applying different meth-
ods, including spectral analysis of layer activations and probe classifiers,
showing that there are characteristic features depending on the network
architecture. From this we find that the size of discriminatory features
is critically influencing how the inference process is distributed among
the layers. Based on these findings we are able to derive basic design
guidelines for optimizing neural architectures on specific datasets.

Keywords: Convolutional neural networks · Input size · Resolution ·
Scale

1 Introduction

The superior performance of convolutional neural networks in computer vision
can be attributed to the way they extract information from image data. The
information processing follows a bottom-up approach, where smaller, less com-
plex features, extracted by earlier layers, are successively combined to larger
and more complex features in later layers. The receptive field of a convolutional
layer can be seen as an upper bound of the size of features it can extract.1 This
property results in deeper layers being able to detect larger patterns than earlier
layers, since they are able to “see” an increasingly wider area on the input image.
This also means that the size of the input image controls to some degree how

1 In this work we refer to the height and width measured in pixels (absolute size) as
“size”.
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the inference process is distributed inside the network’s structure [9]. In classifi-
cation tasks the images fed into the network is by convention resized to a fixed
sized square (often 224 × 224 pixels), which means that there is also an upper
limit to the usefulness of increasingly larger receptive field sizes. The relevance
of this is demonstrated by Tan and Le [12], who show that a network needs to
be scaled together with the input resolution to achieve good efficiency.

In this work, we further investigate this relationship between input size and
model architecture by answering the following questions:

– Has the size of the input image an effect on the predictive performance of CNN
classifiers? Answer: yes, altering the resolution and adding details improves
performance independent of each other (Sect. 3.1).

– Does the size of the input image influence how the information is processed
in the network? Answer: yes, we can show that processing significantly dif-
fers depending on input size (Sect. 3.2) and the size of the depicted objects
(Sect. 3.3).

– Can we know in advance which layers will contribute to the quality of the pre-
diction based on the input size? Answer: For strictly sequential architectures
the receptive field size allows identifying unproductive layers (Sect. 3.4).

– Do residual connections influence the observed behavior? Yes, residual con-
nections can help to involve more layers in the inference process (Sect. 3.5).

– Are there implications for neural architecture design? Answer: Yes; we pro-
pose methods to optimize architectures before and after training (Sect. 4).

2 Background

2.1 Fully Convolutional Networks

This work focuses on fully convolutional neural network classifiers; the current
de facto standard for CNN classifier architectures [3,5,12]. The key difference
is the use of a global average pooling layer (GAP), that replaces the flattening
operation in older architectures like AlexNet [7]. After a global pooling layer,
every dense layer is functionally a 1 × 1 convolution. Since convolutions are
agnostic towards the height and width of the input, the model can now process
images of arbitrary size. Being able to change the size of the input image without
altering the architecture of the CNN is important for avoiding potential artifacts
induced by architectural changes. For this reason, we also modify non-fully con-
volutional architectures such as the VGG-family of networks by [11] to be fully
convolutional. This is done by making the final pooling layer global [8].

2.2 Probe Classifiers, Saturation and Tail Patterns

For the analysis of trained models, we use probe classifiers. Probe classifiers
are a tool for analyzing how the solution quality progresses while the data is
propagated through neural networks [1]. In order to do this, logistic regression
“probes” are trained on the same task as the model, using the output of individual
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Fig. 1. VGG16 exhibits a tail pattern starting from Conv8. In the tail, saturation is
low, and probe accuracy is stagnating at the same level as the model output.

layers from the trained model as input. Since the softmax layer and the probes
effectively solve the same task, the probes can be used to judge the quality of
the intermediate solutions. Typically, probe performance increases layer by layer
approaching the model’s performance (Fig. 1 demonstrates).

We previously proposed saturation as another one-dimensional metric quan-
titatively describing a neural network layer [9]. Saturation is the percentage of
eigendirections on the layer’s output required to explain 99% of the variance.
Intuitively saturation measures a percentage of how much the output space of
a layer is “filled” or “saturated” with the data. A sequence of low-saturated
layers (<50% of the average saturation of all other layers) is referred to a “tail
pattern” and indicates that these layers are not contributing qualitatively to the
prediction (see Fig. 1). Probe performance typically stagnates, or even falls, in
tail layers [9].

2.3 Receptive Field Size

The receptive field is the area on an image that influences the output of a con-
volution operation. For this work, the size of the receptive field (described as a
scalar2) is important, since it reflects a spatial upper bound of visual patterns
detectable by the respective layer.

For sequential convolutional neural networks (no multiple pathways during
the forward pass) the receptive field size can be computed analytically. We refer
to the receptive field r of the lth layer of sequential network structure as rl (with
r0 = 1, which is the “receptive field” of the input). For all layers l > 0 in the
convolutional part of a sequential network, the receptive field can be computed
with

rl = rl−1 + ((kl − 2)
l−1∏

i=0

si) (1)

where rl−1 is the receptive field of the previous layer, kl refers to the kernel
size of the layer l (with potential dilation already accounted for) and si to the
stride size of the layer i. The receptive field increases with every convolutional

2 Technically a 2-tuple, however since square kernels are the norm we can make this
simplification.
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layer with a stride or kernel size greater 1. Strides also multiplicatively effect the
growth rate of consecutive layers rl+n, since the feature map is downsampled.

For the purpose of this work, we ignore skip connection for this computation,
since we are only interested in the receptive field size as a spatial upper bound.
This allows us to compute the receptive field sizes in ResNet-models.

2.4 Methodology

Choice of Models. The experiments are primarily conducted on VGG and
ResNet-style architectures [3,11]. VGG-style architectures serve as a baseline,
since they are simple sequential CNN architectures.

For more complex architectures we choose the ResNet family - primarily
ResNet18. There are two reasons for this. First, ResNet networks utilize many
ideas of modern neural architectures, like the building block design and resid-
ual connections, while being rather simple in their structure [5,12]. Second, the
ResNet family3 (ResNet18 in particular) is easy to visualize, while many more
complex derivative architectures feature a more non-sequential structure and
large numbers of consecutive layers, making experimental results harder to inter-
pret.

Training Setup. The training data was augmented by random cropping, hor-
izontal flipping and channel-wise normalization of the data points, using the
means and standard deviations of every color channel in ImageNet. Except where
noted, the network’s input resolution was the native resolution of the dataset.
Images that were resized were re-sampled by bilinear interpolation after the data
preprocessing and augmentation. All experiments used a batch size of 64.

Throughout our experiments, we used Stochastic Gradient Descent to train
the network. The initial learning rate was 0.1. This decreased to 0.01 after one
third of the epochs and 0.001 after two thirds. Models (except ResNet50) were
trained for 30 epochs. ResNet50 was trained for 60 epochs, due to its slower
rate of convergence. Hyperparameters were not fine-tuned, since state-of-the-art
performance was not the goal of this study. We found that different learning
rates, optimizers, batch sizes, data augmentations and number of epochs trained
did not noticeably affect any model that successfully converged.

Datasets. For the experiment in Sect. 3.1 we used the iNaturalist and ImageNet
benchmarks [4,10]. In other sections we used CIFAR10 [6], which allowed for a
more in-depth analysis due to its limited size [6]. Experiments were reproduced
on MNIST and TinyImageNet. Our code is publically available4.

3 For the sake of consistency and comparability, when we talk about to ResNet models
we specifically refer to the ImageNet versions of these architectures, unless specified.

4 https://github.com/delve-team/phd-lab.

https://github.com/delve-team/phd-lab
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3 Experiments

We first demonstrate that input size affects the predictive performance of models
even though no information is added when upsampling an image. We investigate
this behavior further by analyzing networks trained on CIFAR10. Based on these
results, we investigate the role of locality of discriminatory features in the image.
Finally, we discuss the role of the receptive field in these observations and analyze
the influence of residual connections.

3.1 Image Size Affects Model Performance Even with No
Additional Detail

Tan and Le [12] explained that classifiers perform better on larger images because
they feature additional detail. From this statement we derived our working
hypothesis - additional detail is the only reason larger images are classified more
accurately. By increasing the image size - with or without adding detail - we
were able to investigate this working hypothesis.

We trained models on ImageNet and iNaturalist in three different settings
that we refer to as A, B and C. Models of set A were trained on images with
a size of 224 × 224 pixels, providing the performance baseline. Set B models
were trained on the images in set A downsampled to 32 × 32 pixels. Based on
our hypothesis, we expected a drop in performance relative to set A. Set C was
trained on the images used in set B up-sampled to 224 × 224 pixels, increasing
the image size but not adding any detail. According to the working hypothesis,
model performance should not be higher than in set B.

Table 1. Relative top1-accuracy: the models are trained twice, first on downscaled
data with 32 × 32 resolution. The second training scales the images up to 224 × 224
again. The accuracy is relative to a baseline model of the same architecture trained on
regular 224 × 224 pixels images.

Dataset VGG16 ResNe18 ResNet50 EfficientNet-B0

Downscaled (32 × 32) ImageNet 15.35% 66.08% 28.21% 19.32%

Upscaled (224 × 224) ImageNet 45.74% 67.39% 71.8% 64.45%

Downscaled (32 × 32) iNaturalist 36.83% 30.4% 33.87% 15.34%

Upscaled (224 × 224) iNaturalist 45.74% 52.68% 54.38% 63.79%

In the results in Table 1 we see that decreasing the resolution had a negative
effect on performance. Upsampling Set B images partially regained the lost per-
formance. This contradicts our working hypothesis - the size of the input image
is an additional factor affecting model accuracy. Models do not perform better
on larger images solely because they have more information to work with.
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3.2 Input Size Affects the Inference Process of the CNN

To understand why upsampling images improves performance, we investigated
how the input resolution affects inference in the trained model. We trained
ResNet18 on three CIFAR10 resolutions; 32×32 pixels, upsampled to ResNet18’s
default input 224 × 224 pixels and intentionally oversized to 1024 × 1024 pixels.

Fig. 2. Changing the input size changes how the inference is distributed among the
layers, affecting performance in the process.

The results in Fig. 2 show that the image size redistributes the network’s
inference process. At 224 × 224 pixels the inference is distributed most evenly.
This is also where the network performs the best, at 92.79% accuracy. At 32 ×
32 pixels performance drops to 84.64%. We also observe that layer saturation
decreases sharply after two-thirds of the network in a clear tail pattern,5 while
probe performance flat-lines at this point.

Shrinking the input size shifts much of the inference process to earlier layers
of the network. Similarly, a drastically increased resolution of 1024×1024 pixels
shifts the inference process closer to the final layer. Oversizing the input image
also reduces the network’s predictive performance to 86.77%.

3.3 The Role of the Size of Discriminatory Features in the Relation
of Model and Input Resolution

From object detection research, we know that learned patterns in CNNs are often
not scale-invariant [2]. This indicates that processing objects of different size is
handled by different parts of the network. Based on our previous observations,
we hypothesized that the uneven distribution of the inference is caused by the
size of features on the images used for classification.

To verify this experimentally, we trained models on a modified version of the
CIFAR10 dataset. In this version, the CIFAR10 images are randomly embedded
in a black canvas of 160×160 pixels. This restricted all potentially discriminatory
features to a 32 × 32 pixel region. If the absolute size of the object influences
which parts of the network process the information, the resulting tail pattern
and evolution of the probe performances should be similar to the same model
trained on CIFAR10 on its native resolution.
5 Sudden drops of probe performance are caused by ResNet skipping layers [1,9].
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The results in Fig. 3 show that this is the case. The tail pattern starts at
the Conv8 layer in both scenarios. Upscaling the images to 160 × 160 results in
different saturation and probe patterns (see Fig. 3).

This is convincing evidence that the relevance of the input size when training
classifiers comes from the absolute size of the discriminatory features (measured
in pixels) detected by the model.

Fig. 3. Similar object size results in similar distribution of the inference process, as
indicated by the probe performances (left) and the position of the tail (right).

3.4 The Role of the Receptive Field in Relation to the Object Size

Our experiments thus far hint that features of different sizes are recognized by
different layers in the model. In this section, we will investigate the causes of
this phenomenon from an architectural point of view. From the perspective of
the architecture, the receptive field of a layer can be considered an upper bound
for the size of recognizable features. Since the receptive field expands with every
layer that has stride and/or kernel size >1, increasingly large features can be
recognized. We hypothesize that for simple, sequential architectures like the
VGG-family of networks6 the receptive field is the dominating factor influencing
whether unproductive layers are present, and where they are in the network.

We studied this property of the receptive field by training the VGG-style net-
works on CIFAR10 and adding the receptive field as an additional information
to our analysis. In Fig. 4 we indicate the first layer that processes input from
a layer with a receptive field size greater than the input size with a black bor-
der. We will refer to this layer as the border layer. For both architectures, this
border separates layers contributing to the inference process from layers that do
not contribute to the quality of the inference significantly. This suggests that
a layer in a simple, sequential architecture can only substantially improve the
performance when novel information is integrated into positions on its feature
map.

6 We define a simple architecture as a sequential architecture consisting only of con-
volutional, pooling and fully connected layers.
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(a) VGG11 (b) VGG19

Fig. 4. The border layer (black vertical bar) separates the “solving” part from the
“compressing” part of the model, as indicated by the probes and saturation.

We investigated this observation further by testing architectures that alter
the receptive field size differently than VGG-style networks. We tested the effect
of dilated convolutions by training a modified VGG19 with a dilation rate of 2 in
all convolutional layers. This modification effectively increases the kernel sizes
of all layers, which in turn increases the receptive field size without changing
the number of parameters. We also turned ResNet18 into a sequential model by
removing the residual connections. This ResNet-variant differs from VGG-style
models in multiple ways. It uses mostly convolutions with stride = 2 for down-
sampling and a more aggressive downsampling strategy, by using 2 additional
downsampling layers right after the input, resulting in a much larger receptive
field. From the results in Fig. 5 we can see that the behavior of both models is
consistent with previous observations.

(a) ResNet18 (no res. connections) (b) VGG19 (dilation=3)

Fig. 5. ResNet18 exhibits the same patterns observed in Fig. 4, when the skip-
connections are removed (a). Increasing the receptive field by dilating convolutions
(b) for VGG19 produces results consistent with Fig. 4.

Finally, we investigated how the solution develops inside the feature maps
of different parts of the network. We modified our logistic regression probes [1]
method by applying a single probe to every position of every layer’s feature
map. We then computed the relative performance of the probes by dividing the
probe accuracy with the network’s accuracy (both evaluated on the test set).
By doing so, we can visualize the quality of the partial solutions contained in
every position of the feature map based on their position. We observe in Fig. 6
that in early layers the central positions on the feature map generally perform
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best, while outer positions perform increasingly worse, with the corner positions
generally being the worst. We suspect that the receptive field is at least partially
responsible for this, since outer positions on the feature map will receive more
black padding and thus less information with the receptive field expansion as a
center pixel.

(a) Pre-Border (b) Border (c) Post-Border (d) Last Layer

Fig. 6. The heatmaps display the performance of probes relative to the model perfor-
mance. Each probe is trained on a single position of the feature map.

Another interesting observation in Fig. 6 is, that the centermost positions on
the feature map contain partial solutions roughly equivalent to the performance
of the entire model. As the saturation drops and layers become part of the low-
saturated tail, the partial solution quality becomes increasingly homogeneous
across feature map positions. In the last layer, each vector on the feature map
is as linearly separable regarding the classification task as the average pooled
solution. We conclude based on these measurements that this homogenization
of partial solution quality is also responsible for the drop in saturation.

Based on these observations, we conclude that simple, sequential neural net-
works may develop two stages of inference when the image is smaller than the
receptive field size of the model: The first being the solving stage, where the
data is processed incrementally to achieve loss minimization. The second stage,
starting from the border layer, is the compressing stage. This stage compresses
the latent space by homogenization of the partial solutions for every position in
the feature map.

3.5 The Role of Residual Connections

Residual connections are often used in neural network architectures [3,5,12]. Net-
works with residual connections can add “deltas” to the existing representation
of the data rather than transforming it entirely [3]. The residual connection itself
does not expand or change the receptive field. Features based on lower receptive
field sizes might then “skip” layers, to be processed later in the network. As a
consequence, information based on multiple receptive field sizes may be present
after a residual connection. Thus, inference can be distributed across more layers.

We would therefore expect that models utilizing residual connections use
layers after the border layer to improve the prediction. As was previously defined,
the border layer is the first layer to receive an input produced by a layer with a
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receptive field size larger than the image. In sequential architectures, it is also
the layer separating the solving and compressing stage of the model.

In Fig. 7 we observe such a post-border layer improvement. Both networks
improve the probe performances and stay highly saturated long after the border
layer has processed the data. Since we tested ResNet18 without residual connec-
tions in the previous section (see Fig. 5), we can attribute this behavior to the
residual connections.

(a) ResNet18 (b) ResNet34

Fig. 7. Residual connections allow networks to utilize layers past the border layer
(marked with the vertical bar). Drops in probe performance are an artifact of ResNet
skipping layers [1,9]

While residual connections have a positive effect on the predictive perfor-
mance of ResNet18 (84.61% accuracy with and 79.05% accuracy without resid-
ual connections), the performance still remains worse than VGG-style models.
We attribute this to the lower overall receptive field size of VGG19, which is
only 252 pixels. ResNet models downsample more aggressively in the beginning,
resulting in receptive field sizes of 413 (ResNet18) and over 800 pixels (Resnet34)
respectively. This suggests, that matching the receptive field size with the input
size remains important when using residual connections in the architecture.

Therefore, it should be possible to improve the performance of the (Ima-
geNet optimized) ResNet18 and 34 by reducing the size of the receptive field.
This was implicitly done by [3], who proposed a CIFAR10-optimized ResNet
variant. This architecture has no max-pooling layer and the first layer has its
stride size and kernel size halved, reducing the receptive field from 413 to 109
pixels. The effect of these reductions can be seen in Fig. 8: the proportion of low-
saturated layers is drastically reduced for both models and the inference process
is now more evenly distributed. This explains the performance increases relative
to ImageNet-optimized models. By redistributing the inference we increased per-
formance from 84.61% to 91.95% for ResNet18 and from 82.76% to 92.21% for
ResNet34, demonstrating how the receptive field is an important architectural
consideration.
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(a) CIFAR10 optimized ResNet18 (b) CIFAR10 optimized ResNet34

Fig. 8. Removing the Stem from ResNet18 and 34 quarters receptive field size, resulting
in better distributed inference and accuracy.

4 Implications on Neural Architecture Design

During Architecture Selection. From the observations made in this work, we
can derive some basic guidelines regarding the design of neural architectures. We
show in Sect. 3.4 that sequential models stop improving the intermediate solution
qualitatively at the border layer - the first layer to receive input from a layer
with a receptive field size greater than the input size. Since the receptive field
size is known beforehand, we can adjust the architecture before training, such
that the receptive field matches the input resolution, avoiding the unproductive
layers at the design stage.

Post-training. We also show in Sect. 3.3 that the size of discriminatory fea-
tures is the underlying reason for the observed behavior. The size of the largest
feature is bounded by the image size. When the entire image is classified, like in
ImageNet, MNIST or CIFAR10, the largest feature is likely almost as large as
the image itself. However, for general image datasets the largest feature might
well be significantly smaller than the image. When training, this would show up
as a saturation tail pattern, indicating that layers in the tail do not contribute
significantly to inference. When such a tail is detected, the architecture can be
adjusted accordingly (see examples in Fig. 8). Alternatively, unproductive tail
pattern layers can be replaced with a global pooling layer followed by the fully
connected end layer(s).

Another advantage of post-training saturation-based optimization is that it
also applies to networks with residual connections, since they too produce tail
patterns when the receptive field is too large (see Fig. 2).

5 Conclusion

For a long time deep learning has been about developing bigger, deeper and
more complex models to improve performance. Our work provides a counter-
point, showing that neural networks can have too big receptive fields, leading to
some layers not contributing to the solution. This leads both to wasted computa-
tions and sub-optimal performance. We further showed that residual connections
counteract too-large receptive fields to a certain degree by allowing more layers
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to contribute to the inference process. This has long been suspected, but there
has been little direct evidence.

Finally, we demonstrated that probe classifiers and layer saturation are use-
ful tools to analyze the relationship between dataset and model architecture.
These tools let practitioners quantitatively evaluate their models with orders-of-
magnitude less data and give insight into the inference process inside the model.
It shines some light into the black box that is a neural network, and lets us study
networks more rigorously.
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Abstract. Depthwise separable convolution has demonstrated its
advantages in reducing the number of parameters and neural network
calculations. Convolution-oriented hardware accelerators are outstanding
in terms of saving resources and energy. However, lightweight networks
designed for small processors do not perform efficiently on these accel-
erators. Moreover, there are too many models to design an application-
specific circuit for each model. In this work, we propose a method of
mapping depthwise separable convolution on a general-purpose vector
processor. This method achieves high computational performance by
increasing data reuse and parallel execution. First of all, we propose
a multi-vector parallel convolution method to reduce the number of
data reads and increase data utilization in depthwise convolution. Then,
we divide the data of pointwise convolution into coarse-grained blocks
and compute matrix multiplication in parallel on a multi-core processor,
achieving high computational efficiency. Furthermore, we use a double
buffer mechanism to optimize data transfer and shorten execution time.
Overall, using MobileNet to evaluate depthwise separable convolution,
multi-vector parallel convolution method on M-DSP reduces the number
of reads and writes by up to 4 times. We achieve 1518 FPS and 1.783
TFLOPS at a batch size of 1, which is 1.87× faster than ZU9 MPSoc
and 3.89× more calculation-efficient than 2080Ti GPU.

Keywords: Depthwise separable convolution · Multi-vector parallel
convolution · Matrix multiplication

1 Introduction

Convolutional neural networks (CNNs) are widely used in image recognition,
target detection and instance segmentation for their great success. CNNs are
formed by a stack of different layers including convolution, activation, pooling
and fully connected layers. The new models increase the number of convolution
layers to enhance the feature extraction capability, but this also leads to the high
latency of network inference. To reduce the neural network’s hardware thresh-
old and increase the calculation speed, new neural network reduces the use of
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layers with low computational efficiency (such as the pooling layer). This design
idea can make full use of the processor’s computing power and increase the
program’s running speed. Besides, new calculation methods, like depthwise sep-
arable convolution (DSC), are proposed to replace standard convolutions, which
reduce computation size and the number of parameters. A standard convolution
is broken down into two steps, a depthwise convolution (DWC) for filtering and
a pointwise convolution (PWC) for combining. These methods are hardware-
oriented and suitable for the temporal and spatial locality of the program. Com-
pared with previous neural networks, the networks using these methods reduce
calculation, training time, and inference time.

In recent years, many hardware accelerators have been proposed to deal with
deep neural networks. Dadiannao [2] is designed for general neural network rea-
soning. In [6], FPGA is used to implement neural networks with high energy
efficiency. The limited hardware resources on FPGA lead to poor computational
performance, and a single acceleration circuit cannot support multiple convo-
lution calculations simultaneously. On the other hand, TensorRT is a software
development kit designed by NVIDIA for high-performance deep learning infer-
ence on Graphics Processing Unit (GPU). However, the calculation speed of a
single computing unit is weaker than that of a single-core processor, making a
single data need a longer running time in the GPU. GPU has too many parallel
computing units for DSC, resulting in a waste of computational performance.
How to effectively process small batch tasks on a parallel structure has become
a problem faced by these processors.

Since the image can be converted into a matrix, the convolution of the image
and the filter can be converted into a matrix multiplication. Several accelera-
tors are specially optimized for matrix multiplication to accelerate convolution.
[9] designs an architecture called SIGMA, which has a good effect on matrix
multiplication. SIGMA includes a novel reduction tree microarchitecture named
forwarding adder network, which offers high utilization of all its processing ele-
ments. Although PWC can be calculated by matrix multiplication, DWC must
convert the image to a matrix, generating much overhead.

Considering that digital signal processor (DSP) performs fast Fourier trans-
form (FFT) efficiently, [7] calculates convolution through time domain and fre-
quency domain transform. However, FFT produces complex numbers in its
implementation, which takes up much space and increases real number calcu-
lations. Experiments show that using FFT for convolution kernels larger than
5×5 has a good effect, but FFT is not suitable for small convolution kernels,
especially for DSC. Texas Instruments DSP (TI DSP) supports users in using
Code Composer Studio (CCS) to develop convolutional neural network applica-
tions quickly. However, due to the lack of library functions and optimization of
image processing applications, TI DSP has poor convolutional network acceler-
ation performance. [10] designed DSP-oriented vectorization method of matrix
multiplication. It is an effective method, which is suitable for general-purpose
DSP processors to process matrix multiplication. However, under normal circum-
stances, the calculation amount of the depthwise separable convolution is much
smaller than that of the standard convolution, resulting in many idle cycles of
the processor.
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In this work, we propose an algorithm for mapping depthwise separable con-
volutions on a high-performance DSP chip called M-DSP. Firstly, we propose
multi-vector parallel convolution (MVPC) for depthwise convolution, which real-
izes the reuse of input data, output data, and kernel data. MVPC is suitable
for small convolution kernels, and we utilize the vector registers in the DSP
cores effectively to reduce data reads and writes. We use multiple multiply and
add operators to achieve parallel computing and use numerous computing ele-
ments to achieve data vectorization. Secondly, we treat pointwise convolution as
matrix multiplication and decompose it into multiple blocks. We execute General
Matrix Multiplication (GEMM) distributedly on multi-core processors to accel-
erate pointwise convolution and minimize its execution time. Finally, we use a
double buffering mechanism to establish a coarse-grained pipeline, reducing the
internal and external data transfer time of DSCs.

2 Related Work

Compared with software, hardware has a significant advantage in accelerating
programs and reducing energy consumption. Many works map algorithms on
application-specific circuits to improve the computational efficiency of CNNs.
[4] design a CNN accelerator called WAX that pushes the boundaries of near-
data execution and short-wire data movement, improving energy consumption
by a minimum of 2.6 times compared with Eyeriss. [5] design the hardware-
oriented ERNets for the adopted block-based inference flow, construct the coarse-
grained FBISA to achieve highly parallel convolution. These accelerators have
high computational efficiency for mapping neural networks. However, due to
the limitation of hardware resources, the computational performance is poor.
And it is cost-effective to increase computing performance by increasing FPGA
hardware resources or manufacturing hardware circuits.

Many works aim to reduce the complexity of convolution. [6] supports effi-
cient indexing and storage of matrices through a combination of software and
hardware. RAMMER [8] improves the computational performance of a deep neu-
ral network from the compiler’s perspective. Standard accelerators treat data
flow graphs as library functions without processing, resulting in greater schedul-
ing overhead and hardware load. RAMMER generates an efficient static spatio-
temporal schedule for a DNN at compile-time to minimize overhead and maxi-
mize hardware utilization. We introduce this idea into the programming of vector
processors to realize coarse-grained parallelism on multi-core DSP. In addition,
we optimize the flow of convolution, standardization, and activation functions,
reducing data reading and writing from the perspective of compilation.

Memory-efficient convolution (MEC) [3] algorithm reduces memory overhead
substantially and accelerates the convolution process. MEC lowers the input
matrix in a simple yet efficient way and then executes multiple small matrix
multiplications in parallel to get convolution completed. The method adjusts
the order of the data to reduce the number of accesses to the memory. We
port this method to a vector processor and increased the parallelism through
vectorization.
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M-DSP core.

3 Algorithm Mapping

3.1 Architecture of Vector Processor

We conduct experiments on a 24-core vector accelerator called M-DSP. It is
designed by the national university of defense technology for high-performance
floating-point operations. It has a peak performance of 4.608 tera floating-point
operations per second (TFLOPS), and its highest read-write bandwidth is 307
GB/s.

Figure 1(a) describes the interconnect structure of M-DSP. The cores
exchange data through the global cache (GC), which has a size of the global
cache is 6 MB. Storage units at all levels have direct memory access (DMA)
units, which can carry out data transmission independent of calculations. Trans-
mission methods include point-to-point, segmentation, and broadcast. Finally,
the vector processor communicates with the master device through the bus and
double data rate SDRAM (DDR). M-DSP supports up to 128 GB of memory.

The hardware architecture of a single DSP core is shown in Fig. 1(b). M-
DSP uses a tight coupling mechanism to combine scalar processing units (SPU)
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Fig. 2. Multilevel storage architecture and double buffering mechanism of M-DSP

and vector processing units (VPU) in each core. The scalar processing elements
(SPE) in SPU are used for scalar calculation and process control. VPU has
sixteen vector processing elements (VPE) for vector calculations, in which there
are three floating-point multiply-and-add operators. In M-DSP, a single core’s
internal vector storage space (AM) is 768 KB, and the scalar storage space (SM)
is 64 KB. The bandwidth between AM and VPU is 2048 bits. AM is divided into
sixteen banks and four partitions to increase data access speed. The scalar in
SM can be copied and expanded into a vector by the scalar-to-vector register
(SVR). There are scalar and vector registers and local storage space inside the
core. The on-chip global cache exchanges data with SM and AM through the bus.
Sixteen 64-bit VPEs in a VPU can implement 32-dimensional single-precision
floating-point vector operations or 64-dimensional half-precision floating-point
vector operations.

3.2 Data Distribution and Optimization on Multi-core DSP

In order to reduce the time of program execution, we use all the cores of M-
DSP for calculation, which makes data transmission a performance bottleneck.
Figure 2 shows the multi-level storage structure of the vector processor. Accord-
ing to the double buffering mechanism, SM is divided into two areas, AM and
GC are divided into four partitions. Mark ① refers to the process of transferring
data from DDR to GC. The black dotted line indicated by mark ② describes
the realization of segmented transmission. The orange line indicated by mark
③ describes how to implement broadcasting. Mark ④ introduces the process of
on-chip cache passing calculation results to GC through point-to-point transmis-
sion. All processors use fences to realize synchronization. Algorithm 1 presents
the data distribution scheme when M-DSP runs depthwise convolution, and algo-
rithm 2 describes the steps of calculating pointwise convolution.
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Algorithm 1. Calculation process of depthwise convolution
Input: height, input channel

1: Determine the calculation amount of DWC for each core according to the number
of cores, and transfer the source data to AM buffer0 in the manner of segmented
transmission (Follow arrow ②);

2: Organize the data of different channels at the same position into vectors, and read
32-dimensional data at a time according to the capacity of the vector register;

3: Broadcast the weight data of DWC to AM buffer1 of each core (Follow arrow ③).
Organize the data of different channels at the same position into vectors, and read
32-dimensional data at a time according to the capacity of the vector register;

4: Calculate DWC according to section 3.2;
5: Each core transmits the calculation result to AM buffer2 in a point-to-point manner

(Follow arrow ④).

Algorithm 2. Calculation process of pointwise convolution
Input: height, input channel, output channel

1: Divide the input data of PWC evenly according to the number of cores, and transfer
the source data to SM buffer0 in the manner of segmented transmission;

2: Broadcast the weight data of PWC to AM buffer0 of each core. Assuming that
the number of input channels of 1*1 convolution is m and the number of output
channels is n, the convolution kernel can be regarded as a matrix of size [m, n]. We
divide the matrix into m parts, each of which is an n-dimensional vector;

3: Transmit a scalar data from SM to AM each time according to section 3.3. Copy
and expand it into an n-dimensional vector;

4: Calculate PWC according to section 3.3;
5: Each core transmits the calculation result to AM buffer2 in a point-to-point man-

ner.

Unlike depthwise convolution, there is no overlapping data between data
blocks transmitted by pointwise convolution. Depthwise convolution uses a 3×3
kernel, and data needs to be reused when the filter larger than 1×1. Pointwise
convolution uses a 1×1 filter with a step size of 1, so the input data is divided
evenly. Each core processes pointwise convolution independently and transmits
the GC results according to the core number and data block size.

We design a mapping algorithm to improve the general-purpose vector pro-
cessor’s computational efficiency to run convolution, thereby converting the
hardware’s computing power into the algorithm’s performance. Optimization
mainly includes two aspects, computing optimization, and storage optimization.

In terms of calculation optimization, due to the poor efficiency of executing
jump structures on the Very Long Instruction Word (VLIW) structure, we mini-
mize the occurrence of judging jump statements and loop statements during exe-
cution. According to the timeline, we expand the CNN algorithm’s instructions
and schedule them to achieve maximum parallel execution. We use instruction
delay slots to increase hardware utilization. Finally, we use scalar calculations
for essential data preparation and instruction scheduling.
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Fig. 3. Introduction to multi-vector parallel convolution method.

In terms of storage optimization, we use a multi-level storage structure and
use a double buffer mechanism to reduce data read and write overhead. Since
the DMA component’s operation does not require a processor, data transmission
and calculation can be performed simultaneously. For example, while calculating
DWC, the weight of PWC is transmitted to AM. The measure of hiding the data
transmission time in the calculation time improves the calculation efficiency.

3.3 Depthwise Convolution Mapping on Single-Core DSP

In the previous subsection, we introduced how to distribute depthwise convolu-
tion data on a multi-core vector processor. Next, we will illustrate the charac-
teristics of DWC and introduce its mapping method on a single-core DSP.

As the name suggests, depthwise convolution uses the different kernels to
convolve on different channels. Therefore, we can achieve n-fold parallelism by
using n-dimensional vectors. Inspired by the MEC algorithm, we proposed a
multi-vector parallel convolution (MVPC) method to achieve data reuse and
parallelism. Figure 3 shows the implementation method of MVPC. We assumed
that there are three multiply-and-accumulate units (MAC), and the step size is
1, so we can process three convolutional blocks at the same time. To achieve
data multiplexing, we move the convolution filter in the horizontal direction and
process the data in parallel from the vertical direction. In this way, we get a
data block of size [5, 3, C ] and store it in 15 C -dimensional vectors. They can
be combined into three logical data blocks of size [3, 3, C ]. In each cycle, the
data block selection frame is shifted right by step 1, and only five C -dimensional
vectors need to be updated. We store data in registers so that the number of
reading data dropped nine to two.

Each logical data block is connected to a vector multiply-add operator accord-
ing to Fig. 3, and each position represents a vector composed of sixteen VPEs.
Vertically, a vector of the filter data is transferred to each MAC. For the same
picture, the convolution kernel data is unchanged. Horizontally, the figure shows
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the five command delay slots in the concept of time because multiply-add oper-
ation takes six cycles. The result needs to be fed back ten times, nine of which
are used to calculate the filter, and one is used for data normalization. Finally,
in the ReLU module, the activation function is realized by comparing it with
the zero vector.

3.4 Pointwise Convolution Mapping on Single-Core DSP

Pointwise convolution uses a convolution kernel of 1 × 1, and the calculation
result is the same as the matrix multiplication. Therefore, we use the general
matrix multiplication (GEMM) function to implement pointwise convolution on
the vector processor.

Equation (1) shows the method of calculating matrix multiplication by col-
umn (Cm×n = Am×k ∗ Bk×n ). We divide matrix C into n column vectors and
matrix A into k column vectors. If matrix B is stored as a row vector, we can
use (1) to get a row of matrix C at the same time. In (1), Oi and Ij are m-
dimensional column vectors, and W(i,j) is a scalar.

[
O1 O2 O3 · · · On

]
=I1 × [

W(1,1) W(1,2) W(1,3) · · · W(1,n)

]
+

I2 × [
W(2,1) W(2,2) W(2,3) · · · W(2,n)

]
+

· · · +

Ik × [
W(k,1) W(k,2) W(k,3) · · · W(k,n)

]

(1)

Here are the steps of calculating PWC: First, copy and expand the data in
the first column of A matrix into matrix D of size [m, n]; then multiply each
row of D with the first row of matrix B. After that, take the second column of
matrix A and the second row of the B matrix. Repeat the above process, and
finally, we will get the row vectorized result of the matrix multiplication.

4 Experiments and Evaluation

In this section, we evaluate the performance of depthwise separable convolu-
tions with MobileNet and analyze the influence of convolution kernel size on
computational efficiency.

4.1 Performance Analysis of Depthwise Convolution

First, we give the calculation method of calculation efficiency.

Efficiency =
calculation

time × peak performance
(2)
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Table 1. Computational performance of depthwise separable convolutions.

Height/width

(step)

Input

channel

Output

channel

DWC’s runtime

(10−6)

DWC’s

computational

efficiency

PWC’s

runtime

(10−6)

PWC’s

computa-tional

efficiency

DSC1 112(1) 32 64 17.91 9.72% 14.96 78.02%

DSC2 112(2) 64 128 19.62 17.75% 12.74 89.57%

DSC3 56(1) 128 128 5.82 29.89% 38.38 58.79%

DSC4 56(2) 128 256 5.89 29.55% 13.65 82.64%

DSC5 28(1) 256 256 3.87 22.46% 27.35 82.01%

DSC6 28(2) 256 512 3.82 22.76% 22.39 50.10%

DSC7 14(1) 512 512 2.88 15.09% 44.74 49.99%

DSC8 14(1) 512 512 2.92 14.89% 44.85 49.87%

DSC9 14(1) 512 512 2.97 14.62% 44.71 50.03%

DSC10 14(1) 512 512 2.98 14.60% 44.81 49.91%

DSC11 14(2) 512 512 2.95 14.71% 44.74 50.00%

DSC12 7(1) 512 1024 2.95 3.68% 43.96 25.44%

DSC13 7(1) 1024 1024 1.36 15.98% 87.81 25.43%

Table 1 shows the size and computational efficiency of all depthwise convo-
lutions and pointwise convolutions in MobileNet. The calculation efficiency of
DWC is no more than 30%. We can see that as the height decreases, the com-
putational efficiency shows a decreasing trend.

From a computing point of view, the size of the image becomes smaller, and
the amount of calculation cannot meet the computing power of the M-DSP,
resulting in many idle cycles. From the perspective of data transmission, DWC
starts by transmitting input data and filtering data. Next, calculate the DWC
and transfer the result to the GC. We found that preparing data takes a lot of
time, which keeps the computational efficiency of DWC at a low level. More-
over, as the image size decreases, the situation becomes worse. Generally, the
larger the amount of data, the longer the transmission time. However, in the
hardware environment, if fragmented data is frequently transmitted, the trans-
mission component’s activation will also cause loss. Therefore, we can find that
in Table 1, except for the performance jitter caused by program optimization,
the smaller the calculation amount, the lower the calculation efficiency.

However, from the perspective of time consumption, we can draw an opposite
conclusion. As the amount of calculation decreases, the calculation time of DWC
becomes shorter. Simultaneously, as the parameters decrease, the amount of data
transmission in each layer becomes smaller. These two reasons make DWC less
time-consuming.
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Fig. 4. (a) Compare the computational efficiency of each layer of DSC with the entire
network. (b) Execution time of DSC.

4.2 Performance Analysis of Pointwise Convolution

Table 1 shows the size and computational efficiency of all pointwise convolutions
in MobileNet. We found that the computational efficiency of PWC is higher than
that of DWC in the same layer.

Although the calculation efficiency of PWC is also showing a downward trend,
most of the calculation efficiency of PWC exceeds 50%. That is because matrix
multiplication is a computationally intensive operation. The calculation time
occupies the majority of the runtime. In a single cycle, we fill the entire VPU
with row vectors. Inside instruction delay slots, we use software pipelining and
compilation optimization to increase the use of VPUs. Therefore we achieve high
computational efficiency. However, the filter becomes larger, which increases the
transmission time. As a result, the calculation efficiency of DSC12 and DSC13
is lower than 50%.

4.3 Overall Performance Evaluation

Figure 4(a) shows the overall computational efficiency of the depthwise separable
convolution of each layer in the network. We can see that as the amount of point-
wise convolution calculation increases, its proportion in the entire DSC gradually
increases. Especially for the last two layers, the computational efficiency of point-
wise convolution is approximately equal to the overall computational efficiency.

The horizontal dashed line represents the computational efficiency of the
entire MobileNet. It can be found that the calculation efficiency of eight layers
is close to the overall calculation efficiency. For the whole network, the perfor-
mance reached 1.7 TFLOPS. As the amount of data decreases in the first five
layers, computational efficiency is on the rise. The data volume of the last eight
layers is greater than the buffer capacity in AM, so the weight data of point-
wise convolution needs to be divided into AM multiple times, which leads to an
increase in transmission time. The weight data of the last two layers of PWC is
the most in the entire network, so these two layers’ calculation efficiency is the
lowest.
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Figure 4(b) shows the consumption time of each layer and the proportion of
calculation time to the total time. Though three parts of the data transmission
time cannot be hidden (transferring DWC data, writing back the result of DWC,
and writing back the result of pointwise convolution), the proportion of compu-
tationally intensive PWC becomes larger, which increases the calculation time
of DSC.

Table 2. Comparison of different accelerators

Accelarator (batch size) peak
performance
(TFLOPS)

Speed (FPS) Computational
efficiency

2080TI (1) [1] 13.4 1132 9.88%

2080TI (8) [1] 13.4 2950 25.75%

*M-DSP (1) 4.608 1518 38.53%

StratixV (1) [12] 0.78 232 34.79%

ZU9 MPSoC (1) [11] 1.678 809 29.73%

The proportion depends on the amount of calculation. It can be seen that the
greater the amount of calculation, the greater the proportion of calculation time
to the total time, and the smaller the impact of data transmission on execution
time.

Table 2 compares the computational performance of different accelerators
running MobileNet. We found that using the TensorRT acceleration library, the
GPU achieves high computational performance, but the computational efficiency
is low. Increasing the batch size improves the computational efficiency and per-
formance of GPU significantly. Therefore, we use one as the size to test the effec-
tiveness of the method. In actual use, the size can also be increased according
to the number of VPEs. FPGAs, such as ZU9 and Stratixv, are computation-
ally efficient. Compared with Stratixv, ZU9 has richer hardware resources and
achieves higher computational performance. Our accelerators have high resource
utilization and achieve the highest computing efficiency among all accelerators.
The computational efficiency on M-DSP is 38.5% while processing 1518 frames
per second (FPS).

5 Conclusion

This paper designs a mapping method to map depthwise separable convolu-
tions on a general-purpose vector processor. We propose a multi-vector parallel
convolution (MVPC) method to calculate depthwise convolution. The method
realizes the reuse of input, filter, and output data. We use general matrix mul-
tiplication to solve pointwise convolution and fully connected layers. To mini-
mize execution time, we optimize each layer individually on a multi-core DSP
and reduce data transmission time. To a certain extent, it achieves a trade-off
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between power consumption, performance, and price, which is its advantage over
existing accelerators. Compared to ASIC implementation, vector processors have
higher performance and the flexibility to support multiple networks. Compared
with GPUs, vector processors have higher computational efficiency and lower
power consumption. Overall, using the same batch size, M-DSP runs MobileNet
at a speed of 1518 FPS, which is 1.87 times faster than ZU9 and 1.34 times
faster than 2080Ti. The calculation efficiency is 38.5%, which is 1.29× that of
ZU9 and 3.89× that of 2080Ti.
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Abstract. Online recruitment platforms have abundant user-generated
content in the form of job postings, candidate, and company profiles. This
content when ingested into Knowledge bases causes redundant, ambigu-
ous, and noisy entities. These multiple (non-standardized) representation
of the entities deteriorates the performance of downstream tasks such
as job recommender systems, search systems, and question answering.
Therefore, making it imperative to canonicalize the entities to improve
the performance of such tasks. Recent research discusses either statisti-
cal similarity measures or deep learning methods like word-embedding
or siamese network-based representations for canonicalization. In this
paper, we propose a Kernel-based Canonicalization Network (KCNet)
that outperforms all the known statistical and deep learning methods.
We also show that the use of side information such as industry type, url of
websites, etc. further enhances the performance of the proposed method.
Our experiments on 351,600 entities (companies, institutes, skills, and
designations) from a popular online recruitment platform demonstrate
that the proposed method improves the overall F1-score by 23% com-
pared to the previous baselines, which results in coherent clusters of
unique entities.

Keywords: Entity canonicalization · Recruitment domain · Entity
normalization

1 Introduction

Recruitment platforms such as LinkedIn, Indeed.com ingest an enormous amount
of user-generated content in form of job postings, CVs, and company profiles.
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This content includes diverse set of recruitment domain entities (company names,
institute names, skills, designations) that become part of Knowledge base. As the
content is user-generated, multiple variations (e.g., ‘economictimes.com’; ‘eco.
times’; ‘the economic times’; ‘economic times’; ‘ET’ ) of each entity name also
come up into the KBs. Employing these noisy, redundant, and ambiguous vari-
ations directly into downstream applications such as semantic search, question
answering, and recommender systems results in poor system performance. There-
fore, canonicalization of the entities i.e., mapping various references of a unique
entity into a representative cluster, is imperative for recruitment platforms.

Canonicalizing named entities involves various challenges including spelling
mistakes and variations (java developer & java deveoper), overlapping but dif-
ferent entities (Emerald Bikes pvt limited & Emerald Jewellery Retail Limited),
hierarchical variations (Oracle Financial Services Software & Oracle Corpora-
tion), domain-specific concepts (SOAP & REST ), short forms (umbc & Univer-
sity of Maryland, Baltimore), and semantically similar variations (Accel Front-
line & Inspirisys).

Previous approaches focus on statistical methods [5] for entity canonical-
ization. However, these methods use handcrafted features that are unable to
scale well for advanced (semantic, domain-specific) variations of entities. Fatma
et al. [4] employ a deep learning method that overcomes challenges of statisti-
cal methods by eliminating the need for explicit feature engineering and using
character-based word-embeddings for unknown and emerging entities. Recent lit-
erature [9] shows that deep learning methods are often very good at minimizing
the training errors but fail to generalize. Literature [9] suggests the introduction
of learnable kernels in deep neural networks often improves generalizability.

Therefore, we study a kernel-based neural network designed for entity canon-
icalization in the recruitment domain. Our proposed method outperforms all the
known statistical and deep learning methods on canonicalization tasks. We fur-
ther enhance the performance of the kernel-based network using side-information
which is underexplored in the literature. This literature suggests the use of exter-
nal side information (morphological, IDF token overlap, PPDB [17]) which is
rudimentary [21] and has limited utility in domain-specific settings. We lever-
age more prosperous meta and semantic side information from external sources
(Wikipedia, Google KG) [10,22] to improve the entity canonicalization.

In this paper, we propose a novel multi-tier framework using a learnable
kernel network [7,9] which implicitly maps the data into high-dimensional fea-
ture space. Our framework captures the non-linear mapping between contextual,
meta, and semantic representations through learning objective to output the
pairwise similarity between recruitment domain entities. Furthermore, we gen-
erate the canonicalized clusters for each entity. We demonstrate and validate the
efficacy of our approach on proprietary as well as open source datasets including
DBpedia and ESCO [1,3] for generalizability of our solution. We summarize the
main contributions of this paper as follows:

– We propose a Kernel-based Canonicalization Network (KCNet), which
induces a non-linear mapping between the contextual vector representations
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while capturing fine-granular and high-dimensional relationships among vec-
tors. To the best of our knowledge, this is the first approach towards exploring
kernel features for canonicalizing Knowledge Base entities in the recruitment
domain.

– KCNet efficiently models more prosperous semantic and meta side informa-
tion from external knowledge sources to canonicalize domain-specific entities.

– We perform extensive experiments on real-world proprietary and publicly
available datasets in the recruitment domain to show the effectiveness of our
proposed approach as compared to baselines.

The organization of the rest of the paper is as follows: Sect. 2 contains related
works; Sect. 3 elaborates our proposed framework KCNet; Sect. 4 reports the
datasets. Section 5 describes the experimental setup, Sect. 6 has results and dis-
cussion followed by conclusion in Sect. 7.

2 Related Works

This section briefly describes some of the related works on KB Canonicalization,
domain-specific methods, kernel methods, and clustering.

KB Canonicalization. Existing work [5] use manually defined feature spaces
to perform the canonicalization task. This approach encodes limited similarity
between different semantic representations. Hence, it results in degradation of
performance for real-time applications. Vashishth et al. [21] jointly handle noun
and relation phrases using knowledge graph embedding models [16] by optimizing
its objective function along with using information from external sources called
‘side information’. However, these state-of-the-art knowledge graph embedding
methods [2] achieve below par performance for real-world recruitment domain
datasets due to noisy, sparseness [6], and context-sensitive information present
in triples. Additionally, the side information methods used in literature [21] is
rudimentary and lack domain-specific information. Considering these limitations,
we leverage external knowledge sources such as Wikipedia Infobox and Google
search API which provides additional knowledge for noisy entities.

Domain-Specific Methods. Despite the importance of named-entity canoni-
calization in the recruitment domain, only a few recent studies have explored the
problem with respect to unique domain challenges [12,13]. Yan et al. [24] propose
a company name normalization system that employs LinkedIn social graphs and
a binary classification approach. In this work, the authors use complete profile
information as the context. However, this information will be hard to get for new
and emerging entities. Lin et al. [11] uses side information and learns domain
knowledge from the source text based on the type of entities. Popular state-of-
the-art entity linking tools [14] are probabilistic and requires sufficient contextual
information to connect to candidate entity and perform well when standard sur-
face forms are available. For example, recruitment domain-specific documents
may contain ‘Python’ or ‘Python Programming’ while, the former is linked to
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a different type of entity with a high confidence score using these tools. Simi-
larly, Fatma et al. [4] utilizes word and character-based representations based
similarity model along with the attention mechanism to cluster similar entities.
However, these works fail to generalize and have limited understanding for more
complex and emerging entities.

Kernel-Based Architectures. Kernel methods have proven effective in explor-
ing larger feature space implicitly in deep learning architectures [23]. Customized
kernel [8] based deep learning architectures enhance the performance of the
model and map data to an optimized high-level feature space where data may
have desirable features toward the application. Recent works utilize deep embed-
ding kernel architectures for identity detection, transfer learning, classification
and other tasks [9]. We use kernel infused neural networks to capture the latent
semantic relationships and non-linearity between different pair of entities in KBs.
These kernel methods are robust for collaboration with neural networks and less
expensive than training deep learning architectures.

Clustering Methods. Research works have used various clustering techniques
for the canonicalization task. Among these methods, Hierarchical Agglomerative
Clustering (HAC) is the most extensively used in the literature [5,21].

Our research is uniquely placed at the intersection of the vast literature on
kernel-based neural network learning, and clustering approaches for the canoni-
calization of domain-specific KBs.

3 Kernel-Based Canonicalization Network (KCNet)

In this section, we introduce the proposed KCNet approach. We elaborate on the
problem definition and each component of our network architecture in detail.

3.1 Problem Definition

Consider E be the set of entities extracted from job postings, CVs, and company
profiles. For each entity xi, we consider its side information si ∈ S ∀xi ∈ E
acquired from heterogeneous sources (elaborated in detail in Sect. 4.2). Given
a pair of entities x1 and x2 and their corresponding side information s1 and
s2 where x1, x2 ∈ E and s1, s2 ∈ S, the main objective is to find a function
f(x1, s1, x2, s2) → sim(x1, x2). A pairwise similarity matrix (Msim) is formed
by applying f over the set of all entity pairs and then a clustering algorithm is
used to form unique canonical clusters of similar entities.

3.2 Network Architecture

We propose a multi-tier novel architecture consisting of three modules: Entity
embedding generation, Side Information embedding generation, and Kernel net-
work. We apply clustering technique after obtaining output on our proposed
architecture. Fig. 1 shows the overall architecture of our proposed approach
(KCNet).
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Fig. 1. Kernel-based Canonicalization Network for entities in recruitment domain. We
first extract entities and combine it with side information. The combination (concat)
is passed through the Kernel network. The output is a pairwise similarity matrix.

– Entity embedding generation. We obtain an m-dimensional (m = 768)
vector for each entity pair (xi, xj) producing (ei, ej) in the space C ∈ Rm.
We use a pre-trained distilled version (fewer parameters, less space and time
complexity) of S-BERT [19] to generate initial contextual† 1 embeddings for
all entities.

– Side Information embedding generation. We represent (hi, hj) as n-
dimensional vector (n = 768) for the side information acquired for each entity
pair (xi, xj) in the space H ∈ Rn. The formation of side information vector
is described in Sect. 4.2. These representations hi and hj are concatenated
with the corresponding entity representations ei and ej to obtain infused
vector representations wi and wj for the input pair (xi, xj). Here, wi = ei �
hi and wj = ej � hj , Note that, � is the concatenation function of two
vectors producing (wi,wj) in the space W ∈ Rm+n. The (m+n) -dimensional
vector representation is fed into the kernel network to learn the similarity
function, sim(xi,xj).

– Kernel Network. We introduce a kernel network to learn the similarity
function f to model complex relationships between the data representations
of input pairs in an optimized space. The input to this network is denoted as
Z, formed by the combined representation w in the Eq. (1).

Z = (wi ◦ wj) � |wi − wj | (1)

Here, ◦ is a Hadamard (element-wise) product which exploits interactions
between two vectors at each dimension. We also determine the L1 distance

1 † specifies that an entity name such as ‘University of Maryland, Baltimore’ contains
the location specific context i.e. ‘Baltimore’. The representation of the entire entity
is termed as contextual embedding.
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for each dimension wi and wj and concatenate the interactions of both the
components as shown in Eq. (2).

Z =
{

w1
i ∗ w1

j , . . . , w
m+n
i ∗ wm+n

j , |w1
i − w1

j |, . . . , |wm+n
i − wm+n

j |
}

(2)

where wk
i represents the kth dimension of wi. The dimensionality of Z is

2 ∗ (m + n). Kernel function takes in account both element-wise product
(design of polynomial kernel) and differences (design of RBF kernel) over each
dimension of original entity. This configuration of inputs allows the network
to learn a non-linear relationship between the input pairs and symmetric
representations at a fine granular level over each input dimension. Therefore,
the learned kernel can map a more robust similarity function over the input
space in comparison to traditional methods such as RBF and polynomial [8].
Similar observations for the customized kernel have been made in [9]. The
newly obtained vector Z captures the latent semantic relationships between
the two input entities. This vector is fed into a multi-layer feed-forward neural
network with sigmoid output, facilitating the learning of a highly non-linear
mapping f to predict similarity over entity pairs. The size of hidden layers
(number of neurons) in the kernel network is chosen using a hyperparameter
k. We define k = α ∗ d where d is the dimensionality of Z and typically,
α =

{
1, 2, 3

}
, say, f(xi, xj) = f(xj , xi) > 0. The kernel network outputs the

probability that input pair (xi, xj) belong to the same cluster. Therefore,

f(xi, xj) = P (yi = yj |xi, xj) (3)

– Clustering using pairwise similarity scores. We compute the pairwise
similarity matrix Msim for all the entity pairs (xi, xj) using probability
obtained from previous step and apply Hierarchical Agglomerative Clustering
(HAC) to form a unique cluster of entities. HAC is popular technique used
in literature [5,21] for canonicalization tasks. Each entity is finally mapped
to a unique cluster. We choose the number of clusters k using the silhouette
index [20]. We repeat the same process for all the datasets (skills, designa-
tions, institutes, companies).

4 Datasets

In this section, we describe our datasets and side information collection process
in detail.

4.1 Dataset Description

Proprietary Datasets. We use real-world datasets from one of the largest
recruitment platforms in India. The dataset i.e., Recruitment Domain Entities
(RDE) consists of 25,602 company clusters (RDE (C)), 23,690 institute clusters
(RDE (I)), 607 skill clusters (RDE (S)), and 3,894 designation clusters (RDE
(D)). The ground truth clusters are manually annotated by domain experts
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with a kappa agreement of 0.83. Next, we generate the variation pairs- posi-
tive and negative samples. Each name variation of entity ex ∈ E is defined as{
e1x, e2x, e3x, . . . enx

}
, which belong to same annotated cluster. We remove Non-

ASCII characters to form a set of all unique name variations of ex. For each
entity pair, (eix, ejy), training data is prepared using the mapping function g,
such that, g(eix, ejy) = 1,∀(x, y) where i �= j and x = y belongs to same anno-
tated cluster (positive pairs). Similarly, g(eix, ejy) = 0 where x �= y belongs to
different clusters (negative pairs) using a random sampling approach [15].

Open Datasets. We test the effectiveness of our framework (KCNet) using
open-source datasets i.e., DBpedia(C) and ESCO. DBpedia(C) [4] dataset is pre-
pared by querying DBpedia for company names to extract dbo:Company which
contains 2,944 entity clusters and 22,829 variation pairs. ESCO [3] i.e., ESCO(S)
and ESCO(D) are open-source recruitment domain datasets for ESCO-skills and
ESCO-designations. ESCO(S) has 35,554 variation pairs and 2,644 clusters of
ESCO-skills. ESCO(D) has 62,969 variation pairs and 2,903 clusters. Authors [4]
prepared and released these datasets for research community.

4.2 Side Information Collection

We leverage two sources for side information extraction, Wikipedia infoboxes and
Google KG.

Wikipedia Infobox. We query Wikipedia using its advanced search options2

and extracted knowledge from Wikipedia infoboxes for different datasets such as
{‘title wikis’, ‘websites’, ‘types’} for RDE(S); {‘Names’, ‘websites’, ‘title wikis’}
for RDE(D); {‘Names’, ‘websites’, ‘affiliation’} for RDE(I); {‘Names’, ‘web-
sites’, ‘title wikis’, ‘types’} for ESCO(S); {‘Names’, ‘websites’, ‘title wikis’}
for ESCO(D); {‘types’, ‘industries’, ‘websites’, ‘native names’, ‘title wikis’} for
DBpedia(C).

Google KG. For some entities with short forms, noisy variations, etc. we
are unable to fetch knowledge using Wikipedia search; therefore, we leverage
Google KG Search API 3 to extract rich semantic textual descriptions of enti-
ties to supplement the model with semantic knowledge. Other attributes such
as {location, type, established} are extracted that form a part of meta knowl-
edge. Finally, we combine the side information extracted from Google KG and
Wikipedia infoboxes. For example, an entity ‘vb script’ and its combined side
information is defined as ‘descriptions’ : ‘VBScript is an Active Scripting lan-
guage . . . advanced programming constructs’; ‘title wikis’ :‘VBScript’; ‘websites’
docs.microsoft.com/en-us/previous-versions/t0aew7h6}. We create side informa-
tion embeddings si, a concatenated sequence of side information vector represen-
tations {s1i , s

2
i , . . . s

p
i }, where p is the number of attributes obtained from external

2 https://www.mediawiki.org/wiki/MediaWiki.
3 https://serpapi.com/.

https://www.mediawiki.org/wiki/MediaWiki
https://serpapi.com/
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sources. We generate the side information embeddings using a pre-trained dis-
tilled version of S-BERT [19] model. We follow the same process across all the
entity types.

5 Experimental Setup

In this section, we describe our baselines, model configurations, and evaluation
metrics.

Baselines. We compare our approach against the following methods:

Galarraga-IDF. Authors [5] uses AMIE algorithm and handcrafted features to
find the similarity between entity ex and entity ey. We utilize the weighted word
overlap approach as a baseline method.

Entity Embeddings (Distilled S-BERT(*)) +cosine. We generate our entity
embeddings (see Sect. 3.2) to obtain the vector representation for the entity
pair (xi, xj). Instead of using the next module, i.e. Kernel Network, we apply
cosine similarity measure to get a pairwise similarity matrix.

Entity and Side Information Embeddings (Distilled S-BERT(**)) +cosine. We
obtain entity embedding of (xi, xj) and side information embedding of (si, sj)
to get (wi, wj) (see Sect. 3.2). The pairwise similarity matrix is generated using
cosine similarity.

Char-BiLSTM+A. Fatma et al. [4] describe the architecture which utilize a
siamese network that takes characters as input and passes it through the pair of
BiLSTM layers enhanced by the attention layer.

Word-BiLSTM+A. This baseline modifies the previous method (Char-
BiLSTM+A) [4] by replacing character-based representations with word-based
representations followed by attention layer.

Char-BiLSTM+A+Word+A. Authors [4] combine Char-BiLSTM+A and Word-
BiLSTM+A architectures combining word and character representations fol-
lowed by attention mechanism.

Model Configurations. We learn pairwise similarity models using the pro-
posed architecture for different datasets (companies, institutes, designations,
skills). The training and testing dataset split is taken as (80, 20). The optimal
value of hyperparameters (size of hidden layer, α) for companies, designations,
and skills is (1536, 2 ) whereas for institutes, (768, 2 ). Batch-size is 512 and
the number of fully connected layers are 3. Rectified linear units (ReLU ) is used
as activation function and dropout rate is 0.3. Binary cross-entropy loss and
Adam as an optimizer is used to train the kernel network and learn the pairwise
similarity matrix (Msim).

Evaluation Metrics. For pairwise similarity results (Table 1), we use Precision
(P), Recall (R) and F1-score (F) [18]. We evaluate clusters (see Table 2) using
Micro Precision, Macro Precision, Micro Recall, and Macro Recall used in the
literature [21].
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6 Results and Discussion

Pairwise Similarity. Table 1 summarizes the test results of the pairwise simi-
larity of KCNet along with other baseline approaches. We observe that Galarraga
IDF (a weighted word overlap similarity measure) and the entity embeddings
generated using Distilled S-BERT(*)+cosine results in low pairwise similarity
for non-overlapping variations and different surface forms of entities. For e.g.
(‘mdx’, ‘MultiDimensional eXpressions’ ) has similarity of 0.73 using Distilled
S-BERT(*)+cosine. KCNet gives the similarity of 0.84 as it learns the structure
and non-linear mapping in latent space, even in the absence of side information.
With side information, KCNet learns the latent semantic relationships between
these two entities and returns a high similarity score of 0.99. Another exam-
ple is overlapping variations (uplholstery fillings, upholstery paddings); Distilled
S-BERT(*)+cosine returns a pairwise similarity score of 0.86 for these same
entities, whereas KCNet learns a better representation and gives a pairwise sim-
ilarity score of 0.99. KCNet generalizes well across all entity types, it gives higher
P and F even for all open datasets where it outperforms with 21% F1-score as
compared to best baseline.

Table 1. Test Results of pairwise similarity using our proposed model in compari-
son with different baselines. Here S, D, I, C refers to Skills, Designations, Institutes,
and Companies datasets respectively. Results of † are taken from [4]. P and F refers
to Precision and F1-scores. Distilled S-BERT (*, **) refers to (entity, entity � side
information) embedding using distilled S-BERT model.

Model Performance

Proprietary Open

S D I C ESCO(S) ESCO(D) DBpedia(C)

P F P F P F P F P F P F P F

Galarraga-IDF† 33.2 12.5 63.0 60.3 64.3 66.5 75.8 71.2 50.8 32.8 61.7 38.9 22.6 23.6

Distilled S-BERT(*)+cosine 47.8 47.5 49.7 48.8 49.7 49.1 49.2 49.1 49.3 44.4 49.3 39.0 49.6 45.3

Distilled S-BERT(**)+cosine 47.5 48.8 49.8 49.9 34.6 41.5 56.2 48.4 49.5 50.0 49.4 49.7 50.0 49.8

CharBiLSTM+A† 81.8 86.9 72.6 77.2 84.5 84.8 99.3 98.9 85.9 86.9 76.3 75.1 72.1 59.7

WordBiLSTM+A† 80.1 86.5 90.5 94.8 80.6 83.3 95.3 95.6 85.6 89.6 83.1 83.7 77.6 70.7

CharBiLSTM+A+Word+A† 82.7 88.5 94.4 96.3 86.7 86.7 99.5 99.2 87.3 90.7 84.2 85.4 78.0 71.3

KCNet (without sideinfo) 96.7 90.6 99.6 90.9 92.4 89.3 99.4 98.8 99.0 95.1 98.8 86.9 99.0 92.5

KCNet (with sideinfo) 99.5 99.4 99.7 99.6 99.5 99.5 99.5 99.3 99.2 98.3 98.8 89.4 99.1 97.0

Clustering results. Test results after applying the clustering approach is
reported in Table 2. Overall, KCNet significantly outperforms the best base-
line [4] by an improved micro F1-score by 23% and macro F1-score by 25%.
A one-way repeated measures ANOVA test was conducted to determine signifi-
cance for all evaluation metrics (p < 0.00003).

Side Information for KCNet. We evaluate the performances of different
versions of KCNet (with and without side info). From Table 1, we observe that
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Table 2. Test Results over HAC using pairwise similarity. Here, β: baseline (Char-
BiLSTM+A+Word+A) and γ: proposed model (KCNet) with sideinfo.

Dataset Model Metrics

Micro Macro

P R F P R F

S β 0.71 0.64 0.67 0.94 0.31 0.47

γ 0.99 0.97 0.98 0.96 0.97 0.96

D β 0.95 0.53 0.67 0.83 0.15 0.24

γ 0.86 0.78 0.82 0.85 0.54 0.66

I β 0.84 0.75 0.79 0.96 0.48 0.64

γ 0.83 0.85 0.84 0.74 0.71 0.72

C β 0.98 0.99 0.98 0.97 0.96 0.96

γ 0.98 0.97 0.98 0.98 0.97 0.98

ESCO(S) β 0.84 0.82 0.83 0.65 0.49 0.55

γ 0.93 0.92 0.92 0.89 0.75 0.81

ESCO(D) β 0.49 0.79 0.61 0.21 0.32 0.25

γ 0.91 0.61 0.73 0.81 0.22 0.34

DBpedia(C) β 0.88 0.52 0.65 0.92 0.25 0.39

γ 0.93 0.75 0.83 0.86 0.60 0.70

P and F performance benefits from increased performance in the presence of side
information. Char-BiLSTM+A+Word+A captures limited patterns and unable
to model similar semantic variations (mycology, fungi studies) for which KCNet
gives a pairwise similarity score of 0.98. This shows that KCNet is able to model
these variations well when supplemented with side-information. Even though side
information might be unavailable for a some entities, the proposed framework
results in overall better entity canonicalization.

Error Analysis: Although KCNet gives promising results across all datasets,
it wrongly clusters some entities; for example, some skills such as bees wax and
natural wax signify same concept but occur in the different cluster. One possi-
ble reason could be that the representation of words bees and natural are far
apart in the contextual vector representation space, so the model assigns a lower
similarity score and hence, incorrectly classifies it. Similarly, ‘packager’ is incor-
rectly placed in cluster of [‘dozer driver’, ‘dozer/crawler driver’, ‘packager’ ].
The possible reason could be the complete absence of side information for three
entities confuses KCNet with closer contextual vector representations. Despite
this, KCNet addresses the challenge of handling abbreviations, short forms, and
non-overlapping entities by learning vector representations of these entities in
the kernel space.
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7 Conclusion

Our research focused upon canonicalizing real-world entities from the recruit-
ment domain such as companies, designations, institutes, and skills by designing
a novel multi-tier framework Kernel-based Canonicalization Network (KCNet).
KCNet induces a non-linear mapping between the contextual vector represen-
tations while capturing fine-granular and high-dimensional relationships among
vectors. KCNet efficiently models more prosperous semantic and meta side infor-
mation from external knowledge towards exploring kernel features for canonical-
izing entities in the recruitment domain. Furthermore, we applied Hierarchical
Agglomerative Clustering (HAC) using the pairwise similarity matrix Msim to
create unique clusters of entities. Experiments revealed that the Kernel-based
neural network approach achieves significantly higher performance on both pro-
prietary and open datasets. We demonstrate that our proposed methods are also
generalizable to domain-specific entities in similar scenarios.
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Abstract. Deep neural networks can suffer from the exploding and vanishing
activation problem, in which the networks fail to train properly because the neural
signals either amplify or attenuate across the layers and become saturated. While
other normalization methods aim to fix the stated problem, most of them have
inference speed penalties in those applications that require running averages of the
neural activations. Here we extend the unitary framework based on Lie algebra to
neural networks of any dimensionalities, overcoming the major constraints of the
prior arts that limit synaptic weights to be square matrices. Our proposed unitary
convolutional neural networks deliver up to 32% faster inference speeds and up
to 50% reduction in permanent hard disk space while maintaining competitive
prediction accuracy.

Keywords: Neural network · Lie algebra · Image recognition

1 Introduction

1.1 Problem Statement

Recent advancements in semiconductor technology [1] have enabled neural networks to
grow significantly deeper. This abundant computing power enabled computer scientists
to drastically increase the depths of neural networks from the 7-layer LeNet network
[2] to the 152-layer contest-wining ResNet architecture [3]. More layers usually lead to
higher recognition accuracy because neural networks make decisions by drawing deci-
sion boundaries in the high dimensional space [4]. A decision boundary is a demarcation
in the feature space that separates the different output classes. The more layers the net-
work has, the more precise these boundaries can be in the high dimensional feature
space; thus, they can achieve higher recognition rates [5]. However, deep networks often
fail to train properly due to poor convergence.

There are many reasons why a deep network fails to train [6], and the problem that
our proposal fixes is the instability of the forward pass, in which neural activations either
saturate to infinity or diminish to zero. More precisely, depending on the eigenvalues
of the synaptic weight matrices [7], neural signals may grow or attenuate as they travel
across neural layerswhenunbounded activation functions such as the rectified linear units
(Relu) are used [8]. The Relu is the most popular nonlinearity due to its computational
efficiency. Suppose the activation is extremely large or small; in this case, the weight
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update will scale proportionally during training, resulting in either a massive or a tiny
step.

In short, vanishing and exploding activations occur when the neural signals are not
normalized, and the backpropagated gradients either saturate or die out during network
training [9]. Although other schemes such as batch normalization [10], learning rate
tuning [11], and gradient highways [3] can mitigate the issue, none of these methods
eliminate the core problem—the weight matrices have eigenvalues that are larger or
smaller than one. Furthermore, most normalization methods have inference time penal-
ties. In thiswork,we aim todevise away to fundamentallyfix the exploding andvanishing
activation problem without slowing down the inference speed.

1.2 Proposed Solution

Our proposed solution (Fig. 1) is to eliminate the need to normalize the neural signals
after each layer by constraining the weight matrices,W, to be unitary. Unitary matrices
represent rotations in the n-dimensional space1; hence, they preserve the norm (i.e., the
amplitude) of the input vector. With this unique property, unitary networks can maintain
the neural signal strengths without explicit normalization. This technique allows the
designers to eliminate the networks’ normalization blocks and make inference faster.

We aim to engineer a way to constrain the weights to be unitary. To achieve this,
we leverage the previously reported framework for constructing orthogonal matrices
in recurrent neural networks using Lie algebra [12], which we will explain briefly in
Sect. 2.1. Unlike other approximation methods, this framework guarantees strictly uni-
tary matrices; however, it is currently limited to square matrices. Our main contribution
is that we found a way (Sect. 2.2) to extend the unitary framework based on Lie algebra
to weight matrices of any shapes. By doing so, we expand the applicability of this frame-
work from recurrent neural networks with square weight matrices to any neural network
structures, drastically increasing its usefulness in state-of-the-art network architectures.

Fig. 1. Unitary network for mitigating exploding and vanishing activations.

1 Unitary matrices can have complex values. When the matrices only contain real components,
they are called orthogonal matrices, which is a subset of unitary matrices, and our proposal
works in both cases. The eigenvalues of a unitary matrix have modulus 1.
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1.3 Literature Review

Lie algebra is not the only way to construct unitary matrices. Researchers have explored
manyoptions to construct unitaryweights forRNNs, including eigendecomposition [13],
Cayley transform [14], square decomposition [15],Householder reflection [16], and opti-
mization over Stiefel manifolds [17]. These methods decompose the unitary matrix into
smaller parameter spaces with mathematical processes that guarantee unitarity; how-
ever, the weight matrices in these approaches must be square. For convolutional neural
nets with rectangular weights, there are approximation techniques based on least square
fitting [18], singular value decomposition [19], and soft regularization [20] due to the
additional complexity of rectangular filters. These techniques find the best approximates
to the unitaryweights, but they do not guarantee theweightmatrices to be strictly unitary.
On the contrary, our approach combines the best of the two schools—it is both strictly
unitary and applicable to non-square matrices. Our work is the first report of applying
the unitary weights based on the Lie algebra framework for a deep convolutional neural
network with a comprehensive performance study, aiming to make the unitary network
an attractive alternative to conventional normalizationmethods in inference-time-critical
applications.

2 Unitary Neural Networks with Lie Algebra

2.1 Square Unitary Weight Matrices

In this section, we explain the mathematical framework [12] for representing the unitary
group with orthogonal matrices, collectively known as the Lie group [21]. Linearization
of the Lie group about its identity generates a new set of operators; these new operators
form a Lie algebra. Lie algebra is parameterized by the Lie parameters, whichwe arrange
as a traceless lower triangular matrix, L. We name it Lie parameters because it contains
independent trainable parameters for the neural networks. The representable algebra
through this parameterization is only a subspace of unitary groups, and it is sufficient
for guaranteeing signal stability in deep neural networks.

The Lie parameters (L) are related to the Lie algebra (A) by the following equation:

A = L − LT , (1)

where T corresponds to taking the matrix transpose. An essential feature of matrix
A is that it is a skew-symmetric matrix, i.e., AT = −A, because any compact metric-
preserving group, including the orthogonal group, has anti-symmetric Lie algebra [22].
Furthermore, the following equation proves that the chosen representation for the Lie
parameters will produce an anti-symmetric Lie algebra:

AT + A =
(
L − LT

)T + L − LT = 0. (2)

Additionally, in the last step of our pipeline to construct unitarymatrices,we exponentiate
the Lie algebra, A, to obtain the group representation, which will be a unitary matrix
(U):

U = EXP(A) =
∑∞

N=0

AN

N
!. (3)
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We approximate this matrix exponentiation with an 18-term Taylor series in our imple-
mentation. Besides eliminating any term beyond the 18th order in Eq. (3), we efficiently
group the computation to avoid redundant multiplications, a standard approach used in
many matrix computation software to save time [23, 24].

Suppose the neural network has square weight matrices. In that case, we can use
the unitary matrices (U) to replace the original weights, forcing the neural signals to
maintain their norms without explicit normalization. We can train the Lie parameters
using backpropagation and automatic differentiation because all steps in the pipeline
above are algebraic functions [25, 26]. As mentioned previously, researchers have only
applied the unitary pipeline to a small recurrent neural network (RNN),which has a single
square weight matrix repeatedly applied in time [12]. Nevertheless, the requirement for
theweights to be square severely limits the usefulness of the presented framework. Using
the Lie algebra formalism to construct unitary weights is an elegant method to regulate
signals, and we wish to find a way to bring this concept to deep convolutional neural
nets with any non-square weight matrices.

2.2 Unitary Weight Matrices of Any Shapes and Dimensions

In the above section, the weight matrices must be square, forcing the number of neurons
for both the input and output of a particular layer to be identical. This requirement cannot
be satisfied inmost convolutional neural nets. Convolutional layers have weight matrices
commonly referred to as “filters.” These filters will convolute with the input image as
the following [5]:

O(i, j) = (I ∗ F)(i, j) =
∑

m

∑
n
I(i + m, j + n)F(m, n), (4)

where O is the output activation map of this layer, I is the input image, and F is the
convolutional filer. An example of convolution is illustrated in Fig. 2(a).

Moreover,we can succinctly represent the convolution as a single dot product through
the Toeplitz matrix arrangement [27, 28]. Suppose we arrange the input image as a
Toeplitz matrix and flatten out the filters to a 2-dimensional weight matrix. In that case,
the convolution simplifies to a dot product between the Toeplitz matrix of the image
and the flattened filter weights. Effectively, we convert the convolution between high-
dimensional tensors to multiplications between 2-dimensional matrices. These flattened
filters are usually rectangular m × k matrices, where m �= k. If m matches k, the weight
matrix is square, allowing us to apply the unitary pipeline to ensure each row of the
Toeplitz matrix will maintain its norm. On the other hand, when dealing with rectangular
weights, we need to handle them with special care to achieve the desired effect of norm
preservation.

Our innovation is that we discard the excess columns in the unitary matrix when m
�= k (i.e., when the weight matrix has unequal width vs. height); for now, we will assume
m > k because the other cases only require a few slight adjustments. Even though there
is no way around the fact the unitary matrices must be square, we discovered that it is
unnecessary to use the whole unitary matrix: we can just take the first few columns that
we need. We will construct the unitary matrix as a m x m matrix (i.e., in the larger of the
two dimensions). This way, we can reuse the existing pipeline in Sect. 2.1. Our proposed
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pipeline is as follows. We only keep the first k columns of the Lie parameters, setting
everything else to zero. Likewise, we only take the first k columns of the resulting unitary
matrix (U), discarding the rest (Fig. 2(b)). Because the rectangular matrix now has the
correct dimensions, we multiply the input image (in the Toeplitz form) with the unitary
weight matrix. Below is a summary of our process to construct the unitary rectangular
weights in the mathematical form:

y = W
−
x, (5)

where

W = [
u1 u2 . . . uk

] ∈ Rm×k . (6)

u1 . . . uk are the first k column vectors from the unitary matrixU (Note that when m ≤ k,
we still construct the unitary matrix U in the larger dimension, butW will be transposed
to obtain the desired dimensionality for the matrix multiplication). Lastly, the output
vector is explicitly normalized using the Euclidean metric when m > k; this step is not
required for m ≤ k:

yfinal =
{

y/‖y‖2 for m > k
y for m ≤ k

, (7)

where ‖·‖2 denotes the Euclidean norm (a.k.a., Euclidean metric or the L2 norm), a
distance measure calculated by squaring all the coordinates, summing the results, and
taking the square root.

In theory, it is possible to avoid the explicit normalization Eq. (7) completely by
one of the following two ways: by partitioning the tall rectangular weight matrix into
a vertical stack of smaller matrices that are either square or wide. Or, by exploring
alternative mappings from the various dimensions of W to m and k to ensure m ≤ k.
Nevertheless, we took the direct normalization approach in this work for conceptual
clarity, and it is only required in a small portion of the network. Moreover, even though
it is not ideal to add normalization back to portions of our network, the unitary weights
offer other benefits over conventional normalization. Researchers have found orthogonal
weights lead to more efficient filters with fewer redundancies [20]. Our normalization
process does not add additional training parameters to keep track of the activations’
mean and variance.

Discarding columns of unitary matrices has important geometrical meanings. A
unitary matrix represents a rotation in the n-dimensional space whenm = k; additionally,
its columns form a complete set of orthonormal bases in the rotated coordinate system.
We have utilized the latter to paint a geometric understanding of our procedure—each
of the k columns is an orthonormal basis in the m-dimensional space. For m > k, the
unitary weight (W) is projecting an input row vector x to a lower-dimensional manifold
spanned by the unitary matrix’s first k columns, a subset of orthonormal bases. When we
multiply the Toeplitz matrix with this unitary weight matrix, we perform a dot product
between the row vectors against each orthonormal basis, measuring how much the input
vector aligns with a specific basis. According to the Pythagorean theorem, this projection
will produce a shorter vector than the original one because we dispose of those vector
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components associated with the unitarymatrix’s discarded columns. As a result, we need
to normalize the output to recuperate the signals lost in missing dimensions.

On the contrary, for m < k, each row of the weight matrix is an orthonormal basis. In
that case, we are mixing the orthonormal bases according to the ratio prescribed by the
input row vector x, resulting in a higher-dimensional output vector y. This dimensionality
expansion happens when we multiply the weight matrix with a row vector (x) of the
Toeplitz matrix that encodes the input image. Effectively, we are projecting a vector to
the larger dimensions through the wide unitary weight (W), and this operation preserves
the Euclidean norm of the input vector x. To prove this property mathematically, we
simply compare the norm of x against the norm of y. When we use the orthonormal bases
defined by the unitary matrix (U) to describe vector locations, the first p coordinates of
y match x, and the rest of the coordinates are zeros. Hence, ‖y‖2 is the same as ‖x‖2
because the Euclidean norm is defined as the square root of the sum of the squared
coordinates.

Fig. 2. Pipeline to construct unitary weights for a convolutional neural network. (a) convolution
between an example input image and filters. (b) our proposed way of constructing unitary weights
of any dimensions. From the right, Lie parameters contain all the trainable parameters, and we
only need the first k columns. Similarly, we keep the first k columns of the resulting unitary matrix
and reshape them tomatch the desired dimensionality for the convolutional filters. In this example,
k = cout and m = cin × dH × dW . This mapping will depend on the target applications.

3 Experiments

3.1 Network Architecture

We applied the proposed unitary weight matrices to the residual neural network (ResNet)
for image recognition; our architecture is a narrower and shorter variant of the popular



176 H.-Y. Chang and K. L. Wang

ResNet-50 [3]. We picked a smaller model to prevent overfitting to the training data
because ResNet-50 was designed for the more complex ImageNet dataset. Our network
(uResNet-44) has only 43 convolutional layers with a fully connected layer at the end for
projecting the high-dimensional neural signals to ten output classes. We documented the
sizes and number of convolutional filters in Fig. 3 for reproducibility. Also, we studied
the scalability in terms of depth with the 92 and 143-layer networks (uResNet-92 and
uResNet-143). See our source code for details2.

3.2 Dataset

We used the CIFAR-10 image recognition dataset created by the Canadian Institute
for Advanced Research, and it contains 60,000 32 × 32 color images with ten labeled
classes. The recognition task is to predict the correct class of each image in the dataset.
CIFAR-10 is freely available for download [29]. We split the dataset into 50,000 training
and 10,000 test images with the same data argumentation scheme as the original ResNet
paper [3]. We also tested our unitary neural network’s susceptibility to overfitting with
the CIFAR-100 dataset [29].

3.3 Training Details

Wemodified the source code found in this reference [30] for comparison against conven-
tional normalization techniques, sharing the same learning rate (0.1), learning schedule
(divide by 10 at 100, 150, and 200 epochs), batch size (128), and training epochs (250).
The only modification we made for the unitary neural net is that we added the unitary
pipeline using the method described previously in Sect. 2.2 for the convolutional layers.
We also removed all the normalization blocks in the unitary version. We trained the reg-
ular and the unitary networks with the stochastic gradient descent optimizer in PyTorch
with a momentum setting of 0.9 and weight decay of 2e−4. We measured the neural
networks’ speed and memory usage by simulating each neural architecture one at a time
on a single NVIDIA RTX3090 graphics card with 24 GB total video memory.

3.4 Caching of the Unitary Weights

During training, the entire neural pathway is enabled, including the block that contains
the Lie parameters, Lie algebra, and Lie group (Fig. 3). Gradients are backpropagated
from the output to update the Lie parameters. After training is complete, the best unitary
weights are cached; thus, we do not need to recompute the unitary weights during
inference.

2 https://github.com/h-chang/uResNet.

https://github.com/h-chang/uResNet
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Fig. 3. The unitary convolutional neural network (CNN) architecture. There are two main differ-
ences between the regular and the unitary CNN. Firstly, in unitary CNNs, we permanently remove
the normalization blocks to speed up computation because the unitary weights already preserve
the signal strengths across layers. Secondly, unitary CNNs have an additional Lie block labeled
“Activated for training” on the right. The Lie block is active only during the training mode to
learn the Lie parameters. At the end of the training mode, a set of unitary weights is constructed
from the Lie parameters and cached. The convolutional filters will use these pre-recorded unitary
weights during inference. The removal of normalization significantly improves inference speed.
We enlarge one of the unit blocks to illustrate its content; each unit block contains three convo-
lutional layers. Unit blocks are cascaded to create a feed-forward convolutional neural network.
The only difference between the unit blocks is the number of convolutional filters, which we label
as α, β, and γ in the figure. α Conv1 × 1 for a layer with α = 16 means that there are 16 convo-
lutional filters with size 3 × 3 in that layer. The rectified linear unit (Relu) is used as nonlinearity
at locations depicted in the figure.

4 Results and Discussion

With our proposed unitary convolutional neural network from Sect. 3, we compare the
performance of our proposal against popular normalization methods and summarize
the main results of our experiment in Fig. 4 below. By removing the network’s unitary
pipeline (the block with Lie parameters, Lie algebra, and Lie group in Fig. 3) during
test time, we achieved a much faster inference speed than other normalization methods,
including the batch norm [10], group norm [31], layer norm [32], and instance norm
[33]. Each of these methods addresses a specific problem; therefore, the designer might
favor one over the other depending on the application. With our unitary convolution,
we offer the community another tool in the toolbox that is lightning fast—32% faster
than the instance norm in inference. We compute the speedup by dividing the inference
time of the unitary norm with the instance norm’s in Fig. 4(e). Our method shares many
characteristics with the instance norm; however, instead of normalizing based on the
neural signals’ statistics, we devise a set of unitary weights to ensure signals maintain
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their norm per Toeplitz matrix row. Compared to the instance norm’s training time, our
training time for the unitary network is also long due to the need to perform matrix
exponentiation. Still, it is possible to further expedite it by limiting the frequency that
we exponentiate (i.e., sharing the same unitary weights for several iterations). The result
shown in Fig. 4 is measured without weight sharing during training; we will report
further improvements in the future.

Fig. 4. Performance comparison between our proposed unitary convolutional network and other
normalization methods. Other methods include the batch norm [10], group norm [31], layer norm
[32], and instance norm [33]. We also included the case without any normalization for com-
parison. All metrics are average measurements over four simulation runs. We used the residual
network (ResNet) architecture with 43 convolutional layers to measure the accuracy, the time, and
the memory benchmarks when the networks perform image recognition tasks on the CIFAR-10
dataset, which has ten unique classes of objects. The accuracy reports the percentage of time the
network determines the image class correctly with one try. (a, d for training, inference accuracies,
respectively). The training time is the time to train the network with 12.5 million images, while the
inference time reports the time to recognize 2.5 million images (b, e). Because we trained these
networks on graphics processors, memory benchmarks measure the maximum video memory a
network consumed during each operation mode (c, f).

In our experiment, both unitary network and batch normalization do not calculate
running statistics (i.e., means and variances) during inference while group, layer, and
instance norms track running statistics in the test set. Batch normalization is the sec-
ond fastest and can potentially match the speed of the unitary network if the batch
normalization layer is absorbed into the previous convolutional filters. However, batch
normalization will not perform well in applications that require small batch sizes or
normalization per data sample such as making adjustments to the contrast of individual
images [33]. Group, layer, and instance normalizations work on a per-image basis; the
difference between them is the number of channels that they average over. In our exper-
iment, we picked a group size of eight; hence, the group normalization needs to keep
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track of eight means and variances per image. Contrary to layer norm that only requires
one mean and one variance per image, instance norm track as many means and variances
as the number of channels, which is up to 256 in our architecture. Our unitary network
maintains the L2 norm of each row in the Toeplitz matrix representation per image,
delivering similar effects as the instance norm but without the inference speed penalty.
The mapping between the filters and the unitary matrix determines which dimension of
the activation map that the unitary network is effectively normalizing. For this reason,
practitioners should assign cout , cin, dH , and dW to m and k in Fig. 2 differently based
on the target applications.

The unitary network also uses less temporary memory (dynamic random-access
memory or DRAM) required to backpropagate neural signals through the normalization
layers during training; more specifically, 8% less than all other normalization meth-
ods. Despite our advantages in inference speed and training memory, unitary networks’
accuracy is slightly lower in general. Unitary weights constrain the signals to be on the
n-sphere (or k-sphere since we have k dimensions) by design and are less expressive
than free weights. Nevertheless, our accuracy is comparable to other normalizations
and even surpasses the inference accuracy of layer norm. An additional advantage for
the unitary network is apparent when we save the model parameters to hard disks: as
we demonstrated in Fig. 2, the matrices encoding the Lie parameters have many zeros,
which lead to better compression of the parameter files. An approximation for model
size saving is roughly a 15% to 50% reduction in disk space when working with unitary
convolutional architectures. We compute the 50% reduction by leveraging the fact that
we only need to record half of the values in a triangular Lie parameter matrix, assuming
that the weight matrix is square.

Our unitary neural networks are less susceptible to overfitting. Using the CIFAR-
100 dataset and the same network structure (uResNet-44), we discovered that unitary
networks have a smaller gap between the training loss (1.44) and the testing loss (1.62).
While Regular neural networks with batch normalization have a larger gap between the
training loss (0.0699) and the testing loss (1.56). Furthermore, our unitary networks can
be deepened to 100+ layerswithout the costly normalization blocks: the 92-layer version
(uResNet-92) achieves 99.6% and 90.4% in training and testing accuracies, respectively,
on CIFAR-10. Similarly, the 143-layer version (uResNet-143) delivers 99.7% and 90.7%
in training and testing accuracies.

5 Conclusion

We report here the first instance of using unitary matrices constructed according to the
Lie algebra for rectangular convolutional filters, which eliminates the exploding and
vanishing activations in deep convolutional neural networks. With clear geometrical
interpretations, our theory is a breakthrough based on rigorous, exact construction of the
unitary weights applicable to all types of neural networks including but not limited to
convolution. The key innovation is that we found a way to ensure signal unitarity with
unitary weight matrices of any shapes and dimensions such that the neural signals will
propagate across the networkwithout amplification or degradation.Moreover, unlike tra-
ditional normalization, our approach has the least impact on inference time, achieving a
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32%speedup in recognizing color imageswhen compared to instance normalization. The
effective normalization dimension is adjustable in our framework through the mapping
between the convolutional filters and the unitary matrices. Our proposal also reduces
hard disk storage by up to 50% depending on the neural architectures. The presented
framework establishes unitary matrices as a design principle for building fundamentally
stable neural systems.
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Abstract. Survival analysis is widely used in medicine, engineering,
finance, and many other areas. The fundamental problem considered in
this branch of statistics is to capture the relationship between the covari-
ates and the event time distribution. In this paper, we propose a novel
network-based approach to survival analysis, called DPWTE, that uses
a neural network to learn the distribution of the event times. DPWTE
makes an assumption that (individual) event time distribution follows
a finite mixture of Weibull distribution whose parameters are functions
of the covariates. In addition, given a fixed upper bound of the mixture
size, the model finds the optimal combination of Weibull distributions
to model the underlying distribution. For this purpose, we introduce the
Sparse Weibull Mixture layer, in the network, that selects through its
weights, the Weibull distributions composing the mixture, whose mixing
parameters are significant. To stimulate this selection, we apply a sparse
regularization on this layer by adding a penalty term to the loss function
that takes into account both observed and censored events, i.e. events
that are not observed before the end of the period study. We conduct
experiments on real-world datasets showing that the proposed model
provides a performance improvement over the state-of-the-art models.

Keywords: Survival analysis · Deep learning · Weibull distribution

1 Introduction

Survival analysis, also known as time-to-event analysis, concerns the predic-
tion of when a future event will occur. Applications of survival analysis can be
found in many areas such as prediction of cardiovascular death and failure times
of power grids. Survival analysis has primarily focused on interpretability at
the expense of predictive accuracy. This is eventually the reason why machine-
learning-based classifiers are commonly used in real-world applications while it
would be more useful to apply survival methods. Certainly, some classifiers may
have the best accuracy. However, these binary models can only provide pre-
dictions for a predetermined point in time. One loses the interpretability and
flexibility which are guaranteed by the modeling of the event densities as a func-
tion of time. Moreover, in survival data, it is common that a part of a population
c© Springer Nature Switzerland AG 2021
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in which the event is not observed within the relevant time period, and could
potentially occur after this recorded time or removed from the study, producing
so-called censored data. In this case, the individuals of this sub-population pro-
vided us with censored times rather than event times. While this type of data
is not taken into consideration by standard classifiers, survival analysis bridges
this gap. In this work, we propose a novel approach to survival analysis: the
event time distribution is assumed to follow a finite mixture of Weibull distri-
butions, whose parameters depend on an individual’s covariates. No particular
assumption about the nature of the relationship between the parameters and
the features is made. The main idea behind the proposed model called DPWTE,
that stands for Deep Parsimonious Weibull Time-to-Event, is to estimate the
optimal combination of Weibull distributions that models the underlying distri-
bution using a neural network. This paper makes the following contributions:

– The event times are assumed to be drawn from a random variable following
a finite mixture of Weibull distributions.

– DPWTE extends the idea behind DeepWeiSurv [3]. In fact, the latter consid-
ers the size of the combination p, as a parameter of the model whose different
values are to be tested. While DPWTE, starting with an upper bound of the
mixture size, learns the optimal combination of Weibull distributions (among
the initial mixture) that can model the underlying distribution. For this pur-
pose, we introduce a layer which we call the Sparse Weibull Mixture (SWM)
layer on which we apply a sparse regularization. By doing this, we enforce
the selection of the Weibull distributions that have a significant contribution
to the time-to-event modeling.

– The censored observations are considered in the conception of the model.

This paper is organized as follows: In Sect. 2, we summarize the previous related
works. In Sect. 3, we review some basic definitions in survival analysis and
Weibull distributions. In Sect. 4, we describe the proposed model with a special
focus on the role of the SWM layer. Section 5 is dedicated to the experiments
conducted on real-world datasets.

2 Related Work

Kaplan-Meier estimator is the most widely used in survival analysis which has
the advantage of being able to learn very flexible survival curves, but it doesn’t
incorporate individual covariates. However, the semi-parametric Cox Propor-
tional Hazards [4] (CPH) model incorporates the covariates but assumes that
the risk effect is linear with respect to the covariates, which may be too simplistic
since, in the real-world data, the covariate effects are often non-monotonic. The
ability of neural networks to learn nonlinear functions has encouraged many
researchers to model the relationship between the covariates and the survival
data. An extension of CPH with neural networks was first proposed by Faraggi
and Simon [6] who replaced the linear risk of the Cox regression model, with
one hidden layer multi-layer perceptron but without performance improvement.
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Katzman et al. [10] revisited the Cox model in the framework of deep learning,
which removes the proportionality constraint and showed that it outperforms
CPH in terms of concordance index [8]. Most of the previous works benchmark
their methods against the random survival forests (RSF) [9] which computes a
random forest using the log-rank test as the splitting criterion, and is considered
as a flexible continuous-time method that is not constrained by the proportion-
ality assumption. Other previous works proposed network-based methods based
on Cox regression such as SurvivalNet [14] and Zhu et al. [15,16] who proposed
a convolutional network model that replaces multi-layer perceptron architecture
of DeepSurv [10] and applied this methodology to pathological images. An alter-
native approach to survival analysis is to discretize the duration and compute
the survival function on this predetermined time grid. Lee et al. [12] proposed a
network used in competing risks setting, called DeepHit, that estimates the prob-
ability distribution and combines the log-likelihood with a ranking loss. Fotso
[7] proposed N-MTLR which, using a multi-task regression, calculates the sur-
vival probabilities on the points of the time grid. Unlike discrete-time models,
DeepWeiSurv [3] models a continuous survival function that allows estimating
the survival probability at any survival time horizon.

3 Background

In this section, we briefly review some basics in survival analysis and Weibull
distributions.

3.1 Survival Analysis

Let X = {xi, yi = (ti, δi)}N
i=1 a survival data, of covariates xi ∈ R

d and event
pairs (ti, δi), where (ti)1≤i≤N is the times recorded represented by the random
variable T , and (δi)1≤i≤N ∈ {0, 1}d is the event indicator. Typically, δi = 1 if
the event associated to the ith individual is observed, otherwise, δi = 0 which
indicates censoring. The survival function is defined by the following equation:

ST (th) = P (T > th) = 1 − FT (th) (1)

Survival models characterize ST , defined as the complementary of the cumu-
lative density function FT , and thus the fraction of the population that survives
up to a time horizon th given a covariate x. Therefore the aim of these models
is to estimate the probability of the occurrence of the event after or at th.

3.2 Mixture Weibull Distributions Estimation

We suppose that T follows a finite mixture of two-parameter Weibull distri-
butions conditionally to the baseline data features. In this context, it is easy
to calculate FT at any time t. As this latter totally depends on the mixture
parameters, we only need to estimate each couple of parameters of Weibull dis-
tributions that compose this mixture as well as its weighting coefficients. Let
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T follows Wp a mixture of p Weibull distributions denoted by W (βi, ηi) with
αi, βi and ηi are respectively the weighting coefficient, shape and scale of the ith

Weibull distribution of density fW (βi,ηi) and survival function SW (βi,ηi). Then
the density and survival function of Wp can be written as follows:

fWp
=

∑

k

αkfW (βk,ηk) SWp
=

∑

k

αkSW (βk,ηk) (2)

The log-likelihood of Wp, considering the censored data, is defined as follows:

LL(β, η, α|y) =

LLδ=1︷ ︸︸ ︷
n∑

i=1

δilog fWp
(ti) +

LLδ=0︷ ︸︸ ︷
n∑

i=1

(1 − δi)log SWp
(ti) (3)

Thus, we estimate Wp parameters (α, β, η) by solving the Maximum Likeli-
hood Estimation problem defined by the following equation:

(β̂, η̂, α̂) = arg min
β,η,α
β≥1

{−LL(β, η, α|y)} (4)

As we notice in Eq. (4), we set a constraint linked to the shape parameter. In
fact, by definition, β and η are strictly positive. However, to assure the convexity
of the LL, we need to consider that β is at least equal to 1. Let μi be the mean
lifetime of the ith individual. Given that the mean of a mixture μ is a weighted
combination of the means of the distributions that compose this mixture and
knowing the single Weibull’s mean [2], we have:

μi =
∑

k

αkηikΓ (1 +
1

βik
) (5)

where βik and ηik are the ith components of βk and ηk respectively. μi can be
used as an estimate of the survival time of the individual i.

4 Deep Parsimonious Weibull Time-to-Event Model

In this section, we first describe the architecture of DPWTE (Sect. 4.1). Then,
we explain the role of the Sparse Weibull Mixture layer (Sect. 4.2). After that, we
describe the post-training steps (Sect. 4.3). Finally, we present the loss function
used to train DPWTE (Sect. 4.4).

4.1 Description

As for DeepWeiSurv [3], we consider the relationship between the features and
Wp parameters. Estimation of the mixture parameters is therefore equivalent to
model this dependence. In fact, DPWTE learns the following function:

fp : Rd → R
p×3

xi �→ (α, β, η)
(6)
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The aim is therefore to train the network in order to learn the above function
and thus the estimate of the triplet (α, β, η) that minimizes the log-likelihood
of the distribution. DPWTE consists of a common sub-network which takes the
observations X as an input and outputs a latent vector Z, this latter serves in
turn as an input to both the classifier and regression sub-networks whose tasks
are learning α and (β, η) respectively. Figure 1 represents the global architecture
of DPWTE. For the regression sub-network, we use ELU1 (by setting its constant
to 1) as the activation function for both output layers. As the codomain of ELU
in this case is [−1,+∞[ , to respect the optimization problem constraints as seen
in Eq. (4), the network will learn β + 2 and η + 1 + ε, ε > 0. As for the classifier
sub-network, we use the softmax activation function and interleave the SWM
layer, which is described in Sect. 4.2, between the softmax and the output layer
of this network. At the architecture level, the only difference between DPWTE
and DeepWeiSurv is the so-called SWM layer through which the proposed model
implicitly selects the significant contribution distribution.

Fig. 1. The global architecture of DPWTE: clf and reg denotes the classifier and regres-
sion sub-networks respectively.

1 We choose ELU because it becomes smooth slowly, whereas ReLU sharply smoothes.
That means that with ELU we have enough gradient to learn the parameters.
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4.2 Sparse Weibull Mixture Layer

It should be recalled that we seek to learn the optimal mixture of Weibull dis-
tributions that models D, which leads us to estimate the optimal size p that
we denote by p̃. We initially set p to an upper bound pmax. For this purpose,
we introduce the SWM layer just before the output layer of the classifier sub-
network. This layer performs an element-wise multiplication of its weights by the
softmax layer output. As we see in Fig. 2, we put αk = ωk �qk. In order to get an
idea of the importance of each Weibull distribution, through its associated prob-
ability, we need to have the following constraints: (ωk, αk) ∈ [0, 1]2, k = 1, .., p
and

∑p
k=1 αk = 1. However, we cannot guarantee the constraint on ωk even

if we initialize them manually and thus the constraint on αk either. To ensure
implicitly these constraints, we apply the following transformations: ∀k ∈ [|1, p],

(T1) ωk ← |ωk|∑p
j=1 |ωj |qk ∈ [0, 1],∀k ∈ [|1, p] (T2) αk ← αk∑p

k=1 αk

Fig. 2. Softmax and SWM layers of the classifier sub-network.

4.3 Post-Training Steps: Selection of Weibull Distributions to
Combine for Time-to-Event Modeling

So far, we have not yet estimated the value of p̃. The training phase is the
same as for DeepWeiSurv regardless of the loss function (described in Sect. 4.4).
However, after the network is trained, we select the triplets (αk, βk, ηk) such as αk

is greater or equal to certain threshold denoted by ωth that we fix beforehand. As
the distribution of α changes after this selection while the probability constraint
must be maintained, we apply T2 to the new α. Thus, if A = {(αk, βk, ηk)|αk ≥
αth} is the set of selected triplets for modeling, then:

1. p̃ = Card(A)
2. α = (αk, αk ≥ αth) −→

T2
α′

3. β = (βk, αk ≥ αth) −→
offset(+2)

β′

4. η = (ηk, αk ≥ αth) −→
offset(+1+ε)

η′

5. the event times distribution can be modeled by
∑

(αk,βk,ηk)∈A

α′
kW (β′

k, η′
k)

This post-processing is described by the Fig. 3.
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Fig. 3. Post-training steps to compose the optimal mixture of Weibull distributions.

4.4 Loss Function

As discussed above, DPWTE learns the optimal combination of Weibull distri-
butions. To do so, we use the following loss function:

loss = −LL(β, η, α|(ti, δi)i) + λ||ω|| 1
2
, (7)

where λ is the regularization parameter and ||ω|| 1
2

=
∑p

k=1

√|wk|. The first
element of the loss is the negative log-likelihood which is used as a loss function
for DeepWeiSurv [3]. To stimulate the triplet selection process discussed in the
previous section, we apply a sparse regularization on ω = (ωk)1≥k≥p by adding a
penalty term (second operand) to the loss function, hence the name of SWM layer
and the word ‘Parsimonious’ in the name of the model. The purpose behind the
sparse regularization is to encourage sparsity in the vector ω or at least some ωk

to become almost zero, and then apply the threshold ωth. Xu et al. [13] proposed
L0.5 as the new regularizer which is more sparse than the L1 regularizer while it is
still easier to be solved than the L0 regularizer (because it is non-differentiable).
The sparsity property of L0.5 was demonstrated by Fan et al. [5].

5 Experiments on Real-World Datasets

In this section, we evaluate our proposed model on real data sets and compare its
predictive performance with state-of-the-art methods. Table 1 gives an overview
of descriptive statistics of these datasets. All the models are evaluated in the
same experimental protocol.



192 A. Bennis et al.

Table 1. Descriptive statistics of real-world datasets

Datasets No. uncensored No. censored No. features Censoring time Event time

Min Max Mean Min Max Mean

SEER BC 9152(42.8%) 12221 (57.2%) 34 1 227 181.5 1 226 63.7

SEER HD 12014 (49.6%) 12221 (50.4%) 1 224 76.7

SUPPORT 5844 (68.1%) 2735 (31.9%) 36 344 2029 1060.2 3 1944 206.0

METABRIC 888 (44.8%) 1093 (55.2%) 21 1 308 116.0 1 299 77.8

5.1 Description of the Real-World Datasets

In this experiment, we use three real-worlds datasets:

– SEER2: a program that provides cancer incidence data from population-based
cancer registries covering approximately 34.6% of the U.S. population. We
focused on the patients recorded between 1998 and 2002 with Breast Cancer
(BC) or Heart Disease (HD) or who have survived to the end of this period.
We generated from this database two single-event datasets (BC and HD)
keeping survivors in both of them.

– SUPPORT [11]: this dataset is good for learning how to fit nonlinear predictor
effects. We studied 9105 patients, of which almost 32% are survivors, with
their 36 attributes including age, sex, urine output creatinine, etc.

– METABRIC 3: contains gene expressions and clinical features including age,
tumor size, PR Status, etc.

5.2 Experimental Setting

For evaluation, we applied 5-fold cross validation: the data is randomly splitted
into training and validation set (80-20 split). For each iteration, the models are
fitted by the corresponding training set (4 folds) and evaluated on the validation
set (1 fold) by calculating Ctd. Once all iterations are executed, we obtain for
each method and for each dataset, a vector (of size 5) containing Ctd scores for
each iteration. This experimental protocol is applied on the following models:

– Cox Proportional Hazards CPH [4] with a penalty term in the order of 10−1.
– Random Survival Forest RSF [9] with 100 trees.
– DeepSurv [10] with 2 layers of 32 nodes.
– DeepHit [12] with a dropout probability of 0.6 between all the hidden layers.
– DeepWeiSurv [3] with p = 10.
– The proposed model DPWTE with pmax = 10 and λ = 10−4.

All the methods are trained via Adam optimizer with a learning rate of 10−4.
DPWTE has the shared sub-network which is 2 fully connected layers (the batch
normalization is applied before the second layer). The regression sub-network

2 https://seer.cancer.gov.
3 https://ega-archive.org/studies/EGAS00000000083.

https://seer.cancer.gov
https://ega-archive.org/studies/EGAS00000000083
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consists of 1 fully connected layer with batch normalization and two ELU layers
as output layers, while the classifier sub-network is composed of 2 fully connected
layers and a softmax layer followed by an SWM layer. Hidden layers are activated
by ReLU. The network is trained via SGD optimizer and learning rate of 10−4.

As evaluation metric, we use concordance index Ctd [1] which calculates,
among all the comparable pairs of observations (i, j) (δi = δj = 1), the number
of concordant ones:

Ctd =

∑
i,j 1ti>tj

.1t̂i>t̂j
.δj∑

i,j 1ti>tj
.δj

, (8)

Ctd estimates the probability of the event {t̂i > t̂j |ti > tj} which compares the
rankings of two independent and comparable pairs (non censored) of survival
times (ti, tj) and the times predicted (t̂i, t̂j).

5.3 Results

The results are summarized in Table 2 where we calculated the confidence inter-
val and the average of the concordance index scores over the 5-fold cross-
validation folds. In METABRIC, DeepHit and our proposed models provided
a significant improvement in terms of concordance scores when compared to
other competing methods, especially DPWTE, using one (p̃ = 1) Weibull distri-
bution, provides a mean concordance index slightly greater than that of Deep-
Hit and DeepWeiSurv, but with wider interval confidence. We can say that for
METABRIC, DeepHit and DPWTE have practically the same ordering per-
formance, when we take into account the trade-off between the mean and the
variance of Ctd. For the SUPPORT dataset, DeepHit outperforms, on average,
the other models in terms of times ordering, but DeepSurv and DPWTE, using
in average p̃ = 3 Weibull distributions, minimized the difference between their
respective concordances and that of DeepHit compared to RSF, CPH. In the
SEER dataset, for Breast Cancer and Heart Disease populations alike, we can
notice that DeepWeiSurv and DPWTE (using in average p̃ = 2 for both datasets)
have shown a large significant outperformance over the competing methods, with
a slight improvement from DeepWeiSurv with p = 2 to DPWTE. We can also
remark that the standard deviation of Ctd for METABRIC is relatively greater
than that of SEER and SUPPORT. We suspect this comes from the small size of
METABRIC regarding the other datasets. Furthermore, another thing to point
out is that for all the datasets, except METABRIC, the respective confidence
intervals of DPWTE and DeepWeiSurv are narrower than those of the compet-
ing methods, which means that our proposed method produced a more stable
estimation. DPWTE has clearly the best overall predictive performance.



194 A. Bennis et al.

Table 2. Ctd calculated over 5-fold cross validation for each model and dataset (mean
± standard deviation) as well as the mean estimate p̃.

Models Datasets

SEER BC SEER HD SUPPORT METABRIC

CPH 0.831±7.5e–3 0.785±3.5e–3 0.805±7e–3 0.661±2.6e–2

DeepSurv 0.841±5.5e–3 0.786±7.5e–3 0.826±1.5e–3 0.662±1.8e–2

RSF 0.838±9.5e–3 0.755±1e–2 0.783±4.5e–3 0.667±3.1e–2

DeepHit 0.875±8e–3 0.846±4.5e–3 0.835±1.3e–2 0.821±1.1e–2

DeepWeiSurv 0.908±1.5e–3 0.863±1.1e–2 0.815±1.5e–2 0.819±1.3e–2

DPWTE 0.912±1.5e–3 0.871±3.5e–3 0.831±9.5e–3 0.829±1.08e–2

p̃ 2 2 3 1

5.4 Censoring Threshold Sensitivity Experiment

The main objective of this experiment is to measure the performance of DPWTE
with respect to the censoring rate, that is, the ratio of censored events against
the observed ones. Because of lack of space, we choose to run the experiment only
on METABRIC (as the smallest dataset and thus more challenging) and SEER
BC (as the dataset with the highest score). The main results are similar for
SEER HD and SUPPORT. In this experiment, we apply the same experimental
protocol as the previous one on different censoring thresholds. These thresholds,
expressed in quantiles of the recorded times vector, are selected such as each
quantile tc adds a significant portion of censored data against the previous one
and thus, change significantly the time distribution. Table 3 gives the distribution
of data of each configuration. For METABRIC and SEER, we choose the follow-
ing thresholds: Q1 = (q0.5, q0.45, q0.35, q0.25) and Q2 = (q0.85, q0.65, q0.5, q0.4, q0.25)
respectively. The Added portion column represents the percentage of data that
became censored out of the initial set of censored data. For each value tc ∈ Qi,
we apply 5-fold cross validation and then calculate the predictions for all time
horizons th ∈ Qi

4. Then, we measure the quality of these predictions using Ctd.
Figure 4 shows the Ctd scores calculated over the cross validation as well as the
estimate p̃ for each scenario in both datasets. Firstly, we should note that the
model performs well for SEER BC (higher average scores and narrower standard
deviation as seen in the previous experiment). Furthermore, we can remark that
in general, the further the censoring rate (for training) and the time horizon th
(for predictions) is pushed back, the lower is the score. This result was expected
because of the fact that the more we have non-censored data the easier it is
to model the survival times distribution of the population. We also suspect the
decreasing of p̃ comes from the fact that the more we increase the censoring
rate the more the network ignores a part of the underlying distribution and

4 tMETABRIC is not a censoring threshold but represents the initial survival time
vector as used in the previous experiment (see statistics in Table 1).
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Table 3. Distribution of METABRIC (left) and SEER BC (right) for each selected
censoring threshold.

tc No. censored No. non-censored Added portion

tMET ABRIC 1093 888 –

q0.5 1285 696 17.6%

q0.45 1411 570 29%

q0.35 1559 422 42.6%

q0.25 1670 311 52.8%

tc No. censored No. non-censored Added portion

q0.85 13270 8103 8.6%

q0.65 15207 6166 24.4%

q0.5 16568 4805 35.5%

q0.4 17503 3870 43.2%

q0.25 18912 2461 54.75%

Fig. 4. Box plots (left) of Ctd as well as the mean values of the estimate p̃ (right)
calculated over the 5-fold cross validation for each censoring threshold tc in both SEER
BC (top) and METABRIC (bottom).

thus model the latter with an insufficient combination of Weibull distributions.
However, DPWTE still performing well even in the highly censored setting.

6 Conclusion

In this paper, we proposed a novel approach for survival analysis. A network-
based model, assuming a Weibull mixture character of the survival time, was
presented to address this problem. We could, by parametrizing the mixture with
neural networks, model rich relationships between the covariates and event times.
DPWTE leverages Weibull advantages, namely the fact that these distributions
are known to be a good representation for survival time distribution and it also
allows to consider any time horizon. This is because DPWTE learns a continu-
ous probability density function and through the Sparse Weibull Mixture layer
selects the optimal combination of Weibull distribution to model the underlying
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event-time distribution. We conducted experiments on real-world datasets where
DPWTE has clearly outperformed the alternative approaches. Furthermore, we
assessed the censoring sensitivity of our model with a real-data experiment which
demonstrates its ability to generally handle highly censored settings and consider
any survival time horizon. Interesting expansions include extending our method-
ology to models that handle competing events, time-dependent covariates. In
addition, it would be interesting to explore other data types and sources that
require some advanced network structures notably convolutions neural networks
or generative adversarial models.
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Abstract. In this paper, we provide an overview of first-order and
second-order variants of the gradient descent method that are commonly
used in machine learning. We propose a general framework in which 6
of these variants can be interpreted as different instances of the same
approach. They are the vanilla gradient descent, the classical and gen-
eralized Gauss-Newton methods, the natural gradient descent method,
the gradient covariance matrix approach, and Newton’s method. Besides
interpreting these methods within a single framework, we explain their
specificities and show under which conditions some of them coincide.

Keywords: Machine learning · Gradient descent

1 Introduction

Machine learning in general, and deep learning (LeCun 2015) in particular often
amount to solving an optimization problem where a loss function has to be
minimized. For complex problems (due to nonlinearity, non-convexity, etc.), the
best recourse seems often to rely on iterative schemes that exploit first-order
or second-order derivatives of the loss function to get successive improvements
and converge towards a local minimum. This explains why variants of gradient
descent are becoming increasingly ubiquitous in machine learning and have been
made widely available in the main deep learning libraries, being the tool of choice
to optimize deep neural networks. Among these methods, vanilla gradient descent
strongly benefits from its computational efficiency as it simply computes partial
derivatives at each step of an iterative process. Though it is widely used, it is
limited for two main reasons: it depends on arbitrary parameterizations and
may diverge or converge slowly if the step size is not properly tuned. To address
these issues, several lines of improvement exist. Here, we focus on two of them.
On the one hand, first-order methods such as the natural gradient introduce
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particular metrics to restrict gradient steps and make them independent from
parametrization choices (Amari 1998). On the other hand, second-order methods
use the Hessian matrix of the loss or its approximations to take into account its
local curvature.

Both types of approaches enhance the vanilla gradient descent update, multi-
plying it by the inverse of a large matrix (of size d2, where d is the dimensionality
of the parameter space). The contribution of this paper is to study connections
between 6 popular first-order and second-order improvements of the gradient
descent seen as different variants of a unique simple framework. This general
framework uses a first-order approximation of the loss and constrains the step
with a quadratic norm. Therefore, each modification δθ of the vector of param-
eters θ is computed via an optimization problem of the following form:

{
minδθ ∇θL(θ)T δθ

δθT M(θ)δθ ≤ ε2,
(1)

where ∇θL(θ) is the gradient of the loss L(θ), and M(θ) a symmetric positive-
definite (SPD) matrix. The 6 methods differ by the matrix M(θ), which has an
effect not only on the size of the steps, but also on the direction of the steps, as
illustrated in Fig. 1.

Fig. 1. Different metrics affect both the gradient step size and direction. Here, a dif-
ferent δθ is obtained with M = I or M an arbitrary SPD matrix.

The solution of the minimization problem (1) has the following form:

δθ = −αM(θ)−1∇θL(θ).

Section 2 mainly defines notations, and the rest of the paper is organized
as follows. In Sect. 3, we show how the vanilla gradient descent, the classical
Gauss-Newton method and the natural gradient descent method fit into the
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proposed framework, with constraints that are independent from the loss func-
tion. In Sect. 4, we consider approaches that depend on the loss, namely the
gradient covariance matrix approach, Newton’s method, and the generalized
Gauss-Newton method, and show that they also fit into the framework. Table 1
summarizes the values of M(θ) for all 6 approaches.

Table 1. The matrices M(θ) associated to 6 popular variants of the gradient descent,
when interpreted as instances of the optimization problem (1). See Sect. 2 for the
definitions of the notations.

M(θ) Corresponding approach

I Vanilla gradient descent

Es
[
Jx (θ)T Jx (θ)

]
+ λI Classical Gauss-Newton

Es
[∇θ log(pθ (y|x))∇θ log(pθ (y|x))T ]

+ λI Natural gradient (empirical Fisher matrix)

Es
[∇θ lθ (s)∇θ lθ (s)

T
]
+ λI Gradient covariance matrix

H(θ) + λI Newton’s method

Es
[
Jx (θ)T Hy (hθ (x))Jx (θ)

]
+ λI Generalized Gauss-Newton

Providing a unifying view of several first-order and second-order variants of
the gradient descent, the framework presented in this paper makes the connec-
tions between different approaches more obvious, and can hopefully give insights
on these connections and help clarifying some of the literature.

2 Problem Statement and Notations

Notation Description

Jx (θ) Jacobian of the function θ �→ hθ (x)

Ea∼pθ (·|x)[f(a)] Expected value of f(a), when a follows the distribution pθ (·|x)

H(θ) Hessian of the loss L, defined by [H(θ)]i,j = ∂2L
∂θ i∂θ j

(θ)

Hy (hθ (x)) Hessian of the function h �→ l(y, h) at h = hθ (x)

We consider a context of regression analysis1 in which, based on samples
s = (x,y), the objective is to estimate the conditional distribution of y given
x. More formally, this distribution is estimated by a parametrized probability
density function (p.d.f.) pθ (y|x), and the goal of the learning is to progressively
optimize the vector θ to improve the accuracy of this estimation. We furthermore
assume that the p.d.f. pθ (·|x) can be represented by a finite-dimensional vector

1 This context helps to simplify notations, and give examples, but the results obtained
are not specific to this setting.
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hθ (x). For instance, in many applications, pθ (·|x) is a multivariate Gaussian
distribution, and in this case the vector hθ (x) would typically contain the mean
and covariance matrix components.

The accuracy of pθ (·|x) is measured via a loss function L estimated over a
dataset of samples s. L depends only on θ and we assume that it is expressed
as the expected value (over the sample distribution) of an atomic loss, a loss per
sample lθ (s):

L(θ) = Es [lθ (s)].

In the remainder of the paper, for simplicity we keep L expressed as an expected
value over the samples, but in practice it is replaced by an empirical mean over
a batch, which makes its gradient expressible from the gradient of the atomic
loss (w.r.t. θ). The dependency of the atomic loss to θ is via pθ (·|x), so we can
also express it as a function of the finite-dimensional representation hθ (x):

lθ (s) = l(y,hθ (x)).

3 Vanilla, Classical Gauss-Newton and Natural Gradient
Descent

3.1 Vanilla Gradient Descent

The core objective of gradient descent algorithms is to determine the direction
and magnitude of δθ, a small modification of θ computed iteratively to decrease
the value of L. The so-called “vanilla” gradient descent is a first-order method
that relies on a first-order Taylor approximation of the loss function L:

L(θ + δθ) � L(θ) + ∇θL(θ)T δθ. (2)

At each iteration, the objective is the minimization of ∇θL(θ)T δθ with the
variable δθ. If the gradient is non-zero, the value of this term is unbounded
below: it suffices for instance to set δθ = −α∇θL(θ) with α arbitrarily large.
As a result, constraints are needed to avoid making excessively large steps. In
vanilla approaches, the Euclidean norm ‖δθ‖ =

√
δθT δθ is used to bound the

increments δθ. The optimization problem solved at every step of the scheme is:{
minδθ ∇θL(θ)T δθ

δθT δθ ≤ ε2,
(3)

where ε is a user-defined upper bound. It is the most trivial instance of the
general framework (1), and the solution of this problem is δθ = −α∇θL(θ), with
α = ε

‖∇θ L(θ)‖ . To set the size of the step, instead of tuning ε, the most common
approach is to use the expression −α∇θL(θ) and directly tune α, which is called
the learning rate. An interesting property with this approach is that, as θ gets
closer to an optimum, the norm of the gradient ‖∇θL(θ)‖ decreases, so the ε
corresponding to the fixed α decreases as well. This means that steps tend to
become smaller and smaller, which is a necessary property to make asymptotic
convergence possible.
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3.2 Classical Gauss-Newton

As mentioned in Sect. 2, the atomic loss function lθ (s) = l(y,hθ (x)) depends
indirectly on the parameters θ via the vector hθ (x), which is a finite-dimensional
representation of the p.d.f. pθ (·|x). So it may be more meaningful to measure
the modifications arising from an update δθ by looking at the change on hθ (x),
not simply on δθ as with the vanilla gradient descent approach. The constraint
δθT δθ ≤ ε2 acts as if all components of δθ had the same importance, which
is not necessarily the case. Some components of θ might have much smaller
effects on hθ (x) than others, and this will not be taken into account with the
vanilla gradient descent method, which typically performs badly with unbal-
anced parametrizations. Measuring and bounding the change on the vector hθ (x)
makes the updates independent from the way hθ is parametrized. To do this,
a natural choice is to bound the expected squared Euclidean distance between
hθ (x) and hθ+δθ (x):

Es

[‖hθ+δθ (x) − hθ (x)‖2] ≤ ε2.

Using again a first-order approximation, we have hθ+δθ (x) − hθ (x) � Jx(θ)δθ,
where Jx(θ) is the Jacobian of the function θ �→ hθ (x). The constraint can be
rewritten:

Es

[‖Jx(θ)δθ‖2] = δθT
Es

[
Jx(θ)T Jx(θ)

]
δθ ≤ ε2,

resulting in the optimization problem:
{

minδθ ∇θL(θ)T δθ

δθT
Es

[
Jx(θ)T Jx(θ)

]
δθ ≤ ε2,

(4)

which fits into the general framework (1) MCGN (θ) = Es

[
Jx(θ)T Jx(θ)

]
is SPD.

Damping. The structure of the matrix MCGN (θ) makes it symmetric and pos-
itive semi-definite, but not necessarily definite-positive. To ensure the definite-
positiveness, a regularization or damping term λI can be added, resulting in the
constraint δθT

(
MCGN (θ) + λI

)
δθ ≤ ε2, which can be rewritten:

δθT MCGN (θ)δθ + λδθT δθ ≤ ε2.

This damping, often called Tikhonov damping (Martens and Sutskever 2012),
regularizes the constraint with a term proportional to the squared Euclidean
norm of δθ, and it must be noted that with it the constraint is not independent
to the parametrization in θ anymore.

Classical Gauss-Newton as a Second Order Approximation. Let us assume that
the atomic loss lθ (s) is defined as follows: lθ (s) = 1

2‖Δθ (s)‖2, where Δθ (s) is
a vector-valued function. Functions of the form Δθ (s) = y − fθ (x) are typical
examples in the context of regression. Denoting by J Δ

s (θ) the Jacobian of θ �→
Δθ (s), it can be shown that the following expression is a second-order Taylor
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expansion of the loss in which the terms involving second derivatives of Δθ with
respect to θ have been dropped (Bottou et al. 2018):

L(θ + δθ) = L(θ) + ∇θL(θ)T δθ +
1
2
δθT

Es

[J Δ
s (θ)T J Δ

s (θ)
]
δθ + O(δθ3).

Assuming that Es

[J Δ
s (θ)T J Δ

s (θ)
]

is positive-definite, the minimum is reached
with

δθ = −Es

[J Δ
s (θ)T J Δ

s (θ)
]−1∇θL(θ).

As in the update obtained with the optimization problem (4), the matrix with
a structure of type Jacobian transpose-times-Jacobian is characteristic of the
classical Gauss-Newton approach. To ensure positive-definiteness, damping can
be added in the exact same way. The derivation that lead to (4) shows that this
kind of update does not only make sense with a squared error-type of loss, so in
some sense it is a generalization of the context in which a classical Gauss-Newton
approach may be useful. If the dependency of the loss to θ is naturally expressed
via a finite-dimensional vector v(θ) (e.g. hθ (x) or Δθ (s) in the above cases),
then measuring the quantity ‖v(θ + δθ) − v(θ)‖ to evaluate the magnitude of
the modifications induced by δθ is likely to be more meaningful than using the
vanilla approach (i.e. simply measuring ‖(θ + δθ) − θ‖ = ‖δθ‖).

Learning Rate. The solution δθ = −αM(θ)−1∇θL(θ) to the general frame-
work (1) is such that α = ε√

∇θ L(θ)T M(θ)−1∇θ L(θ)
. The classical Gauss-Newton

approach corresponds to M(θ) = MCGN (θ) + λI, or M(θ) = MCGN (θ) if we
ignore the damping. With the approach based on the second-order approxima-
tion of the loss expressed as a squared error, the resulting update has the form
δθ = −M(θ)−1∇θL(θ), which is similar to the above expression except that
α = 1. However, this theoretical difference in α (referred to as the learning rate
in Sect. 3.1) is not significant in practice since its value is usually redefined sep-
arately, for various reasons. In particular, when M(θ) is a very large matrix,
M(θ)−1 is often estimated via drastic approximations. In that case, it can be
preferable to only compute the update direction, and then perform a line search
to find a value of α for which it is verified that the corresponding step size is
reasonable. This line search is an important component of the popular reinforce-
ment learning (RL) algorithm TRPO (Schulman et al. 2015).

3.3 Natural Gradient

To further improve the independence to parametrization, it is possible to directly
measure the change from pθ (·|x) to pθ+δθ (·|x) with a metric on probability
density functions. This way, the updates do not even depend on the choice of
finite-dimensional representation via hθ . Amari (1997; 1998) proposed and pop-
ularized the notion of natural gradient, which is based on a matrix called the
Fisher information matrix, defined for the p.d.f pθ (·|x) by:

Ix(θ) = Ea∼pθ (·|x)

[
∇θ log (pθ (a|x))∇θ log (pθ (a|x))T

]
.
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It can be used to measure a “distance” d� between two infinitesimally close
probability distributions pθ (·|x) and pθ+δθ (·|x) as follows:

d�2(pθ (·|x), pθ+δθ (·|x)) = δθT Ix(θ)δθ.

Averaging over the samples, we extrapolate a measure of distance between θ
and θ + δθ:

DL2(θ,θ + δθ) = δθT
Es [Ix(θ)] δθ,

where Es [Ix(θ)] = Es

[
Ea∼pθ (·|x)

[
∇θ log (pθ (a|x))∇θ log (pθ (a|x))T

]]
is

the averaged Fisher information matrix. It is common to approximate
Es

[
Ea∼pθ (·|x)[·]

]
with the empirical mean over the samples, which reduces the

above expression to

DL2(θ,θ + δθ) ≈ δθT
Es

[
∇θ log (pθ (y|x))∇θ log (pθ (y|x))T

]
δθ.

Es

[
∇θ log (pθ (y|x))∇θ log (pθ (y|x))T

]
is usually called the empirical Fisher

matrix (Martens 2014). We denote it by F (θ). Putting an upper bound on
δθT F (θ)δθ results in the following optimization problem:

{
minδθ ∇θL(θ)T δθ

δθT F (θ)δθ ≤ ε2,
(5)

which yields natural gradient steps of the form

δθ = −αF (θ)−1∇θL(θ),

provided that F (θ) is invertible. F (θ) is always positive semi-definite. There-
fore, as in Sect. 3.2 with the classical Gauss-Newton approach, a damping term
can be added to ensure invertibility (but again, by doing so the independence
to the parametrization is lost). The Fisher information matrix is in some sense
uniquely defined by the property of invariance to reparametrization of the metric
it induces (Čencov 1982), and can be obtained from many different derivations.
But a particularly interesting fact is that d�2(pθ (·|x), pθ+δθ (·|x)) corresponds
to the second-order approximation of the Kullback-Leibler (KL) divergence
KL(pθ (·|x), pθ+δθ (·|x)) (Kullback 1997; Akimoto and Ollivier 2013). Hence, the
terms δθT Ix(θ)δθ and δθT F (θ)δθ share some of the properties of the KL diver-
gence. For instance, when the variance of the probability distribution pθ (·|x)
decreases, the same parameter modification δθ tends to result in increasingly
large measures δθT Ix(θ)δθ (see Fig. 2).

Consequently, if the bound ε2 of Eq. (5) is kept constant, possible modifica-
tions of θ become smaller when the variance of the parametrized distribution
decreases. Thus natural gradient iterations slow down when the variance becomes
small, which is a desirable property when keeping some variability matters. Typ-
ically, in RL, this variability can be related to exploration, and should not vanish
early, which is one of the reasons why some RL algorithms benefit from natural
gradient steps (Peters and Schaal 2008; Schulman et al. 2015; Wu et al. 2017).
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Fig. 2. The same parameter change (here, a constant shift of the mean to the right)
yields a larger KL divergence when the variance is small.

Relation Between Natural Gradient and Classical Gauss-Newton. Let us con-
sider a very simple case where pθ (·|x) is a multivariate normal distribution with
fixed covariance matrix Σ = β2I. The only variable parameter on which the
distribution pθ (·|x) depends is its mean μθ , so we can use it as a representation
of the distribution itself and write

hθ (x) = μθ .

It can be shown that the KL divergence between two normal distributions of
equal variance is proportional to the squared Euclidean distance between the
means. More precisely, the KL divergence between pθ (·|x) and pθ+δθ (·|x) is
equal to 1

2β2 ‖hθ+δθ (x) − hθ (x)‖2. For small values of δθ, it is approximately
equal to the measure obtained with the true Fisher information matrix:

1
2β2

‖hθ+δθ (x) − hθ (x)‖2 ≈ δθT Ix(θ)δθ.

Bounding the average over the samples of the right term is the motiva-
tion of the natural gradient descent method. Besides, we have seen in Sect. 3.2
that the classical Gauss-Newton method can be considered as a way to bound
Es [‖hθ+δθ (s) − hθ (x)‖2], which is equal to the average of the left term over
the samples, up to a multiplicative constant. Hence, even though both methods
introduce slightly different approximations, in this context the classical Gauss-
Newton and natural gradient descent methods are very similar. This property
is used in Pascanu and Bengio (2013) to perform a natural gradient descent on
deterministic neural networks, by interpreting their outputs as the mean of a
conditional Gaussian distribution with fixed variance.

4 Gradient Covariance Matrix, Newton’s Method
and Generalized Gauss-Newton

The previous approaches fit into the general framework (1) with matrices M(θ)
that do not depend on the loss function, while the 3 approaches presented in
this section fit into the same framework but with matrices M(θ) that do depend
on the loss.
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4.1 Gradient Covariance Matrix

The simplest way to exploit the loss to measure magnitude of changes is to
consider the expected squared difference between lθ (s) and lθ+δθ (s):

Es

[(
lθ+δθ (s) − lθ (s)

)2]
.

For a single sample s, changing slightly θ does not necessarily modify the atomic
loss lθ (s), but in many cases it can be assumed that this loss becomes different for
at least some of the samples, yielding a positive value for Es

[(
lθ+δθ (s) − lθ (s)

)2]
which quantifies in some sense the amount of change introduced by δθ with
respect to the objective. It can be a meaningful measure as it usually depends
on the most relevant features for the task to achieve. Let us replace lθ+δθ (s) by a
first-order approximation: lθ+δθ (s) � lθ (s)+∇θ lθ (s)T δθ. The above expectation
simplifies to

Es

[(∇θ lθ (s)T δθ
)2] = δθT

Es

[∇θ lθ (s)∇θ lθ (s)T
]
δθ.

Es

[∇θ lθ (s)∇θ lθ (s)T
]

is called the outer product metric (Ollivier 2015) or the
gradient covariance matrix (Bottou and Bousquet 2008). Putting a bound on
the term δθT

Es

[∇θ lθ (s)∇θ lθ (s)T
]
δθ, the iterated optimization becomes:

{
minδθ ∇θL(θ)T δθ

δθT
Es

[∇θ lθ (s)∇θ lθ (s)T
]
δθ ≤ ε2.

(6)

It results in updates of the form:

δθ = −αEs

[∇θ lθ (s)∇θ lθ (s)T
]−1 ∇θL(θ).

Again, a regularization term may be added to ensure the invertibility of the
matrix.

Link with the Natural Gradient. Let us assume that the atomic loss on a
sample s = (x,y) is the negative log-likelihood (a common case): lθ (s) =
− log(pθ (y|x)). It follows that the empirical Fisher matrix, as defined in Sect. 3.3,
is equal to Es

[∇θ lθ (s)∇θ lθ (s)T
]
, which is exactly the definition of the gradient

covariance matrix. Thus, in this case, the two approaches are identical. Several
algorithms use this identity for the natural gradient computation, e.g. George
et al. (2018).

4.2 Newton’s Method

Let us consider now a second-order approximation of the loss:

L(θ + δθ) ≈ L(θ) + ∇θL(θ)T δθ +
1
2
δθT H(θ)δθ,
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where H(θ) is the Hessian matrix: [H(θ)]i,j = ∂2L
∂θi∂θj

(θ). Although there are
obvious counterexamples, one can argue that the first-order approximation, i.e.
L(θ+δθ) ≈ L(θ)+∇θL(θ)T δθ (which is used as minimization objective for gra-
dient descents), is most likely good as long as the second-order term 1

2δθT H(θ)δθ
remains small. Therefore, it makes sense to directly put an upper bound on this
quantity to restrict δθ, as follows:

δθT H(θ)δθ ≤ ε2.

If H(θ) is SPD, this constraint defines a trust region, i.e. a neighborhood of θ in
which the first-order approximation of L(θ + δθ) is supposed to be reasonably
accurate. However, H(θ) is symmetric but not even necessarily positive semi-
definite, unlike the matrices obtained with the previous approaches. Therefore
the damping required to make it definite-positive may be larger than with other
methods. It leads to the following optimization problem solved at every iteration:

{
minδθ ∇θL(θ)T δθ

δθT (H(θ) + λI)δθ ≤ ε2,
(7)

and to updates of the form: δθ = −α(H(θ) + λI)−1∇θL(θ).

Newton’s Method as a Second-Order Approximation. The same update direction
is obtained by directly minimizing the damped second-order approximation:

L(θ) + ∇θL(θ)T δθ +
1
2
δθT (H(θ) + λI)δθ.

When (H(θ) + λI) is SPD, the minimum of this expression is obtained for
δθ = −(H(θ) + λI)−1∇θL(θ).

4.3 Generalized Gauss-Newton

L(θ) is equal to Es [l(y,hθ (x))]: it does not depend directly on θ but on the
outputs of hθ , which are vectors of finite dimension. Posing δh = hθ+δθ (x) −
hθ (x), a second-order Taylor expansion of l(y,hθ+δθ (x)) can be written:

l(y,hθ+δθ (x)) = l(y,hθ (x))+
∂l(y,hθ (x))

∂h

T

δh+
1
2
δhT Hy (hθ (x))δh+O(δh3),

where Hy (hθ (x)) is the Hessian matrix of the atomic loss l(y,hθ (x)) with
respect to variations of hθ (x), and ∂l(y ,hθ (x))

∂h is the gradient of l(y,hθ (x)) w.r.t.
variations of hθ (x). Using the equality δh = Jx(θ)δθ + O(δθ2) (with Jx(θ) the
Jacobian of the function θ �→ hθ (x)):

l(y,hθ+δθ (x)) = l(y,hθ (x)) +
∂l(y,hθ (x))

∂h

T

Jx(θ)δθ +
∂l(y,hθ (x))

∂h

T

O(δθ2)

+
1
2
δθT Jx(θ)T Hy (hθ (x))Jx(θ)δθ + O(δθ3).
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The generalized Gauss-Newton approach is an approximation that consists in

dropping the term ∂l(y ,hθ (x))
∂h

T
O(δθ2). Averaging over the samples yields the

following approximation of L(θ + δθ):

L(θ) + Es

[
∂l(y,hθ (x))

∂h

T

Jx(θ)

]T

δθ +
1
2
δθT

Es

[
Jx(θ)T Hy (hθ (x))Jx(θ)

]
δθ.

Noticing that Es

[
∂l(y ,hθ (x))

∂h

T
Jx(θ)

]
= ∇θL(θ), it can be rewritten:

L(θ + δθ) ≈ L(θ) + ∇θL(θ)T δθ +
1
2
δθT

Es

[
Jx(θ)T Hy (hθ (x))Jx(θ)

]
δθ.

As for Newton’s method, the usual way to derive the generalized Gauss-Newton
method is to directly minimize this expression (see Martens (2014)), but we can
also put a bound on the quantity δθT

Es

[
Jx(θ)T Hy (hθ (x))Jx(θ)

]
δθ to define

a trust region for the validity of the first-order approximation (as in Sect. 4.2),
provided that Es

[
Jx(θ)T Hy (hθ (x))Jx(θ)

]
is SPD. If the loss l(y,hθ (x)) is con-

vex in hθ (x) (which is often true), the matrix is at least positive semi-definite,
so a small damping term suffices to make it positive-definite. If a non-negligible
portion of the matrices Jx(θ) are full rank, the damping term may be added to
Hy (hθ (x)) rather than to the full matrix. See Martens and Sutskever (2012) for
an extensive discussion on different options for the damping and their benefits
and drawbacks. With the damping on the full matrix, the optimization problem
to solve at every iteration becomes:

{
minδθ ∇θL(θ)T δθ

δθT
(
Es

[
Jx(θ)T Hy (hθ (x))Jx(θ)

]
+ λI

)
δθ ≤ ε2,

(8)

with updates δθ = −α
(
Es

[
Jx(θ)T Hy (hθ (x))Jx(θ)

]
+ λI

)−1 ∇θL(θ).

5 Summary and Conclusion

In Sects. 3 and 4 we motivated and derived 6 different ways to compute parameter
updates, that can all be interpreted as solving an optimization problem of this
type: {

minδθ ∇θL(θ)T δθ

δθT M(θ)δθ ≤ ε2,

resulting in updates of the form δθ = −αM(θ)−1∇θL(θ), with M(θ) SPD.
The quadratic term of the inequality corresponds to a specific metric defined

by M(θ) used to measure the magnitude of the modification induced by δθ. To
evaluate this magnitude, the focus can be simply on the norm of δθ, or on the
effect of δθ on the loss, or on the effect of δθ on hθ (x) or on pθ (·|x), resulting
in various approaches, with various definitions of M(θ). In a context of prob-
abilistic regression, we gave 6 examples that correspond to popular variants of
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the gradient descent, summarized in Table 1. All methods except the natural
gradient can be declined to deterministic cases. Unifying several first-order or
second-order variants of the gradient descent method reveals links between these
different approaches, and contexts in which some of them are equivalent. The pro-
posed framework gives a compact overview of common variants of the gradient
descent, and can hopefully help choosing adequately between them depending
on the problem to solve.
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Bayesian Optimization for
Backpropagation in Monte-Carlo

Tree Search

Nengli Lim(B) and Yueqin Li
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Abstract. In large domains, Monte-Carlo tree search (MCTS) is
required to estimate the values of the states as efficiently and accu-
rately as possible. However, the standard update rule in backpropaga-
tion assumes a stationary distribution for the returns, and particularly in
min-max trees, convergence to the true value can be slow because of aver-
aging. We present two methods, Softmax MCTS and Monotone MCTS,
which generalize previous attempts to improve upon the backpropagation
strategy. We demonstrate that both methods reduce to finding optimal
monotone functions, which we do so by performing Bayesian optimization
with a Gaussian process (GP) prior. We conduct experiments on com-
puter Go, where the returns are given by a deep value neural network,
and show that our proposed framework outperforms previous methods.

Keywords: Monte-carlo tree search · Bayesian optimization ·
Gaussian processes · Computer Go · Deep neural networks

1 Introduction

Monte-Carlo tree search (MCTS) [3,6], or more specifically its most common
variant UCT (Upper Confidence Trees; see Sect. 2) [10], has seen great successes
recently and has propelled, especially in combination with deep neural networks,
the performance of computer Go past professional levels [15,16]. The robust
nature of MCTS, versus a traditional approach like depth-first search in alpha-
beta pruning, has not only enabled a leap-frog in performance in computer Go,
but has also led to its utilization in other games where it is difficult to evaluate
states, as well as in other domains [3].

However, MCTS is known to suffer from slow convergence in certain situa-
tions [5], in particular when the precise calculation of a narrow tactical sequence
is critical for success. For example in boardgames, [11] defines a level-k search
trap for player p after a move m as a state of the game where the opponent of p
has a guaranteed k-move winning strategy. More relevantly, they show through
a series of experiments that MCTS performs poorly even in shallow traps, in
contrast to regular minimax search; see also [12,13].

c© Springer Nature Switzerland AG 2021
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To better understand this phenomenon, we take a closer look at the update
rule

Qn ← Qn−1 +
Rn−1 − Qn−1

n
(1)

which is performed during the backpropagation phase of MCTS. Here, the cur-
rent estimate of the value of a state is taken to be the simple average of all
previous returns accrued upon visiting that state. Proceeding, we discuss var-
ious methods which seek to improve backpropagation by challenging the basic
assumptions implied by (1):

(i) Value estimation by averaging returns:
Instead of updating a parent node’s value with that of its MAX (MIN)
child as in minimax search, backpropagation in MCTS averages all returns
to obtain a good signal in noisy environments (this is equivalent to setting
the value of the parent node to be the weighted average (by visits) of its
children’s values).

(ii) Stationarity:
The returns are assumed to follow a stationary distribution.

With regard to the first point, one of the first published works on MCTS [6]
posits that taking the value of the best child leads to an overestimation (cf. [2])
of the value of a MAX node, whereas taking the weighted average (by number of
visits) of the children’s values leads to an underestimation. The paper proposes
using an interpolated value, with weights dependent on the current number of
visits of the best child:

Qparent =
(

Nbest

Nbest + M

)
Qbest +

(
1 − Nbest

Nbest + M

)
Qmean. (2)

Here, Nbest and Qbest respectively denote the number of visits and backed-up
value of the best child, and M is a variable which slowly increases after some
fixed threshold to dampen the increasing weight.

Similarly in [9], a backup strategy MaxMCTS (λ) is proposed where an eli-
gibility parameter λ can be adjusted to strike a balance between taking the
weighted average of the children’s values (λ = 1) and taking the value of the
best child (λ = 0). In addition, they show that the optimal value for λ depends
on the context; e.g. in Grid World experiments, it is demonstrated that the
more obstacles that are present in the grid, the more λ has to be lowered in
order to maintain good performance. This corresponds with the findings in [11–
13], in that standard MCTS may perform well in environments, for example
in the opening stages of Go, where global strategy is more important, but its
performance tends to degrade in highly tactical situations; see also [1].

Moving on to the second premise, while stationarity may be a viable assump-
tion in multi-armed bandit problems, and although MCTS can be viewed as a
sequential multi-armed bandit problem, it is evident that the later simulations
explore a larger tree than the earlier simulations. This implies that the sequence
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of rewards follows a non-stationary distribution, where the returns from later
simulations are more informative than the earlier ones, and hence it would be
natural to weight them more heavily.

One way of doing this is to simply employ the exponential recency-weighted
average update (ERWA) [18] where (1) is replaced by

Qn ← Qn−1 + α (Rn−1 − Qn−1) , α ∈ (0, 1]; (3)

see also [8] where they employ a similar backup strategy.
A more sophisticated method called feedback adjustment policy is explored

in [21], where here they test four different weight profiles of varying shapes. The
following figure provides an illustration.

Fig. 1. Graph depicting the weight increase of four profiles in feedback adjustment
policy; GAX: linear increase on a uniform partition; GAY : exponential increase on a
uniform partition; GBX: linear increase on a partition with exponentially increasing
widths; GBY : exponential increase on a partition with exponentially increasing widths.

Experiments on 9× 9 Go show that GBY gives the highest winning rate
over original MCTS, but more importantly, they show that in spite of the fact
that the functions all monotonically weight the later simulations more heavily,
differences in their particular shapes lead to varying performance gains [21].

Despite differences in these various methods, we can summarize the overar-
ching principles they have in common as follows:

(i) the best child should be weighted more heavily as the number of simulations
increase;

(ii) later simulations should be weighted more strongly than earlier ones.

Taking this into account, in this paper we propose Monotone MCTS and Softmax
MCTS, two backpropagation strategies which aim to generalize and improve
upon the previous methods. We first represent the weights as a function of the
number of visits of the node in question, and naturally constrain it to be a
monotone function. We then propose to use black-box Bayesian optimization to
find these optimal monotone functions.
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The rest of the paper is structured as follows. In Sect. 2, we give a brief review
of MCTS and Bayesian optimization using a Gaussian process prior. In Sect. 3,
we go into the details of Monontone MCTS and Softmax MCTS. We show the
effectiveness of our approach in experiments on 9 × 9 and 19 × 19 Go in Sect. 4.
Finally, we conclude in the last section with some direction on future work.

2 Preliminaries

2.1 Monte-Carlo Tree Search

In comparison to depth-first search in alpha-beta pruning, MCTS uses best-first
search to gather information for planning the next action. This is important par-
ticularly in computer Go where the branching factor is large, and the tree is best
explored asymmetrically to strike a balance between searching deep sequences
in tactical situations and searching wide options in factoring in strategic consid-
erations. This also allows it to be an anytime algorithm, in that terminating the
search prematurely can still yield acceptable results.

MCTS consists of the following four steps:

(i) Selection: Starting from the root node, the search process descends down
the tree by successively selecting child nodes according to the tree policy.
The most common example is Upper Confidence Bound 1 (UCB1) [10]

arg max
a

Qa + c

√
ln Nparent

Na + 1
, (4)

and another example is the following variant of PUCB (Predictor + UCB)
[14,15]

arg max
a

Qa + c Pa

√
Nparent

Na + 1
. (5)

Here, Pa, Qa and Na denote the policy weight, mean and visits respectively
of node a, and c is a constant that can be tuned to balance exploration
versus exploitation.

(ii) Expansion: When the simulation phase reaches a leaf node, children of the
leaf node are added to the tree, and one of them is selected by the tree
policy.

(iii) Simulation: One (or multiple) random playout(s) is performed until a ter-
minal node is reached. More recently, simulation can be augmented or even
replaced by a suitable evaluation function such as a deep neural network.

(iv) Backpropagation: The result of the playout is computed and (1) is used to
update each node visited in the selection phase.

Averaging the results in each node is essential in noisy environments and when
it is critical not to back up values in a manner such that outliers affect the
algorithm adversely. However, it can be slow to converge to the optimal value in
min-max trees, particularly in nodes where the siblings of an optimal child node
are all lower in value [7].
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2.2 Bayesian Optimization with a Gaussian Process Prior

Given an index set T , {Xt; t ∈ T} is a Gaussian process if for any finite set of
indices {t1, ..., tn} of T , (Xt1 , ...,Xtn) is a multivariate normal random variable.
By specifying a mean function μ : R

d → R and a symmetric, positive semi-
definite kernel function k : Rd × R

d → R, one can uniquely define a Gaussian
process by setting

(Xt1 , ...,Xtn) ∼ N ([μ(x1), . . . , μ(xn)]T ,K)

for any finite subset {t1, ..., tn} of T . Here, the covariance function K refers to

K =

⎡
⎢⎣

k(x1, x1) · · · k(x1, xn)
...

. . .
...

k(xn, x1) · · · k(xn, xn)

⎤
⎥⎦ .

In addition, we assume that the model f is perturbed with noise,

y = f(x) + ε,

where ε ∼ N (0, τ2), and is assumed to be independent between samples.
In many machine learning problems, the objective function f to optimize is a

black-box function which does not have an analytic expression, or may have one
that is too costly to compute. Hence, a Gaussian processes are used as surrogate
models to approximate the true function as they yield closed-form solutions.
For example, if we stipulate that f(·) ∼ N (0, k), then given a history of input-
observation pairs

(
x(1), t(1)

)
, . . . ,

(
x(n), t(n)

)
, and a new input point x(n+1), we

can predict y(n+1) by computing the posterior distribution

p
(
y(n+1)

∣∣∣ y(1) = t(1), . . . , y(n) = t(n)
)

,

which is Gaussian with mean μ and variance σ2 given by the formulas

μ = rT (Kn)−1tn, (6)

σ2 = c − rT (Kn)−1r. (7)

Here, we denote

r =
[
k

(
x(1), x(n+1)

)
, . . . , k

(
x(n), x(n+1)

)]T

,

c = k
(
x(n+1), x(n+1)

)
+ τ2,

tn =
[
t(1), . . . , t(n)

]T

,

and Kn is the covariance matrix corresponding to the first n inputs. For more
information on Gaussian processes for machine learning, we refer the reader to
[20].
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Another reason for Bayesian optimization becomes apparent when finding
the optimal value of f is costly, for example in high-dimensional problems where
performing a grid search to find the optimal value is prohibitive, e.g. hyper-
parameter tuning in deep learning models.

In such cases, an acquisition function is selected to guide sampling to areas
where one will have an increased probability of finding the optimum. Two com-
mon examples are Expected Improvement (EI)

A(x, f∗) = E [max {fx − f∗, 0}]
= σx [γxΦ(γx) + φ(γx)] ,

γx =
μx − f∗

σX
, fx ∼ N (μx, σ2

x),

where f∗ denotes the maximum value of f found so far, and Upper Confidence
Bound (UCB)

A(x) = μx + κσx.

In both examples, μx and σx are obtained from (6), and there is a trade-off
between exploration and exploitation in the selection of the next point.

For greater efficiency, we use Spearmint [17], which allows the optimization
procedure to be run in parallel on multiple cores. Spearmint adopts the Matérn
5
2 kernel

K(x, y) = c

(
1 +

√
5 ‖x − y‖2 +

5
3

‖x − y‖2
)

e−
√

5‖x−y‖2

for the Gaussian process prior, and chooses the next point based on the expected
acquisition function under all possible outcomes of the pending evaluations. It
was shown to be effective for many algorithms including latent Dirichlet alloca-
tion and hyper-parameter tuning in convolutional neural networks [17].

In the context of computer Go, Bayesian optimization with a Gaussian pro-
cess prior has also previously been used in [4]. With regard to MCTS, they
perform optimization over the UCT exploration constant and the mixing ratio
between fast rollouts and neural network evaluations.

3 Methods

To find optimal backpropagation strategies, we first parameterize a family of
smooth monotone functions, then perform Bayesian optimization with a Gaus-
sian process prior as reviewed in the previous section. To fully prescribe this
family of functions, we invoke the following lemma.

Lemma 1. w : [a, b] → R is continuously differentiable and strictly monotonic
if and only if there exists a continuous function p : [a, b] → R such that

w(t) = w(a) +
∫ t

a

ep(s) ds. (8)
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The proof of this lemma follows from the mean-value theorem, which gives
w′(t) > 0 for all t ∈ (a, b). Thus we can write

w(t) = w(a) +
∫ t

a

w′(s) ds = w(a) +
∫ t

a

elog w′(s) ds.

Finding the optimal monotone function, even when restricted to continuously
differentiable ones, is a functional Bayesian optimization [19] problem as the opti-
mization is taking place over an infinite dimensional Hilbert space of functions.
However, for practical reasons, we instead restrict the class of functions we are
optimizing over to be

W =
{

w

∣∣∣∣ w(t) = w(0) +
∫ t

0

ep(s) ds, p ∈ P
}

,

where

P =

{
p

∣∣∣∣ p(s) =
m−1∑
i=0

1[iΔ,(i+1)Δ)(s)p̃i(s)

}
,

p̃i(s) := p (iΔ) +
( s

Δ
− i

)
(p ((i + 1)Δ) − p (iΔ)) ,

is the m-dimensional space of functions obtained from linearly interpolating
between m points (p(0), p (Δ) , . . . , p(N)) which are uniformly separated by an
interval Δ (in our context, we take Δ to be N

m−1 , where N denotes the number
of simulations).

Another possibility for the finite-dimensional space P would be the space
spanned by the first few terms of a Hilbert basis, such as the trigonometric poly-
nomials or some other set of orthogonal polynomials. We briefly considered this
approach but ultimately settled on the current choice for ease of implementation,
and will defer an investigation of the other options to future work.

3.1 Monotone MCTS

The first backpropagation strategy we propose is Monotone MCTS. We first
run the optimization procedure, with respect to win-rate, over m parameters
{p(0), p (Δ) , . . . , p(N)}. Each set of parameters yields a continuous function p ∈
P by interpolation and a monotone weight function w using (8) with w(0) set to
1. Upon choosing the optimal set of parameters, the update rule is then modified
to be

Qn ← w(0)
S(n)

r(0) +
w(1)
S(n)

r(1) + · · · +
w(n)
S(n)

r(n), (9)

where we denote S(n) :=
∑n

t=0 w(t).
Despite being a subset of all possible monotone functions, we consider W to

be sufficiently rich as it contains all increasing linear functions (starting at 1)

(c, c, . . . , c) =⇒ w(t) = 1 + ect,
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all exponential functions

(log(ra), log(ra) + rΔ, log(ra) + 2rΔ, . . .)

=⇒ w(t) = (1 − a) + aert,

as well as their linear combinations and other monotone functions such as those
in [21]. As an example, the following simple Proposition shows how to convert
between ERWA with parameter α and our formulation.

Proposition 1. ERWA with parameter α < 1 is equivalent to Monotone MCTS
where we set p(s) = (log λ)s + log (α log λ), with λ := 1

1−α .

Proof. We can expand (3) to obtain

Qn = (1 − α)n r(0) + α(1 − α)n−1 r(1) + · · · + α r(n).

To obtain the weights w, we now simply compare coefficients with (9) to derive

w(t) = α(1 − α)−t

= α +
∫ t

0

e(log λ)s+log(α log λ) ds.

3.2 Softmax MCTS

For our second backpropagation strategy, we draw inspiration from the softmax
distribution

p(x1, . . . , xd)i =
ewxi∑d

j=1 ewxj

,

which converges as w → ∞ to ek = (0, . . . , 1, . . . 0), with 1 in the kth position,
when xk is the maximum of {xi}. We develop a new robust method, Softmax
MCTS, which strikes a balance between the theoretical minimax value of the
node and the original averaged value in standard MCTS as follows.

Let Qj and Nj respectively denote the mean and number of visits of the
jth child. In Softmax MCTS, we define the backpropagation update after every
simulation for every parent node as

Qparent ←
∑d

j=1 αjQj∑d
j=1 αj

,

where

αj = Nj eQjw(Nparent).

Here, w is a monotonically increasing function of the number of visits of the
parent node, which will be optimized in the same manner as given in the previous
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subsection, with the difference that now w(0) is set to 0. In early stages when w
is close to 0, wj is approximately Nj , which means that

Qparent ≈
∑d

j=1 NjQj∑d
j=1 Nj

.

This is equivalent to the weighted-average update rule in standard MCTS. As w
increases with the number of visits, the weights will gradually favour the child
with the maximum mean (minimum if the parent is a MIN node).

We believe that this is more robust than the method given in [6] as at any
given time the interpolation is taken between the soft maximum and the averaged
value, rather than between the averaged value and the hard maximum which is
volatile to outliers in the returns.

4 Experiments

We use 9 × 9 and 19 × 19 Go as a testbed for our experiments, and first establish
a baseline by running previous methods in the literature against standard MCTS
(Table 1).

Table 1. Win-rates (%) for the previous methods (left column) versus standard MCTS.

9 × 9 Go 19 × 19 Go

Coulom (2, 16) 44.9 53.3

Coulom (4, 32) 45.8 51.2

Coulom (8, 64) 48.3 50.2

GAY 50.2 56.1

GBY 51.8 54.5

ERWA, α = 0.00001 51.2 53.9

ERWA, α = 0.0001 50.3 56.9

ERWA, α = 0.001 52.9 55.1

In the table above, Coulom (x, y) refers to the method in [6], where x is
proportional to the parameter M in (2) and y controls when it begins increasing.
GAY and GBY refer to the best performing policies in [21] (see Fig. 1).

For these baselines, we report the range over which they give the best results.
Indeed, further decreasing α in ERWA or increasing the parameters in Coulom’s
method makes them indistinguishable from standard MCTS, whereas we find
that going in the converse direction leads to a rapid deterioration in performance.

We use 5000 moves per simulation for 9 × 9 Go, and 1600 moves per simula-
tion for 19× 19 Go, and the win-rates are computed based on 1000 games.
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We follow the architecture in [16] for the neural nets. This consists of an
input convolutional layer, followed by several layers of residual blocks with batch
normalization (4 layers for 9× 9, 10 layers for 19× 19), followed by two “heads”,
one which outputs the policy vector and the other the value of the position. Both
heads start with a convolutional layer, and is followed by a fully-connected layer
before the output. The input layer has 10 (18 for 19× 19) channels encoding the
current position and the previous 4 (8 for 19× 19) positions. In each residual
block, we used 64 filters for 19× 19 in the convolutional layers and 32 filters for
9 × 9.

The neural net for 9× 9 was trained tabula rasa using reinforcement learn-
ing [16] over 600,000 training steps, with each step processing a minibatch of
16 inputs. We trained the 19× 19 neural net by supervised learning over the
GoGod database of approximately 15 million datapoints from 80,000 games. In
all tests, we use PUCB (5) with the exploration constant set to 0.5, and weight
the exploration term by the distribution given by the policy vector output of the
neural networks [15,16].

4.1 Monotone MCTS and Softmax MCTS

To find the optimal backpropagation parameters, we set up Spearmint to search
over m = 6 parameters. For every set of parameters, 400 games are run to
determine the win-rate, which is then used to update Spearmint at the end of
the round to obtain the next set of parameters. This procedure is repeated for
a total of 40 rounds, after which we select the best set of parameters (Table 2).

Table 2. Win-rates (%) for Monotone MCTS versus various methods (left column).

1st set of parameters
(–10.0,–10.0,–4.0,–4.0,–
4.0,–10.0)

2nd set of parameters
(–4.0,–4.0,–4.0,–10.0,–
4.0,–4.0)

(9× 9) Standard MCTS 53.1 54.5

(19× 19) Standard MCTS 56.0 54.3

(9× 9) ERWA, α = 0.00001 50.3 52.3

(9× 9) ERWA, α = 0.0001 52.8 50.5

(9× 9) ERWA, α = 0.001 52.8 53.1

(9× 9) GAY 51.5 52.3

(9× 9) GBY 51.0 51.1

The table above records the results of Monotone MCTS versus standard
MCTS, ERWA and the feedback adjustment policies in [21], whereas the table
below records the results of Softmax MCTS versus standard MCTS and the
Coulom method [6]. In both cases, we report the results for the best two sets of
parameters found (Table 3).
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Table 3. Win-rates (%) for Softmax MCTS versus various methods (left column).

1st set of parameters
(–4.0,–10.0,–4.0,–4.0,–
10.0,–4.0)

2nd set of parameters
(–4.0,–10.0,–7.9,–10.0,–
10.0,–7.8)

(9× 9) Standard MCTS 56.3 57.8

(19× 19) Standard MCTS 53.2 55.9

(9× 9) Coulom (2,16) 59.3 57.6

(9× 9) Coulom (4, 32) 55.5 59.5

(9× 9) Coulom (8, 64) 55.1 51.9

The figure below depicts the weight profiles of both Monotone MCTS and
Softmax MCTS (Fig. 2).

Fig. 2. Weight profiles of Monotone MCTS (left) and Softmax MCTS (right)

5 Discussion and Future Work

In this paper, we present a unifying framework for backpropagation strategies in
MCTS for min-max trees. Our proposed method allows one to perform optimiza-
tion in two orthogonal directions. The first algorithm Softmax MCTS allows one
to find the optimal schedule that weights the best child more gradually as the
tree grows, and the second method Monotone MCTS generalizes previous work
in adapting the update rule to get the most accurate estimate of a node’s value
in a non-stationary setting.

Doing so requires optimization over the space of monotone functions, a
high-dimensional problem we overcome efficiently by using parallelized Bayesian
optimization over a Gaussian process prior. This is done by first simplifying
the search for an optimal backpropagation operator by considering a finite-
dimensional subspace of the monotone functions (the space W in Sect. 3), thus
reducing a functional Bayesian optimization problem to a regular Bayesian opti-
mization problem.
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Once the parameters that define the optimal monotone function are found,
they can be incorporated into the backpropagation phase of MCTS with essen-
tially zero overhead. Our experiments show that Softmax MCTS posts stronger
gains than Monotone MCTS, in particular when compared to Coulom’s method.
Most importantly, the experiments show that both strategies are superior to
previous methods in the recent context of MCTS augmented by deep neural
networks, and across a range of parameter settings.

To conclude, we would like to note that it is possible to perform the opti-
mization in conjunction with the exploration constant in the selection phase,
but we have decided in this paper to focus solely on the backpropagation phase
and to elucidate the effects of different monotone weight profiles on the win-rate.
Combining these optimal backup strategies with other phases of MCTS will be
the topic of future work.
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Abstract. Deep neural networks of sizes commonly encountered in
practice are proven to converge towards a global minimum. The flat-
ness of the surface of the loss function in a neighborhood of such minima
is often linked with better generalization performances. In this paper, we
present a new model of growing neural network in which we incrementally
add neurons throughout the learning phase. We study the characteristics
of the minima found by such a network compared to those obtained with
standard feedforward neural networks. The results of this analysis show
that a neural network grown with our procedure converges towards a
flatter minimum than a standard neural network with the same number
of parameters learned from scratch. Furthermore, our results confirm the
link between flatter minima and better generalization performances as
the grown models tend to outperform the standard ones. We validate this
approach both with small neural networks and with large deep learning
models that are state-of-the-art in Natural Language Processing tasks.

1 Introduction

Over the last few years, deep learning [19] has had empirical successes in multiple
research domains, such as computer vision, speech recognition, and machine
translation [11,27,34]. Along with its practical success, the theoretical properties
of deep learning have been a subject of active investigation, from the expressivity
[1,20] and the generalization properties to the trainability [3,15] of a network.

Some empirical works observe that generalization and flatness of the minima
found during training are related [2,32]. However, [7] questions this assumption,
by showing that for deep neural networks with rectifier units, most Hessian-based
measures of the flatness of the loss minimum are sensible to rescaling, making
it possible to build equivalent models corresponding to arbitrarily sharper min-
ima. To address this issue, a recent work [31] introduced a particular measure
invariant to rescaling to show that flatter minima obtain better generalization
performances than sharper ones. Sharper minima are thus believed to be subop-
timal and should be avoided during learning. A recent work, [16] theoretically
proves a related result, which is that adding one special neuron by output unit
eliminates all suboptimal local minima of any neural network.

In Natural Language Processing, the models used in practice consist in mil-
lions of parameters. For example, BERT [6] is a well-known contextual word
c© Springer Nature Switzerland AG 2021
I. Farkaš et al. (Eds.): ICANN 2021, LNCS 12892, pp. 222–234, 2021.
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embeddings model that is pre-trained with a Denoising Autoencoding objective
and is at the basis of most state-of-the-art results in many Natural Language Pro-
cessing (NLP) tasks. We study in this work, in the context of NLP and pattern
recognition tasks, whether adding neurons incrementally instead of learning them
all from the beginning could achieve a flatter minimum for the neural network.
In the following, we propose to experimentally investigate this hypothesis by
comparing an incrementally growing network with one with a fixed architecture
learned from scratch, with both small and competitive models. The results we
present tend to confirm our hypothesis as flatter minima are indeed achieved by
growing networks, which also often leads to better generalization performances.

2 Related Work

Trainability of a Neural Network. Training neural networks can be seen
as a non convex optimization problem. However because of the absence of poor
local minima, the trainability of a Deep Neural Network is proven to be possible
[15]. Recent results theoretically prove that gradient descent can find a global
minimum for nonlinear deep neural networks of sizes commonly encountered in
practice [16]. In fact a linear increase of the number of trainable parameters as
the size of the dataset increases is sufficient to find a global minimum. Such a
network generalizes well on unseen test samples.

Growing Neural Networks. The properties of growing networks, notably with
regard to training convergence, are more and more investigated. The authors of
[16] for example add a special neuron by output unit in order to eliminate all
suboptimal local minima of any deep neural network. This idea of a network
adapting its architecture to the dataset it is trained on is also found in automated
Neural Architecture Search (NAS, see [8]). Typical works in this field are [4] and
[5], where the authors use a grow-and-prune training paradigm to iteratively add
and remove units in order to achieve more compact networks with state of the
art performances.

The idea of progressive growing of models has also been explored in the
context of Generative Adversarial Networks (GAN) [10] to increasingly add new
details as the training progresses. In [14], the authors start with low-resolution
images, and then progressively increase the resolution by adding layers to the
networks. This allows the model to learn increasingly finer scale detail, instead
of having to learn all scales simultaneously.

This kind of growing approach can be used in continual learning [29], where
the goal is to train models that must be capable of progressively learning knowl-
edge over long time spans. One of the main challenges in continual learning is
catastrophic forgetting, i.e., the fact that new information interferes with pre-
viously learned knowledge [25]. Recent works in this field showed that growing
a small network both wider and deeper allows to learn accurate and relatively
small networks that can prevent catastrophic forgetting, achieving state-of-the-
art performances with methods such as Learn-to-Grow [22], Compact-Pick-Grow
[13] or recently Firefly Neural Architecture Descent [38]. However the question
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as to why those growing neural networks reach state of the art performance
while being smaller than most of the other competitive models (comparable test
accuracy as the full model with only 4% of the full model’s size in [38]) is still
to be investigated, one idea being that when a network grows, the parameter
space becomes larger and what was previously a local minima can become a
saddle point and hence can be escaped, which yields a monotonic decrease of
the loss [35].

Smooth and Sharp Minima. On top of these considerations, the abilities
to generalize to unseen data is often linked to the flatness of the minima found
during training in empirical works [2,32] sharp minima leading to poorer general-
ization. In a recent work, [37] notably shows that smoothing out and eliminating
sharp minima by perturbing multiple copies of the DNN by noise injection and
then averaging these copies lead to an improvement of the generalization prop-
erties. Another equivalent idea is explored in [33], which proposes to smooth
activations instead of using noise or progressively adding units during training.
A very interesting idea recently developed to enhance the performances of deep
neural networks is to track the sharpness of the loss model and to jointly optimize
the loss and its sharpness [9]. In particular, this procedure, called Sharpness-
Aware Minimization (SAM), seeks parameters that lie in neighborhoods having
uniformly low loss and present empirical results showing model generalization
improvement across a variety of benchmark datasets.

In order to correctly evaluate the flatness of minima, measures invariant to
the rescaling issue pointed out in [7] now exist [30,31] and can be used to evaluate
the difference of flatness in minima between models of the same size. The goal of
our work is to investigate whether growing a feedforward neural network (FNN)
from scratch throughout the learning phase yields better loss surface properties
at minima than learning a standard FNN, both having ultimately the same
number of parameters, using the measure developed in [31].

3 Model Description

3.1 Notations

The following notations are inspired by [17]. We consider the general case of
neural networks of any depth for k-class classification that can be topologi-
cally considered as a directed acyclic graph (DAG) with non-linearity functions
such as ReLU, tanh or sigmoid. This includes any structure of feedforward neu-
ral network with or without fully connected layers and with potentially skip-
connections.

Let N = {1, . . . , n} be the set of neurons in a network. For two neurons
(i, j) ∈ N2, we note :

– wj,i the weight of the connection from j to i. If there is no connection, then
wj,i = 0. Note that the sparse n × n matrix W = [wj,i]1≤j,i≤n is constrained
to define an acyclic graph;
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– σi the activation function at the output of neuron i;
– π(i) the set of parents of neuron i: π(i) = {j|wj,i �= 0}1≤j≤n

– d(i) the depth of neuron i: it is the longest path to reach i from any input.

Every DAG has at least one topological ordering, which can be used to create
a layered structure with possible skip connections as shown for example in [12]
and [28]. There is thus an equivalence between the representation of a neural
network either with depths or with layers, as the layer l is composed of all the
neurons at depth l. Given an input vector x, we define the pre-activation of a
neuron i at depth l recursively as

zi(x,W ) =
∑

j∈π(i)

σj (zj(x,W )) wj,i.

3.2 Model Presentation

Recent works [23] and [16] propose to insert neurons in order to avoid bad min-
ima. We investigate next the impact on the loss surface when inserting neurons
into the model progressively throughout the learning process.

More precisely, our work’s main focus is to explore whether growing
approaches intrinsically leads to flatter minima. We do not seek an increase
in the model performances per se. We rather try to understand why the growing
approaches lead to better results than the standard ones in the recent works. To
the extent of our knowledge, no similar work on the sharpness of the loss surface
of growing networks exist. That is also why our model does not rely on complex
heuristics to decide how and when the model’s size should be increased. We
rather choose a simple approach, based on random picks as it has been shown in
previous works [21,26] that advanced NAS techniques are often only marginally
superior to simple random search.

In our model, the neurons are inserted incrementally at a regular pace (i.e.,
with a constant time interval) during the learning phase, starting with a mini-
mum number of parameters (just the input and output layers) in order to increase
the number of learnable parameters with the number of epochs. Intuitively, our
growing procedure is a naive insertion process: first, an existing neuron is ran-
domly chosen and splitted to create a new child neuron, which inherits most
of its children. The new neuron also gets new parent connections with existing
neurons randomly chosen in the previous layers. More formally, we have initially:

– The set of neurons is N = {1, . . . , nI , nI+1, . . . , n}: the first nI neurons are
the input neurons, while the last n − nI neurons are the output neurons;

– The weight matrix W is symmetrical and is initially strictly equivalent to a
feedforward neural network with no hidden layer, with non-null transitions
that are initialized randomly, e.g., with Glorot or uniform initialization;

– The depth of the input neurons is 0, and the depth of the output neurons
is 1.
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Then, we randomly choose a neuron from the current network, called the pri-
mary parent, as well as I −1 other neurons on lower depths, which are just called
the parents. The primary parent is randomly sampled among all existing neu-
rons, as previous works [21,26] found that advanced NAS techniques are often
only marginally superior to simple random search. With each neuron insertion,
the total number of parameters of the model is increased by I, as each link cre-
ated between the new neuron and its parents adds a parameter. This process is
iterated until we reach the desired number of parameters. Intuitively, insertion
proceeds by splitting the primary parent, i.e., inserting a new neuron after the
primary parent that inherits its children, as detailed in Algorithm 1.

The connection between the primary parent and the neuron inserted is
stored in π0 which is the set containing all of the pairs (primary par-
ent, neuron inserted). We initialize π0 as the set containing all the con-
nections between input and output neurons, considering that all input
neurons are “primary parents” of all of the output neurons : π0 =
{(1, nI+1), . . . , (1, n), . . . , (nI , nI+1), . . . , (nI , n)}. In this way, we are able to
track the multiple insertions and to grow the hidden layers of the network both
deeper and wider. The insertion process is illustrated in Fig. 1.

Fig. 1. Example of parents/children inheritance before and after insertion; the new
weights are: ∀i ∈ [1, n], w′

i,8 ∼ U(−0.5, 0.5), w′
8,6 = wn,6.

Remark 1. Steps 1 and 8 of the algorithm ensure that all the output units and
only them are at maximum depth as when we insert a neuron n+1 on the max-
imal depth, n+1 is a primary parent to every output unit which means the
maximal depth is updated :

if d(n + 1) = D,∀i ∈ {nI+1, . . . , n}, (n + 1, i) ∈ π0

Remark 2. In Step 4 we sample the primary parents j|d(j) < D. The output
neurons are thus the only neurons to have multiple primary parents as they are
considered as the only neurons that cannot be primary parents themselves

Remark 3. Step 6 of the algorithm ensures that d(n + 1) = d(j) + 1 as ∀i ∈
π(n + 1), d(i) ≤ d(j).
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Algorithm 1: Insertion Algorithm
Input: Weight matrix W ∈ IRn×n

Output: Weight matrix W ′ ∈ IR(n+1)×(n+1)

1 Save the initial set of primary parents π0

2 Create a new neuron n + 1
3 Create W ′ by copying all weights from W and initializing the new dimension

with null weights.
4 Sample the primary parent: j ∼ U({j|d(j) < D}1≤j≤n) where U is the uniform

distribution, and D = max1≤i≤n d(i) is the depth of the network.
5 Save the new primary parent: π0 ← π0 ∪ {(j, n + 1)}
6 Insert n + 1 by setting w′

j,n+1 ∼ U(−0.5, 0.5)
7 Connect children of j as children of n + 1:
8 for i ∈ {1, . . . , n} so that wj,i �= 0 do

– if d(i) > d(n + 1):
• Set w′

n+1,i = wj,i

• Set w′
j,i = 0

– if d(i) = d(n + 1) and (j, i) ∈ π0:
• Set w′

n+1,i = wj,i

• Set w′
j,i = 0

• π0 ← (
π0 − {(j, i)}) ∪ {(n + 1, i)}

9 Add new parents for n + 1:
10 for I-1 times do

– Sample a node k ∼ U({i|w′
i,n+1 = 0) and d(i) ≤ d(j)}1≤i≤n ).

– Add k as a parent of n + 1: w′
k,n+1 ∼ U(−0.5, 0.5)

– Iterate

Remark 4. The concept of primary parents in Step 8 allows us to balance
between the depth and width of the architecture of the network. When there
are still only a small number of units in the network, a primary parent can be
picked multiple times. If this is the case, Step 8 allows the network to grow
deeper and not only wider.

4 Experimental Results

4.1 Experiments with Small Models

We implement our model in PyTorch and evaluate it on AGNews and MNIST
[18].

AGNews: AG News (AG’s News Corpus) is a sub-dataset of A. Gulli’s corpus
of news articles constructed by assembling titles and description fields of articles
from the 4 largest classes (“World”, “Sports”, “Business”, “Sci/Tech”) of AG’s
Corpus. The AG News contains 30,000 training and 1,900 test samples per class.
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MNIST: The handwritten digit benchmark MNIST is a large collection of hand-
written digits. It has a training set of 60,000 examples, and a test set of 10,000
examples.

We compare our model with a fully connected network with the same number
of parameters as the final number of parameters of our model (after insertions).
Our objective is to study the properties of the final loss surface when adding neu-
rons one by one, all other hyper-parameters being equal (number of parameters,
activation functions, weight initialization, accuracy, batch size, SGD algorithm,
...).

In order to study the loss surface, we use the metric proposed in [31], and
more precisely the scale invariant measure to compare the flatness of the minima
found by our different models. This Hessian-based measure for flatness is invari-
ant to rescaling as the authors use a metric on a quotient manifold structure
that captures the rescaling that is natural to the space of parameters of neural
networks with positively homogeneous activations.

As done in [31], we train each network architecture and dataset up to 100% of
training accuracy with stochastic gradient descent (SGD). We test two different
batch sizes of 10 and 100 samples for MNIST, and 1 and 16 samples for AGNews.
No pre-trained word embeddings are used for AGNews. For both datasets we use
the categorical cross entropy loss. On AGNews, the learning rate is initially 10−4

and 10−3 on MNIST.
We further test two final model sizes, respectively with 10 and 500 hidden

neurons for MNIST, and 10 and 100 hidden neurons for AGNews. On both
the AGNews and MNIST corpora, we train the growing models for 100 epochs,
reaching 100% of training accuracy. We let the model learn the new inserted
parameters for a few epochs before inserting new neurons again. We used the
following insertion scheme:

– (MNIST, 10 final hidden neurons) 1 new unit every 10 epochs from epoch 5
– (AGNews, 10 final hidden neurons) 1 new unit every 10 epochs from epoch 5
– (MNIST, 500 final hidden neurons) 50 new units every 10 epochs from epoch

10 to 60
– (AGNews, 100 final hidden neurons) 10 new units every 10 epochs from

epoch 5

The initialization scheme for all the models follows a uniform distribution
between −0.5 and 0.5. The inserted neurons are thus initialized in the same way
as those in the standard feedforward neural networks we compare our network
with. In this way, the insertion process is the only difference between the two
training methods, every hyper-parameter being equal otherwise.

Furthermore, we train different feedforward neural network architectures
with a various number of hidden layers:

– (MNIST, 10 final hidden neurons):
• 1 hidden layer of 10 neurons

– (AGNews, 10 final hidden neurons)
• 1 hidden layer of 10 neurons
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– (MNIST, 500 final hidden neurons)
• architecture a: 1 hidden layer of 500 neurons
• architecture b: 2 hidden layers of 400 then 100 neurons
• architecture c: 3 hidden layers of 300 then 150 then 50 neurons

– (AGNews, 100 final hidden neurons)
• architecture a: 1 hidden layer of 100 neurons
• architecture b: 2 hidden layers of 80 then 20 neurons
• architecture c: 3 hidden layers of 60 then 30 then 10 neurons

Testing multiple architectures with the same number of neurons allows us to
verify whether the results presented in Table 1 are due to the insertion process or
are influenced by the possible difference in terms of depth between the standard
feedforward networks and the layered structure obtained through our growing
process.

4.2 Growing RoBERTa’s Classification Head

BERT [6] is a well-known and reference contextual word embeddings model that
is pre-trained with a Denoising Autoencoding objective and is at the basis of
most state of the art results in many Natural Language Processing (NLP) tasks.
RoBERTa [24] builds on BERT’s language masking strategy, but fine-tunes the
original BERT model with a different choice of tasks and conditions.

As most of today’s state of the art NLP models, RoBERTa is a complex
and large neural network, which thus faces the issue of over-parametrization.
It is composed of 355 million parameters stored in 24 layers of self-attention,
with a classification head on top to output the desired number of classes. In our
experiments, we strictly keep the same number of parameters, without adding
more complexity to the model. The classification head is classically composed
of a two-layers feed-forward network with 1024 hidden neurons. We thus pro-
pose next to replace this classification head with a bare one-layer feed-forward
network, and to grow it until it reaches the same number of parameters as the
reference classification layer. The rest of the pre-trained Roberta large model,
i.e., the self-attention layers, stays the same. We use the standard CoLA bench-
mark [36] to train and evaluate our growing model against RoBERTa. The CoLA
dataset is composed of 9594 training and 1063 test sentences. The objective is
to classify each sentence into two classes: grammatically correct and incorrect
English sentences.

In order to study the impact of growing the network, we insert neurons
progressively throughout the whole learning process, which consists in 10 epochs
in the original RoBERTa experiment. To do so, a total of 1024 hidden neurons are
inserted through three different phases: after the second, fifth and seventh epoch.
We also compute the sharpness of both the original RoBERTA model and of our
grown model, and compare the models performances and loss characteristics.
The batch size used is 16. The results are compiled in Table 2.
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Table 1. Test Accuracy and Spectral Norm of Hessian at Minima for different trained
networks.

Corpus : MNIST

Model Batch size Test accuracy Spectral norm

10 hidden neurons

Growing
10 84% 2.23

100 77.91% 24.29

Fully connected
10 84.03% 38.01

100 77.74% 68.39

500 hidden neurons

Growing
10 96.98% 4.45

100 94.84% 179.01

Fully Connected a
10 87.27% 1030.07

100 66.86% 12111.28

Fully Connected b
10 84.57% 820.54

100 64.17% 21517.66

Fully Connected c
10 84.26% 1253.72

100 74.01% 12893.59

(a) Results on MNIST corpus

Corpus : AGNews

Model Batch Size Test Accuracy Spectral Norm

10 hidden neurons

Growing
1 90.2% 9.83 · 10−5

16 88.2% 3.22

Fully Connected
1 90.1% 7.91 · 10−4

16 88.3% 20.83

100 hidden neurons

Growing
1 90.7% 0.57

16 89.2% 31.31

Fully Connected a
1 90.5% 3.43

16 89.0% 69.53

Fully Connected b
1 90.4% 7.02

16 89.0% 60.89

Fully Connected c
1 90.5% 3.25

16 88.9% 73.28

(b) Results on AGNews
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Table 2. Test Accuracy and Spectral Norm of Hessian at Minima on COLA

Model Test Accuracy Spectral Norm

Growing 68.2% 1.8945 · 105

Fully connected 68% 6.7778 · 105

5 Discussion

The results obtained with our small models experiments first confirm what was
shown in [31], i.e., that by increasing the batch size, we increase the sharpness of
the minima. But these experiments further show that inserting neurons during
the training phase of the model allows to decrease the sharpness of the minima.
These results are obtained with shallow networks and standard but relatively
simple classification tasks.

Another interesting observation is that our method not only decreases the
spectral norm and thus improves the flatness of the minima of a shallow network,
but we can also observe in Table 1, that a lower spectral norm seems to correlate
with higher generalization performances, as the test accuracies are better for the
growing networks when the number of parameters is larger.

Another interesting conclusion that can be drawn from Table 2 is that these
good results translate to complex and state-of-the-art neural networks. Indeed,
we can observe that growing the final classification head of such a model leads to
an optimum solution that is flatter by an order of magnitude, according to the
flatness metric, without any negative impact in terms of accuracy. We note that
the classification head represents approximately only 0.6% of the total number
of parameters of the model, which may explain why the models performances in
terms of accuracy are similar. Despite the fact that only a small proportion of the
total number of parameters is grown, it is interesting to note that the growing
process leads to spectral norm of the optimum that is much lower, which means
that we reach a flatter minimum.

Our results tend to show that the growing paradigm, more and more used in
the Neural Architecture Search field, is an important asset to reach flatter min-
ima. However, there is no theoretical guarantee for now that a flatter minimum
will systematically translate into better generalization performances, although
several related works results tend to exhibit such a correlation.

With regard to this question, we can observe in our experiments that with
very small neural networks (the case with only 10 hidden neurons in Table 1),
the performances are similar although the growing method achieves a minimum
that is at least 2.5 (up to more than 10) times flatter than the standard method.
We believe that this is due to the small capacity of the neural network, which
can not learn more because of its limited size.

Second, when inserting a greater amount of neurons, we can observe two
different behaviors. On the one hand, when comparing on MNIST, the growing
method leads to flatter minima and better Test Accuracy, as it was also shown
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in [31]. On the other hand, the flatter minima given by the growing approach
do not correlate with better performances on AG News: models with 10 and 100
hidden neurons have roughly the same performances. Similarly, when trained
on CoLA with a complex structure, the growing method still leads to a flatter
minimum but no significant improvement in accuracy is observed. Our hypothesis
is that, in these two cases, the number of parameters of the growing model is
too small when compared to the total number of parameters of the model to
have a real impact on accuracy, as most of the information is learned in the
embeddings.

6 Conclusion and Future Work

Our main contribution is the proposal of a growing neural network approach,
which we experimentally validate in several conditions on three tasks and with
small and large deep learning models. The results show that the resulting loss
function has flatter minima than with the traditional training procedure on the
full network. We further show that such flatter minima improves the gener-
alization capability of the trained models when they do not rely on complex
embeddings. These results tend to show that the paradigm of growing neural
networks during the learning phase intrisically leads to flatter minima, which is
an interesting observation, although these results have to be confirmed on dif-
ferent datasets, potentially with transfer learning experiments in order to better
assess the generalization performances across related tasks. Furthermore, in the
case of Natural Language Processing tasks, a potentially interesting extension
could be to adapt the approach to further grow the embeddings in order to have
a greater impact on both the loss surface characteristics and model’s perfor-
mances. As this work focuses on feedforward neural networks, an extension to
more complex structures, such as convolutions and recurrent networks is also
envisaged.
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Abstract. Small neural networks with a constrained number of train-
able parameters, can be suitable resource-efficient candidates for many
simple tasks, where now excessively large models are used. However, such
models face several problems during the learning process, mainly due to
the redundancy of the individual neurons, which results in sub-optimal
accuracy or the need for additional training steps. Here, we explore the
diversity of the neurons within the hidden layer during the learning pro-
cess, and analyze how the diversity of the neurons affects predictions of
the model. As following, we introduce several techniques to dynamically
reinforce diversity between neurons during the training. These decorre-
lation techniques improve learning at early stages and occasionally help
to overcome local minima faster. Additionally, we describe novel weight
initialization method to obtain decorrelated, yet stochastic weight ini-
tialization for a fast and efficient neural network training. Decorrelated
weight initialization in our case shows about 40% relative increase in test
accuracy during the first 5 epochs.

Keywords: Diversification · Negative correlation · Weight
initialization · Computational sustainability · Neural networks

1 Introduction

Over the last decade, machine learning algorithms have achieved vast progress
in various fields. Namely, general approach called deep neural networks (DNN)
with multiple hidden layers [16], has enabled machine learning algorithms to
perform at an acceptable level in the many areas, in some cases outperforming
human accuracy [7]. Such progress, in no small measure, has become available
due to modern hardware computational capabilities, enabling the training of
large DNN on an immense amount of data.

On the other hand, even though large models perform very well on complex
tasks, we cannot endlessly rely on an infinite increase in computational resources
and size of datasets. Training large neural networks is energy, time and memory
demanding task. Recently, researchers started questioning energy consumption
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of machine learning algorithms and their carbon footprint [24]. Thus it will not
be superfluous to develop a strategy for the models that have a constrained
number of parameters, sufficient enough for the certain task, and can be trained
fast, rather than chasing higher accuracy by enlarging the number of parameters
and using more complex hardware.

Universal approximation theorem [8] claims that a feed-forward artificial
neural network with a single hidden layer can approximate any continuous well-
behaved function of arbitrary number of variables with any accuracy. The condi-
tions are: a sufficient number of neurons in the hidden layer, and a correct weight
selection. Above mentioned theorem for an arbitrary width case was originally
proved by Cybenko [8] and Hornik [19] and later extended to an arbitrary depth
case (DNN) in [27].

In this paper we get a deeper insight on the practical application of Cybenko’s
theorem, in order to train a neural network, where all hidden neurons will be
used efficiently. Therefore, we have to pay attention to two following aspects:
number of neurons and correct weight selection.

Number of neurons in a hidden layer is a quite straightforward parameter
that became trendy with availability of multi-threaded parallel computing on
GPU [30]. Models of a vast number of trainable parameters are not devoid of
logic, as they generalize better and can be so-called ‘universal learners’. For
example, GPT-3 having 175 billion parameters, is a perfect example of a univer-
sal learner [5]. Thus, the community has been experimenting with model archi-
tectures increasing width [27] or depth [36] of neural networks. Issues, such as
vanishing gradient [17,18] was resolved by applying methods, including second-
order Hessian-free optimization [29], training schedules by using greedy layer-
wise training [15,34,39], sparse rectifier activation function, widely known as
ReLU [11], layer-size-dependent initialization, such as Xavier [10] and Kaiming
[14] and skip connections [13]. Even though, we can make arbitrarily large mod-
els make good predictions, to achieve computational sustainability by expand-
ing the number of trainable parameters up to infinity, would not be the best
option for the tasks of lower complexity. The community has been already try-
ing to address this problem, thus several solutions dealing with this issue have
occurred. For example, widely used ReLU activation function, saturated only
in one dimension, which helps with vanishing gradient problem, on the other
hand results in so-called ‘dying neurons’ [26], modified activation functions such
as Leaky ReLU [41], adaptive convolutional ReLU [9], Swish [32], Antirectifier
[28] and many other were addressed to solve the problem of ‘neural graveyard’.
Resource efficient solutions, such as pooling operations [33], LightLayers [21]
depth-wise separable convolutions [6] were developed to reduce the complexity
of the models.

Correct weight selection, at first sight, depends on training parameters, such
as loss function, number of epochs, learning rate etc. However, to train the neural
network competently these weights have to be initialized stochastically. There
are several ways to initialize weight, mainly aimed to avoid vanishing gradients.
Nevertheless, stochastic weight initialization can result in neuron redundancy,
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when different neurons are trained in a similar manner. This is not crucial if
the neural network is excessively large, however, in computationally sustain-
able models, neuron redundancy and ‘neural graveyards’ are undesirable. More-
over, there are numerous application when memory efficient model is required
(e.g. autonomous devices such as sensors, detectors, mobile or portable devices).
Such devices require memory and performance efficient solutions to learn spon-
taneously and improve from experience. In this case adding excessive parameters
to the model can be rather questionable for the model application.

Therefore, once we consider each neuron of the model as an individual learner,
the neural network can be seen as an ensemble. It is known that for ensembles
diversity of learners is desirable to some extent [4]. Thus, we can assume that
diversity between neurons or reinforced diversification during the training can
be beneficial for the model.

In this paper we foremost explore how the diversity between neurons evolves
during the training and as a following step suggest methods for diversification
of the neurons during the model training. This is especially relevant in resource
constrained models, where neuron redundancy means reducing the number of
predictors. Additionally, we show how weight pre-initialization can affect neural
network training at the early steps.

2 Our Approach

Let us start with a term negative correlation (NC) learning [4], which is a sim-
ple, yet elegant technique to diversify individual base-models in the ensemble
and reduce their correlations. Ambiguity decomposition [12] of the loss func-
tion raises the possibility of controlling the trade-off between bias, variance, and
covariance [38] using the strength parameter, to reduce covariance. In its order
the concept of an NC learning is originated from bias-variance decomposition
[3,20] of ensemble learning. In this case, bias is the output shift from the true
value, and variance is the measure of ensemble ambiguity, which simply means
dispersion around the mean output value.

As it was first demonstrated by Krogh and Vedelsby [23] quadratic error of
ensemble prediction is always less that the quadratic error of each individual
estimator of the ensemble:

(fens − d)2 =
∑

i

wi (fi − d)2 −
∑

i

wi (fi − fens )2 (1)

Later Brown [4] demonstrated decomposition of ensemble error into three
components - bias, variance and covariance, and shown, the connection between
ambiguity and covariance:

E
{

1
M

∑
i (fi − d)2 − 1

M

∑
i

(
fi − f̄

)2} =

bias
2

+ 1
M var +

(
1 − 1

M

)
covar

(2)
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The ensemble ambiguity is nothing less than the variance of the weighted
ensemble around the weighted mean. Therefore, higher ambiguity, i.e. decorre-
lation between the ensemble output is desirable up to some measure.

Our first trial was to decorrelate neurons in the hidden layer by penalizing
the difference between mean weight of the neurons w̄ and each neuron wi:

NC =
1
n

γ
∑

i

(w̄ − wi) (3)

where γ is the regularization strength parameter, and n is the number of neurons
in a layer.

However, it is likely more profitable to compare not only single weights,
but weight matrices or e.g. kernels in convolutional neural networks (CNN), as
trainable kernels represent. Thus, the second way to define diversity is comparing
neurons by cosine similarity:

1
D

=
1
n

γ
∑

i

∑

j

wi · wj (4)

where w are weights of individual neurons and D is the diversity measure.
In this technique we compare each weight in the layers and define a diver-

sity measure D. However, it has quadratic complexity of such expression, which
would oppose the idea of the current work, as our indent is fast and efficient
training of resource constrained neural networks.

Therefore, combining the first two approaches we introduce and explore
another method to define diversity in the neural networks:

1
D

=
1
n

γ
∑

i

w̄ · wi (5)

After observing the training process and evolution of diversity measure in
the models, we explored the possibility of weight pre-optimization using diver-
sification. In this case, we used Kaiming weight initialization, with further opti-
mization to enlarge the diversity between the weights, and at the same time keep
weight mean and standard deviation of the weight matrix close to initial:

L = (
∣∣W̄ − w̄k

∣∣ + |σW − σwi
|)

∑

i

∑

j

wi · wj (6)

where L is loss, W̄ is the initial weight mean, w̄k is the weight mean at k training
step, σW is standard deviation of the initial weights array, and σwi

is standard
deviation of the weights array at k training step.

3 Experiments

We perform some initial experiments using DNN in order to study diversity evo-
lution during the model training and demonstrate the effectiveness of proposed
diversification mechanisms.
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The experiments were performed on publicly available benchmark dataset
Fashion MNIST [40]. This dataset was chosen as it is suitable for DNN training
and has higher variance than traditional hand-written digits dataset MNIST [25].
We implemented one-hidden-layer neural network with 16, 32, 64, 128, and 256
neurons in the hidden layer (see Table 1), using PyTorch [31] library. Otherwise,
we used standard parameters for the training, including Adam optimizer [22]
with a learning rate of 0.01, cross entropy loss function with penalization terms
(Eq. 3–5):

H(T, p) = −
N∑

i=1

1
N

log2 q (xi) +
1
D

(7)

where T presents training set, p is true distribution, q is predicted distribution,
N is standard deviation of the weights array at k training step, q(x) is the
probability of event x estimated from the training set, and D is the diversity
measure, obtained using Eq. 3, 4, or 5.

4 Results and Discussion

4.1 Evolving Diversity and Symmetry Breaking

During the model training, one can notice sub-optimal accuracy stagnation for a
several epochs, this can be associated with the existence of local minima on a loss
function surface [2,35]. This can be associated with a symmetry in the neural
network layer, which is shown to be a critical point especially for small neural
networks [1,37]. We found out that naturally the model tends to decrease the
correlation between the neurons, however when the model converges to a local
minimum with a sub-optimal accuracy, the similarity between the neurons rises
up until the moment when the optimization process surpasses the local minimum
and the accuracy increases. (see Fig. 1) This correlates with an existence of
symmetry in the weights, once weights are symmetrical (correlated) and the
number of neurons is constrained, the overall output of the model will likely to
be inefficient.

4.2 Negative Correlation Learning

The experiment above inspired us to study certain ways to decorrelate neurons
in the hidden layer, thus brake the symmetry that can appear during the learn-
ing process. As we discussed earlier, we consider the output of neural network
as an output of an ensemble. Thus, first, we did simple NC learning, applied to
the individual neurons, rather than ensemble of classifiers. The logic behind this
experiment was rather comprehensible. Once the model has constrained number
of parameters to generalize the data, higher variance would help to eliminate
redundant neurons and overall prediction has to be more accurate. As it can be
seen from the Fig. 2. Decorrelation mechanism helps to avoid local minima at the
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Fig. 1. Training curve and Diversity measure (Eq. 4) for the first 50 epochs on Fashion
MNIST dataset. DNN with 1 hidden layer of 32 neurons.

Table 1. First 10 epochs average of the neural network training for various number of
neurons, hidden layer diversified according to the Eq. 5.

γ Number of neurons & Test accuracy, %

16 32 64 128 256

0.0 54.19 58.25 62.46 69.62 72.10

1 · 10−5 55.17 60.17 62.45 68.64 70.65

1 · 10−4 56.41 61.25 64.13 70.32 72.27

1 · 10−3 54.48 60.81 65.04 70.45 72.83

1 · 10−2 53.54 60.04 63.19 70.26 72.36

1 · 10−1 54.22 59.46 62.23 70.20 71.64

1.0 50.09 57.49 60.53 69.84 71.65

early stage on the model learning. Nevertheless, decorrelation using NC learning
generally did not result in the higher accuracy overall. We associate it to several
factors, such as Kaiming weight initialization that help to avoid vanishing gradi-
ent, and Adam optimizer which is a replacement optimization algorithm that can
handle sparse gradients on noisy data, and thus is able to efficiently overcome
local minima due to adaptive learning rated for each parameter. Eventhough,
these widely used techniques are dealing with the above mentioned problem of
the neuron redundancy, our proposed model can help at the early stages of a
model training.

Moreover, with an increasing number of neurons the influence of decorrelation
diminishes, this can be explained, that excessively large NN performs good at the
low variance data as well as not every neuron is needed for a good prediction.
However, in the present work we consider computationally sustainable DNN,
where all the neuron are forced to contribute the prediction and on the other
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Fig. 2. Validation accuracy training curves of the model with various γ values.

hand, for complex data larger amount of neurons would be needed to generalize
the dataset. Therefore, for more sophisticated problems neuron diversification
may be efficient for a larger number of neurons. However, in the present case we
performed further experiments on the model with 64 neurons in the hidden layer,
which we consider sufficient for a given dataset. All the models were trained for
10 times to calculate mean and standard deviation. In Table 2 the average testing
accuracy of the first 10 epoch for the DNN with 64 neurons in the hidden layer
trained using negative correlation learning (Eq. 3) is shown.

Table 2. First 10 epochs average of the neural network training, hidden layer diversified
according to the Eq. 3.

γ Train Acc., % Test Acc., %, Test Acc. STD

0.0 61.46 62.46 2.34

1 · 10−5 62.26 62.45 2.34

1 · 10−4 63.65 64.13 1.59

1 · 10−3 63.12 65.04 1.76

1 · 10−2 62.54 63.19 1.03

1 · 10−1 64.23 62.23 0.95

1.0 59.56 60.53 1.57

4.3 Pairwise Cosine Similarity Diversification

It has to be noted that, unlike in [4], where universal diversification strength
parameter was found for the ensembles of all sizes, in our case γ value depends
on the size of the hidden layer and has to be rather considered as γ per neuron.
However, on the other hand it is loss-dependent, which means that, ideally, it
has to be same or one order of magnitude smaller than the output of the loss
function during the training, otherwise, rather than the model loss (e.g. cross
entropy), reciprocal diversity measure 1

D will be optimized. Thus, the reader has
to consider optimizing γ value for each certain neural network and loss function.
Thus optimal γ approximately can be estimated as:
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γ =
0.5 · 10bloss

n
(8)

where n is the number of neurons in the hidden layer and bloss is the loss function
order of magnitude.

In addition to NC learning, we introduced diversity measure based on cosine
similarity between the neurons (Eq. 4). Such technique, seems to be promising
due to several reasons: first, we, rather that mean values, compare patterns,
which can be useful for more complex models, such as CNNs or transformers,
moreover here, each neuron is compared with each, thus such model is intended
to be more robust. Nevertheless, at least for DNN, results we comparable with
NC learning (see Table 3), additionally, such method has quadratic complexity,
which opposes our initial aim to train small models faster and more efficient.

Table 3. First 10 epochs average of the neural network training, hidden layer diversified
according to the Eq. 4.

γ Train Acc., % Test Acc., %, Test Acc. STD

0.0 55.94 62.83 1.18

5 · 10−8 56.52 64.20 1.11

5 · 10−7 57.98 65.76 0.92

5 · 10−6 55.48 59.96 0.71

5 · 10−5 56.47 49.20 1.52

5 · 10−4 56.47 44.60 1.06

5 · 10−3 42.66 38.61 1.10

4.4 Reaching Linear Complexity

To enable our diversification method to compare patterns, however avoid
quadratic complexity, we combined the fist concept of NC learning with the sec-
ond one, and implemented diversity measure based on penalization of the cosine
similarity of each neuron in the hidden and layer’s neurons mean (Eq. 5). The
algorithm (see Table 4) overhead is comparable with L regularization. Moreover,
it has shown the highest accuracy gain among three.

4.5 Iterative Diversified Weight Initialization

However, it can be noticed, that occasionally, during the training, the model
do not behave exactly as expected, creating an outlying learning curves. This is
most likely associated with stochastic weight initialization. In this case Kaiming
initalization is used [13]. Kaiming initialization is widely used for the neural
networks with ReLU activation functions and related to the nonlinearities of
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Table 4. First 10 epochs average of the neural network training, hidden layer diversified
according to the Eq. 5.

γ Train Acc., % Test Acc., %, Test Acc. STD

0.0 61.54 63.15 2.08

5 · 10−7 62.37 63.3 1.63

5 · 10−6 63.60 64.54 1.25

5 · 10−5 64.87 64.95 1.66

5 · 10−4 60.36 62.14 1.66

5 · 10−3 52.54 55.86 0.45

5 · 10−2 41.26 42.71 1.32

the ReLU activation function, which make it non-differentiable at x = 0. The
weights, in this case are initialized stochastically with the variance that depends
on the number of neurons N :

v2 = 2/N (9)

It is fair to suggest, that correlation between the initialized weights can play
significant role in the model learning process. Indeed, in the Fig. 1. It is clearly
seen, the model gained the most of its accuracy while reducing the correlation
between neurons during the first few epochs. However, the aim of weight initial-
ization is to prevent layer activation outputs from exploding or vanishing during
the course of a forward pass through a deep neural network. Usually weight are
initialized stochastically with a small number to avoid vanishing gradients espe-
cially if tanh or sigmoid activation functions are used. Thus, to obtain stochas-
tically initialized, yet decorrelated, weights we introduced iteratively diversified
Weight initialization, using custom loss function based on Eq. 6. The logic behind
such initialization is to reduce the diversity measure between the weights and at
the same time keep weights mean w̄ and weights standard deviation σw close to
the originally initialized using Kaiming initialization (Table 5).
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Table 5. First 5 epochs average of the neural network training initialized with decor-
related weights according to the Eq. 6 pre-optimized for 5 epochs.

γ Train Acc., % Test Acc., %, Test Acc. STD

0.0 29.54 34.23 2.04

1 · 10−4 42.43 43.43 1.81

1 · 10−3 43.92 45.65 1.53

1 · 10−2 44.65 47.01 1.24

1 · 10−1 38.32 39.83 1.06

1.0 36.64 38.94 1.37

10.0 32.5 37.57 1.41

5 Conclusion

In this paper we show how to explore and tame the diversity of neurons in the
hidden layer. We studied how the correlation between the neurons evolves dur-
ing the training and what is the effect on prediction accuracy. In appears, that
once the model is converged to the local minimum on the loss landscape, cor-
relation between the neurons increases up to the point when the optimization
process overcome the local minimum. Thus, we introduced three methods how to
dynamically reinforce diversification and thus decorrelate neural network layer.
The concept of negative correlation suggested by Brown [4] was reviewed and
expanded. Instead of decorrelation individual neural networks in the ensemble
we diversified neurons in the hidden layer, using three techniques: negative cor-
relation learning, cosine pairwise similarity, cosine similarity around the mean.

First technique is originated from the neural networks ensembles and shows a
decent performance in our example using DNN, however for more sophisticated
models, such as CNNs and transformers, second and third technique is likely
to be more advantageous as far as it can compare patterns. Additionally to
reach correct weight selection, we introduced weight iterative optimization using
weight diversification. It was shown that such techniques are suitable for the fast
training of small models and notably affect their accuracy at the early stage.
Which is a small, yet important step towards the development of a strategy
towards energy-efficient training of neural networks.

Our future plans for using neural network diversification primarily consists in
using above described diversification techniques in more sophisticated models in
order to explore the possibility to improve training speed and reduce the number
of training parameters. Popular architectures, such as transformers can benefit
from the individual head diversification in multi-head attention block, as far as
multiple heads are intended to learn various representation. Furthermore, we
are planning to explore more pattern-oriented techniques for defining diversity
between neurons to enable efficient diversification application in CNNs.
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Abstract. Reliable uncertainty estimates of Deep Neural Networks (DNNs) are
significant for safety-critical domains. Existing Neural Stochastic Differential
Equation model (SDE-Net) can quantify epistemic uncertainties of DNNs from
the perspective of a dynamical system. The SDE-Net is dominated by its drift net
with In-Distribution (ID) data to obtain good predictive accuracy, or dominated by
its diffusion net with Out-Of-Distribution (OOD) data to generate high diffusion
for characterizing model uncertainty. However, the SDE-Net does not consider
the local optimal problem caused by the high-dimensional parameter spaces of
DNNs, which still leads to unstable prediction results. Therefore, we propose a
curved SDE-Net (cSDE-Net) model which is implementedwith a quadratic Bezier
curve to discover high-accuracy and nearly constant loss paths between pretrained
SDE-Net models. In the cSDE-Net, the optimization goal is transformed from the
weights of DNNs to the parameters of Bezier curve. Experimental results show
that, the proposed cSDE-Net model can not only provide more stable and reliable
prediction results than ensembling of independent trained SDE-Net (iSDE-Net),
but also be more effective for general situation, where aleatoric uncertainty is
caused by ID data with noise or missing rate.

Keywords: Neural Stochastic Differential Equation · Deep Neural Networks ·
Uncertainty estimates · Bezier curve

1 Introduction

Deep learning model has achieved great success in various fields, such as image classi-
fication [1], computer vision [2], machine translation [3] and reinforcement learning [4]
and so on. However, uncertainty estimates of deep learning are critical for decision mak-
ing to avoid dangerous accidents in safety-critical areas, such as in medical diagnoses or
autonomous vehicles. Existing studies have shown that Deep Neural Networks (DNNs)
models are usually overconfident in prediction results, which can result in misleading
decisions, so it is very significant to add credible uncertainty estimates to the prediction
results [5].
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Bayesian Neural Networks (BNNs) method was once regarded as a gold standard
for uncertainty estimates in machine learning field [6, 7]. Unfortunately, Bayesian app-
roach is inefficient to perform Bayesian inference in high-dimensional parameter space
of DNNs. Existing studies apply Principal Components Analysis (PCA) or non-linear
Incremental Kernel PCA (InKPCA) method to construct parameter subspace of DNNs
for Bayesian inference [8, 9].

Non-Bayesian methods are also studied for uncertainty estimates of DNNs models.
For example, ensemble learning approach can train several DNNs models with diverse
initialization seeds and apply predicted values for uncertainty estimates [10].Meanwhile,
ifDNNsare trainedwith aStochasticGradientDescent (SGD), the trainingprocedure can
average multiple points along the trajectory of SGD to construct a Stochastic Weight
Averaging (SWA), which can generate much broader optima than SGD method [11].
And due to the loss functions of DNNs are complex and high-dimensional in parameters
space, the previous study [12] finds that the optima of these complex loss functions can
be connected by simple curves, which can build a rich subspace containing diverse high
performing models with nearly constant accuracy.

Meanwhile, the process of forward passes in DNNs can be regarded as state transfor-
mations of a dynamical system, which can be defined by a neural network parameterized
Ordinary Differential Equation (ODE) [13]. However, ODE method is a deterministic
expression so that epistemic uncertainty message of DNNs cannot be obtained.

Recently, an original SDE-Net model for uncertainty estimates of DNNs has been
proposed to capture epistemic uncertainty with Brownian motion [14, 15], which is
widely used tomodel uncertainty or randomness inmathematics, physics and economics
[16, 17]. The SDE-Net uses two separate neural networks (NNs): the drift net and
diffusion net. The drift net f is designed to control the system to obtain good predictive
accuracy and describe the aleatoric uncertainty for ID data. The diffusion net g is used
to master the variance of the Brownian motion based on the regions of In-Distribution
(ID) orOut-Of-Distribution (OOD) dataset, that is, when training ID dataset the diffusion
should be small and training OOD dataset the diffusion should be large. The components
of SDE-Net are described in Fig. 1(a).

However, most uncertainty estimates models mentioned above mainly consider the
predictive uncertainty, which comes from models and their training processes, and this
situation is called epistemic uncertainty. Meanwhile, the other predictive uncertainty
derives from natural randomness such as data noise, class overlap, data missing and so
on, we call this situation aleatoric uncertainty, which is inherent in the task. Another
important source of uncertainty is the local optimal of DNNs, which is caused by the
high-dimensional parameter space of DNNs and leads to different prediction results
after each training. The problems of SDE-Net that need to be improved are described in
Fig. 1(b).

Therefore, we propose a curved SDE-Net (cSDE-Net), which is implemented with
a quadratic Bezier curve to discover high-accuracy and nearly constant loss paths for
stably achieving train and test results.

Experimental results show that, the proposed cSDE-Net model can not only provide
more stable and reliable prediction results than ensembling of independent trained SDE-
Net (iSDE-Net), and be more effective for general situation, such as encountering noisy
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Fig. 1. Illustration of SDE-Net and its problem. (a) Components of SDE-Net; (b) The problem
of SDE-Net should be improved.

ID dataset or ID dataset with missing rate, which can generate aleatoric uncertainty in
predictions. Benchmark datasets MNIST and CIFAR10 are used for experiments. The
major contributions of our work are summarized as follows.

1. We propose the curved SDE-Net model, which serves to discover high-accuracy and
nearly constant loss paths between pretrained models.

2. When dealing with ID and OOD data, the cSDE-Net can produce more stable and
accurate results.

3. We extend cSDE-Net to the field of aleatoric uncertainty and find it still useful.

This paper is organized as follows: Sect. 2 describes thematerials. Sect. 3 presents the
objective function and implementation algorithm of the proposed cSDE-Net for image
classification tasks. Sect. 4 presents the experimental results. Finally, Sect. 5 gives the
conclusions and future work.

2 Describing Ensembled SDE-Net by Bezier Curve

2.1 Connection Curves: Bezier Curve

Assume ŵ1 and ŵ2 be two sets of weights corresponding to two trained neural networks,
which are independently trained by minimizing loss function L(w). Let n represents for
the number of weights of the DNNs, and φθ : [0, 1] → R

n is a continuous piecewise
smooth curve with parameters θ , where ŵ1 = φθ (0) and ŵ2 = φθ (1).
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Suppose there exists a curve path φθ (T ) and T ∈ [0, 1], which has a high accuracy
between ŵ1 and ŵ2, so the loss function of DNNs can be described as follows [12]:

�(θ) =
∫ 1

0
L(φθ (T ))dT = ET∼U (0,1)L(φθ (T )) (1)

At each iteration,we sample t from the uniformdistributionU (0, 1) and then perform
gradient descent for optimizing the parameter θ with respect to the loss L(φθ (T )). Then
we can obtain unbiased estimates of the gradients of loss �(θ):

∇θL(φθ (t)) ≈ ET∼U (0,1)∇θL(φθ (T )) = ∇θET∼U (0,1)L(φθ (T )) = ∇θ �(θ) (2)

To be specific, a quadratic Bezier curve φθ (T ) is adopted to provide a smooth path
with given endpoints ŵ1 and ŵ2, so φθ (T ) can be expressed as follows:

φθ (t) = (1 − t)2ŵ1 + 2t(1 − t)θ + t2ŵ2, t ∈ [0, 1] (3)

Where the Bezier curve φθ (T ) can be generalize by n bends, that is θ =
{w1,w2, . . . ,wn}.

2.2 Definition of SDE-Net

Neural ordinary differential equation (ODE-Net) [13]. Existing neural nets such as
residual networks (ResNet) [18], normalizing flows [19], and recurrent neural network
decoders [20] can map an input x to an output y through a sequence of hidden layers,
the hidden representations can be viewed as the states of a dynamical system:

xt+1 = xt + f (xt, t) (4)

Where t ∈ {0 · · · T } is the index of the layer, xt ∈ R
D is the hidden state at neural

network layer t. The equation can be reorganized as xt+�t−xt
�t = f (xt, t), where �t = 1.

If we assuming �t→ 0, then we can obtain the parameterized continuous dynamics of
hidden units, which can apply an ODE specified by NNs:

lim
�t→0

xt+�t − xt
�t

= dxt
dt

= f (xt, t, θ) (5)

The solution ofODE-Net can be computed by a black-boxdifferential equation solver
to evaluate the hidden unit state wherever necessary. However, ODE-Net is a determin-
istic model for predictions and it cannot model epistemic uncertainty. To overcome the
disadvantage, the novel SDE-Net model can characterize a stochastic dynamical system
and capture epistemic uncertainty with Brownian motion, which is widely used to model
the randomness of the motion of atoms or molecules in Physics [16].

SDE-Net [14]. A standard Brownian motion term is added into (4) to form a neural SDE
dynamical system. The continuous-time dynamical system is expressed as follows:

dxt = f (xt, t)dt + g(xt, t)dWt (6)

Where g(xt, t) indicates the variance of the Brownian motion and represents the
epistemic uncertainty for the dynamical system. However, a standard Brownian motion
Wt is a stochastic process, which follows the three nproperties:
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1) W0 = 0;
2) ∇W = Wt − Ws should follow normal distribution N (0, t − s) for all t ≥ s ≥ 0;
3) For any two different time intervals, the increments ∇W1 and ∇W2 are independent

random variables.

More importantly, f (xt, t) and g(xt, t) in (6) can be represented by neural networks
to construct SDE-Net. Where f (xt, t) is used as drift net to control the system to achieve
good predictive accuracy and aleatoric uncertainty, and g(xt, t) is utilized as diffusion
net to represent the epistemic uncertainty of dynamical system.

Theorem 1. When there exists C > 0 such that [14]:
∥∥f (x, t; θf

) − f
(
y, t; θf

)∥∥ + ∥∥g(
x; θg

) − g
(
y; θg

)∥∥ ≤ C‖x − y‖,∀x, y ∈ R
n, t ≥ 0

Then for every x0 ∈ R
n, there exists a unique continuous and adapted process(

xx0t
)
t≥0 such that for t ≥ 0:

xx0t = x0 +
∫ t

0
f
(
xx0s , t; θf

)
ds +

∫ t

0
g
(
x0; θg

)
dWs

Moreover, for every T ≥ 0, E
(
sup1≤s≤T |xs|2

)
< +∞.

Where f
(
x, t; θf

)
and g

(
x0; θg

)
are uniformly Lipschitz continuous to use Lipschitz

nonlinear activations in the NNs, such as ReLU, sigmoid and Tanh.

3 Methods

Theoverviewof our algorithm is illustrated inFig. 2, including twomain parts: cSDE-Net
model can give reliable and accurate uncertainty estimates of DNNs, and the parameter
generation module produces parameters from two pretrained vanilla SDE-Net by Bezier
curve. Then the curved parameters of NNs and the location information of fix points are
assigned to cSDE-Net model, θ is the parameter needed to be trained.

3.1 The Objective Function of CSDE-Net

Since we use Bezier curve φθ(T) to reconstruct the SDE-Net parameter space based
on two pretrained vanilla SDE-Net models, the training target becomes the parameter
θ of Bezier curve. However, vanilla SDE-Net contains drift net f and diffusion net g
and has more than 200K parameters in total, so to train parameter θ of Bezier curve has
the similar complexity to vanilla SDE-Net. Assume θ has the parameters θc−f and θc−g

corresponding to net f and g.
Assume the bends of Bezier curve is 1, fix-points= [True, False, True], which means

the two pretrained ŵ1 and ŵ2 are fixed at the endpoints of Bezier curve, and the middle
point corresponding to Bezier curve value φθ (t) in defined Eq. (4) needs to be trained,
and each training iteration sample t ∈ [0, 1] to train θ .
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The objective function for training cSDE-Net model can be described as follows:

min
θc−f

Ex0∼PIDE
(
f

(
xT , t; θc−f ; fix − points

)
, L(xT )

)+
min
θc−g

Ex0∼PID g
(
x0; θc−g; fix − points

) + max
θc−g

Ex̃0∼POOD g
(
x̃0; θc−g; fix − points

) (7)

s.t. dxt = f
(
xt, t; θc−f ; fix − points

)
︸ ︷︷ ︸

drift neural net

dt + g
(
x0; θc−g; fix − points

)
︸ ︷︷ ︸

diffusion neural net

dWt

Fig. 2. The overview of the proposed algorithm

Where the first item of Eq. (7) represents for the training parameters and loss function
L of drift net f , T is the terminal time of the stochastic processes, and PID represents for
the distribution of ID dataset.

The second item of (7) stands for the training parameters of diffusion net g with ID
dataset. The last item of (7) indicates the net g is trained with OOD dataset, where POOD
stands for the distribution of OOD dataset, which can be obtained by adding additive
Gaussian noise to the inputs x0, such as x̃0 = x0+ ∈ and ∈∼ N (0, 1).

Finally, Eq. (7) should subject to Eq. (6) to construct a cSDE-Net.

3.2 Algorithm of CSDE-Net Model

The algorithm 1 of cSDE-Net is used for training classification tasks, and the benchmark
datasets MNIST and CIFAR10 are adopted for this algorithm. Because cSDE-Net con-
tains different net architectures for different goals, the training processes are designed
respectively.
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For training MNIST and CIFAR10 datasets, the vanilla SDE-Net has nmnist =
283723 and ncifar10 = 322507 parameters respectively. For training the parameter θ of
Bezier curve in cSDE-Net, we need to pretrain vanilla SDE-Net twice for two fix points
ŵ1 and ŵ2, and training the parameter θ has the similar complexity to vanilla SDE-Net.
So cSDE-Net has the time cost O(3nmnist) and O

(
3ncifar10

)
of MNIST and CIFAR10

respectively, however, cSDE-Net and vanilla SDE-Net have similar computational cost.
For training drift net f of cSDE-Net model, first of all, ID dataset passes through a

downsampling net to generate latent variable Xm
0 , and then Xm

0 is iteratively processed
by a vanilla SDE-Net to produce a latent state Xm

k according to Eq. (6). Finally, the
latent state Xm

k passes through a fully-connected layer. L1 represents for cross entropy
loss function.

For trainingdiffusionnetgof cSDE-Netmodel,L2 represents for binary cross entropy
loss function. The dataset from ID or OOD is respectively marked with label 0 and 1,
so the process of training diffusion net g in line 14 of algorithm1 is to minimize the loss
function L2 for ID dataset and maximize L2 for OOD dataset.
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4 Experiments

4.1 Datasets

We perform experiments on cSDE-Net and iSDE-Net model with two benchmark
ID datasets MNIST and CIFAR10. The MNIST dataset consists of 70,000 28×28
monochrome images in handwritten digits from 0 to 9, including 60,000 training images
and 10,000 test images. And the CIFAR-10 dataset consists of 60,000 32 × 32 color
images in 10 classes, each class has 6,000 images, including 50,000 training images and
10,000 test images. SVHN is used as an OOD dataset in our experiments, SVHN is a
real-world MNIST-like 32 × 32 image dataset from house numbers in Google Street
View images, and it has 73257 digits for training and 26032 digits for testing.

4.2 Parameter Setting

Model Setting andParameter.For iSDE-NetmodelwithMNIST dataset, we follow the
settings of paper [14]. That is for the downsampling layers of iSDE-Net, which contain
three 2-dimensional convolution (Conv2d) layers, and the Conv2d can be traditionally
described as

[
in_channel, out_channel, kernel_size, stride, padding

]
, so the architec-

ture of the downsampling layer is {[1, 64, 3, 1, 0],[64, 64, 4, 2, 1],[64, 64, 4, 2, 1]}. The
drift net of iSDE-Net contains twoConv2d layerswith {[65, 64, 3, 1, 1],[65, 64, 3, 1, 1]}
architecture. The diffusion net has the same convolutional layers as drift net, but has an
extra linear connection described as [inputs, outputs], which is [64, 1] in the last layer
of diffusion net. The fully-connected layer of iSDE-Net is [64, 10]. To independently
train vanilla SDE-Net, the model parameter defined as follows: the layer depth is 6 and
training epochs are 100, batch size is 128, SGD is used as the optimizer, the learning
rate for diffusion net is 0.01 and for the other nets is 0.1, the momentum and weight
decay are 0.9 and 5e-4 respectively. For iSDE-Net model with CIFAR10 dataset, the
in_channel of the first Conv2d in downsampling layer is 3, and the other settings and
parameters are the same as MNIST dataset.

For cSDE-Net model with MNSIT and CIFAR10 dataset, the bend of Beizer curve
is one, so the fix_points = [True, False, True], which means that we fix two pretrained
vanilla SDE-Nets’ parameters as endpoints, and the parameter θ of Bezier curve between
the two fixed endpoints needs to be trained. Importantly, Conv2d and GroupNorm are
reconstructed according to fix_points.The settings of other parameters are the same as
iSDE-Net model. All experiments are performed on NVIDIA GeForce RTX 3090 and
based on PyTorch.

4.3 Quantitative Analysis of ID Dataset

As is shown in Fig. 3, the cSDE-Net is trained for 60 epochs with two pretrained vanilla
SDE-Net, and iSDE-Net is ensembled by the two vanilla SDE-Net. We mainly compare
the accuracy of test sets, which are showed in red and blue dashed lines.

In Fig. 3(a), we find that red dashed line reaches the peak of accuracy faster, and the
test accuracy results of cSDE-Net are relatively more stable than the blue dashed line of
iSDE-Net.
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Fig. 3. The train and test accuracy of cSDE-Net and iSDE-Net forMNIST and CIFAR10 datasets.

Figure 3(b) and Fig. 3(a) show the similar results. Besides, we also find that the
accuracy of iSDE-Net described with blue dashed line has degraded after the 22nd
epoch in Fig. 3(b), this phenomenon presents that ensemble learning method does not
guarantee amore optimal and stable performance.Meanwhile, the accuracy of cSDE-Net
is about 2% higher than that of iSDE-Net for color image dataset CIFAR10.

4.4 Bezier Curve Finding Experiment

To construct cSDE-Net and iSDE-Net model, we train two vanilla SDE-Net model with
different initializations to generate twomodels. For iSDE-Netmodel, we just average the
results of two vanilla SDE-Net. For cSDE-Net model, we use the proposed algorithm 1
to find a path connecting the two pretrained models, which have the weight parameter
space with a quadratic Bezier curve.

Figure 4 shows the results of the proposed model connecting procedure for cSDE-
Net and iSDE-Net on benchmark datasets MNIST and CIFAR10. Experimental results
show that Bezier curve φ(t) found by cSDE-Net can produce nearly constant train
loss of cross-entropy and test error of accuracy. However, the line segment φ(t) =
(1 − t) ∗ φ(0) + t ∗ φ(1) connects the two models’ parameters φ(0) and φ(1) for iSDE-
Net, when φ(t) is far away from two endpoints φ(0) and φ(1), segment iSDE-Net
generates higher train loss and test error than cSDE-Net in Fig. 4.

Finally, we believe there may be many other curves, which can connect the two
models to form a better generalization performance of DNNs, and these curves can be
further studied in the future.

4.5 Quantitative Analysis of ID Dataset with Missing Rate

Although vanilla SDE-Net can effectively capture the epistemic uncertainty of DNNs
model, duo to the high-dimensional parameter space of DNNs, the local optimal problem
still leads to unstable results of DNNs. The introduction of the Bezier curve into SDE-
Net can generate more stable and reliable model performance than ensemble learning
method, this is very important for the study of uncertainty estimates in deep learning.

We have tested the performance of cSDE-Net model between ID and OOD dataset,
however, for aleatoric uncertainty caused by the noisy dataset, we still want to know
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Fig. 4. The cross-entropy train loss (a), (c) and test error (b), (d) as a function of Bezier curve
φ(t) found by cSDE-Net or line segment φ(t) found by iSDE-Net on the point t, and t is the value
of the interval [0,1] divided equally into 61 points. Endpoints φ(0) and φ(1) represent for the
parameters of two pretrained vanilla SDE-Net,φ(t) = (1 − t)∗φ(0)+ t ∗φ(1) is the line segment.

the performance of cSDE-Net in general situation for ID dataset with noise and missing
rate.

To evaluate the performance of iSDE-Net and cSDE-Net models for ID dataset I
with missing rate in classification tasks MNIST and CIFAR10.We assume missing rate
(MR) takes values from [0.0,0.1,0.3,0.5,0.7,0.9], so the mask = Bernoulli (1-MR) and
the masked ID dataset can be obtained by mask*I. Then we can evaluate the average
performance and standard deviation with 5 independently running the two models with
masked data.

Table 1 shows that as the MR increases, the advantages of cSDE model over iSDE-
Net are becoming more and more obvious in classification accuracy. Especially for
color image dataset CIFAR10, when missing rate is 0.1, the performance of iSDE-Net
has a great degradation from accuracy 79.87 to 23.23. From these experiments, we
find that cSDE-Net can still achieve better performance than iSDE-Net, even when it
encounters the general situation with noisy ID dataset.
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Table 1. Detection results of cSDE-Net and iSDE-Net model on ID dataset with missing rate =
[0.0, 0.1, 0.3, 0.5, 0.7, 0.9] and OOD dataset is SVHN.

MR Model MNIST CIFAR10

MR = 0.0 cSDE-Net 99.43 ± 0.06 81.54 ± 0.02

iSDE-Net 99.40 ± 0.10 79.87 ± 0.06

MR = 0.1 cSDE-Net 98.87 ± 0.03 51.33 ± 0.04

iSDE-Net 98.87 ± 0.06 23.23 ± 0.25

MR = 0.3 cSDE-Net 94.99 ± 0.02 33.31 ± 0.04

iSDE-Net 94.98 ± 0.19 13.11 ± 2.89

MR = 0.5 cSDE-Net 80.96 ± 0.03 25.40 ± 0.03

iSDE-Net 80.54 ± 0.36 10.33 ± 0.06

MR = 0.7 cSDE-Net 55.61 ± 0.33 19.13 ± 0.02

iSDE-Net 49.25 ± 0.11 10.10 ± 0.08

MR = 0.9 cSDE-Net 22.78 ± 0.58 14.10 ± 0.03

iSDE-Net 14.56 ± 0.34 10.18 ± 0.06

5 Discussion and Further Work

In this paper, we propose a cSDE-Net model, which can connect two different pretrained
models and produce more stable and consistent predictions along with the Bezier curve
than ensembled iSDE-Net model. Experimental results show that cSDE-Net not only
can produce more stable results, but also it is effective for aleatoric uncertainty derived
from the noisy ID dataset. cSDE-Net and vanilla SDE-Net has the smilar computational
cost, but cSDE-Net takes about three times as much time cost as vanilla SDE-Net.

There are two promising directions for future research. On the one hand, neural
processes (NPs) family, including conditional NPs, attentive NPs and convolutional
conditional NPs, which have the permutation invariance property or translation equiv-
ariance and can be incorporated into SDE-Net to improve the performance in dealing
with the noisy ID dataset. On the other hand, advanced ResNets such as VGGs, ResNet-
18/34/152 and DenseNets can be applied to replace the ordinary drift and diffusion nets
in SDE-Net, for improving the performance when dealing with big datasets such as
CIFAR10/100, COCO and ImageNet.
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Abstract. Activation functions play a pivotal role in function learning
using neural networks. The non-linearity in a neural network is achieved
by repeated use of the activation function. Over the years, numerous acti-
vation functions have been proposed to improve neural network perfor-
mance in several deep learning tasks. Basic functions like ReLU, Sigmoid,
Tanh, or Softplus have been favorites among the deep learning commu-
nity because of their simplicity. In recent years, several novel activation
functions arising from these basic functions have been proposed, which
have improved accuracy in some challenging datasets. We propose three
activation functions with trainable parameters, namely EIS-1, EIS-2, and
EIS-3. We show these three activation functions outperform widely used
activation functions on some well-known datasets and models. For exam-
ple, EIS-1, EIS-2, and EIS-3 beats ReLU by 5.55%, 5.32%, and 5.60%
on ResNet V2 34, 5.27%, 5.24%, and 5.76% on VGG 16, 2.02%, 1.93%,
and 2.01% on Wide-Res-Net 28-10, 2.30%, 2.11%, and 2.50% on Shuf-
flenet V2 in CIFAR100 dataset while 1.40%, 1.27%, and 1.45% on ResNet
V2 34, 1.21%, 1.09%, and 1.17% on VGG 16, 1.10%, 1.04%, and 1.16%
on Wide-Res-Net 28-10, 1.85%, 1.60%, and 1.67% on Shufflenet V2 in
CIFAR10 dataset respectively. The proposed functions also perform bet-
ter than traditional activation functions like ReLU, Leaky ReLU, Swish,
etc. in Object detection, Semantic segmentation, and Machine Transla-
tion problems.

Keywords: Deep learning · Neural networks · Trainable activation
function

1 Introduction

Multi-layered neural networks are widely used to learn nonlinear functions from
complex data. An activation function is an integral part of neural networks that
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provides essential non-linearity. A universal activation function may not be suit-
able for all datasets, and it is important to select an appropriate activation
function for the task at hand. Nevertheless, a piecewise activation function, Rec-
tified Linear Unit (ReLU) [16], defined as max(x, 0), is widely used due to its
simplicity, convergence speed, and lesser training time.

Despite its simplicity and better convergence rate than Sigmoid and Tanh,
ReLU has drawbacks like non-zero mean, negative missing, unbounded output,
dying ReLU, to name a few (see[40]). Various activation functions have been
proposed to overcome the drawbacks of ReLU and improve performance over it.
Some of the variants of ReLU are Leaky ReLU [25], Randomized Leaky Rectified
Linear Units (RReLU) [38], Exponential Linear Unit (ELU) [5], Inverse Square
Root Linear Units (ISRLUs) [3], and Parametric Rectified Linear Unit (PReLU)
[13]. But none of the above-mentioned activation functions has come close to
ReLU in terms of popularity. Most recently, Swish [30] has managed to gain
attention from the deep learning community. Swish is a one-parameter family of
activation functions defined as x sigmoid(βx). Worth noting that what is popu-
larly recognized by the machine learning community now as the Swish function
was first indicated in 2016 as an approximation to the GELU [15] function, and
again in 2017 was introduced as the SiLU [7] function, and again for a third time
in 2017 as the Swish [30] function. Though for the time being, we have stuck to
the name Swish. Some other hyper-parametrized families of activation functions
include Soft-Root-Sign [40] and TanhSoft [2]. In fact, many functions from the
TanhSoft family have managed to outperform ReLU and Swish as well.

The most prominent drawback of ReLU is the dying ReLU that is provid-
ing zero output for negative input. Many novel activation functions are built to
overcome this problem. It was resolved by many activation functions by sim-
ply defining a piecewise function that resembles ReLU for positive input and
takes non-zero values for negative input. Swish is different from such piecewise
activation functions in the sense that it is a product of two smooth functions
and manages to remain close to ReLU for positive input and takes small nega-
tive values for the negative input. Recently, a four hyper-parameters family of
activation functions, TanhSoft [2], have been proposed and showed that many
functions from TanhSoft have a similar closeness to ReLU as Swish and perform
better when compared to ReLU and Swish.

In the next sections, we have proposed three parametric activation functions
and shown that they outperform widely used activation functions, including
ReLU and Swish. To validate the performance of these activations, we have
performed a wide range of experiments, and the results are reported in the
experiment section.

2 Related Works

Several activation functions have been proposed as a substitute to ReLU that
can overcome its drawbacks. Because of the dying ReLU problem, it has been
observed that a large fraction of neurons become inactive due to zero outcome.
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Fig. 1. Graph of F1(x; α, β)
for different values of α, β.

Fig. 2. Graph of F2(x; γ)
for different values of γ.

Fig. 3. Graph of F3(x; δ, θ)
for different values of δ, θ.

Fig. 4. Graph of first
derivative of F1(x; α, β) for
different values of α, β.

Fig. 5. Graph of first
derivative of F2(x; γ) for
different values of γ.

Fig. 6. Graph of first
derivative of F3(x; δ, θ) for
different values of δ, θ.

Another issue which activation functions face is that during the flow of gradient
in the network, the gradient can become zero or diverge to infinity, which is
commonly known as vanishing and exploding gradient problems. Leaky Relu [25]
has been introduced with a small negative linear component to solve the dying
ReLU problem and has shown improvement over ReLU. A hyper-parametric
component is incorporated in PReLU [13] to find the best value in the negative
linear component. Many other improvements have been proposed over the years
- Randomized Leaky Rectified Linear Units (RReLU) [38], Exponential Linear
Unit (ELU) [5], and Inverse Square Root Linear Units (ISRLUs) [3] to name a
few. Swish [30] is proposed by a team of researchers from Google Brain by an
exhaustive search [27] and reinforcement learning techniques [1].

3 EIS-1, EIS-2, and EIS-3

We have proposed three families of activation functions with learnable parame-
ters. We call them EIS-1 (F1(x;α, β)), EIS-2 (F2(x; γ)), and EIS-3 (F3(x; δ, θ)).
They are defined as follows:-
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Fig. 7. Graph of Swish, F1(x; α, β),
F2(x; γ) and F3(x; δ, θ)

Fig. 8. Graph of first order deriva-
tives of Swish, F1(x; α, β), F2(x; γ),
and F3(x; δ, θ)

F1(x;α, β) =
x ln(1 + ex)
x + αe−βx

, (1)

F2(x; γ) =
x ln(1 + ex)
√

γ + x2
, (2)

F3(x; δ, θ) =
x

1 + δe−θx
. (3)

The derivative of the above activations are:-

d

dx
F1(x;α, β) =

ln(1 + ex)
x + αe−βx

+
x

x + αe−βx

ex

1 + ex
− (1 − αβe−βx)(x ln(1 + ex))

(x + αe−βx)2
(4)

d

dx
F2(x; γ) =

ln(1 + ex)
√

γ + x2
+

x
√

γ + x2

ex

1 + ex
− x2 ln(1 + ex)

(γ + x2)
3
2

, (5)

d

dx
F3(x; δ, θ) =

1
1 + δe−θx

+
δθxe−θx

(1 + δe−θx)2
. (6)

The hyper-parameters α, β for EIS-1, γ for EIS-2, and δ, θ for EIS-3 controls
the slope of the functions in both negative and positive axes as evident from
Fig. 1, 2, and 3. For square root function, we have considered only the positive
branch. Note that F1(x; 0, β) and F2(x; 0) recovers the Softplus function while
F3(x; 0, θ) recovers the identity function x. Moreover,

lim
δ→∞

F3(x; δ, θ) = 0 ∀x ∈ R. (7)
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Graph of some functions from these three families are given in Figs. 1, 2, and
3. The first-order derivatives of these functions are shown in Figs. 4, 5, and 6.
Moreover, one function from each of these three families and their derivatives are
compared with Swish in Figs. 7 and 8. As evident from graphs, chosen functions
of these three subfamilies have bounded negative domain, smooth derivative and,
non-monotonic curve like Swish.

4 Experiments with EIS-1, EIS-2, and EIS-3

In all the experiments, the learnable parameters in EIS-1, EIS-2, and EIS-3 are
first initialized and then updated using the back propagation [22] algorithm (see
[13]). For a single layer, the gradient of a hyper-parameter η is:

∂E

∂η
=

∑

x

∂E

∂F (x)
∂F (x)

∂η
(8)

where E is the objective function, η ∈ {α, β, γ, δ, θ} and F (x) ∈
{F1(x;α, β),F2(x; γ),F3(x; δ, θ)}. Table 1 provides a detailed comparison of EIS-
1, EIS-2, and EIS-3 with seven baseline activation functions, ReLU [16], Leaky
Relu [25], ELU [5], Softplus [10], Swish [30], Mish [26], and GELU [15]. We have
given detailed experimental setup and results for different deep learning problems
like image classification, object detection, semantic segmentation, and Machine
translation in the next section. We have initialized the learnable parameters at
α = 1.25, β = 0.75 for EIS-1, γ = 1.0 for EIS-2, and δ = 0.75, θ = 1.25 for
EIS-3 throughout all the experiments and they are updated in network models
during back-propagation.

Table 1. Baseline table for EIS-1, EIS-2, and EIS-3. The integers represents the total
number of models in which EIS-1, EIS-2, and EIS-3 outperforms, equal or underper-
forms when compared to baseline activations

Baselines ReLU Leaky ReLU ELU Swish Softplus Mish GELU

EIS-1 > Baseline 29 29 29 28 29 26 29

EIS-1 = Baseline 0 0 0 0 0 0 0

EIS-1 < Baseline 0 0 0 1 0 3 0

EIS-2 > Baseline 29 29 29 28 29 26 29

EIS-2 = Baseline 0 0 0 0 0 0 0

EIS-2 < Baseline 0 0 0 1 0 3 0

EIS-3 > Baseline 29 29 29 28 29 26 29

EIS-3 = Baseline 0 0 0 0 0 0 0

EIS-3 < Baseline 0 0 0 1 0 3 0

It is evident from the baseline Table 1 that EIS-1, EIS-2, and EIS-3 outper-
form when compared to baseline activations in most cases and perform equally or
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underperform occasionally. The forward pass is implemented in both Pytorch [29]
& Tensorflow-Keras [4] API and automatic differentiation updates the parame-
ters. All the experiments are conducted on an NVIDIA tesla V-100 GPU with
16 GB RAM.

4.1 Image Classification:

We have reported results for image classification with six benchmarking
databases like MNIST, Fashion MNIST, Street View House Numbers (SVHN),
CIFAR10, CIFAR100, and Tiny Imagenet. A brief description of the databases
and experimental setup is as follows.

MNIST: MNIST [23] is a well established standard databases consisting of 28 ×
28 pixels grey-scale images of handwritten digits from 0 to 9. The dataset consists
of 60k training images and 10k testing 28 × 28 grey-scale images. We consider a
custom 8-layer homogeneous convolutional neural network (CNN) architecture
to carried out experiments on MNIST. Channel depths of size 128 (twice), 64
(thrice), 32 (twice), a dense layer of size 128, Max-pooling layer(thrice), batch-
normalization [19] and dropout [34] is being used on the CNN architecture. No
data augmentation is used. The results are reported in Table 2.

Fashion-MNIST: :- Fashion-MNIST [37] is a database consisting of 28 × 28
pixels grey-scale images of Zalando’s ten fashion items class like T-shirt, Trouser,
Coat, Bag, etc. It’s consists of 60k training examples and 10k testing examples.
No data augmentation is used. The same CNN model architecture used in the
MNIST dataset is also used for this database as well for training and testing
purpose and, the results are given in Table 2.

Table 2. Results on MNIST, Fashion-MNIST and SVHN Datasets.

Activation function 5-fold mean accuracy

on MNIST data

5-fold mean accuracy on

Fashion MNIST data

5-fold mean accuracy

on SVHN data

EIS-1 99.39 93.32 95.46

EIS-2 99.38 93.29 95.45

EIS-3 99.44 93.30 95.43

ReLU 99.17 92.95 95.20

Swish 99.21 92.92 95.21

Leaky ReLU 99.18 92.99 95.18

ELU 99.15 92.83 95.10

Softplus 99.02 92.51 95.01

GELU 99.20 93.08 95.23

Mish 99.26 93.16 95.29
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Street View House Numbers (SVHN) Database: SVHN [28] is a popular
computer vision database consists of real-world house numbers with 32×32 RGB
images. The database has 73257 training images and 26032 testing images. The
database has a total of 10 classes. We have used the data augmentation method
in this database. The same CNN model architecture used in the MNIST dataset
is also used for this database as well for training and testing purpose and, the
results are given in Table 2.

CIFAR: The CIFAR [21], is another standard well established computer-vision
dataset that is generally used to establish the efficacy of deep learning models. It
contains 60k color images of size 32 × 32, out of which 50k are training images,
and 10k are testing images. It has two versions CIFAR 10 and CIFAR100, which
contains 10 and 100 target classes, respectively. Top-1 accuracy for mean of
9 different runs is reported on CIFAR10 and CIFAR100 datasets in Table 3
and Table 4 respectively on ResNet-50 (RN 50) [12], ResNet V2 34 (RN-V2
34) [14], VGG-16 (with Batch-normalization) [33], Densenet-121 (DN 121) [17],
DenseNet-169 (DN 169) [17], InceptionNet V3 (IN V3) [35], SimpleNet (SN) [11],
MobileNet V2 (MN V2) [32], WideResNet 28-10 (WRN 28-10) [39], ShuffleNet
V2 (SF Net) [24] and SqueezeNet (SQ Net) [18] models. The networks have
been trained with batch size 128, Adam optimizer [20] with 0.001 learning rate
and up-to 100 epochs for all the models mentioned above except SimpleNet
and VGG-16 which is trained till 200 epochs. Data augmentation is used for
both datasets. Accuracy and loss graphs on WRN 28-10 model with CIFAR100
dataset for ReLU, Swish, EIS-1, EIS-2, and EIS-3 are given in Figs. 9 and 10.

Table 3. Comparison between baseline activation functions and EIS-1, EIS-2, & EIS-
3 on image classification problem on CIFAR10 dataset based on top-1 test accuracy.
Top-1 accuracy(in %) for mean of 9 different runs have been reported.

AF VGG

16

WRN

28-10

RN 50 RN-V2

34

DN

121

DN

169

IN V3 MN V2 SN SQ Net SF Net

EIS-1 90.83 92.75 91.37 91.92 91.29 91.17 92.11 91.22 92.45 87.09 90.17

EIS-2 90.71 92.69 91.35 91.79 91.17 91.33 92.02 91.11 92.37 86.99 90.02

EIS-3 90.79 92.81 91.30 91.97 91.29 91.31 92.15 91.32 92.47 87.22 90.09

ReLU 89.62 91.65 90.35 90.52 90.31 90.47 91.25 89.77 91.01 86.72 88.42

Leaky

ReLU

89.64 91.77 90.53 90.62 90.69 90.52 91.52 89.71 91.15 86.22 88.40

ELU 89.01 91.22 90.22 90.27 90.23 90.27 91.02 89.09 90.89 86.31 88.31

Swish 89.86 92.01 90.77 90.87 90.71 91.34 91.32 90.12 91.41 86.41 89.01

Softplus 89.22 91.36 89.67 89.98 90.12 90.17 91.11 88.99 91.23 85.61 88.01

Mish 90.01 92.23 90.99 90.87 91.45 90.77 91.52 90.42 91.99 86.71 89.00

GELU 89.72 92.11 90.78 90.91 90.42 90.73 91.77 90.01 91.52 86.80 89.19
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Table 4. Comparison between baseline activation functions and EIS-1, EIS-2, & EIS-3
on image classification problem on CIFAR100 dataset based on top-1 test accuracy.
Top-1 accuracy(in %) for mean of 9 different runs have been reported.

AF VGG

16

WRN

28-10

RN 50 RN-V2

34

DN

121

DN

169

IN V3 MN V2 SN SQ Net SF Net

EIS-1 62.52 69.22 65.62 65.44 67.05 64.92 69.29 65.87 65.11 61.42 63.42

EIS-2 62.49 69.11 65.52 65.21 67.01 64.94 69.27 65.71 64.99 61.23 63.23

EIS-3 63.01 69.21 65.61 65.49 67.11 65.19 69.52 65.90 65.40 61.50 63.62

ReLU 57.25 67.20 64.45 59.89 66.11 64.01 68.11 63.24 63.12 60.12 61.12

Leaky

ReLU

57.29 67.86 64.15 60.22 66.82 64.49 68.01 63.27 63.64 60.01 61.03

ELU 56.12 67.58 64.11 59.87 66.11 64.02 67.99 63.02 63.45 60.00 61.07

Swish 60.25 68.22 65.01 60.89 66.92 64.52 68.42 64.11 64.74 60.45 61.15

SoftPlus 54.13 67.01 62.20 59.11 66.20 64.54 68.02 62.98 62.81 59.79 60.89

Mish 60.02 68.99 65.11 62.33 67.42 65.20 68.51 64.82 64.68 60.12 61.48

GELU 59.89 68.71 64.92 62.45 66.52 64.54 68.40 64.10 64.49 60.03 61.55

Fig. 9. Graph for train and test
accuracy on CIFAR100 dataset on
WideResNet 28-10 model

Fig. 10. Graph for train and test loss
on CIFAR100 dataset on WideResNet
28-10 model

Tiny Imagenet. The ImageNet Large Scale Visual Recognition Challenge (ILS-
VRC) is the standard and most popular benchmark for image classification prob-
lems. The database contains images of size 64 × 64 with 200 image classes with
a training dataset of 100,000 images, a validation dataset of 10,000 images, and
a test dataset of 10,000 images. Top-1 accuracy for mean of 5 runs for different
activation functions are reported in Table 5 on WideResNet 28-10 (WRN 28-10)
[39] model. The model is trained with a batch size of 32, He Normal initializer
[13], 0.2 dropout rate [34], adam optimizer, initial learning rate(lr rate) 0.01,
and reduce lr rate by a factor of 10 after every 50 epochs up-to 250 epochs. Data
augmentation is used.
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4.2 Object Detection

Object Detection is one of the most important problems in computer vision.
We have shown our experimental results on the Pascal VOC dataset [8]. Results
are reported on Single Shot MultiBox Detector(SSD) 300 model. VGG-16(with
batch-normalization) is used as the base network. No pre-trained weight is used
in the network. The network is trained on Pascal VOC 07+12 training data and
tested model performance on Pascal VOC 2007 test data. The model is trained
with a batch size of 8, 0.001 learning rate, SGD optimizer with 0.9 momentum,
5e−4 weight decay for 120000 iterations. A mean of 5 different runs for the mean
average precision(mAP) is reported in Table 6.

Table 5. Comparison between baseline
activation functions and EIS-1, EIS-
2, & EIS-3 on Tiny ImageNet dataset
on WRN 28-10 model. Results are
reported for mean of 5 different runs.

Activation function Wide ResNet
28-10 model

EIS-1 61.85

EIS-2 61.70

EIS-3 61.95

ReLU 60.11

Leaky ReLU 60.05

Swish 60.45

ELU 59.87

Softplus 59.55

Mish 60.61

GELU 60.59

Table 6. Comparison between baseline
activation functions and EIS-1, EIS-
2, & EIS-3 on Object Detection prob-
lem on SSD 300 model on Pascal-VOC
dataset. Results are reported for mean
of 5 different runs.

Activation function mAP

EIS-1 77.7

EIS-2 77.6

EIS-3 77.7

ReLU 77.2

Swish 77.3

Leaky ReLU 77.2

ELU 75.1

Softplus 74.2

Mish 77.4

GELU 77.3

4.3 Semantic Segmentation

We carry out our experiment for semantic segmentation task on the CityScapes
dataset [6]. We use U-net [31] as the base network and train till 250 epochs,
with adam optimizer [20], learning rate 5e−3, batch size 32 and Xavier Uniform
initializer [9]. Mean of 5 different runs for Pixel Accuracy and mean Intersection-
Over-Union (mIOU) on test data is reported on Table 7.

4.4 Machine Translation

In this section, we report results for the machine translation problem. For this
problem, we use WMT 2014 English→German dataset, which has 4.5 million
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training sentences, and evaluate model performance on the newstest2014 dataset
using BLEU score metric. We use an Attention-based multi-head transformer
model [36]. 8-head attention model is used with Adam optimizer, 0.1 dropout,
and trained for 100000 steps. We try to kept other hyper-parameters similar
as mentioned in the original paper [36]. Table 8 shows the results on the test
dataset(newstest2014). A mean of 5 different runs is reported on Table 8.

Table 7. Comparison between base-
line activation functions and EIS-
1, EIS-2, & EIS-3 on semantic seg-
mentation problem on U-NET model
on CityScape dataset. Results are
reported for mean of 5 different runs.

Activation
function

Pixel
accuracy

mIOU

EIS-1 80.55 70.34

EIS-2 80.61 70.29

EIS-3 80.51 70.27

ReLU 79.64 69.45

Swish 79.94 69.73

Leaky
ReLU

79.71 69.65

ELU 79.05 68.07

Softplus 78.98 68.02

Mish 80.03 69.55

GELU 79.77 69.67

Table 8. Comparison between baseline
activation functions and EIS-1, EIS-2,
& EIS-3 on Machine translation prob-
lem on multi-head transformer model
on WMT-2014 dataset. Results are
reported for mean of 5 different runs.

Activation
function

BLEU Score on
the newstest2014
dataset

EIS-1 26.6

EIS-2 26.5

EIS-3 26.6

ReLU 26.2

Swish 26.4

Leaky
ReLU

26.3

ELU 25.1

Softplus 23.6

Mish 26.3

GELU 26.2

4.5 Computational Time Comparison

In this section, computational time comparison are reported for baseline activa-
tion functions and EIS-1, EIS-2, & EIS-3 for both forward and backward pass
for a 32 × 32 RGB image on the VGG-16 model. All the runs are performed
on an NVIDIA Tesla V100 GPU with 16 GB ram, and results are reported in
Table 9 for the mean of 100 runs.
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Table 9. Runtime comparison between baseline activation functions and EIS-1, EIS-2,
& EIS-3 for the forward and backward passes for a 32 × 32 RGB image. Results are
reported for mean of 100 runs.

Activation function Forward pass (STD) Backward pass (STD)

EIS-1 6.52 (±0.99) µs 7.11 (±0.96) µs

EIS-2 6.34 (±1.17) µs 7.81 (±1.74) µs

EIS-3 6.99 (±1.01) µs 6.96 (±1.34) μs

ReLU 5.10 (±1.02) µs 4.95 (±0.81) µs

Swish 5.52 (±1.11) µs 5.70 (±1.05) µs

Leaky ReLU 5.11 (±0.59) µs 4.99 (±1.01) µs

ELU 5.15 (±0.70) µs 5.01 (±0.45) µs

Softplus 5.12 (±1.01) µs 5.07 (±0.99) µs

Mish 6.29 (±1.16) µs 5.52 (±0.79) µs

GELU 7.59 (±1.04) µs 7.89 (±1.11) µs

5 Conclusion

In this paper, we proposed three parametric activation functions, which we call
EIS-1, EIS-2, and EIS-3, and exhibit that they consistently outperform well-
known activation functions such as ReLU and Swish, as evident from the baseline
table on several well-known datasets and models.

We also advocate through this article that it is time to move away from sim-
ple activation functions and adopt comprehensive search schemes on parametric
functions to build models. This allows for building more accurate and depend-
able models. Another scope of future research is to develop a mathematical
understanding of reasons leading to improved accuracy.
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Abstract. Machine learning techniques are used in a wide range of
domains. However, machine learning models often suffer from the prob-
lem of over-fitting. Many data augmentation methods have been pro-
posed to tackle such a problem, and one of them is called mixup. Mixup
is a recently proposed regularization procedure, which linearly interpo-
lates a random pair of training examples. This regularization method
works very well experimentally, but its theoretical guarantee is not ade-
quately discussed. In this study, we aim to discover why mixup works
well from the aspect of the statistical learning theory.

Keywords: Machine learning · Data augmentation · Generalization
bounds

1 Introduction

Machine learning has achieved remarkable results in recent years. However,
despite such excellent performance, machine learning models often suffer from
the problem of over-fitting [5]. In recent years, a concept called mixup [12] has
attracted attention as one of the powerful regularization methods for machine
learning models. The main idea of these regularization methods is to prepare

(x̃ij , ỹij) = (λxi + (1 − λ)xj , λyi + (1 − λ)yj) (1)

mixed with random pairs (xi,xj) of input vectors and their corresponding labels
(yi, yj) and use them as training data. This regularization method is very power-
ful and has been applied in various fields such as image recognition [9] or speech
recognition [6]. Despite these strong experimental results, there is not enough
discussion about why this method works well.

In this paper, we give theoretical guarantees for regularization by mixup and
reveal how regularization changes in each setting. To summarize our results,
mixup regularization leads to the following effects:

– For linear classifiers, the effect of regularization is higher when the sample
size is small, and the sample standard deviation is large.

– For neural networks, the effect of regularization is higher when the number
of samples is small, and the training dataset contains outliers.
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– When the parameter λ is close to 0 or 1, mixup can reduce the variance of
the estimator, but this will be affected by bias.

– When the parameter λ has near the optimal value, mixup can reduce both
the bias and variance of the estimator.

– Geometrically, mixup reduces the second-order derivative of the convex func-
tion that characterizes the Bregman divergence.

2 Related Works

2.1 Mixup Variants

Mixup is originally proposed by [11]. The main idea of these regularization meth-
ods is to prepare

(x̃ij , ỹij) = (λxi + (1 − λ)xj , λyi + (1 − λ)yj)

mixed with random pairs (xi,xj) of input vectors and their corresponding labels
(yi, yj) and use them as training data, where λ ∼ Beta(α, α), for α ∈ (0,∞).

Because of its power and ease of implementation, several variants have been
studied [3,10]. However, most of them are heuristic methods and have insufficient
theoretical explanations.

3 Notations and Preliminaries

We consider a binary classification problem in this paper. However, our analysis
can easily be applied to a multi-class case.

Let X be the input space, Y = {−1,+1} be the output space, and C be
a set of concepts we may wish to learn, called concept class. We assume that
each input vector x ∈ R

d is of dimension d. We also assume that examples
are independently and identically distributed (i.i.d) according to some fixed but
unknown distribution D.

We consider a fixed set of possible concepts H, called hypothesis set. We
receive a sample B = (x1, . . . ,xn) drawn i.i.d. according to D as well as the labels
(c(x1), . . . , c(xn)), which are based on a specific target concept c ∈ C : X �→ Y.
Our task is to use the labeled sample B to find a hypothesis hB ∈ H that has
a small generalization error with respect to the concept c. The generalization
error R(h) is defined as follows.

Definition 1 (Generalization error). Given a hypothesis h ∈ H, a target con-
cept c ∈ C, and unknown distribution D, the generalization error of h is defined
by

R(h) = Ex∼D

[
1h(x) �=c(x)

]
, (2)

where 1ω is the indicator function of the event ω.
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Fig. 1. The relationship between R̂B(H�)− R̂∗
B(H�) and the number of samples n and

variance σ2 when mixup is applied. Each data point was sampled from the normal
distribution N (0, σ2) and the constant part was set to 1.

The generalization error of a hypothesis h is not directly accessible since both
the underlying distribution D and the target concept c are unknown Then, we
have to measure the empirical error of hypothesis h on the observable labeled
sample B.

Definition 2 (Empirical error). Given a hypothesis h ∈ H, a target concept
c ∈ C, and a sample B = (x1, . . . ,xn), the empirical error of h is defined by

R̂(h) =
1
n

n∑
i=1

1h(xi) �=c(xi). (3)

In learning problems, we are interested in how much difference there is
between empirical and generalization errors. Therefore, in general, we consider
the relative generalization error R̂(h) − R(h).

Definition 3 (Empirical Rademacher complexity). Given a hypothesis set H
and a sample B = (x1, . . . ,xn), the empirical Rademacher complexity of H is
defined as:

R̂B(H) = Eσ

[
sup
h∈H

1
n

n∑
i=1

σih(xi)
]
, (4)

where σ = (σ1, . . . , σn)T with Rademacher variables σi ∈ {−1,+1} which are
independent uniform random variables.

Definition 4 (Rademacher complexity). Let D denote the distribution accord-
ing to which samples are drawn. For any sample size n ≥ 1, the Rademacher
complexity of H is the expectation of the empirical Rademacher complexity over
all samples of size n drawn according to D:

Rn(H) = EB∼Dn

[
R̂B(H)

]
. (5)
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Intuitively, this describes the richness of hypothesis class H.
The Rademacher complexity is a very useful tool for investigating hypothesis

class H.

Lemma 1. Let G : Z = X × Y �→ [0, 1] be a family of functions. Then, for any
δ > 0, with probability at least 1 − δ, the following holds for all g ∈ G:

E

[
g(z) ≤ 1

n

n∑
i=1

g(zi) + 2Rn(G) +

√
log 1

δ

2m

]
(6)

E

[
g(z) ≤ 1

n

n∑
i=1

g(zi) + 2RB(G) + 3

√
log 2

δ

2m

]
. (7)

Proof. For any sample B = (z1, . . . ,zn) and for any g ∈ G, we denote by ÊB[g]
the empirical average of g over B : ÊB[g] = 1

n

∑n
i=1 g(zi). We define the function

Φ(·) for any sample B as follows:

Φ(B) = sup
g∈G

E[g] − ÊB [g]. (8)

Let B and B′ be two samples differing by exactly one point, which mean zn ∈
B ∧ zn /∈ B′ and z′

n ∈ B′ ∧ z′
n /∈ B. Then, we have

Φ(B′) − Φ(B) ≤ sup
g∈G

ÊB [g] − ÊB′ [g] = sup
g∈G

g(zn) − g(z′
n)

n
≤ 1

n
(9)

Φ(B) − Φ(B′) ≤ sup
g∈G

ÊB′ [g] − ÊB [g] = sup
g∈G

g(z′
n) − g(zn)

n
≤ 1

n
. (10)

Then, by McDiarmid’s inequality, for any δ > 0, with probability at least 1 − δ
2 ,

the following holds:

Φ(B) ≤ EB [Φ(B)] +

√
log 2

δ

2n
(11)

EB [Φ(B)] ≤ Eσ ,B,B′

[
sup
g∈G

1
n

n∑
i=1

σi(g(z′
i) − g(zi))

]
= 2Eσ ,B

[
sup
g∈G

1
n

n∑
i=1

σig(zi)

]

Then, using MacDiarmid’s inequality, with probability 1− δ
2 , Rn(G) ≤ R̂B(G)+√

log 2
δ

2n . Finally, we use the union bound and we can have the result of this
lemma.

Lemma 2. Let H be a family of functions taking values in {−1,+1} and let G
be the family of loss functions associated to H: G = {(x, y) �→ 1h(x) �=y : h ∈ H}.
For any samples B = ((x1, y1), . . . , (xn, yn)), let SX denote the its projection
over X : SX = (x1, . . . ,xn). Then, the following relation holds between the
empirical Rademacher complexities of G and H:

R̂B(G) =
1
2
R̂SX (H). (12)
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Proof. For any sample B = ((x1, y1), . . . , (x2, y2)) of elements in X × Y, the
empirical Rademacher complexity of G can be written as:

R̂B(G) = Eσ

[
sup
h∈H

1
n

n∑
i=1

σi1h(xi) �=yi

]
=

1
2
Eσ

[
sup
h∈H

1
n

n∑
i=1

σih(xi)

]
. (13)

Theorem 1. Given a hypothesis h ∈ H and the distribution D over the input
space X , we assume that R̂B(H) is the empirical Rademacher complexity of the
hypothesis class H. Then, for any δ > 0, with probability at least 1 − δ over a
sample B of size n drawn according to D, each of the following holds over H
uniformly:

R(h) − R̂(h) ≤ R̂n(H) +

√
log 1

δ

2m
, (14)

R(h) − R̂(h) ≤ R̂B(H) + 3

√
log 2

δ

2m
. (15)

Proof. From Lemma 1 and Lemma 2, we can have the result of Theorem 1
immediately.

From the above discussion, we can see that if we can quantify the change of
empirical Rademacher complexity before and after mixup, we can evaluate the
relative generalization error of the hypothesis class H. Our main idea is to clarify
the effects of the mixup regularization by examining how these Rademacher com-
plexity changes before and after regularization. Note that we are not interested
in the tightness of the bound, but only in the difference in the bound.

4 Complexity Reduction of Linear Classifiers with Mixup

In this section, we assume that H� is a class of linear functions:

h(x) ∈ H� =
{

x �→ wT x
∣∣ w ∈ R

d, ‖w‖2 ≤ Λ
}

, (16)

where w is the weight vector and Λ is a constant that regularizes the L2 norm
of the weight vector.

Theorem 2. Given a hypothesis set H� and a sample B = (x1, . . . ,xn), we
assume that R̂B(H�) is the empirical Rademacher complexity of the hypothesis
class H� and R̂∗

B(H�) is the empirical Rademacher complexity of H� when mixup
is applied. The difference between the two Rademacher complexity R̂B(H�) −
R̂∗

B(H�) is less than or equal to a constant multiple of the sample variance of
the norm of the input vectors:

R̂B(H�) − R̂∗
B(H�) ≤ CΛ

λ√
n

√
s2‖x‖2, (17)

where CΛ
λ is a constant that depends on the parameter λ of mixup and s2 is the

sample variance computed from the sample set.
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Proof. By the Definition 3, empirical Rademacher complexity of h(x) = wT x is
as follows:

R̂B(H) = Eσ

[
1
n

sup
‖w‖2≤Λ

n∑
i=1

σiw
T xi

]
= Eσ

[
1
n

sup
‖w‖2≤Λ

wT
n∑

i=1

σixi

]

=
1
n
Eσ

[
sup

‖w‖2≤Λ

wT
n∑

i=1

σixi

]
=

1
n
Eσ

[
Λ

∥∥∥∥∥
n∑

i=1

σixi

∥∥∥∥∥
2

]

≤ Λ

n

(
Eσ

[∥∥∥∥∥
n∑

i=1

σixi

∥∥∥∥∥
2

2

]) 1
2

=
Λ

n

(
n∑

i=1

‖xi‖22
) 1

2

. (18)

Let x̃i = Exj
[λxi + (1 − λ)xj ] be the expectation of the linear combination of

input vectors by mixup, where λ is a parameter in mixup and is responsible for
adjusting the weights of the two vectors. Then, we have

R̂∗
B(H) ≤ Λ

n

(
n∑

i=1

‖x̃i‖22
) 1

2

=
Λ

n

(
n∑

i=1

∥∥∥∥∥Exj

[
λxi + (1 − λ)xj

]∥∥∥∥∥
2

2

) 1
2

=
Λ

n

(
n∑

i=1

∥∥∥∥∥λxi + (1 − λ)Exj

[
xj

]
∥∥∥∥∥
2

2

) 1
2

≤ Λ

n

(
n∑

i=1

(
‖λxi‖22+

∥∥∥(1 − λ)Exj
[xj ]

∥∥∥
2

2

)) 1
2

=
Λ

n

(
λ2

n∑
i=1

‖xi‖22 + (1 − λ)2
n∑

i=1

∥∥∥Exj
[xj ]

∥∥∥
2

2

) 1
2

. (19)

From (18) and (19), we can have

R̂B(H) − R̂∗
B(H) ≤ Λ|1 − λ|

n

(
n∑

i=1

‖xi‖22 −
n∑

i=1

∥∥∥Exj
[xj ]

∥∥∥
2

2

) 1
2

=
Λ|1 − λ|√

n

(
1
n

n∑
i=1

‖xi‖22 − 1
n

n∑
i=1

‖x̄‖22
) 1

2

=
Λ|1 − λ|√

n

(
s2(‖x‖2) + ‖x̄‖22 − ‖x̄‖22

) 1
2

=
Λ|1 − λ|√

n

√
s2(‖x‖2) ≥ 0. (20)

The above results are in line with our intuition and illustrate well how mixup
depends on the shape of the data distribution. As can be seen from the (17), the
complexity relaxation by mixup decreases as the number of samples n increases
(see Fig. 1).
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Fig. 2. The relationship between max R̂B(HL,W L)−max R̂∗
B(HL,W L) and the number

of samples n and the noise of the outliers ε.

5 Complexity Reduction of Neural Networks with Mixup

Let HL,WL
be the function class of a neural network:

h(x) ∈ HL,WL
=

{
h : ‖v‖2 = 1,

L∏
i=1

‖Wi‖F ≤ WL

}
, (21)

where L is the number of layers, Wi is the weight matrix, v ∈ R
ML represents

the normalized linear classifier operating on the output of the neural networks
with input vector x and ‖A‖F is the Frobenius norm of the matrix A = (aij).

Theorem 3. Given a hypothesis set HL,WL
and a sample B = (x1, . . . ,xn), we

assume that R̂B(HL,WL
) is the empirical Rademacher complexity of the hypoth-

esis class HL,WL
and R̂∗

B(HL,WL
) is the empirical Rademacher complexity of

HL,WL
when mixup is applied. In addition, we assume that each sample xi occurs

with the population mean μx plus the some noise εi. In other words, we assume
that xi = μx +εi. The difference between the maximum of two Rademacher com-
plexity R̂B(HL,WL

) − R̂∗
B(HL,WL

) is less than or equal to a constant multiple
of the maximum value of noise in a sample of training data when the number of
samples n is sufficiently large:

max R̂B(HL,WL
) − max R̂∗

B(HL,WL
) ≤ CL

λ√
n

max
i

‖εi‖, (22)

where CL
λ is a constant that depends on the parameter λ of mixup and the number

of layers L of neural networks.

Proof. By the upper bound of [8], empirical Rademacher complexity of h(x) ∈
HL,WL

is as follows:

R̂B(HL,WL
) ≤ 1√

n
2L+ 1

2 WL max
i

‖xi‖. (23)
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Let x̃i = Exj
[λxi + (1 − λ)xj ] be the expectation of the linear combination of

input vectors by mixup, where λ is a parameter in mixup and is responsible for
adjusting the weights of the two vectors. Then, we have

R̂∗
B(HL,WL

) ≤ 1√
n

2L+ 1
2 WL max

i
‖Ej [λxi + (1 − λ)xj ]‖

=
1√
n

2L+ 1
2 WL max

i
‖λxi + (1 − λ)Ej [xj ]‖

≤ 1√
n

2L+ 1
2 WL max

i

{
λ‖xi‖ + (1 − λ)‖Ej [xj ]‖

}
. (24)

Now we consider to bound the difference between the maximum values of each
quantity,

max R̂B(HL,WL
) =

1√
n

2L+ 1
2 WL max

i
‖xi‖,

max R̂∗
B(HL,WL

) =
1√
n

2L+ 1
2 WL max

i

{
λ‖xi‖ + (1 − λ)‖Ej [xj ]‖

}
,

and then, from (23) and (24), and let J (HL,WL
, B) = max R̂B(HL,WL

) −
max R̂∗

B(HL,WL
) we can have

J (HL,WL
, B) ≤ 1 − λ√

n
2L+ 1

2 WL max
i

∣∣∣‖xi‖2 − ‖x̄‖2
∣∣∣

=
1 − λ√

n
2L+ 1

2 WL max
i

∣∣∣‖μx + εi‖2 − ‖x̄‖2
∣∣∣

≤ 1 − λ√
n

2L+ 1
2 WL max

i

∣∣∣‖μx‖2 + ‖εi‖2 − ‖x̄‖2
∣∣∣

=
1 − λ√

n
2L+ 1

2 WL max
i

‖εi‖2 ≥ 0 (∵ 1 − λ ≥ 0, ‖εi‖2 ≥ 0),

According to the above theorem, mixup allows the neural networks robust
learning for outliers with accidentally large noise ε in the training sample B (see
Fig. 2).

6 The Optimal Parameters of Mixup

Here, we let the parameter λ ∈ (0, 1). From (17) and (22), we can see that a
large 1 − λ has a good regularization effect. By swapping i and j, we can see
that λ should be close to 0 or 1.

In the original mixup paper [12], the parameter λ is sampled from the Beta
distribution Beta(α, α), where α is another parameter. We can see that when
α < 1, λ is sampled such that one of the input vectors has a high weight (in
other words, λ is close to 0 or 1). We treated λ as a constant in the above
discussion, but if we treat it as a random variable λ ∼ Beta(α, α), we can obtain
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Fig. 3. Experimental results for CIFAR-10 dataset.We use ResNet-18 as a classifier
and apply mixup with each parameter α for λ ∼ Beta(α, α). Left: Learning curve of
ResNet-18 with mixup.

E[λ] = α
α+α = 1

2 and V ar(λ) = α2

(α+α)2(α+α+1) = α2

4α2(2α+1) = 1
4(2α+1) , where

α > 0. Since the E[λ] is a constant, we can see that when the weight parameter
λ is close to 0 or 1, α is expected to be close to 0.

Figure 3 shows the experimental results for CIFAR-10 [4]. We use ResNet-
18 [2] as a classifier with lr = 0.1, epochs = 200 and apply mixup with each
parameter α for λ ∼ Beta(α, α). In addition, we performed 10 trials with differ-
ent random seeds and reported the mean values of the trials. This shows that the
generalization performance is higher when the parameter α is a small value. The
right side of Fig. 3 shows a plot of the training loss and test loss of the classifier
and their differences for each α. We can see that when the value of parameter
α is small, the difference between train loss and test loss is small. Table 1 shows
the effect of the parameter α on the generalization gap between train and test
loss for each dataset.

Table 1. Effect of the parameter α on the generalization gap between train and test
loss for each dataset.

Dataset α = 0.1 α = 0.2 α = 0.4 α = 0.8 α = 1.0 α = 2.0 α = 4.0

CIFAR10 [4] 0.006 0.012 0.010 0.061 0.093 0.098 0.130

CIFAR100 [4] 0.182 0.259 0.277 0.292 0.348 0.596 0.695

STL10 [1] 0.013 0.0215 0.029 0.090 0.121 0.120 0.169

SVHN [7] 0.049 0.050 0.057 0.062 0.087 0.133 0.182

7 Geometric Perspective of Mixup Training: Parameter
Space Smoothing

Definition 5 (Bregman divergence). For some convex function ϕ(·) and d-
dimensional parameter vector ξ ∈ R

d, the Bregman divergence from ξ to ξ′
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Fig. 4. Bregman divergence from θ′ to θ. This divergence derived from the convex
function ψ(θ) and its supporting hyperplane with normal vector ∇ψ(θ0).

is defined as follows:

Dϕ[ξ : ξ′] = ϕ(ξ) − ϕ(ξ′) − ∇ϕ(ξ′) · (ξ − ξ′). (25)

Theorem 4. Let p(x;θ) be the exponential distribution family that depends
on the unknown parameter vector θ. When mixup is applied, the second-order
derivative ∇∇ψλ(θ) of ψλ(θ) that characterizes the Bregman divergence between
the parameter θ and θ + dθ, which is a slight change of the parameter, satisfies
the following:

∇∇ψλ(θ) = λ2(∇∇ψ(θ)), (26)

where ψ(θ) is a convex function of the original data distribution and λ ∈ (0, 1)
is a parameter of the mixup (Fig. 4).

Proof. An exponential family of probability distributions is written as

p(x;θ) = exp

{∑
θixi + k(x) − ψ(θ)

}
, (27)

where p(x;θ) is the probability density function of random variable vector x
specified by parameter vector θ and k(x) is a function of x. Since

∫
p(x;θ) = 1,

the normalization term ψ(θ) can be written as:

ψ(θ) = log
∫

exp

{∑
i

θi xi + k(x)

}
dx (28)

which is known as the cumulant generating function in statistics. By differenti-
ating (28), we can confirm that the Hessian becomes a positive definite matrix,
which means that ψ(θ) is a convex function. Here, the Bregman divergence from
ξ to ξ′ is defined by using the convex function ϕ(ξ):

Dϕ[ξ : ξ′] = ϕ(ξ) − ϕ(ξ′) − ∇ϕ(ξ′) · (ξ − ξ′) (29)
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Let ψ(·) = ϕ(·) and θ = ξ, then we can naturally define the Bregman divergence
for ψ(·) and θ. Differentiating (27), we can obtain

0 =
∂

∂θi

∫
exp

{∑
i

θixi + k(x) − ψ(θ)

}
dx

=
∫ {

xi − ∂

∂θi
ψ(θ)

}
p(x;θ)dx =

∫
xip(x;θ)dx − ∂

∂θi
ψ(θ)

∴ ∂

∂θi
ψ(θ) =

∫
xip(x;θ)dx = E[xi]

∇ψ(x) = E[x]. (30)

Differentiating it again,

0 =

∫
∂

∂θj

{
xi − ∂

∂θi
ψ(θ)

}
p(x; θ) +

{
xi − ∂

∂θi
ψ(θ)

} ∂

∂θj
p(x; θ)dx

=

∫
− ∂2

∂θi∂θj
ψ(θ)dx +

∫ {
xi − ∂

∂θi
ψ(θ)

}{
xj − ∂

∂θj
ψ(θ)

}
p(x; θ)dx

= − ∂2

∂θi∂θj
ψ(θ) +

∫
(xi − E[xi])(xj − E[xj ])p(x; θ)dx

= − ∂2

∂θi∂θj
ψ(θ) + E[(xi − E[xi])(xj − E[xj ])]

∴ ∇∇ψ(θ) = V ar(x). (31)

Here, if we adopt the linear combination x̃ = λx+(1−λ)xj to find the parameter
θ, we can obtain

∇ψλ(θ) = E[x̃] = E[λx + (1 − λ)E[x]] = E[x], (32)
∇∇ψλ(θ) = V ar(λx + (1 − λ)E[x])

= λ2V ar(x) + (1 − λ)2V ar(E[x]) = λ2V ar(x) = λ2ψ(θ) (33)

where ψλ(·) is defined by

p(x̃;θ) = exp

{∑
θix̃i + k(x̃) − ψλ(θ)

}
. (34)

From Bayes theorem, we would be computing the probability of a parameter
given the likelihood of some data: p(x̃;θ) = p(x̃;θ)p(θ)∑′

θ p(x̃;θ ′)p(θ ′) , and applying mixup
means p(x;θ) → p(x̃;θ). And then, we can obtain (26).

Bregman divergence is a generalization of KL-divergence, which is frequently
used in probability distribution spaces. The above theorem means that the mag-
nitude of the gradient of the convex function characterizing the Bregman diver-
gence can be smoothed by using the mixup.
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8 Conclusion and Discussion

In this paper, we provided a theoretical analysis of mixup regularization for linear
classifiers and neural networks with ReLU activation functions. Our results show
that a theoretical clarification of the effect of the mixup training.
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Abstract. Deep learning models have recently been used in a wide range
of fields. However, one of the problems with deep learning is the reliability
of the inference results. Models that can evaluate the reliability of their
inference results are important, and therefore methods such as selective
classification have been proposed. Selective classification is classification
with a reject option, which reduces false inferences by allowing an infer-
ence to be rejected. Inspired by portfolio theory, L. Ziyin et al. proposed
a deep gamblers method that learns to reject. Taking this approach a
step further, we propose a learning method for selective classification,
mixup gamblers, to improve rejection ability. This method exploits data
augmentation parameters for rejection learning. The proposed method
outperforms existing state-of-the-art methods on a selective classification
benchmark.

Keywords: Classification with a reject option · Selective
classification · Data augmentation · Loss adjustment

1 Introduction

In recent years, deep learning has been applied in various fields [2–4,10] because
of its ability to perform highly accurate inference using convolutional neural net-
works (CNNs) [7,8,15]. However, there are some issues regarding the reliability
of a model’s inference results, such as susceptibility to adversarial examples [12]
and tendency to memorize the training data [1]. These problems can lead to
an incorrect inference by a model and consequently to the failure of embedded
systems based on deep learning models. Therefore, models that can evaluate the
reliability of their own inference results are required.

One approach to evaluate prediction results is selective classification [5].
Selective classification refers to classification with a reject option, which enables
an inference to be rejected. This method does not make any inferences for sam-
ples that are likely to be misclassified. The inference is therefore performed
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only on the samples that are not rejected, thereby improving classification accu-
racy. Y. Geifman et al. proposed softmax response [6], which adopts the most
straightforward policy of using the maximum value after softmax activation as
the confidence, and L. Ziyin et al. proposed deep gamblers [17], which learns
rejection by adding the (m + 1)-th rejection class to an m-class classifier.

Deep gamblers is a practically useful model because it can be trained in
an end-to-end manner and does not require significant changes in the model
structure or complex resampling during inference. In this approach, the rejection
class is trained with a rejection reward, which is a hyperparameter. Thus, the
value of the rejection reward must be adjusted using validation data. This is a
problem because the quality of the validation data determines the performance
of the model. It is therefore necessary to conduct a large number of trials to
determine the optimal rejection reward. Another problem is that the rejection
reward is constant for all samples. Essentially, every sample has a different level
of inference difficulty. Therefore, the rejection reward should also vary.

To tackle the aforementioned problems, we propose a learning method that
adjusts the rejection reward for each sample. We need to determine the rejec-
tion reward for each sample to use this method for model training. Thus, we
must increase the rejection reward so that difficult samples are rejected and also
decrease the rejection reward so that easy samples are not rejected. However,
humans cannot determine the rejection reward for each sample because the diffi-
culty of inferring a sample is not the same for deep learning models and humans.
To solve this problem, we propose an auto-calibration of the rejection reward
using mixup data augmentation. In mixup data augmentation [16], new data are
generated by linearly combining two training samples weighted by the mixup
ratio λ. We assume that the mixup ratio is correlated with the difficulty of infer-
ence. On the basis of this assumption, we propose using the mixup ratio to tune
the rejection reward during training. The rejection reward is the highest when
the mixup ratio is 0.5 because this generated sample can be the most difficult to
infer, and it decreases as the mixup ratio deviates from 0.5. Thus, we exploit the
mixup ratio to adjust the rejection reward automatically for each sample. The
proposed method outperforms existing state-of-the-art methods on a selective
classification task on the CIFAR-10 dataset [11], achieving an error rate of less
than 1% with 85% test coverage.

The remainder of this paper is structured as follows. We introduce the related
studies in Sect. 2, then propose our method in Sect. 3. The proposed method’s
effectiveness is evaluated in Sect. 4. A summary of this study is given in Sect. 5.

2 Related Work

2.1 Selective Classification

Selective classification generally has a trade-off between classifier accuracy and
predictive coverage, which is the fraction of samples in a dataset that can be
inferred. A model with a low error rate at a high level of coverage is ideal.
However, the coverage will be lower if only samples that can be inferred with
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high confidence are inferred to increase the classification accuracy. In contrast,
the coverage will be higher if the classification accuracy is sacrificed by inferring
samples that can only be inferred with low confidence. In selective classification,
the trade-off between coverage and accuracy is used to control the error rate by
adjusting the coverage.

Let X be the input space and Y be the label space. A prediction model
f : X → Y and a selection function g : X → R are defined. The selective
prediction model (f, g) makes inferences on D-dimensional input feature x ∈ R

D

only when the predicted value of g(x) exceeds the threshold h, and it rejects
inferences in other cases as follows.

(f, g)(x) =

{
f(x), g(x) ≥ h

ABSTAIN, otherwise
(1)

2.2 Softmax Response

Softmax response is a baseline method for selective classification. It adopts the
most straightforward policy of using the maximum value after softmax activation
as the confidence level. Because it does not explicitly learn to reject results, there
is no change in the learning process. The selection function, gsr, is defined as
follows

p̂ = f(x) (2)

gsr(x) = max
j

p̂j (3)

where p̂ ∈ [0, 1]m is the m-class classification model’s prediction that satisfies∑m
i=1 p̂i = 1.

2.3 Deep Gamblers

Deep gamblers extends the m-class classification to (m + 1)-class classification
and designates the (m + 1)-th class as an “abstain” class. It uses a loss function
based on the doubling rate of gambling, inspired by portfolio theory [13]. In this
method, the reward for rejection is given as a hyperparameter, and the rejection
class is learned accordingly; that is, the value of the rejection reward must be
adjusted using validation data.

Let p̂ ∈ [0, 1](m+1) be the model’s prediction and rejection score (p̂m+1)
that satisfies

∑(m+1)
i=1 p̂i = 1 and p ∈ [0, 1]m be the target vector. The selection

function gdg and loss function Ldg are expressed as follows.

gdg(x) = 1 − p̂m+1 (4)

Ldg(p̂|p) = −
m∑
i=1

pi log
(
p̂i +

1
o
p̂m+1

)
(5)

The hyperparameter o ∈ [1,m] is the rejection reward through training, and it
needs to be tuned to the dataset.
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Fig. 1. Overview of proposed mixup gamblers

The problem with this approach is that the rejection reward is constant for
all samples. Because humans cannot determine the rejection reward for each
sample, the only way to learn rejection is to use the predictor’s output as a
cue under a constant rejection reward. However, keeping the rejection reward
constant throughout training means that both difficult and easy samples are
used for training with the same rejection reward, which does not reflect reality.

2.4 Mixup Augmentation

Mixup augmentation is a recent data augmentation technique. It creates a new
training sample using a linear combination of two data points. A training sample
is created by adding two samples weighted by the mixup ratio λ ∈ [0, 1]. The
generalization and robustness of CNNs are improved by learning the linearly
interpolated training samples. The mixup data augmentation is done by

x̃ = λx(i) + (1 − λ)x(j) (6)

ỹ = λy(i) + (1 − λ)y(j) (7)

where x(i) ∈ R
D and y(i) ∈ [0, 1]m denote input feature and target vector at

i-th sample. (x(i),y(i)) and (x(j),y(j)) (i �= j) are two input-target pairs from
training samples.

3 Proposed Method

Our aim is to improve the rejection performance by learning while adjusting the
rejection reward for each sample. In this study, we introduce two key components
for determining the rejection reward: 1) mixup augmentation of the samples and
2) mixup at the CNN feature level. An overview of the proposed method is shown
in Fig. 1. The learning algorithm is given in Algorithm 1.
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Algorithm 1. Training procedure of mixup gamblers
Input: Sample batch X, Target batch Y , Batch size b, CNN feature extractor fh with

parameters θh, Fully Connected layer fc with parameters θc, learning rate η, a
range of λ from λmin > 0 to λmax < 1 steps by λs, mixup gamblers loss function
L(p̂|ỹ, λ)

Output: Model parameters θh, θc

1: X ′, Y ′ ← RandomShuffle(X, Y ) � Shuffle batch for mixup pairs
2: L ← 0
3: for λ = λmin to λmax steps by λs do
4: for i = 1 to b do
5: x ← X[i], x′ ← X ′[i] � D-dimensional input feature x ∈ R

D

6: y ← Y [i], y′ ← Y ′[i] � m-class target vector y ∈ [0, 1]m

7: z̃ ← λfh(x) + (1 − λ)fh(x
′) � Mixup in CNN feature

8: ỹ ← λy + (1 − λ)y′ � New target for mixed feature
9: p̂ ← fc(z̃) � Classify on mixed feature

10: L ← L + L(p̂|ỹ, λ)/b � Summarize the loss
11: end for
12: end for
13: θh ← θh − η∇θhL
14: θc ← θc − η∇θcL

3.1 Calibrating the Rejection Reward Utilizing Mixup
Augmentation

We use mixup data augmentation to control the difficulty of the generated sam-
ples. When mixing ratio λ = 0.5, the difficulty of classification is the highest, and
as the value of λ deviates from 0.5, the difficulty decreases. Thus, the value of
λ is correlated with the difficulty of classification. Therefore, we propose mixup
gamblers, a mechanism for learning to abstain in a supervised manner by using
mixup to generate samples with controlled difficulty. Let the binary entropy
function H(λ) be the rejection reward for a mixup ratio λ. In other words, when
the mixup ratio is close to 0.5, the rejection reward increases, and as the mixing
ratio deviates from 0.5, the rejection reward decreases. The rejection performance
should improve because the model learns by adjusting the rejection reward for
each sample. In addition, mixup data augmentation encourages the learning of
the linear interpolation of two data points, which should improve the classifier
accuracy.

3.2 CNN Feature Mixup

For mixup gamblers to work, the intermediate feature of the CNN should be
mixed up instead of the pixel feature. In our proposed learning method, aug-
menting in an abstract feature space is essential.

Let Z be the hidden feature space extracted by CNNs. The prediction func-
tion f : X → Y can be divided into two functions, the CNN feature extractor
fh : X → Z and the classifier fc : Z → Y . Thus, our proposed CNN feature
mixup is represented as follows
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Table 1. Selective classification error rate (%) on the CIFAR-10 dataset at various test
coverage levels. CF: CNN feature mixup, P: Pixel feature mixup, mixup+SR: softmax
response with pixel feature mixup training without gamblers loss, SA: Self-Adaptive
Training, DG: deep gamblers, SR: softmax response.

Coverage (%) Ours (CF) Ours (P) mixup+SR SA DG SR

100 5.28 ± 0.10 4.75 ± 0.17 5.48 ± 0.14 6.05 ± 0.20 6.12 ± 0.09 6.79 ± 0.03
95 3.20 ± 0.15 4.33 ± 0.19 3.18 ± 0.18 3.37 ± 0.05 3.49 ± 0.15 4.55 ± 0.07
90 1.69 ± 0.10 4.26 ± 0.29 1.64 ± 0.11 1.93 ± 0.09 2.19 ± 0.12 2.89 ± 0.03
85 0.86 ± 0.07 4.24 ± 0.28 1.02 ± 0.13 1.15 ± 0.18 1.09 ± 0.15 1.78 ± 0.09
80 0.51 ± 0.06 4.30 ± 0.31 0.94 ± 0.10 0.67 ± 0.10 0.66 ± 0.11 1.05 ± 0.07
75 0.42 ± 0.11 4.38 ± 0.35 0.92 ± 0.06 0.44 ± 0.03 0.52 ± 0.03 0.63 ± 0.04
70 0.39 ± 0.14 4.41 ± 0.39 0.89 ± 0.10 0.34 ± 0.06 0.43 ± 0.07 0.42 ± 0.06

z̃ = λfh(x(i)) + (1 − λ)fh(x(j)) (8)

p̂ = fc(z̃) (9)

where p̂ ∈ [0, 1](m+1) denotes the output prediction of the model in m-class
classification and rejection that satisfies

∑(m+1)
i=1 p̂i = 1.

Finally, we propose the mixup gamblers loss function.

L(p̂|ỹ, λ) = −
m∑
i=1

ỹi log
(
p̂i +

1
1 + H(λ)(m − 1)

p̂m+1

)
(10)

H(λ) = −λ log2 λ − (1 − λ) log2(1 − λ) (11)

Here, ỹ ∈ [0, 1]m denotes the target vector generated by mixup that satisfies∑m
i=1 ỹi = 1. In addition, we sum up losses with several mixup ratio λ ∈ [0, 1]

and optimize a model to minimize the total loss.

4 Experiments

In this section, we demonstrate the effectiveness of the proposed method through
comparative experiments on the selective classification task. For a fair compari-
son, the experiments were conducted under the same conditions used in previous
studies. We used an open-source script1 by [17] and modified the loss function in
the training phase. We used a VGG16 [15] with batch normalization and dropout
for training and evaluation. We optimized the model using stochastic gradient
descent with an initial learning rate of 0.1, momentum of 0.9, weight decay of
0.0005, batch size of 128, and a total of 300 training epochs. Furthermore, the
learning rate decayed by a factor of 0.5 every 25 epochs. We report the mean
and standard deviation of each model’s performance over three trials on the
CIFAR-10 and SVHN [14] datasets for each level of coverage. In both experi-
ments, we trained the model on classification for 100 epochs before training with
1 https://github.com/Z-T-WANG/NIPS2019DeepGamblers.

https://github.com/Z-T-WANG/NIPS2019DeepGamblers
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Table 2. Selective classification error rate (%) on the SVHN dataset at various test
coverage levels.

Coverage (%) Ours (CF) DG SR

100 2.75 ± 0.08 3.24 ± 0.09 3.21
95 1.26 ± 0.06 1.36 ± 0.02 1.39
90 1.02 ± 0.01 0.76 ± 0.05 0.89
85 0.91 ± 0.09 0.57 ± 0.07 0.70
80 0.86 ± 0.10 0.51 ± 0.05 0.61

the proposed method. We set the mixup ratio λ to a range of λmin = 0.05 to
λmax = 0.5 steps by λs = 0.05.

The results of the experiment are shown in Table 1 and Table 2, and the
results of prior methods are cited from the original papers [6,9,17]. The proposed
method with CNN features outperforms state-of-the-art methods for most levels
of test coverage. In particular, we achieved an error rate of less than 1% at 85%
test coverage in CIFAR-10. However, the rejection class was not learned properly
when pixel feature mixup was used. This implies that an abstract mixup at the
CNN feature level is essential component in the proposed method.

5 Conclusion

We studied a learning method to output a confidence for the reliability of the
self-evaluation of inference results. We proposed mixup gamblers, which learns
to reject inference results from data augmentation parameters. The key concept
of mixup gamblers is that the mixing ratio of the mixup data augmentation
is assumed to indicate the inference difficulty of a generated sample. In the
proposed method, when to reject a result is learned by adjusting the rejection
reward based on the mixup ratio. Additionally, we proposed using a CNN’s
intermediate features instead of pixel feature for the mixup data augmentation
in the mixup gamblers method. Using the proposed method, we achieved state-
of-the-art performance in the selective classification task.

Another possible application of the proposed method is to detect unknown
classes. In the proposed method, mixup is performed with features abstracted
into a class-like feature space; therefore, it can be regarded as learning to reject
unknown classes that are not included in the training class. We expect to con-
tribute to the efficiency of human-in-the-loop systems, which involve humans in
the machine learning cycle, by improving the detection of unknown classes.

Acknowledgments. This paper is partly based on results obtained from a project,
JPNP20006, commissioned by the New Energy and Industrial Technology Development
Organization (NEDO).
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Abstract. Fourier phase retrieval is the problem of recovering an image
given only the magnitude of its Fourier transformation. Optimization-
based approaches, like the well-established Gerchberg-Saxton or the
hybrid input output algorithm, struggle at reconstructing images from
magnitudes that are not oversampled. This motivates the application
of learned methods, which allow reconstruction from non-oversampled
magnitude measurements after a learning phase. In this paper, we want
to push the limits of these learned methods by means of a deep neural
network cascade that reconstructs the image successively on different res-
olutions from its non-oversampled Fourier magnitude. We evaluate our
method on four different datasets (MNIST, EMNIST, Fashion-MNIST,
and KMNIST) and demonstrate that it yields improved performance
over other non-iterative methods and optimization-based methods.

Keywords: Phase retrieval · Neural network cascade · Deep learning

1 Introduction

The two-dimensional discrete Fourier transform F(x) of an image x ∈ R
n×n can

be represented by the magnitude ω and the phase ϕ, more precisely

ω = |F(x)| ∈ R
n×n, (1)

ϕ = arg F(x) ∈ [−π, π]n×n, (2)

where arg denotes the argument of a complex number (that is applied element-
wise). Fourier phase retrieval is the problem of reconstructing the original image
only from its magnitude ω.

While zero-padding is often assumed, it is a strong assumption on the support
of x which facilitates the phase retrieval problem. Concretely, it assumes that
we are reconstructing an m × m image

xpadded =
[

x 0n,m−n

0m−n,n 0m−n,m−n

]
∈ R

m×m, (3)

where the 0a,b denotes the a × b matrix with zeros. The oversampled magnitude
can then be written as

ωoversampled = |F(xpadded)| ∈ R
m×m. (4)
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For example, given m = 2n, the magnitude is oversampled by a factor of four
when considering the two-dimensional case. There exist algorithms, e.g., the
Gerchberg-Saxton algorithm [6] or Fienup’s hybrid input-output algorithm [5],
that are able to reconstruct the image from the magnitude that is oversampled
by a factor of four. However, in practice the true images to be recovered are not
zero-padded and the magnitude is almost never oversampled. So the assumption
of zero-padding does not hold in general, as many applications measure the non-
oversampled magnitude (i.e., m = n) posing a great challenge for existing phase
retrievals methods. In this paper, we try to solve the more difficult problem,
where we reconstruct the image from the non-oversampled magnitude ω.

1.1 The Phase Contains the Relevant Information

It is well known, that the phase contains most of the information of the image.
This can be observed by comparing an image with a random phase to an image
with a random magnitude. To create these images we exchange (i) the phase of
an image by a random phase ϕ̃ which has entries that were uniformly sampled
from [−π, π] while respecting the symmetries of the phase (to ensure a real-
valued image), and (ii) the magnitude with a random magnitude ω̃ that has been
sampled from a truncated normal distribution with appropriate parameters. To
create an image given the random phase ϕ̃ and the correct magnitude ω, we
apply the relationship

xϕ̃ = F−1 (ω � exp(iϕ̃)) , (5)

where F−1 is the inverse Fourier transform, i =
√−1 is the imaginary unit and

� is the elementwise multiplication. Analogously, we construct the image with
the original phase ϕ and a random magnitude ω̃ as

xω̃ = F−1 (ω̃ � exp(iϕ)) . (6)

Figure 1 shows that the image with the random phase is completely destroyed
whereas the image with the random magnitude only exhibits some cloud-like
artifacts.

1.2 Non-iterative Phase Retrieval

To tackle the non-oversampled phase retrieval problem we formulate phase
retrieval as a learning problem. Concretely, non-iterative phase retrieval directly
recovers the image from the magnitude only using a mapping that has been
learned to solve the problem in a particular problem domain. The mapping is
parameterized by a neural network G that is trained to invert the measurement
process, i.e.,

x̂ ≈ G(ω). (7)

Since the measurement process is known, training pairs can be generated on-the-
fly from sample images of a given dataset. The weights of G can then be learned
using stochastic gradient descent by minimizing a loss function. The benefit
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Fig. 1. Most information about the image is contained in the phase, which can be
demonstrated by exchanging the phase with a random phase. For comparison we also
exchange the magnitude with a random magnitude. Original image x, original magni-
tude ω, random phase ϕ̃, image obtained by combining the original magnitude and the
random phase xϕ̃, original phase ϕ, random magnitude ω̃, image obtained by combining
the original phase and the random magnitude xω̃.

of non-iterative methods is the fast computation of the reconstruction because
only a single forward-pass through the neural network is used to calculate the
reconstruction.

1.3 Contributions

This paper addresses the challenge of improving the performance of non-iterative
phase retrieval methods based on neural networks. We show that a multi-scale
approach based on cascading neural networks is able to improve previous non-
iterative phase retrieval methods.

1.4 Related Work

Cascades of neural networks have been proposed previously by Schlemper et al.
[19] but in the context of compressed sensing which is a related but differ-
ent problem than phase retrieval. Phase retrieval has applications in many
areas of research, e.g., in X-ray crystallography [15], astronomical imaging [5]
or microscopy [25]. We distinguish between three classes of methods for phase
retrieval:

1. Iterative methods without a learned component: Gerchberg and Saxton [6]
proposed a simple algorithm that is based on alternating reflections. The idea
behind this algorithm is to iteratively enforce the constraints in the Fourier
space and the image space. Later Fienup modified the Gerchberg-Saxton algo-
rithm in different ways which led to the input-output, the output-output
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and the hybrid-input-output (HIO) algorithm [4], where the HIO algorithm
is most commonly used for phase retrieval. Luke [12] analyzed the relaxed
averaged alternating reflection (RAAR) algorithm. In general, these iterative
methods without a learning component work well when the signal is oversam-
pled.

2. Iterative methods with a learned component: For non-oversampled phase
retrieval Işıl et al. [9] extend the HIO algorithm by a neural network that
removes artifacts. Metzler et al. [14] and Wu et al. [23] use the regularization-
by-denoising framework [18] to solve oversampled phase retrieval problems.
Another class of learned methods rely on the optimization of a latent vari-
able of a learned generative model [7,21] and produce high quality results.
However, these methods require a training phase and an optimization phase
during application and are therefore very costly.

3. Non-iterative methods with a learned component: Non-iterative phase
retrieval with a deep convolutional neural network that is trained end-to-end
is proposed by Nishizaki et al. [16]. Recently, Tayal et al. [13] use symme-
try breaking to solve the oversampled phase retrieval problem with neural
networks. The benefit of non-iterative learned methods is the highly efficient
reconstruction of images using only a single forward-pass through the model
while also producing good results in the non-oversampled case.

2 Proposed Method

In this paper, we propose to use a cascaded neural network architecture for
Fourier phase retrieval. Throughout the paper we refer to it as cascaded phase
retrieval (CPR) network. The CPR network consists of multiple sub-networks
G(1), . . . , G(q) which are updated successively to reconstruct the different down-
sampled instances of the original image, where G(2), . . . , G(q) are fed with the
intermediate reconstruction produced by the previous network. In that way, each
of these sub-networks can iteratively refine the reconstruction. In addition to
that, each of the sub-networks is provided with the measurement ω as an input.
The first few sub-networks are trained to reconstruct a down-sampled version of
the image, where we denote the resolutions by np × np for p = 1, . . . , q. The last
sub-networks predict the image at full-resolution nq × nq. The nearest-neighbor
interpolation scheme is used for down-sampling the training images. Figure 2
shows an overview of the CPR network architecture.

2.1 Loss Functions

A common choice for reconstruction tasks is the mean squared error (MSE)
which can be defined for a batch X = (x1, . . . , xb) of original images and a
corresponding batch of reconstructions X̂ = (x̂1, . . . , x̂b) as

L(p)
MSE(X, X̂) =

1
b

1
n2

p

b∑
k=1

np∑
u=1

np∑
v=1

(xk[u, v] − x̂k[u, v])2 . (8)
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Fig. 2. An overview of the network architecture of the CPR approach. The magnitude
image is fed to each of the networks. The sub-networks are updated stage-wise, i.e., we
use L1 to update G(1), then the output of G(1) is passed as additional input to G(2)

and so on. The first few networks focus on reconstructing a sub-sampled instance of
the image, whereas the last sub-network predict the image at full-resolution.

Although, it seems to work well in practice and provides good gradients for train-
ing, the reconstructions tend to be blurry. This phenomenon has been discussed
in [17]. Hence, we also implement the mean absolute error (MAE), i.e.,

L(p)
MAE(X, X̂) =

1
b

1
n2

p

b∑
k=1

np∑
u=1

np∑
v=1

|xk[u, v] − x̂k[u, v]| (9)

for measuring the reconstruction error.

2.2 Training

During training, each sub-network G(p) is trained using an individual loss L(p).
Each sub-network is updated one after another, where the loss L(p) influences
only G(p) and does not impact the parameters of the previous sub-networks.
Alternatively, the CPR network could be trained in an end-to-end fashion, how-
ever, since the intermediate reconstructions have different resolutions, we would
need to carefully choose weights to balance the influence of each loss function
L(1), . . . ,L(q). The training procedure is shown in more detail in Algorithm1.



300 T. Uelwer et al.

Algorithm 1: Training algorithm for CPR network
Input: Dataset X, downsampling functions g2, . . . , gq, networks

G1, . . . , Gq, loss functions L(1), . . . ,L(q)

1 for e = 1, . . . , N do

2 for batch (x1, . . . , xb) in X do

3 Calculate magnitudes Ω = (ω1, . . . , ωb) with ωk = |F(xk)|, for

k = 1, . . . , b

4 for p = 1, . . . , q do

5 Calculate X̃(p) = (x̃1, x̃2, . . . , x̃b), where x̃k = gp(xk) for

k = 1, . . . , b

6 if p == 1 then

7 X̂(p) = Gp(Ω)

8 else

9 X̂(p) = Gp(Ω, X̂(p−1))

10 Update network parameters using ∇L(p)
(
X̂(p), X̃(p)

)
11 end

12 end

13 end

3 Experimental Evaluation

In this section, we empirically evaluate the performance of our model. In order to
do this, we report the results of the fully-convolutional residual network (ResNet)
employed by Nishizaki et al. [16], the multi-layer-perceptron (MLP) used in [21]
and the PRCGAN [21]. In addition to these learned networks we include the
results of the well-established HIO algorithm [4] and the RAAR algorithm [12]
as a baseline.

3.1 Datasets

For the experimental evaluation we use the MNIST [11], the EMNIST [3], the
Fashion-MNIST [24] and the KMNIST [2] datasets. All datasets consist of 28 ×
28 grayscale images, i.e., n = 28. MNIST contains images of digits, EMNIST
contains images of letters and digits, Fashion-MNIST contains images of clothing
and KMNIST contains images of cursive Japanese characters. Although these
datasets are considered to be toy datasets when it comes to classification tasks,
they provide quite challenging data for two-dimensional Fourier phase retrieval.
For the EMNIST dataset we use the balanced version of the dataset.
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3.2 Experimental Setup

We compare our CPR approach with the MLP and the ResNet that are trained
to minimize LMSE for the MNIST, the EMNIST and the KMNIST dataset.
The LMAE is used for the Fashion-MNIST dataset. Furthermore, we report the
results of an MLP trained with an adversarial loss in combination with LMAE

(PRCGAN) as proposed in [21]. For our proposed CPR network we consider a
cascade of five MLPs with three hidden layers where we increased the scales of
the (intermediate) reconstructions according to Table 1. The number of hidden
units for each sub-network is also shown in Table 1. Furthermore, we compare
the results with a CPR network that produces intermediate reconstructions at
full scale. We refer to this variant as CPR-FS. All sub-networks are trained using
dropout [20], batch-normalization [8] and ReLU activation functions. For the last
layer we use a Sigmoid function to ensure that the predicted pixels are in [0, 1].
To optimize the weights we used Adam [10] with learning rate 10−4. We train
all versions of the CPR network for 100 epochs with the LMSE, except for the
Fashion-MNIST dataset where we use LMAE for the final layer. These choices
gave the best results on the validation dataset.

We ran the HIO algorithm and the RAAR algorithm for 1000 steps each and
allowed three random restarts, where we selected the reconstruction x̂ with the
lowest magnitude error |||F(x̂)| − ω||Fro. For HIO we set β = 0.8 and for RAAR
we set β = 0.87.

Table 1. Scales used for the (intermediate) reconstructions and number of hidden units
used for each network of the cascade.

G(1) G(2) G(3) G(4) G(5)

Scale CPR 7 × 7 12 × 12 17 × 17 22 × 22 28 × 28
CPR-FS 28 × 28 28 × 28 28 × 28 28 × 28 28 × 28

Hidden layer size CPR 1136 1336 1536 1736 1936
CPR-FS 1936 1936 1936 1936 1936

3.3 Metrics

For a quantitative evaluation we compare the MSE and the MAE as defined in
Eq. 8 and Eq. 9. Moreover, we report the structural similarity index (SSIM) that
was introduced by Wang et al. [22]. The SSIM measures perceived quality of
an reconstruction on various windows of an image and takes values between 0
(worst quality) and 1 (perfect reconstruction).

Because translating signals by a constant shift or rotating them by 180◦ does
not change their Fourier magnitude, we considered these reconstructions equally
correct. Thus, we register the predictions (and their rotated variants) using cross-
correlation as described by Brown [1] before calculating the evaluation metrics.
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3.4 Results

Figure 3 compares six reconstructions by the different methods on the MNIST
and the Fashion-MNIST test dataset. We observe that the HIO algorithm and
the RAAR algorithm fail to recover the image in most of the cases. From all
learned methods, the Resnet produced the worst reconstructions. The estimated
images are very blurry and in some cases the reconstruction exhibit deformations
(e.g., the last two images from the Fashion-MNIST dataset that are shown in
Fig. 3). The PRCGAN produces reconstructions that are sharp and overall the
visual quality is similar to the reconstructions of the MLP. Most of the learned
methods struggle to recover the first image of the MNIST dataset (depicting the
“5”). We suppose that this sample is very different from the samples that were
used to train the networks. Only, the CPR and the CPR-FS network are capable
of recovering this image.

Fig. 3. Reconstructions from the Fourier magnitudes of samples from the MNIST and
the Fashion-MNIST test dataset.

Table 2 shows the MSE, the MAE and the SSIM of the reconstructions and
Fig. 4 visualizes the MSE for the five different learned methods. Overall, the
learned methods outperform RAAR and HIO by a large margin. For MNIST,
EMNIST and KMNIST we see that the CPR network greatly improves the
reconstruction quality compared to the other learned methods. We hypothesize
that our proposed CPR network yields better results when the signals of interest
have a small support (e.g., MNIST, EMNIST, KMNIST). However, for signals
with a large support (e.g., Fashion MNIST) we only observe a small improvement
compared to the other learned methods.
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Table 2. Quantitative comparison of the reconstructions produced by the different
methods. We report MSE, MAE and SSIM between the reconstructions and the original
images of the test dataset. MSE, MAE: lower is better. SSIM: larger is better. The best
result is printed bold.

MNIST EMNIST
MSE MAE SSIM MSE MAE SSIM

HIO [4] 0.0441 0.1016 0.5708 0.0653 0.1379 0.5241
RAAR [12] 0.0489 0.1150 0.5232 0.0686 0.1456 0.4973
ResNet [16] 0.0269 0.0794 0.6937 0.0418 0.1170 0.5741
MLP [21] 0.0183 0.0411 0.8345 0.0229 0.0657 0.7849
PRCGAN [21] 0.0168 0.0399 0.8449 0.0239 0.0601 0.8082
CPR (ours) 0.0123 0.0370 0.8756 0.0153 0.0525 0.8590
CPR-FS (ours) 0.0126 0.0373 0.8729 0.0144 0.0501 0.8700

Fashion-MNIST KMNIST
MSE MAE SSIM MSE MAE SSIM

HIO [4] 0.0646 0.1604 0.4404 0.0835 0.1533 0.3414
RAAR [12] 0.0669 0.1673 0.4314 0.0856 0.1559 0.3208
ResNet [16] 0.0233 0.0820 0.6634 0.0715 0.1711 0.3783
MLP [21] 0.0128 0.0526 0.7940 0.0496 0.1168 0.5991
PRCGAN [21] 0.0151 0.0572 0.7749 0.0651 0.1166 0.5711
CPR (ours) 0.0115 0.0503 0.8077 0.0447 0.1068 0.6488
CPR-FS (ours) 0.0113 0.0497 0.8092 0.0433 0.1034 0.6626

Fig. 4. Comparison of the MSE for the results of the learned methods.

3.5 Intermediate Prediction at Full-Scale

We briefly study the effect of predicting down-sampled versions of the
image. Therefore, we evaluate the CPR-FS network which produces full-scale
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intermediate reconstructions. Table 2 also shows that the CPR-FS network per-
forms similarly in terms of the overall reconstruction quality. For the EMNIST,
the Fashion-MNIST and the KMNIST dataset the full-scale variant is slightly
better. However, due to the larger input, the sub-networks need to have more
parameters and thus training is more expensive.

3.6 Ablation Study

In this section, we demonstrate that increasing the number of sub-networks
has a beneficial effect on the overall reconstruction quality. To do so, we train
five network cascades exemplarily on the EMNIST dataset where we increase
the number of sub-networks from one to five. We report the MSE on the test
dataset after 50 epochs. Figure 5 shows that the MSE for the EMNIST dataset
decreases with an increasing number of sub-networks used for the CPR-FS app-
roach. Furthermore the gain in terms of MSE saturates after q = 5, such that
additional sub-networks do not bring any further improvements. We expect the
same relative behavior on the other datasets when increasing q.

Fig. 5. Test MSE on the EMNIST test dataset for different number of sub-networks.
Error bars indicate the 95% confidence interval.

4 Conclusion and Future Work

In this paper, we use a cascade of neural networks for non-oversampled Fourier
phase retrieval. Our approach successively reconstructs images from their Fourier
magnitudes and outperforms other existing non-iterative networks noticeably in
terms of the reconstruction quality. However, non-iterative methods do not yet
reach the reconstruction quality of iterative methods with a learning component
which require high computational cost at test time.

Future work could also evaluate different strategies for training the neural
network cascade. For example, greedy sub-network-wise training could be imple-
mented and compared with our training procedure. Moreover, the CPR network
architecture can easily be adapted to solve inverse problems other than Fourier
phase retrieval.
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Abstract. The deep neural network achieves superior performance in
various tasks. However, it is notoriously known that its training needs a
considerable time cost to refine a large number of parameters. We pro-
posed a deep wavelet network to tackle the issue. The proposed net-
work is built by processing blocks with various decomposition levels
which named Discrete Wavelet Transformation Decomposition Convo-
lution (DWTDC). The DWTDC aims to fulfill the task of feature map
discrete wavelet transformation decomposition and subbands differential
fusion. We employ the DWTDC block to act as the convolution layer so
that the parameters are estimated within the frequency domain space.
Because of the merits of economic representation in the wavelet domain,
the training parameters are greatly reduced, only requiring 33% of the
parameters of the popular networks. Extensive experiments by compar-
ing with benchmark models show that the proposed DWTDC dramati-
cally reduced the number of parameters and achieved light training with-
out sacrificing the classification performance.

Keywords: Light training · Discrete wavelet transformation
decomposition convolution · Feature map decomposition · Subbands
differential fusion · Frequency domain

1 Introduction

Deep learning has achieved great success in computer vision areas [11]. However,
due to the numerous parameters of the deep neural network, the calculation cost
of training a deep neural network is very large, which limits the application of
these models to a great extent. In case of dealing with challenging computation-
ally intensive applications, such as mobile health, real-time automatic driving,
intensive virtual enhancement, which relies on a platform with limited comput-
ing power [17], The current deep models are seriously limited by the bottleneck
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of computing ability from the graphics processing unit. Optimizing the neural
network to reduce network scale and computing consumption is the key to break
through the current limitation.

Intensive efforts have been invested in tackling the issue. For example, [9]
regarded filters in a layer as a tensor and utilized Tucker tensor decomposition
to speed up CNNs. Gong et al. [8] employed k-means to obtain the cluster centers
of weights of convolution filters and then approximately represented convolution
filters using their corresponding clustering centers. Wen et al. [20] excavated
redundancy by pruning weights in different aspects resulting in a sparse and
compact CNN for speeding up.

Wavelet analysis has achieved great successes in engineering [19] due to its ele-
gant mathematical formulation and economic representation. The wavelet trans-
form, evolved from the classical Fourier transform, is a local transformation on
space and frequency. It is shown to be powerful to extract information from
signals effectively [6]. The applications of wavelet analysis in image recognition,
signal analysis, data compression, computer vision, and other fields have achieved
scientific significance and application values.

To enjoy the merits of strong feature extraction capability by neural net-
work and economic representation of wavelet decomposition, this paper aims
to incorporate the powerful wavelet decomposition within the benchmark deep
network. 1) We proposed to fuse the wavelet decomposition and convolution
operation jointly to form an independent module, named DWTDC block. The
module can be freely embedded in most of the popular neural networks. This
block contains two sub-operations, including the feature map discrete wavelet
transformation decomposition (FM-DWTD) module and the subbands differ-
ential fusion (SDF) module. With the DWTDC block, the neural network can
be trained within the frequency domain. The entire network is shown to be
still trained end-to-end by stochastic gradient descent with backpropagation. It
can be easily implemented using the common libraries, e.g., Tensorflow, without
modifying the solvers. 2) We conducted extensive experiments by incorporating
the proposed DWTDC block into five benchmark networks to evaluate its power
in reducing computational consumption. 3) Experiments of performing classi-
fication tasks on five popular computer vision datasets and diagnostic tasks
on three medical image datasets were conducted. The experimental results show
that DWTDC can greatly reduce the volume of network parameters, and achieve
comparable performances with benchmark models.

2 Related Work

Recently, there are a variety of related works have been proposed to reduce
the storage and complexity of CNNs [17,21]. Most of the works attempted
to compress the over-parameterized weights to reduce their redundancy [2].
Denton et al. [7] used singular value decomposition technique to discover a low-
rank approximation on the weight matrix [1]. Kim et al. [9] used Tucker tensor
decomposition in each layer to speed up CNNs. Wen et al. [20] excavated redun-
dancy by pruning weights in different aspects resulting in sparse and compact
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CNNs for speeding up. Most of the such works attempted to prune the huge vol-
ume of weighting parameters in the spatial domain, which is performed until the
training phase is successfully accomplished. Therefore, the training and testing
of the networks are typically decoupled.

From the perspective of network structure, MobileNet [17] and Xception [3]
explore the separable convolution to maintain accuracy, reduce the number of
the parameters. Binarization also can be used to reduce the model size and
lower the computation overheads. BinaryNet [5] and XNORNet [16] are typical
examples of this way. Such neural networks reduce memory size and access with
binary weights and activations at run-time. It is convenient to computation on
both forward propagation and backward propagation.

It is important to explore new spaces in which to learn. Recently, Cotter
et al. [4] are committed to exploring the new space for the learning of filters. They
have proposed a preliminary idea of learning filters by taking activations into the
wavelet domain, learning mixing coefficients, and returning to the pixel space
by taking the inverse wavelet transform. However, in experiments, they briefly
go into the wavelet domain and coming back to the spatial domain to do ReLU
nonlinearities. Instead, we try to reduce the parameters of the neural network
by exploring the merits of strong feature extraction capability by neural network
and economic representation of wavelet decomposition. We go into the wavelet
domain and perform feature map discrete wavelet transformation decomposition
and subbands differential fusion.

3 Preliminaries

The 2D discrete wavelet transformation is the direct generalization of the 1D
discrete wavelet transformation. A single level 2D DWT can be separated into
two times operations of 1D DWT. Thus, a 1D DWT of a signal x is calculated
by passing it through a series of filters, i.e. the samples are passed through a low
pass filter with impulse response g resulting in a convolution of the two,

y[n] = (x ∗ g)[n] =
∞∑

k=−∞
x[k]g[n − k] (1)

To perform a 1D discrete wavelet transformation, a signal x[n] ∈ R
N is firstly

passed through a half band high-pass filter GH [n] and a low-pass filter GL[n].
For example, the classical Haar wavelet [13] are defined by,

GH [n] =

⎧
⎨

⎩

1, n = 0
−1, n = 1
0, otherwise

, GL[n] =
{

1, n = 0, 1
0, otherwise (2)

A digital image x can be viewed as a 2D signal with n row and m column.
Therefore, the 2D DWT of x can be treated as 1D DWT along rows and columns
of x. After DWT, although the decomposition has halved the time resolution, the
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frequency resolution has been doubled. The frequency resolution can be further
increased by decomposing the approximation coefficients. After n-level DWT,
there are about 3n+1 subbands are obtained.

The 2D-DWT are defined as follows:

xJ
LL (n1, n2) =

K−1∑

i1=0

K−1∑

i2=0

g (i1) · g (i2)

· xJ−1
LL (2n1 − i1) (2n2 − i2)

(3)

where J is decompostition level, K is filter length, g(n) is the impulse response
of the low-pass filter G(z), h(n) is the impulse response of the high-pass filter
H(z), x0

LL (n1, n2) is input image. Detailed wavelet decomposition introduction
can be found in [13].

The 2D-DWT converts the raw image into four sub-bands: average (LL), ver-
tical (HL), horizontal (LH), and diagonal (HH) information, corresponding to
each wavelet sub-band coefficient. Note that after 2D-DWT decomposition, the
combination of four sub-bands always has the same dimensions as the original
input images [13]. After decomposing the raw image by DWT, four subbands
are obtained. When we examine the frequency distribution of the obtained coef-
ficients in each subband, one will find that most of the values being nearly zero,
shown in the second row of Fig. 1. This decomposition provides a nice condition
for reducing the network parameters.

4 Discrete Wavelet Transformation Decomposition
Convolution

This paper proposed a method that combines discrete wavelet transformation
and convolution to reduce the spatial size of the parameters used in the deep
network. The proposed decomposition and differential fusion method, named
by discrete wavelet transformation decomposition convolution, guides the net-
work work on the frequency domain and efficiently differential fuse the subband
coefficients after feature map decomposition.

Specifically, in the neural network, discrete wavelet transformation decom-
poses the image details in four subbands (1-level) or 3N +1 subbands (N -level).
In 1-level DWT, note that each subband’s spatial size is a quarter of the original
input image. Then, the processing in the original image can be transformed into
the one in the subbands with a smaller spatial scale and more sparse informa-
tion. Due to the above fact as well as the convolutional neural network’s powerful
feature extraction ability and representation ability, we proposed to combine the
wavelet transformation with convolution operation and also proposed differen-
tial fusion method to combinate high frequency subbands with low frequency
subbands.

The entire architecture of the DWTDC block is illustrated in Fig. 2. It can be
separated into the decomposition part, the fused part, and further level DWTDC,
which are detailed in the following subsections.
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Fig. 1. An example of 1-level 2d-DWT with Haar kernel. Most of the resulted coeffi-
cients along different directions are nearly to be zero and thus the representation of
the image could be economic.

4.1 Feature Map DWT Decomposition

To embed DWT in the neural network, we extend 2D discrete wavelet transform
to tensor discrete wavelet transform, named by feature map DWT decomposi-
tion (FW-DWTD). FM-DWTD can be freely embedded in the neural network.
It receives the previous layer’s output as its input and generates four sub-bands:
average (A), vertical(V), horizontal(H), and diagonal(D) feature map when car-
rying on 1-level FW-DWTD. Further, the scale of the feature map can be reduced
to 1

4N
of the original scale after N -level FM-DWTD. Obviously, the scale of the

feature map is greatly reduced. It means that the subsequent network layer will
receive smaller scale feature vectors, which brings many benefits. On the one
hand, it can reasonably reduce the depth of the neural network and maintain
the same receptive field. On the other hand, it can reduce the neurons of the
full connectivity layer, which is notoriously known for its huge parameters. In a
word, thank the economic expression of wavelet decomposition, the scale of the
feature map is reduced in a reasonable way, which provides conditions for the
reduction of parameters and calculation amount of the neural network.

The FM-DWTD is in light-blue background in Fig. 2. As a discrete signal,
feature map is inputted into network, and filtered through low-pass filter and
high-pass filter to get the low-frequency part and the high-frequency part, respec-
tively. And then the high-frequency part and the low-frequency part can be
further filtered to get four subbands, which are average subband, horizontal
subband, vertical subband, and radial subband.

4.2 Subbands Differential Fusion

By benefiting from the FM-DWTD processing block, the neural network obtains
several small scale subbands. The naive method is concatenated all the sub-
bands together and convolute on the concatenated subband. However, in such
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Fig. 2. The proposed DWTDC consists of two parts: the feature map DWT decom-
position and the subbands differential fusion. The light-blue area represents the DWT
decomposition, the light-gray area represents the subbands differential fusion. After
N-level DWTDC, DWT decomposition generates 3N + 1 subbands, SDF fuses all sub-
bands. (Color figure online)

a method, all the subbands will be treated equally. Thus, the solution is not
optimal. We proposed a differential fusion scheme, named by SDF, to utilize
the subbands with complementary information. This strategy can make ratio-
nal use of computing resources, reduce parameters, and avoid wasting too many
resources on task-irrelevant feature computation.

In the light gray background of Fig. 2, it is subbands differential fusion. N
level decomposition generates 3N + 1 subbands. Different subbands contain dif-
ferent frequencies. The low-frequency part contains coarse content of image while
the high-frequency part contains detailed content of image, such as edge bound-
ary details and most of the noises. According to the fact that generalized fea-
tures are from the low-level layer and task-specific features are from high-level,
we proposed a method for preferentially convolution on high frequency. Instead
of equally treating convolution, high frequency information is given high priority
to convolution to obtain deeper features. Then we concatenate the low frequency
part and the convoluted high frequency part to prepare the next SDF operation.
Most notably, the convolution performed at low frequency is an adjunct to the
high frequency. It results in that relatively few convolution operations are car-
ried out for low frequency information which acts as complementary information.
This means that it reduced the computation of task-weak-correlated information
reasonably. To sum up, the more important the feature, the higher the priority,
the earlier it enters the differential fusion block. The result of the current convo-
lution and the feature maps of the next priority will be taken as the next input.
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Differential fusion block continually convolutes, and the attained feature map
continually is added by priority, until all feature maps are input into the block.

5 Experiments

To evaluate the effectiveness of our proposed method, we compared the per-
formance of PlainNet and DWTNet on eight datasets. The details of datasets
and experiment setting, PlainNet, and DWTNet are in Sect. 5.1, Sect. 5.2, and
Sect. 5.3, respectively. Finally, the experimental results are in Sect. 5.4.

5.1 Datasets and Experiment Setting

We first verify the effectiveness of the proposed method on five computer vision
benchmark datasets using five classical neural networks and then experiment to
verify the proposed method also achieves light training on medical image datasets.
Specifically, the models were trained and evaluated on the various datasets includ-
ing COVID-19 CT dataset [23], wide-angle retinal images dataset [22], childhood
medulloblastoma microscopic images dataset [12], MNIST dataset, cifar10 [10]
dataset, cifar100 dataset, Coil20 dataset [14], Coil100 dataset [15]. In experiments,
we compared DWTNets with corresponding PlainNets. We compared the number
of parameters, the memory occupied by the model, and the classification accuracy
of DWTNet with those of plaint net to validate the effectiveness of our block.

5.2 PlainNet

Network without DWRDC block, we call it PlainNet, such as LeNet, VGGNet,
AlexNet, GoogLeNet, ResNet and so on [18]. As shown in Fig. 3 (a), the PlainNet
is the hierarchical model, which is mainly composed of non-linear convolutional
layers, pooling layers, and fully connected layers. Five classic PlainNets were
trained on five benchmark datasets to record the classification accuracy, loss,
memory occupied by the model, and the number of parameters.

5.3 DWTNet

Based on the PlainNet, we replaced some convolution layers with the DWTDC
block proposed in this paper to get a corresponding new network, which is called
DWTNet. As shown in Fig. 3 (b), the DWTNet is the hierarchical model, which
is also mainly composed of non-linear convolution layers, pooling layers, and
fully connected layers. While different, it also contains DWT convolution layers.
Meanwhile, it has shallower architecture than the PlainNet, because the DWT
convolution layer has the ability to compress the representation space of the
feature map.
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Fig. 3. DWTDC for PlainNet. (a): A PlainNet which contains plain operation, such as
convolution, downsampling and fully connection. (b): Proposed block as in Fig. 2 for
plain net.

5.4 Experimental Results

The results in Table 1 show that training DWTNet equipped with DWTDC
instead of plain convolution can considerably reduce the parameters scale. Exper-
imental results on five benchmark datasets show its effectiveness and feasibility
compared with the plain network’s results. Lenet, Vgg16, Alexnet, ResNet, and
Inception networks equipped with DWTDC module reduce the model parame-
ters to 57.00%, 15.57%, 48.87%, 19.01% and 36.83%, respectively, while result-
ing in equivalent or even better performance compared with the original mod-
els. Compared with the original network, the parameter amounts of DWTNet-
works have greatly decreased by 64.54% on average. Meanwhile, DWTNetworks
need less memory consumption. Lenet, Vgg16, Alexnet, ResNet, and Inception
networks equipped with DWTDC module reduce the memory consumption to
57.76%, 15.57%, 48.88%, 33.13% and 36.83%, respectively.

In detail, Fig. 4 shows the comparisons of the convergence process of PlainNet
and DWTNet trained on Coil datasets. With the number of iterations increasing,
the DWTNet converges faster than the PlainNet, and the classification accuracies
of the two networks reach the same level. Specifically, the accuracy of the model
gradually converges with the increasing of iterations. The DWTNet quickly con-
verges around in the 13th epoch on the coil20 dataset, while the PlainNet model
converges around in the 25th epoch. Both methods achieve comparable perfor-
mance. The parameters used in both two DWTNet neural network models are
75.47% and 74.48% lower than those in the PlainNet models, respectively.

It is worth noting that the deeper and more complex the network is equipped
with, the more obviously the parameters drop. In this experiment, the param-
eters of the five-layer network (LeNet) decreased by 43.00%, and those of the
deep, complex network, such as Vgg16, AlexNet, ResNet, and Inception network,
decreased by 84.43%, 51.13%, 80.99% and 63.17%, respectively. This is due to
DWTDC’s powerful ability to spatial scale compression. 1-level DWTDC can
reduce the spatial scale size of feature map to a quarter of the original size. This
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Table 1. Experiments on five benchmark datasets by incorporating the proposed
DWTDC block into five benchmark networks.

Datasets

MNIST Cifar10 Cifar100 Coil20 Coil100

Measurements PlainNet DWTNet PlainNet DWTNet PlainNet DWTNet PlainNet DWTNet PlainNet DWTNet

LeNet # of Parameters (M) 0.044 0.039 0.062 0.044 0.070 0.052 1.629 0.413 1.636 0.421

Memory Cost (MB) 0.197 0.173 0.266 0.195 0.296 0.225 6.240 1.600 6.27 1.63

Loss train 0.0084 0.0199 0.968 1.0015 2.5488 2.5035 0.0016 0.0019 0.0023 0.0027

Accuracy train 0.9985 0.9939 0.6606 0.6418 0.3576 0.3604 1.0000 1.0000 1.0000 1.0000

Testing Loss 0.0359 0.0547 1.1127 1.1723 2.9039 2.8843 0.025 0.0145 0.0102 0.0073

Testing Accuracy 0.9888 0.9842 0.61 0.588 0.288 0.2944 0.9931 0.9977 0.9991 1.0000

Vgg16 # of Parameters (M) 134.276 20.772 134.277 20.772 134.646 21.141 134.317 20.813 134.646 21.141

Memory cost (MB) 512.28 79.27 512.29 79.27 513.69 80.68 512.44 79.43 513.69 80.68

Loss train 0.0101 0.02 0.5912 0.5153 1.2354 1.2699 5.97E−05 9.83E−05 0.0022 4.10E−04

Accuracy train 0.9966 0.9934 0.792 0.8191 0.6471 0.6344 1.0000 1.0000 0.9996 0.9998

Loss test 0.0172 0.0183 0.8193 0.7384 2.2308 2 1.54E−07 4.29E−06 0.0054 7.87E−07

Accuracy test 0.9944 0.9944 0.721 0.7561 0.4442 0.4869 1.0000 1.0000 0.9986 1.0000

Alexnet # of Parameters (M) 50.832 24.813 50.855 24.836 50.946 24.926 50.842 24.823 50.946 24.926

Memory cost (MB) 193.96 94.70 194.05 94.79 194.39 95.13 193.99 94.74 194.39 95.13

Loss train 0.0101 0.0149 0.5611 0.777 1.1693 1.6039 0.0029 0.001 7.52E−04 0.0028

Accuracy train 0.9968 0.9955 0.8036 0.7281 0.652 0.5456 0.999 1.0000 0.9996 0.9992

Loss test 0.0135 0.0209 0.7002 0.9575 1.9222 2.3511 7.19E−06 6.27E−06 7.08E−07 1.56E−05

Accuracy test 0.9952 0.9938 0.7673 0.6693 0.506 0.4226 1.0000 1.0000 1.0000 1.0000

ResNet # of Parameters (M) 0.078 0.023 0.079 0.023 0.085 0.025 0.079 0.024 0.085 0.025

Memory cost (MB) 0.376 0.126 0.378 0.125 0.401 0.132 0.379 0.126 0.401 0.132

Loss train 0.0212 0.0147 0.6338 0.7292 1.7068 2.4425 0.0785 0.0116 0.0749 0.0125

Accuracy train 0.9999 0.9970 0.7994 0.7455 0.5476 0.3572 1.0000 1.0000 0.9994 0.9992

Loss test 0.0409 0.0365 0.8546 0.9113 2.3088 2.7331 0.0776 0.0210 0.0718 0.0110

Accuracy test 0.9932 0.9908 0.7220 0.6916 0.4240 0.3090 1.0000 0.9954 0.9995 1.0000

Inception # of Parameters (M) 36.661 13.472 36.661 13.473 36.800 13.611 36.677 13.488 36.900 13.612

Memory cost (MB) 140.86 51.76 140.87 51.76 141.39 52.28 140.92 51.81 141.39 52.28

Loss train 0.0357 0.004 0.2578 0.4956 1.5493 2.0172 0.0023 0.0017 0.0011 7.98E−04

Accuracy train 0.9906 0.9988 0.9133 0.8303 0.5658 0.4663 1.0000 1.0000 1.0000 1.0000

Loss test 0.0136 0.0133 0.5075 0.7838 1.921 2.0544 1.67E−07 6.86E−07 2.00E−07 8.64E−07

Accuracy test 0.9954 0.9957 0.8406 0.7517 0.5224 0.4617 1.0000 1.0000 1.0000 1.0000
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(a) Validation accuracy on dataset coil20.
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(b) Validation accuracy on dataset coil100.

Fig. 4. Comparisons of convergence process of PlainNet and DWTNet on dataset coil20
and coil100 dataset.

is an exponential powerful compression. As shown in Fig. 2, the feature map of
size H · W is transformed into 1

2N
H · 1

2N
W through DWTDC.

DWTDC reduces the number of weight parameters and the consumption
of memory, with minor (or no) accuracy loss. LeNet, Vgg16, Alexnet, ResNet
and Inception network drop by +0.2960%, −1.584%, +6.9220%, +3.0380%, and
+2.9860%, respectively. Summarily, the accuracy was reduced by an average of
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2.3316%. Compared with the test results, the decline of the parameters does not
have a great negative impact on the accuracy and loss of the PlainNet.

The proposed method maintains the same performance on medical images.
We take the diagnosis-task experiments on three difficult datasets, there are
diagnoses of COVID-19, screening of Retinopathy of prematurity (ROP), and
childhood medulloblastoma (CMB) diagnosis respectively. As shown in Table 2,
Vgg16 equipped with DWTDC module reduces the PlainNet parameters from
134.244M to 20.739M. And the memory is reduced from 537.039 to 82.995 MB.
Besides, the experiment results of COVID-19, ROP, and CMB show that DWT-
Nets achieve more stability than original PlainNets. DWTNet’s loss is consis-
tently less than the loss of PlainNet. On COVID-19 diagnosis task, training loss,
validation loss, and testing loss are reduced from 0.477, 0.712, 0.799 to 0.429,
0.659, 0.692 respectively. On the CMB diagnosis task, training loss, validation
loss, and testing loss are reduced from 0.361, 0.309, 0.242 to 0.179, 0.133, 0.146
respectively. Meanwhile, the accuracy of the experiments on COVID-19, ROP,
and CMB are improved by −0.005, +0.037 and +0.082 respectively. It means
that DWTNets have a scale of only 15.45% of the original model but also can
achieve or even surpass the performance of the original model.

Experiments by comparing with benchmark models on cifar10 show that the
method equipped with the proposed DWTDC dramatically reduced the number
of parameters and achieved light training. It maintains considerable superior-
ity in classification performance. As shown in Table 3, our method, a ResNet-
like network equipped with our proposed DWTDC block, achieves better per-
formance than other methods on all the metrics. Specifically, the parameter
amount, memory occupy, and classification accuracy of our proposed method is
0.024, 0.126, and 0.9014, which are better than by the BinaryNet (0.171, 0.716,
0.8257), XNORNet (0.171, 0.719, 0.8685), Xception (20.882, 79.960, 0.8768) and
Mobilenetv2 (2.271, 9.027, 0.8990).

Table 2. Experiment on three diagnosis tasks

Dataset Method # of

Parame-

ters(M)

Memory

Cost(MB)

Loss Accuracy

train val test train val test

COVID-19 CT PlainNet 134.244 537.039 0.477 0.712 0.799 0.771 0.686 0.696

DWTNet (Ours) 20.739 82.995 0.429 0.659 0.692 0.799 0.720 0.691

Wide-angle retina PlainNet 134.244 537.039 0.144 0.245 0.897 0.945 0.920 0.734

DWTNet (Ours) 20.739 82.995 0.209 0.245 0.579 0.916 0.909 0.771

Medulloblastoma

microscopic

PlainNet 134.244 537.039 0.361 0.309 0.242 0.792 0.821 0.871

DWTNet (Ours) 20.739 82.995 0.179 0.133 0.146 0.938 0.964 0.953
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Table 3. Computation resources costed by the tested models

Method # of Parameters (M) Memory (MB) Accuracy

BinaryNet [5] 0.171 0.716 0.8257

XNORNet [16] 0.171 0.719 0.8685

Xception [3] 20.882 79.960 0.8768

Mobilenetv2 [17] 2.271 9.027 0.8990

Ours 0.024 0.126 0.9014

6 Conclusion

Our work presents a deep wavelet convolution technique that reduces a mass of
parameters in the neural network with minor (or no) accuracy loss and guides
the network to work in the frequency domain whose representation space is
sparse and of small spatial size. Moreover, we effectively incorporate the proposed
method in the neural network without breaking the end-to-end architecture of
the network. In addition, thanks to the wavelets, we are able to guide the network
to pay more attention to detailed information. Furthermore, by fusing all the
subbands, we reduce the spatial size of the representation to reduce the number
of parameters and computation in the network.
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Abstract. The objective of open set recognition (OSR) is to classify the
known classes as well as the unknown classes when the collected samples
cannot exhaust all the classes. This paper proposes a loss extension that
emphasizes features with larger and smaller magnitudes to find represen-
tations that can more effectively separate the known from the unknown
classes. Our contributions include: First, we introduce an extension that
can be incorporated into different loss functions to find more discrim-
inative representations. Second, we show that the proposed extension
can significantly improve the performances of two different types of loss
functions on datasets from two different domains. Third, we show that
with the proposed extension, one loss function outperforms the others in
training time and model accuracy.

Keywords: Open set recognition · Feature learning · Loss extensions

1 Introduction

The OSR problem aims to classify the multiple known classes for a multinomial
classification problem while identifying the unknown classes. The OSR problem
defines a more realistic scenario and has drawn significant attention in applica-
tion areas such as face recognition [12], malware classification [5] and medical
diagnoses [15].

In this paper, we introduce a loss extension to help the existing loss func-
tions better handle the open set scenario. The proposed extension is inspired by
Extreme Value Signatures (EVS) in [17]. Borrowing from a pre-trained neu-
ral network for regular classification, EVS uses only the top K activations
(i.e., largest in magnitude) at one layer for calculating the distance between an
instance and a class. The EVS distance function can help identify the unknown
class. Instead of using a pre-trained network and the top K activations, we
directly emphasize features with the largest, as well as smallest, magnitudes
during network training. We name our approach Min Max Feature (MMF).
Although the MMF extension is not a standalone loss function, it can be incor-
porated into different loss functions. Our contribution in this paper is threefold:
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First, we propose MMF as an extension to different types of loss functions for
the OSR problem. Second, we show that MMF achieves statistically significant
AUC ROC improvement when applied to two types of loss functions (classi-
fication and representation loss functions) on four datasets from two different
domains (images and malware). Third, our results indicate that the combination
of MMF and the ii loss function [5] outperforms the other combinations in both
training time and overall F1 score.

We organize the paper as follows. In Sect. 2, we give an overview of related
work. Section 3 presents the MMF loss extension. Finally, Sect. 4 shows that the
MMF extension can improve different types of loss functions significantly.

2 Related Work

The OSR problem is related to PU (Positive and Unlabeled) learning [10], which
can be regarded as a binary classification problem with the absence of nega-
tive samples. The OSR problem extends the binary classification problem to
a multi-class classification problem, with some classes missing from the train-
ing set, and will be recognized as an unknown class during testing. We can
divide OSR techniques into three categories based on the training set compo-
sitions. The first category includes the techniques that borrow additional data
in the training set. Dhamija et al. [2] utilize the differences of feature mag-
nitudes between known and borrowed unknown samples as part of the objec-
tive function. Hendrycks et al. [6] propose Outlier Exposure(OE) to distinguish
between anomalous (unknown) and in-distribution (known) examples. In gen-
eral, although borrowing and annotating additional data turns OSR into a com-
mon classification problem, the retrieval and selection of additional datasets
remain an issue.

The research works that generate additional training data fall in the second
category of open set recognition techniques. Most data generation methods are
based on GANs. Neal et al. [11] add another encoder network to traditional
GANs to map from images to a latent space. Lee et al. [9] generate “boundary”
samples in the low-density area of in-distribution acting as unknown samples.
While generating unknown samples for the OSR problem has achieved great
performance, it requires more complex network architectures.

The third category of open set recognition does not require additional data.
Most of the research works require outlier detection for the unknown class. Pid-
horskyi et al. [13] propose manifold learning based on training an Adversarial
Autoencoder (AAE) to capture the underlying structure of the distributions of
known classes. Hassen and Chan [5] propose ii loss for open set recognition. It
first finds the representations for the known classes during training and then
recognizes an instance as unknown if it does not belong to any known classes. In
EVS, Schultheiss et al. [17] investigate class-specific representations for novelty
detection tasks. The research work shows that each class’s mean representation
can capture discriminative information of both known and unknown classes.
EVS focuses on the top K activations via binarizing the activations; however,
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Fig. 1. An overview of the network
architectures of different types of loss
functions. The convolutional layers are
optional. The MMF module in red is our
proposed loss extension. (Color figure
online)

Fig. 2. Squared differences of MAV val-
ues between the known and unknown
classes in Fig. 3a. The x-axis is the abso-
lute feature values in six features, and
the y-axis is their corresponding squared
differences to the unknown class.

choosing an appropriate K can be challenging. Also, EVS assumes that all the
activation values are positive and only looks at the larger ones. We address both
limitations in our proposed approach.

While our approach can be incorporated into different loss functions, we
focus on two types of loss functions in this paper: the classification loss func-
tions and the representation loss functions. The objective of classification loss,
such as cross-entropy loss, is to lower the classification error of the training data.
The representation loss functions are normally applied to the representation lay-
ers, such as triplet loss in [16] and ii loss in [5]. Triplet loss intends to find an
embedding space where the distance between an anchor instance and another
instance from the same class is smaller by a user-specified margin than the dis-
tance between the anchor instance and another instance from a different class.
Ii loss aims to maximize the distance between different classes (inter-class sepa-
ration) and minimize the distance of an instance from its class mean (intra-class
spread).

3 Approach

We propose the MMF extension to learn more discriminative representations
through known classes, thus better separating known and unknown classes. The
proposed MMF extension does not borrow or generate additional data for the
unknown class, and it can be incorporated into different loss functions. We focus
on classification loss functions such as cross-entropy loss and representation loss
functions, such as triplet loss and ii loss (Sect. 2).

A typical classification neural network consists of an input layer, hidden
layers, and classification layer. We can consider the hidden layers as different
levels of representations of the input. We call the values of the last hidden layer
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Fig. 3. The heatmap of MAVs (columns) of the MNIST classes using cross-entropy
loss without and with different extensions. Each row is a learned feature. The
largest/smallest magnitude magnitude of a feature in each MAV is in a red/yellow
box. MAV of the unknown class is in a green column/box. (Color figure online)

activation vector (AV), and each activation is a learned feature. The mean acti-
vation vectors (MAV) of a class is the average of the activation vectors of the
class. For example, the network in Fig. 1a contains one convolutional layer, one
fully connected layer, one representation layer (representation layer Z), and one
classification layer (softmax layer). In some scenarios, a neural network only
consists of the input layer and hidden layers as in Fig. 1b, where we use learned
representations instead of a classification layer for classification tasks. Figure 3a
shows the learned MAV values from the representation layer using standalone
cross-entropy loss.

To improve the accuracy of detecting open set samples from unknown classes,
we can increase the distances (we use Euclidean distance here) between the
learned features of known and unknown samples, summarized by the MAVs
of the known and unknown classes. Squared differences are the components of
Euclidean distance. Thus we can increase the distance by increasing squared
differences. Figure 2 depicts the relationship between squared differences with
the absolute feature values (feature magnitudes) of the six known classes. We
consider a feature with a larger magnitude is more significant than that with a
smaller magnitude. We observe that a more significant feature leads to a higher
squared difference to the unknown class. The reason is that the MAV of the
unknown class has a relatively small magnitude (green column), as we observe
in Fig. 3a. The small magnitude is due to the unknown class being absent from
training, and hence its features are not learned. More importantly, the squared
difference increases faster with more significant features, which indicates a slight
improvement in a more significant feature will increase squared difference more.
Thus, we want the features with larger magnitudes to become even more signif-
icant to increase the distance between the unknown and known classes.

However, based on the preliminary experiments, we found that after enlarg-
ing the magnitudes of the most significant features for the known classes, the
unknown class’s MAV became further away from the origin, which reduces the
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increase in the distance between the known and unknown classes. As shown in
Fig. 3b, the MAV of the unknown class (green column) has significantly increased
compared to the one only using standalone cross-entropy loss in Fig. 3a. To fur-
ther improve accuracy and increase the magnitudes of the most significant fea-
ture, we also decrease the magnitudes of the least significant features to mitigate
the increase of the MAV of the unknown class. Comparing Fig. 3c and Fig. 3a,
we can see that after reducing the magnitude of the least significant features,
the feature values of unknown classes indeed get smaller. Consequently, the dis-
tance between the MAV of a known class and the MAV of the unknown class
has increased, and the classes are more separated. For example, the Euclidean
distance between class “9” and the unknown class learned from standalone cross-
entropy loss in Fig. 3a is 2.32. After adding “MMF” in Fig. 3c enlarges the dis-
tance to 2.62, making the two classes more separable.

Therefore, our MMF extension has two properties. Property A maximizes
the most significant feature, i.e., the feature with the largest magnitude, for all
the known classes. Property B minimizes the least significant feature, i.e., the
feature with the smallest magnitude, for all the known classes. As a result, the
learned representations for known classes should be more discriminative, while
the unknown classes should be less affected.

3.1 Learning Objectives

Let x ∈ X be an instance and y ∈ Y be its label. The hidden layers in a
neural network can be considered as different levels of representations of input
x. Suppose that there are C known classes in training data, and C +1 classes in
test data with the additional class as unknown class. We denote the MAV of class
i as μi, and μij represents the jth feature of the MAV of class i. Assume the AVs
and MAVs have F dimensions, representing F features, we stack the MAVs for
all the classes to form a representation matrix U

C×F . To satisfy Property A, we
first select the most significant features for each class to form the “max feature”
vector. The ith element in “max feature” is for class i:

max featurei = max
1≤j≤F

|μij |, (1)

In the example of Fig. 3a, the “max feature” would be (1.8, 1.2, 1.3, 1.4, 1.6,
1.4) (the absolute values of the red boxes). Likewise, for Property B, we measure
the vector of the “min feature” as the least significant feature for each class. The
ith element is for class i:

min featurei = min
1≤j≤F

|μij | (2)

The “min feature” in the example of Fig. 3a would be (0.13, 0.45, 0.27, 0.34,
0.25, 0.32) (the absolute values of the yellow boxes). Then, to maximize all the
values in the “max feature”, we maximize the lower boundary (i.e., the smallest
value) in “max feature” directly. Thus the most significant features for all the
known classes would be maximized as Property A. Meanwhile, we minimize the
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largest value in the “min feature” to implicitly minimize all the values in the
“min feature”. The least significant features for all the known classes would be
minimized as Property B. As a result, the proposed MMF extension satisfies
both properties:

MMF = max
1≤i≤C

(min featurei) − min
1≤i≤C

(max featurei) (3)

In the example of Fig. 3a, we would like to maximize the “1.2” in the
“max feature” and minimize the “0.45” in the “min feature”. There are alter-
native methods to generate the “max feature” and “min feature”, for example,
instead of selecting the highest absolute values for “max feature”, we exper-
imented with the highest values (max feature1i = max1≤j≤F (μij)) and the
lowest values (max feature2i = max1≤j≤F (−μij)) to form two “max feature”
vectors and later to be maximized at the same time. However, our experiments
indicate that using the single “max feauture” vector can achieve better perfor-
mances. There are also other methods to implicitly maximize the most significant
features and minimize the least significant values for all the classes, such as max-
imizing the average value of the “max feature”, or minimizing the average value
of the “min feature”, i.e.

∑C
i=1

1
C (min featurei −max featurei). However, the

results of using average value are weaker than using the extreme values across
all classes, hence we choose to use the extreme values in our extension function
and in our experiments.

3.2 Training with MMF and Open Set Recognition

In addition to Properties A and B, the MMF extension can be incorporated into
different loss functions. We focus on two types of loss functions: a) loss functions
designed for decision layers such as cross-entropy loss; b) loss functions designed
for representation layers such as triplet loss and ii loss. Notably, we combine the
MMF extension with these two types of loss functions differently, as Fig. 1.

We use the network architecture in Fig. 1a to simultaneously train the net-
work with classification loss functions and the MMF extension. During each
iteration, first, we extract AVs and generate the representation matrix; second,
we construct the MMF extension function from the “max feature” vector and
“min feature” vector; third, the weights of each layer of the network are first
updated to minimize the MMF extension then updated to minimize classifica-
tion loss functions using stochastic gradient descent.

The MMF extension can also be incorporated into representation loss func-
tions such as triplet loss and ii loss. As both representation loss functions and
the MMF extension should be applied to the layer learning representations, their
combination gives us:

L = Lrep + λMMF, (4)

Lrep is a representation loss function, and λ is a hyperparameter that strikes
a balance between the representation loss function and the MMF extension.
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Figure 1b shows the network architecture using a representation loss function
with an MMF extension. The combination serves on the Z-layer of the network.
Moreover, the network weights get updated using stochastic gradient descent
during each iteration.

After the training process, we obtain the representation centroids for each
class. Then during the inference, we use the same strategy as used in ii loss [5].
First, we calculate the outlier score as the distance of learned representation to
the nearest representation centroid. Then we sort the outlier score of the training
data in descending order and pick the 99 percentile outlier score value as the
outlier threshold. If the outlier score of a test sample exceeds the threshold, it
will be recognized as the unknown class. Otherwise, it will be classified as the
known class with the nearest representation centroid.

4 Experimental Evaluation

We evaluate the MMF extension with simulated open-set datasets from the
following four datasets.

MNIST [14] contains 70,000 handwritten digits from 0 to 9, which is 10
classes in total. To simulate an open-set dataset, we randomly pick six digits as
the known classes participant in the training, while the rest are treated as the
unknown class only existing in the test set.

CIFAR-10 [7] contains 60,000 32 × 32 color images in 10 classes, with 6,000
images per class. There are 50,000 training images and 10,000 test images. We
first convert the color images to grayscale and randomly pick six classes out of
the ten classes as the known classes, while the remaining classes are treated as
the known class only existing in the test set.

Microsoft Challenge (MC) [8] contains disassembled malware samples
from 9 families. We use 10260 samples that can be correctly parsed then extract
their function call graphs (FCG) as in [4] for the experiment. The dimensionality
of the FCG is 63 × 63. Again, to simulate an open-set dataset, we randomly
pick six classes as the known classes, while the rest are considered unknowns.

Android Genome (AG) [18] consists of malicious android apps from many
families in different sizes. We use nine families (986 samples) with a relatively
larger size for the experiment to be fairly split into the training set, the test
set, and the validation set. We first use [3] to extract the function instructions
and then extract 1453 raw FCG features as in [4]. Like the MNIST and the MC
dataset, we randomly pick six classes as the known classes in the training set and
consider the rest as the unknown class, which are only used in the test phase.

4.1 Network Architectures and Evaluation Criteria

We evaluate the MMF extension associated with two types of loss functions:
classification loss functions and representation loss functions. Specifically, we
use the cross-entropy loss as the example of classification loss functions, and use
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ii loss [5] and triplet loss [16] as the examples of representation loss functions.
Moreover, we compare these pairs with OpenMax [1].

For the MNIST dataset, the padded input layer is of size (32, 32), followed
by two non-linear convolutional layers with 32 and 64 nodes. We also use the
max-pooling layers with kernel size (3, 3) and strides (2, 2) after each convo-
lutional layer. We use two fully connected non-linear layers with 256 and 128
hidden units after the convolutional component. Furthermore, the linear layer Z,
where we extract the representation matrix, is six dimensions in our experiment.
We use the Relu activation function for all the non-linear layers and set the
Dropout’s keep probability as 0.2 for the fully connected layers. We use Adam
optimizer with a learning rate of 0.001. The network architecture of the CIFAR-
10 experiment is similar to the MNIST dataset, except the padded input layer is
of size (36, 36). The experiment for the MS Challenge dataset also implements
two convolutional layers. The padded input layer is of size (67, 67). However, we
only use one fully connected layer instead of two after the convolutional layers.
Also, we make the keep probability of Dropout as 0.9. The Android Genome
dataset does not use the convolutional component. We use a network with one
fully connected layer of 64 units before the linear layer Z. We also used Dropout
with a keep probability of 0.9 for the fully connected layers. We set the learning
rate of Adam optimizer as 0.1. Besides, we use batch normalization in all the
layers to prevent features from getting excessively large. And as mentioned in
Sect. 3.2, we use contamination ratio of 0.01 for the threshold selection.

As we discussed in Eq. 4, we use a hyperparameter λ combine the MMF
extension with the representation loss functions (i.e. ii loss and triplet loss in the
experiments) as: L = Lrep + λMMF . While the range of λ is (0, 1], we set λ
as 0.2 and 0.5 for ii loss and triplet loss for the MNIST and CIFAR-10 datasets.
For the MC dataset, we set λ as 0.5 and 0.3 for ii loss and triplet loss. We set λ
as 0.4 for both ii loss and triplet loss in the AG dataset’s experiments.

We simulate three different groups of open sets for each dataset then repeat
each group 10 runs, so each dataset has 30 runs in total. When measuring the
model performance, we use the average AUC scores under 10% and 100% FPR
(False Positive Rate) for recognizing the unknown class, as lower FPR is desirable
in the real world for cases like malware detection. Furthermore, we measure the
F1 scores for known and unknown classes (C +1 classes) separately as one of the
OSR tasks is to classify the known classes. Moreover, we perform t-tests with
95% confidence in both the AUC scores and F1 scores to see if the proposed
MMF extension can significantly improve different loss functions.

4.2 Experimental Results

We compare the model performances of OpenMax as well as three loss function
quadruples: cross-entropy loss, ii loss, and triplet loss. Table 1 shows the AUC
scores of the models in the four datasets; mainly, we focus on comparing the
“Standalone” with the corresponding “+MMF” subcolumns. We observe that
the quadruples, in general, achieve better AUC scores than OpenMax. Moreover,
with the MMF extension, the AUC scores of the loss functions have achieved
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Table 1. The average AUC scores of 30 runs at 100% and 10% FPR of OpenMax and
three loss functions quadruples. The underlined values are statistical significant better
than the standalone loss functions via t-test with 95% confidence. The values in bold
are the highest values in each quadruple. The values in brackets are the highest values
in each row.

OpenMax ce ii triplet

FPR Standalone +MMF +MaxF +MinF Standalone +MMF +MaxF +MinF Standalone +MMF +MaxF +MinF

MNIST 100% 0.9138 0.9255 0.9479 0.9515 0.9393 0.9578 [0.9649] 0.9579 0.9607 0.9496 0.9585 0.9480 0.9404

10% 0.0590 0.0765 0.0744 0.0761 0.0751 0.0821 [0.0842] 0.0826 0.0830 0.0750 0.0796 0.0777 0.0739

CIFAR-10 100% [0.6757] 0.5803 0.5982 0.6103 0.5807 0.6392 0.6419 0.6437 0.6439 0.6106 0.6248 0.6131 0.6127

10% 0.0065 0.0070 0.0089 0.0090 0.0077 [0.0103] 0.0096 0.0100 0.0100 0.0089 0.0102 0.0092 0.0093

MC 100% 0.8739 0.9148 [0.9500] 0.9387 0.9352 0.9385 0.9461 0.9407 0.9397 0.9240 0.9430 0.9317 0.9178

10% 0.0405 0.0530 0.0635 0.0600 0.0588 0.0627 [0.0656] 0.0629 0.0619 0.0565 0.0622 0.0563 0.0546

AG 100% 0.4150 0.7506 0.8205 0.8152 0.7501 0.8427 0.8694 0.8763 [0.8831] 0.8271 0.8379 0.8203 0.8256

10% 0.0010 0.0058 0.0148 0.0163 0.0036 0.0285 0.0305 [0.0368] 0.0366 0.0229 0.0275 0.0260 0.0235

Table 2. The average F1 scores of 30 runs of OpenMax and three loss functions pairs.
The underlined values show statistically significant improvements (t-test with 95%
confidence) comparing with the standalone loss functions. The values in bold are the
highest values in each column.

MNIST CIFAR-10 MC AG

OpenMax Known Unknown Overall Known Unknown Overall Known Unknown Overall Known Unknown Overall

0.8964 0.7910 0.8814 0.6456 0.5407 0.6306 0.8903 0.7329 0.8679 0.2273 0.7761 0.3057

ce Standalone 0.7596 0.7561 0.7591 0.5672 0.3697 0.5390 0.8881 0.6643 0.8562 0.5346 0.0033 0.4587

+MMF 0.8504 0.7902 0.8809 0.5994 0.3271 0.5605 0.9090 0.7963 0.8929 0.5555 0.1142 0.4925

ii Standalone 0.9320 0.8833 0.9250 0.6206 0.3570 0.5829 0.9128 0.7257 0.886 0.6349 0.6677 0.6396

+MMF 0.9373 0.8916 0.9308 0.6205 0.3660 0.5842 0.9210 0.7680 0.8991 0.6407 0.7251 0.6528

triplet Standalone 0.9103 0.8302 0.8989 0.5798 0.4515 0.5614 0.8998 0.7018 0.8715 0.5929 0.6323 0.5986

+MMF 0.9239 0.8625 0.9152 0.5943 0.4790 0.5778 0.9064 0.7213 0.8800 0.6005 0.6895 0.6132

statistically significant improvements in 16 out of 24 cases (3 loss functions × 4
datasets × 2 FPR values).

Table 2 shows the average F1 scores for the four datasets. We first calculate
the F1 scores for each of the C known classes and the unknown class, then
average the C + 1 classes as the Overall F1 scores. We can see that the loss
functions with the MMF extension have better results than their corresponding
standalone versions for both the known and the unknown classes. We observe
that ii loss with the MMF extension is more accurate than the other five methods
in six out of twelve F1 scores. Particularly, it achieves the highest Overall F1
scores for three out of four datasets.

Table 3 shows the comparison of the average training time of the 30 runs
for the MNIST dataset with 5000 iterations via NVIDIA Tesla K80 GPU on
AWS. We find that adding the MMF extension almost doubles the training time
of using standalone cross-entropy. While for ii loss and triplet loss, adding the
extension increases the training time by around 1%. The reason is that the MMF
extension needs to create the representation matrix from scratch for the network
with ce loss, which needs an extra backpropagation step, both of which take more
time. We also observe that ii loss has the fastest training time among three loss
functions with our MMF extension. Overall F1 scores and training time indicate
that “ii+MMF” is the most accurate and efficient combination.
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Fig. 4. The distributions of outlier scores in MNIST.

Table 3. The comparison of
training time for the MNIST
dataset.

Regular +MMF delta

ce 119.33 230.43 +111.1

ii 122.17 123.30 +1.14

triplet 223.27 225.70 +2.43

4.3 Analysis

Figure 3c shows the heatmap of MAV values of the simulated open MNIST
dataset trained by cross-entropy loss with the MMF extension. We take dig-
its “0”, “2”, “3”, “4”, “6”, “9” as the known classes and the remaining digits
as the unknown class. Comparing with the MAV values from the network with
standalone cross-entropy loss (Fig. 3a), we can find that the MAVs of the known
classes become more discriminative from each other, and each of the known
classes has its representative feature. (e.g. Z1 for class “0”, Z2 for class “2”).
Whereas the MMF extension has less effect on the unknown class, its MAV
values are relatively evenly distributed.

Since we recognize the unknown class based on the outlier score described
in Sect. 3.3, we analyze both the test samples’ outlier scores from the known
classes and the unknown class from the MNIST experiment. Figure 4 shows the
histogram of the distributions of the outlier scores in triplet loss experiments
and triplet loss with the MMF extension. Compared with standalone triplet
loss, adding an MMF extension increases the outlier scores of the unknown class,
which pushes the score distributions further away from those of the known classes
and results in fewer overlaps between the known classes the unknown class. It
is the reduced overlaps that make the known classes and the unknown classes
more separable than before. Figure 5 shows the t-SNE (perplexity: 50) plots of
the Z-layer representations of the MNIST dataset from the same experiments.
With the MMF extension, the known classes and the unknown class are more
separate from each other, and the known classes become more disparate than
before.

We also perform an ablation analysis for the MMF loss extension to under-
stand the importance of the MMF extension’s two properties. As shown in
Table 1, our baselines include (1) standalone loss functions; (2) loss functions
with an extension that maximize the most significant feature as Property A
(MaxF); (3) loss functions with an extension that minimizes the least significant
feature as Property B (MinF). In general, the MMF extension with both prop-
erties outperforms the baselines. This result is consistent with our motivation
for the two properties at the beginning of Sect. 3. Moreover, we find that MaxF
and MinF extensions can also achieve better performance than standalone loss
functions. While both properties improve AUC scores, Property A (MaxF) has
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Fig. 5. The t-SNE plots of the MNIST dataset in the experiments of triplet vs.
triplet+MMF. The left subplots of (a) and (b) are the representations of the unknown
class (a mixture of digits “1”, “5”, “7” and “8”), and the right plots are the represen-
tations of the known classes.

Fig. 6. The heatmap of the unknown class’s MAV in the experiment of cross entropy
loss (ce) on the Microsoft Challenge dataset (MC).

a more significant improvement. Hence, Property A plays a more critical role in
AUC improvement than Property B.

To investigate why MinF also helps improve AUC performance, we show
the heatmap of the MAV for the unknown class in the experiment of ce on
the MC dataset in Fig. 6. Comparing Fig. 6a and Fig. 6b, we observe that MinF
reduced the feature magnitudes for the unknown class, thus increased the dis-
tance between the known and unknown classes. Similarly, from Fig. 6c and
Fig. 6d, we observe that the feature magnitudes of the unknown class in MMF
(MaxF+MinF) are much smaller than the ones in MaxF. The second observation
is consistent with the earlier discussion on adding MinF to help MaxF in MMF
at the beginning of Sect. 3. In addition, we observed similar behaviors from other
datasets.

5 Conclusion

We introduced a loss function extension for the OSR problem. The extension
maximizes the feature with the largest magnitude meanwhile minimizes the one
with the smallest magnitude for all the known classes during training so that the
learned representations are more discriminative from each other. We have shown
that while the known classes are more discriminative from each other, the feature
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values of unknown classes are less affected by the extension, hence simplifying the
open set recognition. We incorporated the proposed extension into classification
and representation loss functions and evaluated them in images and malware
samples. The results show that the proposed approach has achieved statistically
significant improvements for different loss functions.
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Abstract. This paper considers the problem of constructing proper loss
functions for learning from weak labels by means of linear transforma-
tions of proper losses based on true labels. Recent works have shown
that linear transformations defined by a left inverse of the transition
matrix of the weak labelling process, transforms a true-label proper loss
into a weak-label proper loss. In this paper, we show that the choice of
both the true-label loss and the left inverse has a major influence on the
performance of the learning algorithm, and we propose a novel method
to optimize the loss selection. Some simulation results demonstrate the
advantages of the proposed method.

Keywords: Weak labels · Proper loss · Convexity

1 Introduction

Supervised learning algorithms rest on the assumption that a reliable set of
labeled data is available. However, data labeling is frequently a costly process
that can be affected by different sources of errors. In some applications, data
samples with labels from the target class are rare, but large datasets with partial
information about the class of the data, in the form of weak labels, may be
available. Since standard algorithms require a large dataset with true labels for
supervised learning, the design of efficient algorithms for learning with imperfect
supervision are of great practical importance.

In this work, a weak label is interpreted as an element from a finite set of
classes that is statistically related to the target class. This is the denomination
used by Cid-Sueiro et al. (2014) or Yoshida et al. (2021), although corrupted
labels (Van Rooyen and Williamson 2017) has been used with the same meaning.
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The problem of learning from weak labels encompasses several problems
that can be taken as particular cases: noisy labels (Biggio et al. 2011), par-
tial labels (Grandvalet 2002; Nguyen and Caruana 2008; Cour et al. 2011) (also
named ambiguous (Hüllermeier and Beringer 2006), or candidate labels (Jin and
Ghahramani 2002), or complementary labels (Ishida et al. 2017). Also some prob-
lems in semi-supervised learning and learning from multiple annotators (Raykar
et al. 2010) can be integrated into this framework.

We will focus situations where a statistical model relating the weak labels and
the true classes is available, or can be estimated from data. Although in these
situations, classification models can be adjusted by maximum likelihood applying
and expectation-maximization algorithm (see, for instance Jin and Ghahramani
(2002) or Perello-Nieto et al. (2020)), the construction of weak-label losses as a
linear transformation of true-label losses is an interesting alternative for several
reasons (Cid-Sueiro et al. 2014): (1) the adaptation of code for true labels to weak
labels is straightforward, (2) the transformations are robust to some situation
of partial knowledge about the true-to-weak transition probabilities, and (3)
these adaptations can be applied not only on the proper loss setting but also
to construct classification or ranking calibrated losses. The idea was used in
Natarajan et al. (2013) for noisy labels, and proposed for general weak label
models in Cid-Sueiro (2012), showing that these losses can be robust even in
situations where the knowledge of the model relating weak labels and true classes
is incomplete. Van Rooyen and Williamson (2017) have shown how to select the
transformation in order to preserve convexity.

More recently, Yoshida et al. (2021) has shown that the convexification pro-
posed by Van Rooyen and Williamson (2017) can transform the cross entropy
into a convex loss that is not lower-bounded, which undermines the efficiency
of learning from a finite set of samples. To solve this issue, a correction method
has been proposed to obtain a modified cross entropy which is lower-bounded.

In this paper we provide theoretical an experimental evidence that not only
the choice of the true-label loss but also the choice of the linear transformation
have a strong influence of the performance of weak label learning algorithms
based on transformations. We show that the selection of the loss can be opti-
mized by taking into account the prior distribution of the weak labels. Several
experiments will serve to illustrate the advantages of our method.

2 Formulation

2.1 Notation

Vectors are written in boldface, matrices in boldface capital and sets in cal-
ligraphic letters (e.g. v, M, and S respectively). For any integer n, en

i is a n-
dimensional unit vector with all zero components apart from the i-th component
which is equal to one, and 1n is an n-dimensional all-ones vector.
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Superindex ᵀ denotes transposition. Ψ() denotes a weak-label loss, and Ψ̃ a
true-label loss. The number of classes is c, and the number of possible weak label
vectors is d. |v| is the number of nonzero elements in vector v. The n-dimensional
probability simplex is Pn = {p ∈ [0, 1]n : pᵀ1n = 1}.

2.2 Learning from Weak Labels

Let X be a sample space, Y a finite set of c target classes, and W a finite set
of d ≥ c weak classes. Sample (x,ω) ∈ X × W is drawn from an unknown
distribution P .

We will assume that the target classes are encoded in one-hot vectors, so
that Y = {ec

j , j = 0, 1, . . . , c − 1}. The goal of learning from weak labels consists
on training a predictor of the target class y ∈ Y given sample x, using a dataset
S = {(xk,ωk), k = 0, . . . , K − 1} whose labels correspond to weak classes in W

In general, the meaning of the classes represented in Y and W will be specific
of each application. Our general formulation is useful to encompass very different
scenarios with different forms of partial supervision but, in common situations,
the classes in W represent subsets of the classes in Y. The following are some
examples:

– Supervised learning: In this case, W = Y and ω = y with probability 1.
– Noisy labels Raykar et al. (2010): W = Y but P{ω �= y} > 0.
– Semisupervised learning: W = Y ∪{0}, where ω = 0 when the true target

class is not observed.
– Partial labels Jin and Ghahramani (2002), Cour et al. (2011), Grandvalet

and Bengio (2004), Ambroise et al. (2001): each label is a set of candidate
target classes, only one of them being true. In this case, each element in W
is a non empty subset of Y.

When the weak labels represent a subset of classes, we will represent them
as binary vectors indicating which of the target classes are observed, e.g. ω =
(1, 0, 0, 1, 1) means that the weak label contains target classes 0, 3 and 4, but
not 1 and 2.

For mathematical convenience, we will often represent the weak classes as
one-hot vectors. For any ordered set W = {ω0, . . . ,ωd−1} unit vector ed

i will be
used as the one-hot representation of ωi, and the set Z = {ed

i , i = 0, 1, . . . , d−1}
will be referred as the one-hot representation of W. Also, we will use z ∈ Z to
represent the weak class of sample x. Thus, z = ed

i is equivalent to ω = ωi.
Using the one-hot representation, the learning goal consists on training a

predictor of the target class y ∈ Y given sample x, using a weakly labelled
dataset S = {(xk, zk), k = 0, . . . , K − 1} whose labels are weak classes from Z.

Without loss of generality, we assume that Z contains only weak classes with
nonzero probability (i.e. P (z) > 0 for any z ∈ Z).

The dependency between z and y is modelled through a d × c transition
probability matrix M ∈ M with components

mij = P{zi = 1|yj = 1,x} (1)
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We will assume that the transition matrix is independent of x, which is a com-
mon assumption in this setting (Raykar et al. 2010; Jin and Ghahramani 2002;
Ambroise et al. 2001; Grandvalet and Bengio 2004; Yoshida et al. 2021). Defining
posterior probability vectors p(x) and η(x) with components pi = P{zi = 1|x}
and ηj = P{yj = 1|x}, we can write p(x) = Mη(x). In general, the dependency
with x in posterior probabilities will be omitted and we will write, for instance,

p = Mη. (2)

2.3 Proper Losses

For every input x the classifier computes a score f ∈ Rc and a prediction
pred(x) ∈ argmaxi{fi(x)}. A weak-label loss is any lower bounded function
Ψ(z, f) ∈ R. We are interested in losses that are minimized when the score vec-
tor is an estimate of the posterior class probabilities:

Definition 1 (Properness). Weak loss Ψ(z, f) is proper to predict y from f if

η ∈ arg min
f

Ez∼Mη{Ψ(z, f)}, (3)

where η is the probability vector with components ηj = P{yj = 1}. The loss is
strictly proper if η is the unique minimizer.

A vector representation of losses will be useful: we define

Ψ(f) = (Ψ(ed
0, f), . . . Ψ(ed

d−1, f)) (4)

Ψ̃(f) = (Ψ̃(ec
0, f), . . . , Ψ̃(ec

c−1, f)) (5)

as the vector representations of the weak-label loss Ψ(z, f) and true-label loss
Ψ̃(y, f), respectively, so that Ψ(z, f) = zᵀΨ (f) and Ψ̃(y, f) = yᵀΨ̃ (f). Also, the
expected los in (3) can be written as

Ez∼Mη{Ψ(z, f)} = ηᵀMᵀΨ(f) (6)

which shows that, in general, the properness of a given weak-label loss depends
on the transition matrix. To make this dependency explicit, we will say that Ψ
is M-proper if it is proper for a transition matrix M.

Note, also, that defining the equivalent true-label loss

Ψ̃ (f) = MᵀΨ(f), (7)

it is straightforward to show that weak-loss Ψ(f) is (strictly) M-proper iff true-
label loss Ψ̃(f) is (strictly) proper (Cid-Sueiro et al. 2014; Van Rooyen and
Williamson 2017; Yoshida et al. 2021).

Equation (7) can be used to check if a given loss is M-proper. However, since
Mᵀ is d × c, it has no left inverse (in general), and we cannot take Mᵀ out
from the left side of (7) to compute Ψ from Ψ̃ . For any given M and any given
true-label loss Ψ̃ (f), there is an uncountable number of losses Ψ (f) satisfying (7).
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3 Linear Transformations of Losses

The linear relation in (7) suggests to compute a weak-label loss as a linear
transformation of a given true-label loss Ψ̃

Ψ = ỸᵀΨ̃ (8)

Noting that Ψ(z,η) = (zᵀỸᵀ)Ψ̃ (η) and, by analogy with the relation Ψ̃(y,η) =
yᵀΨ̃(η) we can compute weak loss Ψ by replacing in Ψ̃ the target label y by a
virtual label ỹ = Ỹz (which is a column of Ỹ). Following Y). Following (Van
Rooyen and Williamson 2017), we will call Ỹ a reconstruction matrix.

Note that, according to (7), if Ỹ is a left-inverse of M, Ψ̃ in (8) is the
equivalent loss of Ψ . This can be summarized on the following

Theorem 1. (Cid-Sueiro et al. 2014) Given a transition matrix M and a
bounded and strictly proper loss Ψ̃ (f), weak loss Ψ(f) = ỸᵀΨ̃(f) is strictly M-
proper if and only if ỸM = λI, for some λ > 0.

3.1 Characterization of Convex Weak Losses

Since the left inverse of a non-negative matrix M has, in general, negative compo-
nents, the convexity of true-label loss Ψ̃ does not imply the convexity of Ψ = ỸΨ̃ .
However, taking ideas from the theory of composite losses (Williamson et al.
2016) and the dual representation of losses (Blondel et al. 2020); Van Rooyen
and Williamson (2017) have shown that convexity can be preserved with the
appropriate choice of the reconstruction matrix and using a canonical loss. More
specifically, they show that, if the prediction is computed through an inverse link
function, f = κ(v), where v is a linear map in the form

v = Wᵀx − 1
c

(1ᵀ
cW

ᵀx)1c (9)

in such a way that the composite loss Ψ̃ (κ(v)) has the form

Ψ̃ (κ(v)) = −v + φ(v)1c (10)

for some convex function φ, and, in addition, the reconstruction matrix satisfies

Ỹᵀ1c � 0 (11)

then the transformed loss (8) is a convex function of the weights W. Note that
we could make v in (9) nonlinear by replacing x with a nonlinear function of the
observations.

Example 1 (Logistic regression). Taking κ(v) as the softmax activation function
and φ(v) = log(

∑c
i=1 exp(vi)), the true-label loss in (10) is Ψ̃ (f) = − log(f),

which is the standard cross entropy.
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3.2 Lower-Bounded Losses

The previous analysis shows that we can construct convex proper weak-label
losses from a bounded convex proper true-label loss using a reconstruction matrix
that, according to Theorem 1, must be (proportional to) a left-inverse of the tran-
sition matrix and satisfy (11). We can be tempted to construct M-proper losses
based on the cross entropy from this approach. However, as noted by (Yoshida
et al. 2021), the resulting loss may be not lower bounded. As an alternative, they
propose to use a modified cross entropy given by (10) with

φ(v) = log

(
c∑

i=1

exp(vi)

)

+
k

2

c∑

i=1

|vi|α (12)

which includes a regularization term with hyperparameters k > 0 and α > 1.

4 Optimizing the Selection of the Weak Loss

Our contribution in this paper is twofold: (1) we will show, experimentally, that
both the selection of the loss function (e.g. the value of hyperparameters k and
α in (12)) and the reconstruction matrix have a major influence on the perfor-
mance of the classifiers, measured both in terms of the quality of the probability
estimates and also the accuracy of class predictions, and (2) we provide the-
oretical evidence on the influence of the reconstruction matrix, and propose a
method for its optimization. The latter is the goal of this section.

4.1 Optimizing Virtual Labels

Even though any virtual label matrix satisfying ỸM = λI provides an M-
proper loss, the choice of the virtual matrix is relevant when η is estimated
from a finite sample set. A simple way to demonstrate the influence of Ỹ is
to consider a scenario of posterior probability estimation based on a dataset of
i.i.d. weak labels (in one hot form), S = {z0, . . . , zK−1} that have been generated
independently from the distribution given by Mη. We can estimate η from S
by minimizing the empirical risk

R̂(Ψ) =
K−1∑

k=0

Ψ(zk, f) =
K−1∑

k=0

zk
ᵀỸᵀΨ̃ (f) =

(
K−1∑

k=0

ỹᵀ
k

)

Ψ̃ (f) (13)

where ỹk = Ỹzk is the virtual label corresponding to weak label zk. If Ψ̃ is
proper, the empirical risk is minimized for

f∗ =
1
K

K−1∑

k=0

ỹk (14)

That is, the virtual labels are unbiased estimates of the posterior class probabil-
ities, and the minimizer of the empirical risk (irrespective on the choice of the
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proper loss) is the average of the virtual labels associated to S. The quality of
the estimate can be evaluated as the variance of f∗ over random generations of
the sample set,

var{f∗} = ES{‖f∗ − η‖2} =
1
K

Eỹ{‖ỹ∗ − η‖2} (15)

The above example suggests that we can select the virtual labels in order to
minimize the mean square error

E{‖ỹ − η‖2} =
d−1∑

i=0

(ỹi − η)ᵀ(ỹi − η)
(
(ed

i )
ᵀMη

)

= diag
((

Ỹ − η1ᵀ
d

)ᵀ (
Ỹ − η1ᵀ

d

))ᵀ
Mη

= diag
(
ỸᵀỸ

)ᵀ
Mη − 2 ηᵀỸMη + ηᵀη (16)

Assuming ỸM = I and using (2),

E{‖ỹ − η‖2} = diag(ỸᵀỸ)ᵀp − ηᵀη (17)

where p = Mη are the weak class probabilities. Note that if η and p depend on
x, a similar expression is obtained by taking expectations over x:

Ex{‖ỹ − η‖2} = diag(ỸᵀỸ)ᵀp − Ex{ηᵀη}
(18)

where p = Ex{p} In general, the above expression cannot be computed because
neither Ex{ηᵀη} nor Ex{p} are known. However, the former is not relevant for
the optimization, and the latter can be estimated from the training set.

Therefore, we can select the virtual labels by solving the quadratic program

min
Ỹ

{
diag(ỸᵀỸ)ᵀp

}
, subject to ỸM = I. (19)

whose solution has the closed-form

Ỹ = (Mᵀdiag(p)−1M)−1Mᵀdiag(p)−1 (20)

We can illustrate the influence of the choice of the virtual label matrix on
the variance of the estimation with the following example:

Example 2 (Partial labels).Consider the scenario given by W = {(1, 0, 0), (0, 1, 0),
(0, 0, 1), (0, 1, 1), (1, 0, 1), (1, 1, 0)} transition matrixM = (0.2 I | 0.4(1c1ᵀ

c − I))ᵀ,
where I is the identity matrix, and a true class probability vector η = (0.05, 0.6,
0.35)ᵀ. This corresponds to a scenario of partial labels (Cour et al. 2011), where the
weak label contains the true class and possibly another false class taken at random
from the other target classes. It is easy to see that virtual matrices Ỹu = (9I | 0)
and Ỹd = (0 | 1.125131

ᵀ
3 − 2.25I) satisfy the condition ỸM = λI and, thus, losses
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Ψu(f) = ỸuΨ̃(f) and Ψd(f) = ỸdΨ̃(f) are proper. Moreover, any convex combi-
nation of the virtual label matrices Ỹu = (wỸu+(1−w)Ỹd)Ψ̃ (f) with 0 ≤ w ≤ 1,
defines an M-proper loss.

Figure 1 shows the expected MSE in (16) for any mixed loss Ψw(f) as a function
of w, for a set of 1000 samples. We can observe that the MSE depends quadratically
onw. The horizontal lines represent theMSE for theMoore-Penrose pseudoinverse,
and the MSE of the optimal reconstruction in (20), using the true value of the weak
probabilities in p and also an empirical estimate based on 1000 samples.

Fig. 1. MSE in (16) for loss Ψw(f) as a function of w, for a set of 1000 samples. The
horizontal lines represent the MSE for the Moore-Penrose pseudoinverse, and the MSE
of the optimal reconstruction (20), using the true value of the weak probabilities in p
and also an empirical estimate based on 1000 samples.

Estimating Weak Label Priors. The prior weak label probabilities in p
are, in general, unknown, but they can be estimated from data. Assuming that
the number of weak labels from each weak class, n = (n0, . . . , nd−1) follows a
multinomial distribution

f(n;K,p) =
K!pn0

0 · · · pnd−1
d−1

n0! · · · nd−1!
(21)

for
∑d−1

i=0 ni = K, the ML estimate of the weak label priors is given by the
solution to the optimization problem given by

max
p∈Pd

nᵀ logp, subject to p = Mη, η ∈ Pc (22)

which is equivalent to take p̂ML = MηML with

ηML = argmax
η∈Pc

nᵀ log (Mη) . (23)
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4.2 Optimizing Convexity-Preserving Virtual Labels

The weak-label loss given by reconstruction (20) is optimal in the MSE, but
may be non convex. In order to obtain a convex loss, we should add in (19) the
convexity condition (11), to obtain the quadratic program

min
Ỹ

{
d−1∑

i=0

pi ỹ
ᵀ
i ỹi

}

, subject to ỸM = I, Ỹᵀ1c = 1d (24)

There is no simple closed form solution for this minimization problem, but it
can be found using standard optimization methods.

5 Experiments

We have conducted two types of experiments in the present study. First, we
analyze the impact of the hyperparameters k and α in Eq. (12). Second, we
show the advantages of the optimal reconstruction matrices proposed in this
paper.

Datasets. We have used 2 synthetic datasets based on a given posterior
probability model. The marginal input distribution is uniform in one of them
(uniform), and Gaussian mixture on the other (blobs). Synthetic datasets are
usefull to analyze the behavior of the algorithm on the realizable case (where
the classifier model can fit the posterior map), and to evaluate the quality of the
posterior probability estimates.

In addition, we have also tested our models in 3 real world classification
datasets from openml.org. For illustrating purposes, we chose datasets with a
small amount of samples, with number of classes between 3 and 5 and no missing
values: balance-scale (625 samples, 4 features, 3 classes) car (1728 samples,
21 features, 4 classes) and wine (178 samples, 13 features, 3 classes).

Before training, all the categorical features were transformed into binary
features using a one-hot encoding. Finally, every feature was standardised with
mean zero and standard deviation one.

As all datasets have only one true label per sample, we generated synthetic
weak labels using transition matrix M ∈ (0,1)2

c×c generated at random, in
which the true label appears with probability (1−α), i.e., P (zi = 1|yj = 1,x) =
(1 − α) if i = 2j ; while other labels may appear with probability P (z|yj = 1,x)
modelled as a Dirichlet distribution.

Implementation. For each dataset we trained a Logistic Regression (LR) with
the BFGS optimization algorithm and 500 epochs. We used the regularized loss
function (12) derived from the cross-entropy loss. For each reconstruction, we
carried out one hundred repetitions of the algorithm each one with different weak
labels generated at random by the same mixture matrix M. All implementations
are publicly available1.
1 https://github.com/DaniBacaicoa/ICANN2021 WeakLabels/.

https://github.com/DaniBacaicoa/ICANN2021_WeakLabels/
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Fig. 2. Dependency of the hyperparameters on the dataset agains MSE and error rate.

Metrics. We have used two performance metrics: (1) the average square errors
‖η − f‖2, to evaluate the quality of the posterior probability estimates; and (2)
the classification error rate, to evaluate the efficiency of class predictions. For
the synthetic datasets η is the exact posterior, while it is an estimate of the prior
probabilities in the case of real data. We have evaluated the metrics discussed
above on a test set that we have extracted from samples for which we have access
to the true labels.

Models. We evaluate several reconstruction matrices: (M-pinv) the Moore-
Penrose pseudo inverse, equivalent to (20) but using the identity matrix instead
of diag(p), (M-conv) the pseudo inverse with the convexity condition in (11),
(M-opt) the optimal reconstruction proposed in (20), and (M-opt-conv) the
solution of (24) that provides the optimal reconstruction with convexity con-
straints. As a gold standard we include the results of supervised learning using
both the loss function with the correction term (SLBL) and the one trained with
the standard cross entropy (SCe).

Results. Figure 2 shows the dependency of the parameters α and k in (12). The
results confirm the observation in Yoshida et al. (2021) that the choice of the
hyperparameters has a major influence on the performance metrics. In addition,
we have observed that the optimal values of α and k may depend on the dataset.
Therefore, for optimal performance, these parameters should be selected using
some form of cross-validation (which is non-trivial, since no true test labels will
be available in practice).

Figure 3 shows that the reconstruction presented in this study leads to a better
estimation of the posterior probabilities than the Moore-penrose reconstruction
matrix. This is a key fact as we are dealing with proper losses but we have a finite
sample to estimate the posterior probabilities. We also show how, although the
difference seems less marked, that the choice of an optimized reconstruction overall
results in a better accuracy performance. Note that as η is not known in the real
datasets, we have replaced it by the prior distribution of the clean labels in order to
get a discrepancy measure. We show the mean squared error and the accuracy for
the synthetic uniform dataset in Figs. 3a and 3f; for the synthetic uniform dataset
in Figs. 3b and 3g; for the Balance-Scale dataset in Figs. 3c and 3h; for the Car
dataset in Figs. 3d and 3i and for the Wine dataset in Figs. 3e and 3j.
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Fig. 3. Performance measures for the considered datasets under each reconstruction.
First row shows average square errors and second row classification error rate.

As expected optimizing, the virtual label matrix leads to better approxi-
mations in average of the true posterior distribution of the clean labels when
learning from finite weak datasets.

6 Conclusions

This paper analyzes the behavior of weak-label proper losses based on linear
transformations of true-label proper losses. We have provided theoretical and
experimental evidence that the choice of both the transformation (i.e. the recon-
struction matrix) and the true-label proper loss have a major influence of the
classification performance under different metrics. We provide a method to com-
pute the optimal reconstruction matrix that only requires an estimate of the
weak label prior probabilities, which can be estimated from data.
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Abstract. Recent years have witnessed enormous progress of online learning.
However, a major challenge on the road to artificial agents is concept drift, that
is, the data probability distribution would change where the data instance arrives
sequentially in a stream fashion, which would lead to catastrophic forgetting and
degrade the performance of the model. In this paper, we proposed a new Bilevel
Online Deep Learning (BODL) framework, which combine bilevel optimization
strategy and online ensemble classifier. In BODL algorithm, we use an ensemble
classifier, which use the output of different hidden layers in deep neural network
to build multiple base classifiers, the important weights of the base classifiers are
updated according to exponential gradient descent method in an online manner.
Besides, we apply the similar constraint to overcome the convergence problem
of online ensemble framework. Then an effective concept drift detection mecha-
nism utilizing the error rate of classifier is designed to monitor the change of the
data probability distribution. When the concept drift is detected, our BODL algo-
rithm can adaptively update the model parameters via bilevel optimization and
then circumvent the large drift and encourage positive transfer. Finally, the exten-
sive experiments and ablation studies are conducted on various datasets and the
competitive numerical results illustrate that our BODL algorithm is a promising
approach.

Keywords: Online Deep Learning · Bilevel optimization · Concept drift

1 Introduction

Deep learning techniques have achieved enormous success in a wide range of artificial
intelligence (AI) and machine learning applications in recent years [1, 2]. However,
most of these existing deep learning approaches suppose that the models often work in a
batch learning setting or offline learning fashion, where the entire training dataset must
be available to train a model by some learning techniques. Such learning approaches are
poorly scalable for many real-word tasks, where the data instances arrive in a sequential
manner. Thus, making deep learning available for the streaming data is a desideratum
in the field of machine learning.

Unlike traditional batch learning, online learning represents a significant family of
learning algorithms that are designed to optimize and learn models incrementally over

© Springer Nature Switzerland AG 2021
I. Farkaš et al. (Eds.): ICANN 2021, LNCS 12892, pp. 347–358, 2021.
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streaming data sequentially [3]. Online learning shows the tremendous advantages that
the models can be updated efficiently in an online manner compared with traditional
offline learning fashion when the new data instance comes. Similar to batch learning
algorithms, online learning can also be applied for various real-word tasks, such as
supervised classification task [4], unsupervised learning task [5], and so on.

However, in general, online learning algorithms cannot be directly employed to deep
neural network. They have to cope with the intractable convergence problems, such as
vanishing gradient. Besides, the traditional shallow or fixed neural network structure is
poorly scalable for the most real-world applications where the data instances arrive in a
sequential order and the probability distribution of data is non-stationary. Therefore, a
promising online deep learning framework should be developed that can effectively and
rapidly learn knowledge in non-stationary.

It should also be noted that the probability distribution obeyed by streaming data
could occur the concept drift, in other words, the data probability distribution changes.
In this circumstance, the leaning algorithms must take some actions to prevent the large
drift and encourage positive transfer, in other words, the learner should make a trade-off
between both the new and old knowledge and alleviate the catastrophic forgetting. The
classical algorithms for catastrophic forgetting are Elastic Weight Consolidation (EWC)
[6] and their variants [7], but this kind of algorithms attempt to address catastrophic
forgetting by augmenting objective function and then control the whole network, that is,
let the learning model’s weights balance between these two factors, rather than directly
take actions to cope with catastrophic forgetting. Based on the above fact, therefore this
reminds us of the importance to enhance the different-depth latent representations and
the ability to rapidly adapt to dynamic changing situations.

To achieve this, in this work, we devise a novel Bilevel Online Deep Learning
(BODL) framework, which consists of three major components: online ensemble clas-
sifier, concept drift detection and bilevel online deep learning. Our BODL framework
can effectively utilize the different abstract level latent feature representations to build
classifiers via the online ensemble framework, where the important weights of the base
classifiers would be updated by online exponential gradient descent strategy. consider
the convergence problem of online ensemble framework, we apply the similar constraint
to generate the favorable latent representation. Besides, a concept drift detected mech-
anism is devised according to the error rate of base classifiers. When the concept drift
is detected, our BODL model can adaptively update the model parameters via bilevel
optimization and then prevent the large drift and encourage positive transfer.

In a summary, our main contributions in this paper are listed below:

1) We design an effective bilevel learning strategy. Specifically, if the concept drift is
detected, the model would adaptively adjust the parameters θ tn for all base classifiers
and Wt

n of the different-depth feature representation mentioned in Sect. 2 using
bilevel optimization,where this process is achieved based on a tiny episodicmemory.
After that, the model can circumvent the large drift and encourage positive transfer
in non-stationary environment.

2) In this work, consider the convergence problem of online ensemble framework, we
impose the similar constraint between the shallower and the deeper layer’s feature,
which would be beneficial to generate the favorable feature representations.
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3) The comparative experiments are devised to verify the effectiveness of the proposed
BODL algorithm, and we analysis the experimental results of a variety of algorithms
from different perspectives in terms of accuracy, precision, recall-score and F-1
score, and then we can see that our BODL algorithm can exploit the different-depth
feature representations and adapt to rapidly changing environment.

The remainder of this paper is organized as follows. In Sect. 2, we introduce our
BODL algorithm in details, which consists of three parts: online ensemble classifier,
concept drift detection mechanism, bilevel learning for concept drift. In Sect. 3 we
empirically compare BODL algorithmwith several state-of-the-art online learning algo-
rithms. In Sect. 4 we elaborate related works. In Sect. 5 we summarize the whole work
and the interested directions in the future.

2 Bilevel Online Deep Learning (BODL)

In this work, we present bilevel online deep learning, a conceptually novel framework
for online learning based on bilevel optimization [8] and online ensemble framework.
Our BODL architecture can be divided into three main parts: online ensemble classifier,
concept drift detection mechanism, bilevel learning for concept drift. The online deep
ensemble classifier can make a trade-off among the different-level base classifiers and
improve the performance of classification; Concept drift detection mechanism is used to
monitor the change in non-stationary environment; When the concept drift is detected,
bilevel learning is designed to adaptively adjust the parameters θ tn andW

t
n, then themodel

can adapt to the change in non-stationary environment.

2.1 Online Ensemble Classifier

We illustrate the online deep ensemble classifier in Fig. 1, where ωt =
[
ωt

1 , . . . , ω
t
N

]

represents the importance of the N base classifiers. The online deep ensemble classifier
can make a trade-off among the different-level base classifiers via Exponential Gradient
Descent (EGD) algorithm in an online manner [4].

More specifically,we character aDeepNeuralNetwork (DNN)withN+1hidden lay-
ers, and the final ensemble classifier can be achieved by dynamically updating the weight
parameters of the base classifiers for each hidden layer based on their classification loss.
The specific ensemble prediction function can be written as Eq. (1).

F(x) =
N∑
n=0

ωnfn

fn = softmax(hnθn), ∀n = 0, . . . ,N

hn = σ(Wnhn−1), ∀n = 1, . . . ,N

(1)

Compared to the traditional network, in which the feature representation constructed
by outputs of the final hidden layer is used as input of the classifier, here we can make
a favorable classifier by an online ensemble framework, which can benefit from the
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different depth feature representation and improve the prediction performance of the
whole model. It is noted that the parameters ωt

n, θ
t
n and Wt

n in Eq. (1) can be learned in
an online flavor.

Fig. 1. Online deep ensemble classifier.

Update the Parameters ωn. We update the weights ωn for base classifiers using expo-
nential gradient descent11. Firstly, the weights ω are initialized using a uniform distri-
bution: ωn = 1

N+1 , n = 0, . . . ,N , i.e., each base classifier has equal probability to be
picked. At each iteration, the prediction loss of the n-th base classifier fn can be written as
L(

ŷtn, y
t
n

)
, where ŷtn and y

t
n represent the base classifier prediction and the target variable

respectively. Then, the weight of each base classifier can be learned according to the
loss suffered and the update rule is given by follow:

ωt+1
n ← ωt

ne
−ηL(ŷtn,y

t
n) (2)

whereη ∈ (0,+∞) andη is set to 0.01 in ourwork.After that, the trained base classifier’s
important weight is discounted by an exponential weight e−ηL(ŷtn,y

t
n).

Update the Parameters θ tn. The parameters θ tn for all base classifiers are updated using
Stochastic Online Gradient Descent (SOGD), and this process is analogical to the
traditional feedforward networks.

Update the Parameters Wt
n. The update rule about the parametersWt

n of the different-
depth feature representation is different from the traditional backpropagation frame-
work. The objective function includes two parts: the adaptive loss function and similar
constraint, which are defined as follow:

L(F(x), y) =
N∑
n=0

ωnLpre(fn(x), y) + λLsim(hsh, hde) (3)

where, the first part in loss function represents the adaptive prediction loss. Note that,
the parameters of shallower layer tend to converge faster than the ones of deeper layer,
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which can lead to deeper base classifiers learn slowly [2]. Thus,we incorporate the similar
constraint between the shallower and deeper layer’s features, which can be beneficial to
generate the favorable feature representations and improve the convergence rate and the
prediction performance of the deeper layer. In this work, λ is a tradeoff parameter and is
set to 0.1. Note that, the similarity can be modelled in multiple manners and we choose
the squared distance metric in this paper.

2.2 Bilevel Online Deep Learning

As the streaming data comes gradually and the data probability distribution could change.
We monitor the change of the data probability distribution utilizing the error rate of
classifier. This concept drift detection mechanism is similar to the drift detection method
in [10] but the warning phase is not arranged in this paper in order to avoid the use of
slide window methods. In this section, we describe our adaptive online deep learning
based on bilevel optimization in detail. Figure 2 shows a flowchart of the bilevel online
deep learning framework.

Fig. 2. The bilevel online deep learning framework. BODL utilizes the memory replay weights
� and the episodic memory to optimize the base classifiers’ weights � in the non-stationary
environment, where the episodic memory is obtained by reservoir sampling.

2.2.1 Bilevel Learning

For each arriving instance in online learning scenario, we detect the concept drift uti-
lizing the error rate of classifier. If the concept drift is observed, the learning algorithm
obviously needs to takes some actions to prevent large drift and achieve online incre-
mental learning. Specifically, when the concept drift occurs, BODL initializes a memory
weight � to replay the knowledge in the memory. Then we apply the trained memory
weight �∗ to update � such that it can prevent large drift and weight the new and old
knowledge in a non-stationary environment as shown in the Fig. 2.
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Bearing this in mind, the objective function can be defined as the following bilevel
optimization problem:

min
�

Louter(�∗(�),Bt
train;�

)

s.t. �∗ = argmin
�

Linner(�∗,Mmemory) (4)

where Bt
train denotes the current training data that exists concept drift. We parameterize

each � as an inner optimization problem Lmemory
� , which the learner optimizes the

corresponding�. During the bilevel learning, firstly the agent learns the memory weight
�∗ about the inner problem. After that, the agent learns the outer problem with respect
to �. In this process, we apply the cross-entropy loss as objective function for the inner
and outer problems respectively.

2.2.2 First Order Approximation

Generally, the data comes gradually in non-stationary environment and the concept drift
mechanism will monitor the change in online manner. When the concept drift occurs,
the learner can adaptively adjust the model parameters and weight the new and old
knowledge in a non-stationary environment via bilevel learning.

Specifically, assume that for an incoming training data Bt
train reported as concept

drift, the inner problem is settled by:

�i ← �i − μ∇�iL
(
�i,Bt

train;�
)
where �0 ← � (5)

After receiving �∗ via Eq. (5), the outer learning for the parameters � can be solved
by the chain rule.

�t ← �t − γ∇�L
(
�∗,Mmemory)

← �t − γ
∂�∗

∂�
· ∂

∂�∗L
(
�∗,Mmemory) (6)

Note that solving the Eq. (6) is a cumbersome problem in real word scenario because
of the Hessian vector product in the second term [11]. In order to improve the efficiency
of the computation, we apply first-order approximation to simplify the Eq. (6) in this
work [12, 13]. Thus, the outer learning is given by interpolating only in the parameter
space:

�t = �t + γ
(
�

′ − �t

)

where �
′ = �∗ − μ∇�∗L(

�∗,Mmemory) (7)

We apply Eq. (7) to obtain a one-step look-ahead parameter �
′
from �∗. After that,

we can adjust � by linearly interpolate between the current parameters � and �
′
. It is

noted thatwe onlymaintain the parameters of themainmodel�, i.e., once the parameters
� is obtained and then we discard it after every outer update. In this process, the inner
optimization should be carried out via tiny experience memory [14].
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2.2.3 Bilevel Online Deep Learning Algorithm

In this section, we show that our BODL algorithm can effectively learn in non-stationary
environment by an online manner.

Our proposed BODL algorithm is shown in Algorithm 1.

In BODL algorithm, firstly we present an online ensemble framework that attempts
to dynamically weight the different depth classifiers and the base classifier’s weights for
each hidden layer are update based on the exponential gradient descent algorithm in an
online manner. In particular, we impose the similar constraint between the shallower and
the deeper layer’s features, which would be beneficial to generate the favorable feature
representations and improve the performance of the convergence.

In addition, consider that the data probability distribution would change in real-
world scenarios. Thus, a concept drift detection mechanism is used to monitor the data
changes according to the error rate of classifier. Once the drift is detected, the learner
would update the model parameters via bilevel optimization. Thus, the learner would
effectively prevent the large drift and alleviate the catastrophic forgetting.

3 Experiments

In this section, we evaluate the baselines and our proposed BODL algorithm on various
stationary and non-stationary datasets. We report and analysis the experimental results
in detail.

3.1 1Experiment Setup

We use the neural network architecture with 15 hidden layers of 30 units with ReLU
nonlinearities. In all experiments, the entire network parameters are updated by Adam
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optimizer with a learning rate of 0.01. When the drift is detected, the model would
adaptively learn the parameters via the tiny memory budge and this process is achieved
using the bilevel optimization strategy. It is well worth note that we apply a test-then-train
strategy for evaluating the learning algorithms to cast this as a classification task.

We compare against with several state-of-the-art baselines: Perceptron, the Relaxed
Online Maximum Margin (ROMMA) [15], OGD [16], the recently proposed Soft Con-
fidence Weighted algorithms (SCW) [17], the Adaptive Regularization of Weight Vec-
tors (AROW) [18], the Confidence-Weighted (CW) learning algorithm [19]. Here, the
BODL-Base algorithm is regarded as an online learning approach without the bilevel
optimization strategy.

3.2 Datasets

The learning performance of BODL algorithm is numerically validated on stationary
and non-stationary data, but evolving data stream usually characterize non-stationary
properties in real-word task. Thus, in our experiments, we select three non-stationary
datasets and two stationary datasets for experimental comparison. Here, the datasets are
obtained from UCI repositories and the properties are shown in details in Table 1.

Table 1. Batch datasets properties.

Dataset Size Features Type

MNIST 70000 786 Stationary

Magic 19020 10 Stationary

PIMA 768 8 Non-stationary

Weather 18140 8 Non-stationary

KDDCUP 1036241 127 Non-stationary

3.3 Experimental Results

In this section, the experimental comparative results of all baselines and the proposed
BODL algorithmwith four different metric criteria: average accuracy, average precision,
F1-Score and recall-score are reported in Table 2. In additional, in order to study the
contribution of each component, a complete ablation studies are conducted in our work
where BODL-2: the model is trained using the bilevel learning and the similar constrain,
BODL-1: the model is trained using the similar constrain alone, BODL-Base: the model
is trained without the bilevel learning and the similar constrain.

The experiment results show that our BODL-2 algorithm enjoys competitive per-
formance on different datasets implementing different evaluation criteria. BODL-2 is
slightly better than BODL-1 with the help of bilevel learning since it can alleviate the
catastrophic forget when the concept drift occurs. BODL-Base have lower accuracy
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Table 2. Numerical results of different algorithms on different datasets.

Method Average accuracy

MNIST Magic PIMA Weather KDDCUP

BODL-2 92.00% 78.73% 74.36% 74.90% 99.68%

BODL-1 91.99% 78.49% 73.84% 73.28% 99.44%

BODL-Base 90.80% 78.31% 71.69% 72.34% 99.35%

Perceptron 84.77% 70.60% 64.45% 65.85% 99.31%

ROMMA 83.22% 66.67% 64.45% 65.63% 99.34%

OGD 90.10% 78.72% 72.78% 72.70% 99.61%

SCW 88.98% 78.64% 70.31% 76.12% 99.75%

AROW 89.04% 78.71% 72.14% 75.15% 99.58%

CW 86.88% 67.90% 63.41% 36.81% 99.62%

PA 85.68% 70.13% 66.41% 65.74% 99.41%

Method Average precision

MNIST Magic PIMA Weather KDDCUP

BODL-2 91.91% 74.65% 54.83% 77.35% 98.55%

BODL-1 91.89% 73.96% 54.38% 75.76% 97.46%

BODL-Base 90.70% 73.80% 51.88% 76.06% 96.99%

Perceptron 84.61% 67.77% 64.03% 60.78% 98.96%

ROMMA 82.99% 64.16% 63.74% 60.69% 99.08%

OGD 89.99% 77.66% 71.77% 67.91% 99.35%

SCW 88.83% 76.75% 69.18% 74.90% 99.55%

AROW 88.92% 77.62% 70.84% 71.13% 99.31%

CW 86.70% 64.75% 62.55% 53.55% 99.56%

PA 85.45% 67.19% 65.06% 59.95% 99.01%

Method F1-score

MNIST Magic PIMA Weather KDDCUP

BODL-2 91.97% 65.81% 60.83% 82.62% 99.21%

BODL-1 91.97% 65.73% 63.30% 81.80% 98.61%

BODL-Base 90.78% 65.70% 59.66% 81.69% 98.38%

Perceptron 84.78% 70.61% 65.27% 66.07% 99.31%

ROMMA 83.21% 67.05% 65.27% 65.95% 99.33%

OGD 90.08% 78.02% 73.39% 71.04% 99.61%

SCW 88.97% 78.41% 70.96% 77.53% 99.75%

AROW 88.98% 78.16% 72.73% 74.28% 99.66%

CW 86.87% 67.86% 64.24% 29.00% 99.67%

PA 85.66% 70.08% 67.12% 65.58% 99.41%
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than BODL-1, which means the similar constrain would be beneficial to generate the
favorable feature representations.

Compared to the state-of-the-art methods, we can draw several conclusions. In terms
of average accuracy, first but not surprise, traditional online learning techniques, such as
Perceptron and CW, achieve relatively poor performance on almost all datasets. Next,
we also note that the algorithms, such as OGD, could obtain relatively competitive
numerical results on MNIST datasets. However, lacked the ability to further explore the
power of depth or adaptively adjust the model parameters when concept drift occurs,
so they receive poor performance on weather and PIMA dataset. SCW and AROW
achieve favorable accuracy in concept drift datasets such as weather and KDDCUP, but
they product poor results in PIMA dataset which features highly imbalance and non-
stationary. In contrary, our BODL-2 algorithm can exploit the different-level favorable
feature representation base on the deep learning framework, besides, when the concept
drift is observed, the learner can adaptively adjust the model parameters via bilevel
optimization strategy based on memory replay and then encourage positive transfer and
prevent the large drift.

In additional, BODL-2 algorithm outperform all other approaches onMagic,MNIST
and KDDCUP dataset under accuracy evaluation criteria. It is noted that our method
can produce good performance from highly imbalance data streams with concept drift,
such as PIMA. Only 1.22% less than the highest one in terms of accuracy on weather
dataset but achieve highest results under the average precision, F1-Score and recall-
score evaluation criteria and so on. To conclude, the experimental results demonstrate
that our BODL-2 algorithm is a promising online learning approach comparing to the
state-of-the-art online methods.

4 Related Works

Recent yearswe havewitnessed enormous success in the deep neural network. Compared
to traditional off-line learning, online learning is more suitable in many real-word tasks.
Online learning algorithms represents a class of scalable algorithms which are devised to
optimize the models incrementally where the data instance comes gradually. Perceptron
based onmaximum-margin classification is the earliest online learning algorithm, which
is primarily developed to learn linear models. However, the class of perceptron algorithm
is fragile to the samples that are linearly inseparable. Thus, perceptron algorithmwith the
kernel functions are developed [20], which give a solution to online learning techniques
with nonlinear models.While such approaches are able to solve the non-linear classifica-
tion, determining the type and number of kernel function is an open challenge.Moreover,
these approaches are not explicitly built to extract the different-depth feature represen-
tations for the data instances. Base on this fact, Sahoo et al. present an online algorithm
with different depth network for evolving data streams [4]. However, they neglect the
intractable problem of catastrophic forgetting, or cannot cope with the non-stationary
environment very well. Recently, there are some specific algorithms handle for concept
drift in non-stationary environment. Thesemethods concentrate on incrementally update
the model as long as the data instance arrives in a stream, such as dynamic combination
model; the onlineGradient Descent Algorithm (OGD) [16]; the relaxed onlinemaximum
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margin algorithm and its aggressive version aROMMA, ROMMA, and aROMMA [15];
the Adaptive Regularization of Weight Vectors (aROW) [18]; the Confidence-Weighted
(CW) learning algorithm [19]; The recently proposed Soft Confidence Weighted algo-
rithms(SCW) [17]. However, these methods characterize the constant updating of their
models, which would make the model evolve in an extremely regular manner regardless
of the concept drift.

5 Conclusion and Future Work

Concept drift is an inevitable problem with learning from evolving data streams, which
must be handled for data instances to be practically useful. In this work, we proposed
a novel Bilevel Online Deep Learning (BODL) framework to learn in non-stationary
environment in anonlinemanner.BODLcreates an ensemble classifier using the different
depth feature representations, where the important weights of each classifier would be
updated by online exponential gradient descent strategy. In order to make the deeper
layers converge faster and generate the favorable feature representation, we impose
the similar constraint between the shallower and the deeper layer’s features. Besides,
a concept drift detected mechanism is devised according to the error rate of classifier.
When the concept drift is detected, our BODL algorithm can adaptively update themodel
parameters via bilevel optimization based on tiny episodic memory and then prevent the
large drift and encourage positive transfer.

At last, we validated the proposed BODL algorithm through extensive experiments
on various stationary and non-stationary datasets and the competitive numerical results
show our BODL algorithm is a promising online learning approach.

In the future work, we would consider the online learning problem for class incre-
mental learning. Besides, in order to obtain the more favorable feature representation,
we also consider incorporating the recently proposed self-supervised learning and data
augment methods.
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Abstract. Based on the concept of letting training organizations only
exchange their partial gradients instead of the proprietary datasets
owned by them, federated learning has become a promising approach
for organizations to train deep learning models collaboratively. However,
conventional federated learning based on a centralized parameter server is
susceptible to “recovery” attacks, in which the original data can be recov-
ered if the attacker can collect enough gradients from the organizations.
To solve the problem, we first propose a blockchain-based decentralized
model training architecture for federated learning, which is more robust
than the centralized architecture. Based on this architecture, we develop
a joint efficiency and randomness aware gradient aggregation approach.
Our real-world experiments show that our design is not affected by a sin-
gle point of failure. Moreover, it can increase the model accuracy of the
participating organization, while mitigating the data privacy disclosure
risk and improving the gradient aggregation performance.

Keywords: Federated learning · Blockchain · Smart contract

1 Introduction

In recent years, artificial intelligence technology has attracted tremendous atten-
tion from both academia and industry. The availability of high-quality data is the
key to the success of the various machine learning algorithms [8]. As the amount
and dimensions of the data increase, the machine learning algorithm training per-
formance is greatly improved [3]. However, data, e.g., financial data or medical
data is usually owned by different organizations. The General Data Protection
Regulation (GDPR) limits organizations not to take a risk of data privacy disclo-
sure. Hence, organizations are not willing to contribute their data for training.
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(a) Centralized parameter server (b) Decentralized smart contract

Fig. 1. Comparison of two different architectures.

Based on the concept of letting organizations only exchange their partial gra-
dients instead of the proprietary datasets owned by them, federated learning
has become a promising approach for organizations to train deep learning mod-
els collaboratively [12]. Existing federated learning is mainly based on a central-
ized architecture. It uses third-party collaborators to enable each worker node
to perform encryption training. The collaborators aggregate and decrypt the
encrypted gradients, and then pass the gradients back to corresponding worker
nodes. Finally, the worker nodes update the parameters of the local model accord-
ing to the gradients. This architecture relies on a centralized third-party aggre-
gator, as illustrated in Fig. 1a, which is similar as the traditional parameter server
architecture [11]. Conventional federated learnings based a centralized “parameter
server” is vulnerable to “recovery” attacks, in which the original data can be recov-
ered if the attacker can collect enough gradients from the organizations. Third-
party collaborators in federal learning are a centralized structure that captures the
full gradient information of the entire training process. However, researchers have
proved that the important information about the training data can be inferred
through the intermediate gradient information [2,9]. Therefore, when the collab-
orator is “curious”, it will threaten the data privacy of the worker nodes, and the
worker nodes cannot verify whether third-party collaborators have used the gra-
dient information to collect data privacy.

In order to solve the above problems due to centralized “parameter servers”,
we propose a blockchain-based decentralized approach. Blockchain is appropriate
for this application scenario of connecting multiple independent entities together
for cooperation. Developers can write smart contracts and deploy them on the
blockchain platform for specific application services. As illustrated in Fig. 1(b),
our design utilizes smart contracts [5] on the blockchain to achieve the aggrega-
tion and control logic in the training process, replacing the traditional centralized
architecture. Because of the openness and transparency of the blockchain, the
control logic of the entire federated learning process is also open and transpar-
ent, and can be audited by any organization, ensuring that the entire process
is safe and reliable. Besides, the blockchain-based smart contract is executed on
all nodes participating in federated learning, and any single node cannot affect
its operation. Even if any node quits or fails, other nodes can continue to train
their models. Our contributions can be summarized as follows:
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First, we build a federated learning system coordinated by the blockchain
platform. Compared to conventional architecture, our architecture is completely
decentralized and does not require third-party aggregators or collaborators. In
consideration of blockchain not suitable for large data transmission and storage,
we design an architecture including control and data layer. The control layer is
based on smart contracts for coordinating the training process such as gradient
aggregation. The data layer is for transmitting data. The architecture inherits the
characteristics of blockchain technology and provides a mathematical and cryp-
tographic based trust mechanism for organizations participating in the training.
Most importantly, the architecture is very robust and unaffected by a single point
of failure.

Second, by reducing the risk of data privacy disclosure, this architecture
ensures the effectiveness of the federated training. This approach can help orga-
nizations involved in the training get a model with higher accuracy than training
alone. The embedded gradient aggregation algorithm with random enforcement
strategy considers both randomness and system performance, improving data
privacy security and time performance of the system.

Finally, our real-world experiments demonstrate the effectiveness of our archi-
tecture design. When any node fails and exits, other nodes can still continue
training. In the case of sparse data, our approach increases the model accuracy
by up to 8.40%. For the indicator of randomness, our strategy is 90.19% higher
than the conventional centralized approach, and 53.43% higher than a perfor-
mance priority approach. For the time to accomplish an aggregation in the case
of synchronous training, our approach saves up to 66.52% of the time compared
to the centralized approach, and up to 35.32% of the time compared to the
completely random approach.

The remainder of this paper is organized as follows: Sect. 2 describes research
background. Sect. 3 presents system design and workflow of our proposed archi-
tecture. Sect. 4 proposes a gradient aggregation algorithm with random enforce-
ment for our architecture. Sect. 5 evaluates the architecture and the proposed
algorithm. Sect. 6 concludes our paper.

2 Background

2.1 Studies on Federated Learning

The number of studies on federated learning is increasing. Many studies have
pointed out the data privacy problem of federated learning with centralized
“parameter server”. The gradient information transmitted in the training process
can be used to infer the original data itself or important information about the
original data. Aono et al. [2] proved that an honest but curious centralized server
can even partially recover the original data based on the gradient information
under certain conditions. To enhance the protection of data privacy, Shokri et al.
[14] used differential privacy techniques to add noise to gradient information.
However, Hitaj et al. [9] demonstrated that the centralized server can still obtain
private data from the gradient information after differential privacy by using
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generative adversarial network. In order to protect gradient information from the
central node, Phong et al. [13] applied homomorphic encryption to the gradient
information, and they assume that all training nodes are not curious about the
privacy of other nodes. Some researchers tried to transmit part of the model
parameters instead of the gradients, but this is even more likely to learn data
privacy. Song et al. [15] proved that model parameters can contain important
information about original training data. Carlini et al. [6] showed that when a
deep learning based sequence generation model is trained based on text data, it
unintentionally memorizes the training data information that can be extracted
from the model. Emerging federated learning technologies have used third-party
collaborators to encrypt and decrypt intermediate information [4]. However, once
the third-party collaborator is curious, the intermediate information it holds is
sufficient to infer the privacy of the original data.

In contrast, there are very few studies on the system architecture of decen-
tralized federated learning. The existing federated learning still mainly adopts
the centralized parameter server architecture, which is similar to traditional dis-
tributed computing [11].

2.2 Enforcement by Smart Contract Platform - Blockchain

Blockchain has three categories: public blockchain, private blockchain and con-
sortium blockchain. Here we use the consortium blockchain for connecting mul-
tiple cooperated organizations. The consortium blockchain also supports smart
contracts for developing specific applications, such as hyperledger fabric [10].

Blockchain is a platform that every participating node synchronizes data and
runs according to the same codes. Hence, it is a suitable platform for multiple
independent entities that want to cooperate and keep their own data, as every
entity can have one copy of the shared data and run the same codes to process
the data.

A smart contract is a message-driven program deployed on a blockchain [5].
It is automatically executed according to pre-defined rules that are transparent
to all entities. We introduce smart contract technology into coordinating the
model training in deep learning. The decentralization feature of smart contracts
provides a mechanism without the need for centralized collaborators or servers.
This mitigates the risk of data privacy disclosure due to “recovery” attacks
through gradient information.

3 System Design and Workflow

In this section, we present the design of our blockchain-based federated learning
system. Figure 2 shows our system architecture.

3.1 Terms and Entities

Some key terms and entities in Fig. 2 are listed below:
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Fig. 2. System architecture.

Round: Each node will upload a local encrypted path from time to time to share
the gradient information once. When all the nodes participating in the collab-
orative training have uploaded the path and realized the gradient information
sharing, this process is called a round.

Node: Each node in the system has its corresponding organization, which is
authorized to enter the blockchain. These institutions have a stake in each other,
and have a similar industry background to maintain the chain’s operations. These
nodes access the blockchain and interact with the smart contract. Each node may
play two different roles in different rounds of the federated training process.

NodeID: This is a string of numbers. Each node has its corresponding nodeID.
The nodeID of each node is different as their identity.

Worker: One of the roles played by the node. When a node works as such a role,
it uses local data to calculate the gradient to update the model. On the other
hand, it also uses aggregated gradient information to update the local model.

Leader: One of the roles played by the node. In each round, only the selected
node can play this role. Worker nodes use the public key of the leader node to
encrypt the gradient path and upload the encrypted path to the blockchain. The
leader node decrypts these paths. Based on these paths, the gradient information
is acquired, and aggregated locally. The aggregated gradient path is encrypted
and uploaded to the blockchain, through the key generated by our encrypted
communication mechanism for the current round, thereby ensuring the consis-
tency and confidentiality of the path information.

3.2 System Workflow

Each participating node needs to negotiate in advance before the training begins.
The content of the negotiation includes the number N of nodes participating in
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the training, the structure of the target model, the format of the training samples,
and a balance factor λ for balancing the randomness and time performance of
the training. This information does not involve data privacy and does not require
communication negotiation on the blockchain. They can be negotiated over the
peer-to-peer network or other means.

Our system consists of several steps to complete a round of training. The
specific steps are as follows.

Local Training: The nodes cyclically use local data for training and update the
local models. It should be noted that in the first round, nodes need to initialize the
parameters of the agreed model structure. When the nodes think that gradient
sharing is needed, it stores the gradient information generated by the training at
this time, generates a shared gradient information file, and sends a query request
to the smart contract deployed on the blockchain. Although the file is for sharing,
only the leader node of this round can parse its content due to the encryption mech-
anism. The timing of gradient information sharing is determined by each node.

Role Confirmation: The smart contract returns a response each time it receives
a query request. The response message contains the nodeID of leader in this round.
The leader node is selected by varying randomness, and will be re-selected in the
next round, which is performed by the smart contract. The selection takes into
account the randomness and time performance. Since the selection process is done
by the smart contract, it also inherits the decentralization of the smart contract.
This method guarantees that it cannot be controlled by any node within the sys-
tem, so its result is credible for all nodes. The specific selection algorithm will be
introduced in the next section. Nodes know their roles in the current round by
querying the nodeID of leader, and perform the corresponding operations in the
subsequent steps.

Gradient Collection and Aggregation: Each worker node encrypts the
shared gradient file path and sends a request to the smart contract to register
the encrypted path. When all the worker nodes have been registered, the leader
node will obtain these encrypted paths from the smart contract and decrypt
them. The decrypted paths are used by the leader node to obtain corresponding
shared gradient information from the peer-to-peer network.

The leader node aggregates the shared gradient information of this round,
which also contains its own shared gradient information. The method of gradi-
ent aggregation is not limited, and is determined by the leader node [16]. The
simplest method is to take the average of all the shared gradient information in
this round, and this method still helps all the nodes involved in the training to
improve the model accuracy a lot. The aggregated gradient information is stored
as a new file, and its path is encrypted and registered by the leader node to the
smart contract. In addition, the smart contract deployed on the blockchain auto-
matically records the time that it takes for the current leader to complete the
aggregation process, which is used as one of the reference factors for selecting
the leader node in subsequent rounds. It is worth noting that during gradient
collection and aggregation, worker nodes can continue to train with local data
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in parallel. This approach helps to increase the efficiency of the entire system
and avoids wasted performance due to waiting for aggregated information.

Local Model Update with Aggregated Gradient: The leader node directly
updates the local model with locally stored aggregated gradient information. In
terms of worker nodes, they get the encrypted path of the aggregated gradient
from the smart contract. After decrypting it, the aggregated gradient information
is acquired by the worker nodes through the peer-to-peer network and then
used to update their local models. After completing the update, each node can
continue to the next round of training, or apply to quit training.

Exit: When the node reaches its predefined conditions, it sends an exit request
to the smart contract and completely withdraws from the training in the next
round. The predefined conditions may be that the number of shared rounds
reaches a threshold set in advance, the local model accuracy satisfies its own
target value, or the number of nodes participating in the current round is less
than the expected value. In addition, for a training process, the nodes may
choose to quit midway through training, but the nodes that are not involved in
this training cannot join in the middle.

4 Aggregation Algorithm with Random Enforcement

We design a leader selection algorithm that combines performance and random-
ness. The algorithm is implemented through a transparent and decentralized
smart contract, rather than a third-party organization, ensuring that no node
can control the generation of subsequent leaders. The selection of the leader node
is random, which makes the gradient aggregation process random and decentral-
ized. Such a method enables no node to continuously obtain gradient information
of other nodes. Under the premise of ensuring randomness, the advantages of
higher performance nodes are utilized, to improve the efficiency of the whole
system. The specific algorithm is as Algorithm 1.

Before the start of the training, the smart contract will store the nodeID of
nodes that will participate in this training, and select the nodeID l of leader in
the first round randomly. In every round, when all workers complete the reg-
istration of the encrypted gradient path, the smart contract will automatically
start timing, which is achieved by a counter in the smart contract. After the
leader node performs the gradient aggregation and registers the aggregated gra-
dient path on the smart contract, the smart contract stops timing. The time is
recorded as t, which is the sum of the communication time tc and the aggre-
gation time ta. For the entire system, it only cares about the value of t. If t
corresponds to the leader node of the first round, it will be used to initialize the
time mapping T . This mapping stores the time recorded by each node when it
was last selected as the leader. Next, the values in mapping T will be normalized
and stored in weight mapping W :

W [l] = log(1 + λ/t)
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Algorithm 1. Leader selection based on randomness and performance
1: Select leader node l of the first round randomly
2: Initialize balance factor λ
3: for all round i do
4: Record the aggregation time t of l
5: if i is 1 then
6: Initialize time mapping T with t
7: w ← log(1 + λ/t)
8: Initialize weight mapping W with w
9: else

10: T [l] ← t
11: W [l] ← log(1 + λ/t)
12: end if
13: Initialize ws to 0
14: for all node j that participates in the next round do
15: ws ← ws + W [j]
16: end for
17: Initialize probability mapping P
18: for all node j that participates in the next round do
19: P [j] ← W [j]/ws

20: end for
21: Select leader node l of the next round according to probability P
22: end for

l is the nodeID of the current leader. The weights stored in mapping W are
used to calculate the probability mapping P . Mapping P stores the probability
that each node will be selected as the leader in the next round. The specific
calculation steps are as follows:

ws =
∑

W [j]∈W

W [j]

P [j] = W [j]/ws

The smart contract selects the leader node of the next round, according to
the probability P [j] corresponding to the nodeID j.

5 Evaluation

In this section, we carry out several experiments based on our decentralized
training system. We demonstrate the effectiveness of the system in enhancing
robustness, improving the accuracy of local models for each node, and striking
a balance between system performance and randomness.
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5.1 Experiment Setup

In our system, the blockchain and smart contract are implemented based on
Hyperledger Fabric. Hyperledger Fabric is an open source collaborative effort
hosted by The Linux Foundation, created to advance cross-industry blockchain
technologies.

The system we design and implement is based on the sharing of gradient
information, so it is applicable to almost all deep learning models. To demon-
strate the effectiveness of the system, we use the MNIST dataset that is widely
used and researched. More importantly, current research on federated learning
is mainly based on the MNIST dataset [1,7], which allows us to compare with
other methods. We have 5, 500 training samples for each node participating in
federated training in the system. For each node, the class distribution of the
training samples is random. For the deep learning model, we choose a commonly
used CNN model, which contains two convolutional layers, two fully connected
layers and one output layer.

(a) Rare local samples (b) Sufficient local samples

Fig. 3. Training accuracy with ten nodes.

5.2 Baselines and Metrics

We compare our training method to the following baselines in our experiments. 1)
Training alone, in which each node only trains the local model with locally owned
data. 2) Federated training based on completely random selection, in which the
leader nodes of each round are completely randomly selected, regardless of the
time performance requirements of the federated training. 3) Federated training
based on performance priority selection, in which the probability that a node is
selected as a leader is directly proportional to its performance, and it is possible
that the selection of the leader node is almost monopolized. 4) Federated training
based on centralized parameter server, in which the training process relies on a
centralized node.
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5.3 Results

Training Accuracy. First, we validate the accuracy of our training approach.
We compare the accuracy of ten nodes with federated training. The conven-
tional centralized training approach not only shares a large amount of gradient
information, but also synchronizes the model parameters. In order to show the
impact of differences in the original data owned by different organizations, our
training approach only shares part of the gradient information. In our system,
the accuracy of the model is still improved compared to that of training alone.
When each node has 5, 000 samples, the accuracy of federated training in our
system is 1.22% higher than training alone. However, when the node has only
50 samples, the accuracy of the improvement is as high as 8.40%, as shown in
Fig. 3. At the same time, for the node with higher quality and more number of
local samples, the final training model will tend to be better than other nodes,
while the final model obtained by each node is exactly the same through the
centralized approach. Our training approach is more fair and drives nodes to use
more and better samples for federated training.

Fig. 4. Model accu-
racy increases as
No. of joining nodes
increases.

Fig. 5. Model
accuracy is still
improved after the
dropout occurs.

Fig. 6. Time com-
parison among
completely random
approach & ours.

Fig. 7. Difference
in the No. of times
the node is selected
as leader.

Fig. 8. The distribution of leader node. Fig. 9. The utility of randomness.

In addition, we choose three nodes for observation. When they perform feder-
ated training with different numbers of nodes, the accuracy of their local models
changes as shown in Fig. 4. An increase in the number of federated nodes can
be observed, which helps each training node to achieve higher model accuracy,
motivating more nodes to participate in our federated training together.
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System Robustness. We select ten nodes to perform 1000 rounds of training.
At this time, three nodes dropout, and the model accuracy after 1000 rounds
is shown in Fig. 5. It can be seen that the federated learning continues, and the
model accuracy is slightly higher than the training with seven nodes throughout.
This shows the extremely robustness of the system.

Time Performance. The training approach we designed considers system per-
formance. In Fig. 6, we show the variation of the gradient aggregation time of
the system as the balance factor λ changes. The results show that our training
approach can save up to 35% of the time, compared to a completely random
approach. Even when the balance factor λ is taken as 100, it can still save about
17% of the time. We assign balance factor λ to different values and compare
the corresponding aggregation time with other approaches. The specific time
for aggregation is listed in Table 1. In terms of the centralized approach, the
worst performing node becomes a bottleneck. For the time required to complete
an aggregation in the case of synchronous training, our approach saves up to
66.52% of the time compared to the centralized approach, and up to 35.32% of
the time compared to the completely random approach.

Table 1. Aggregation time

Approach λ = 1 λ = 100 Completely random Parameter server

Aggregation time (s) 6.96 8.91 10.73 20.79

Randomness for Gradient Aggregation. We introduce randomness into
the training process by weighted random selection of the leader nodes. This
selection requires the balance factor λ, which is negotiated by the participating
nodes before training to balance randomness and system performance. In our
approach, let λ be 100 to compare with other approaches. We count the number
of occurrences of the most frequently selected node and the least frequently
selected node in the 500 rounds of training, with the different values of the
balance factor λ, as shown in Fig. 7. The larger the balance factor is, the more
average the probability that each node is selected. When the balance factor λ
approaches infinity, the selection approximates a completely random election.

In Fig. 8, we also compare our approach to performance priority selection. In
the performance priority selection approach, the probability that each node is
selected is proportional to its performance, while our approach only guarantees
that the probability is positively correlated with the performance. The parameter
normalization of the logarithmic function prevents the probability of each node
from being too large. It can be seen that in the performance priority approach,
the sum of the two most frequently selected nodes is close to half of the total
number. This creates the possibility of monopolizing the leader role through the
performance advantages of the node. Once a node in the system has performance
far exceeding that of other nodes, such a selection will result in the system
degenerating into a centralized parameter server architecture.
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Finally, we calculated the standard deviations for the different approaches,
and divided them by the standard deviation of the completely random method,
as the corresponding utility value to measure the randomness. The results are
shown in Fig. 9. It can be observed that our approach is not much different from
completely random selection, while far superior to the other two methods. For
the utility of randomness, our design is 90.19% higher than the conventional cen-
tralized approach, and 53.43% higher than the performance priority approach.

6 Conclusion

We design and implement a blockchain-based federated learning system through
deploying smart contract on the blockchain, and develop corresponding ran-
dom enforcement training approach. In our system, the organizations involved
in training trust the mathematics and cryptography rather than third-party
organizations. All participating organizations are equal. They participate in the
model training of federated learning, and jointly maintain the normal conduct
of federated learning. Compared with existing centralized systems and methods,
our design is more robust and avoids the threat of a single point of failure.
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Abstract. The prevalence of fake news over social media has a profound
impact on justice, public trust and society as a whole. Although signif-
icant effort has been applied to mitigate its negative impact, our study
shows that existing fake news detection algorithms may perform poorly
on new data. In other words, the performance of a model trained on
one dataset degrades on another and potentially vastly different dataset.
Considering that in practice a deployed fake news detection system is
likely to observe unseen data, it is crucial to solve this problem with-
out re-training the model on the entire data from scratch, which would
become prohibitively expensive as the data volumes grow. An intuitive
solution is to further train the model on the new dataset, but our results
show that this direct incremental training approach does not work, as the
model only performs well on the latest dataset it is trained on, which is
similar to the problem of catastrophic forgetting in the field of continual
learning. Instead, in this work, (1) we first demonstrate that with only
minor computational overhead, balanced performance can be restored on
both existing and new datasets, by utilising Gradient Episodic Memory
(GEM) and Elastic Weight Consolidation (EWC)—two techniques from
continual learning. (2) We improve the algorithm of GEM so that the
drop in model performance on the previous task can be further min-
imised. Specifically, we investigate different techniques to optimise the
sampling process for GEM, as an improvement over random selection
as originally designed. (3) We conduct extensive experiments on two
datasets with thousands of labelled news items to verify our results.

Keywords: Fake news detection · Continual learning · Social media

1 Introduction

A series of incidents over recent years have demonstrated the profound damage
fake news can cause to society, and it has become an urgent challenge to study
how to automatically and accurately identify fake news1 before it is widespread.

1 Here we use the definition in [38]: fake news is intentionally and verifiably false news
published by a news outlet.
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A variety of techniques have been proposed for fake news detection [17,38],
including content-based approaches that use news headlines and body content
to verify the validity of the news, context-based approaches that rely on the
interactions between users, e.g., tweet, retweet, reply, mention and follow, and
mixed approaches. However, we find that even though these methods may
achieve satisfactory results on the dataset on which they are trained,
their performance often degrades considerably on another and poten-
tially vastly different dataset. In practice, a deployed fake news detection
system is likely to observe new, unseen data. Therefore, it is crucial to solve this
problem without re-training the model from scratch every time a new dataset
is obtained, which would become prohibitively expensive as the data volumes
grow.

Specifically, we start with the most intuitive approach of direct incremen-
tal training—further train the model on the new dataset. However, our results
suggest that using this approach the obtained model only performs well on the
latest dataset it is trained on. This is similar to the problem of catastrophic
forgetting [12] in the field of continual learning: when a deep neural network is
trained to learn a sequence of tasks (in this case, a new dataset represents a
different task), its performance degrades on the earlier tasks after it learns new
tasks, as the new tasks override the weights. Therefore, in this work:

– We first demonstrate that with only minor computational overhead, balanced
performance can be restored on both existing and new datasets, by utilis-
ing GEM [9] and EWC [7]—two popular techniques from continual learning,
although GEM-trained models perform better in general.

– We improve GEM so that the drop in model performance on the previous
task can be further minimised. GEM keeps a certain number of samples from
the previous task when training a model on the new task. In contrast to
existing approaches that use uniform random sampling, we investigate more
sophisticated sampling techniques—maximum entropy sampling and support
samples—so that the chosen instances are more informative.

– We conduct extensive experiments on two datasets with thousands of labelled
news items. Specifically, our experimental results show that after the above
sampling techniques are applied, the trained models can achieve better per-
formance on the previous task, while maintaining their performance on the
new task.

The remainder of this paper is organised as follows: Sect. 2 briefly reviews
existing work on fake news detection; Sect. 3 describes the problem with current
detection algorithms when facing new, unseen data; Sect. 4 investigates how to
restore balanced performance on both existing and new data using GEM and
EWC, as well as how to improve GEM; and finally Sect. 5 concludes the paper
and offers directions for future work.
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2 Background: Fake News Detection Algorithms and
Datasets

Detecting fake news on social media has been a popular research problem over
recent years. In this section, we briefly review the prior work on this topic, and
introduce the datasets chosen in our experiments. Specifically, similar to [17,
24], we classify existing work into three categories: content-based approaches,
context-based approaches and mixed approaches.

Content-Based Approaches. Content-based approaches use news headlines
and body content to verify the validity of the news. It can be further classified
into two categories [24,38]: (1) knowledge-based detection. In order for this type
of method to work, a knowledge base or knowledge graph [15] has to be built first.
Here, knowledge can be represented in the form of a triple: (Subject, Predicate,
Object), i.e., SPO triple. Then, to verify an item of news, knowledge extracted
from its content is compared with the facts in the knowledge graph [3]. (2)
Style-based detection. Since the purpose of fake news is to mislead the public, it
often exhibits unique writing styles that are rarely seen in real news. Therefore,
style-based methods aim to identify these characteristics [19,27,29].

In addition to textual information, images posted in social media have also
been investigated to facilitate the detection of fake news [5,30,33,37].

Context-Based Approaches. Social context here refers to the interactions
between users, including tweet, retweet, reply, mention and follow. These engage-
ments provide valuable information for identifying fake news spread on social
media. For example, Jin et al. [6] build a stance network where the weight of an
edge represents how much each pair of posts support or contradict each other.
Then fake news detection is based on estimating the credibility of all the posts
related to the news item. Tacchini et al. [26] propose to detect fake news based
on user interactions, i.e., users who liked them on Facebook.

Unlike the above supervised methods, an unsupervised approach is proposed
in Yang et al. [32]. It builds a Bayesian graphical model to capture the generative
process among the validity of news, user opinions and user credibility.

Mixed Approaches. Mixed approaches use both news content and associated
user interactions over social media to differentiate between fake news and real
news. Ruchansky et al. [20] design a three-module architecture that combines
the text of a news article, the received user response and the source of the news.
Other methods that fall into this category include [25,36]

In addition to the above work, a few recent papers have started to work on
explainability, i.e., why their model labels certain news items as fake [10,18,21].

Datasets. A number of datasets covering different domains have been col-
lected for fake news detection. In our work, we use the dataset of FakeNews-
Net [22], which contains labelled news from two websites: politifact.com and
gossipcop.com. The news content includes both linguistic and visual informa-
tion, all the tweets and retweets for each item of news, and the information of
the corresponding Twitter users (please refer to [22] for more details).

http://politifact.com/
http://gossipcop.com/
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3 Problem Description

In previous work on fake news detection, most proposed methods were evaluated
on multiple datasets separately. However, our experimental results on several
detection algorithms suggest that models trained on one dataset, e.g., PolitiFact,
do not perform well on another dataset, e.g., GossipCop. Note that these two
datasets are chosen for demonstration purpose only. Similar findings can be made
on other datasets as well, e.g., recently collected COVID-19 datasets, or from
two splits of the same dataset that are temporally far away from each other.

A natural thought is to re-train the model on both datasets, but this may not
be feasible, or at least not ideal in practice: there will always be new data that
our model has not seen before, and it does not make sense to re-train the model
from scratch on the entire data every time a new dataset is obtained, especially
since as the data size grows, this can become prohibitively expensive.

Therefore, we aim to find an incremental training method to address
the issue of dealing with new, unseen data in fake news detection.
Specifically, let one dataset, e.g., PolitiFact, represent the existing data that our
model has been trained on, and the other dataset, e.g., GossipCop, represent
the unknown data that our model will face in the future, we investigate how
to train models incrementally so that balanced performance can be achieved on
both datasets.

To answer the above question, we choose a widely-cited content-based app-
roach HAN [34], and design a context-based method that applies graph neural
networks (GNNs) to differentiate between the propagation patterns of fake and
real news on social media. More details are given in the next subsection.

3.1 Propagation Patterns for Fake News Detection

Empirical evidence suggests that fake news and real news spread differently
online [28], and the idea of using propagation patterns to detect fake news has
been explored in a number of previous studies [1,8,10,11,14,23,31,39]. However,
considering the capability of graph neural networks (GNNs) in dealing with non-
Euclidean data, we use GNNs to differentiate between the propagation patterns
of fake and real news on social media. In addition, given that machine learning
models are vulnerable to adversarial attacks [4], we decide not to rely on any
text information, e.g., news content or tweet content, so that our model can be
less susceptible to the manipulation of advanced fake news fabricators.

Notation in GNNs. Consider a graph G = (A, F) with n vertices/nodes and
m edges, where A ∈ {0, 1}n×n is the adjacency matrix. Ai, j = 1 if there is an
edge from node i to node j, and Ai, j = 0 otherwise; F ∈ Rn×d is the feature
matrix, i.e., each node has d features. Given A and F as inputs, the output
of a GNN after the k th step is: H(k) = f

(
A,H(k−1); θ(k)

)
∈ Rn×d, where f is the

propagation function parameterised by θ, and H0 = F. H(k) can be used for node-
or graph-level classification. There have been a number of implementations for
the propagation function. In our work, since the goal is to label the propagation
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pattern of each item of news, which is a graph, we choose the algorithm of
DiffPool [35] that is specifically designed for graph classification.

Below we explain how we define the adjacency matrix and the feature matrix
in our model, and then present a brief performance comparison.

Adjacency Matrix. Once an item of news is published, it may be tweeted by
multiple users. We call these tweets that directly reference the news URL root
tweets. Each of them and their retweets form a separate cascade [28], and all the
cascades form the propagation pattern of an item of news.

Each propagation pattern is a graph, where a node refers to a tweet (including
the corresponding user)—either the root tweet that references the news or its
retweets. A special case is that an extra node representing the news is added to
connect all cascades together. All the feature values for this node are set to zero.
Edges here represent information flow, i.e., how the news transfers from one
person to another. However, since Twitter APIs do not provide the immediate
source of a retweet, we first sort the tweets by their timestamps within each
cascade, and then search for the potential source of a retweet from all the tweets
published earlier. Specifically, there is an edge from node i to node j2 if:

– The user of node i mentions the user of node j in the tweet, e.g., user i
retweets a news item and also recommends it to user j via mentioning;

– Tweet i is public and tweet j is posted within a certain period of time after
tweet i. We set the time limit to ten hours in our experiments.

Note that edges only exist between nodes within the same cascade. We
have also further considered the follower and following relations, but our results
demonstrate that there is no significant improvement. In addition, since Twitter
applies a much stricter rate limit on corresponding APIs, these types of infor-
mation may not be available in real time, especially if a number of news items
need to be validated at the same time and within a detection deadline.

Feature Matrix. Since our method does not rely on any textual information,
we only choose the following information from user profiles as the features for
each node: (1) whether the user is verified, (2) the timestamp when the user was
created, encoded as the number of months since March 2006—the time when
Twitter was founded, (3) the number of followers, (4) the number of friends, (5)
the number of lists, (6) the number of favourites; (7) the number of statuses,
(8) the timestamp of the tweet, encoded as the number of seconds since the
first tweet that references the news is posted. Another important reason why we
choose the above features is that they are easily accessible—they are directly
available within the tweet object, which is preferable for online detection.

Performance Comparison. We compare our method with the content-based
approach HAN [34] and a state-of-the-art algorithm dEFEND [21]. To make
our results comparable with those reported in [21] (as they also tested fake news
detection algorithms on the same dataset), we follow the same procedure to train

2 Node i is published before node j, and the information goes from user i to user j.



Continual Learning for Fake News Detection from Social Media 377

and test the GNNs: randomly choose 75% of the news as the training data while
keeping the rest as the test data, and the final result is the average performance
over five repeats. The model is evaluated with the following commonly used
metrics: accuracy, precision, recall and F1 score.

For our method, the hyper-parameters for the DiffPool algorithm are set as
follows: 2 pooling layers, 64 hidden dimensions and 64 embedding dimensions. In
addition, since it is more critical to detect fake news at an early stage
before it becomes widespread, we train GNNs on a clipped dataset
that only contains the first K = 100 tweets for each news item3.
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(b) GossipCop

Fig. 1. Performance comparison on the datasets of PolitiFact and GossipCop.

As can be seen from Fig. 1, by only relying on the limited set of non-textual
features and the clipped dataset, our model can achieve comparable performance
on PolitiFact, and the best result on GossipCop.

4 Dealing with Degraded Performance on New Data

As mentioned in the problem description, we have tested several fake news detec-
tion algorithms and find that models trained on PolitiFact perform poorly on
GossipCop, and vice versa, where all four metrics drop to around 0.6 or below.
An examination of the news content and the generated graphs reveals that (1)
since PolitiFact is mainly about political news while GossipCop is more about
entertainment news, the writing style, the commonly discussed subjects and top-
ics are vastly different; (2) the graphs generated from PolitiFact and GossipCop
are also distinct from each other, in terms of the numbers of nodes and edges.

Similar observations can also be made between PolitiFact/GossipCop and
other datasets, or from two splits of one dataset that are temporally far away
from each other. In practice, no matter how much data a model has been trained
on, it is likely that it will face unknown, different data in the future. This section
investigates effective incremental training techniques so that balanced perfor-
mance can be achieved on both existing and new data for fake news detection.

3 We have also tested K = 200, 500, 1000,∞ (not clipped). Those results are omitted
due to space limits (the results are better under those settings).
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4.1 Incremental Training Reverses the Model Performance

We first test incremental training, i.e., further train the model obtained from
PolitiFact (or GossipCop) on the other dataset of GossipCop (or PolitiFact).
However, then the models only perform well on the latest dataset on which they
are trained, while achieving degraded results on the former dataset. Note that
during incremental training, we still randomly choose 75% of news as the training
data and the rest as the test data.

This is similar to the problem of catastrophic forgetting which was first recog-
nised in [12]: a neural network tends to forget the information learned in the
previous tasks when training on new tasks. In our case, each new dataset can
be considered as a new task. In the next subsection, we investigate how to solve
the problem by proposing techniques based on continual learning.

Accuracy Precision Recall F1
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PolitiFact
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(a) Our method
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Fig. 2. Performance of models first trained on PolitiFact and then on GossipCop using
GEM (|M| = 300).

4.2 Continual Learning Restores Balanced Performance

In order to deal with catastrophic forgetting, a number of approaches have been
proposed, which can be roughly classified into three types [16]: (1) regularisation-
based approaches that add extra constraints to the loss function to prevent the
loss of previous knowledge; (2) architecture-based approaches that selectively
train a part of the network for each task, and expand the network when nec-
essary for new tasks; (3) dual-memory-based approaches that build on top of
complementary learning systems (CLS) theory, and replay samples for memory
consolidation. In this paper, we consider the following two popular methods:

– Gradient Episodic Memory (GEM)—GEM uses episodic memory to store a
number of samples from previous tasks, and when learning a new task t,
it does not allow the loss over those samples held in memory to increase
compared to when the learning of task t − 1 is finished;

– Elastic Weight Consolidation (EWC)—its loss function consists of a quadratic
penalty term on the change of the parameters, in order to prevent drastic
updates to those parameters that are important to the old tasks.

In our case, the learning on the two datasets (D1 and D2) are considered
as two tasks. When the model learns the first task, it is trained as usual; then
during the learning of the second task, we incorporate GEM and EWC:
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– Let C be the model, θ1 be the parameters after the first task, and M be the
set of instances sampled from the first dataset, then the optimisation problem
under GEM becomes:

minθ
∑

(xi,yi )∈D2

loss (C(xi; θ), yi)

subject to
∑

(x j,yj )∈M

loss
(
C(xj ; θ), yj

)
≤

∑

(x j,yj )∈M

loss
(
C(xj ; θ1), yj

)

– Let λ be the regularisation weight, F be the Fisher information matrix, and
θ∗
D1

be the parameters of the Gaussian distribution used by EWC to approx-
imate the posterior of p(θ |D1), then the loss function under EWC is:

∑

(xi,yi )∈D2

loss (C(xi; θ), yi) +
λ

2
F(θ − θ∗

D1
)

2

Table 1. Performance of models first trained on GossipCop and then on PolitiFact
using EWC (|M| = 300, λ = 103 ∼ 105, the other results are omitted).

λ Our method HAN

PolitiFact GossipCop PolitiFact GossipCop

Acc Pre Rec F1 Acc Pre Rec F1 Acc Pre Rec F1 Acc Pre Rec F1

103 0.71 0.71 0.71 0.71 0.76 0.74 0.68 0.69 0.72 0.72 0.72 0.72 0.69 0.65 0.71 0.64

3 × 103 0.72 0.72 0.72 0.72 0.73 0.70 0.66 0.67 0.73 0.73 0.73 0.72 0.68 0.65 0.71 0.64

104 0.72 0.72 0.71 0.71 0.79 0.77 0.73 0.74 0.73 0.72 0.72 0.72 0.71 0.66 0.73 0.66

3 × 104 0.72 0.72 0.72 0.72 0.76 0.74 0.71 0.72 0.72 0.73 0.72 0.72 0.73 0.68 0.74 0.68

105 0.71 0.71 0.71 0.71 0.77 0.75 0.71 0.72 0.73 0.73 0.72 0.72 0.72 0.67 0.74 0.67

Note that when estimating the Fisher information matrix F, we sample a set
of instances (M) and compare the model performance under different sample
sizes.

In terms of parameters, we test sample size |M| = 100, 200, 300 (all the sam-
ples are chosen randomly), and λ = 1, 3, 10, 30, 102, 3 × 102, 103, 3 × 103, 104, 3 ×

104, 105 (for EWC only). Figure 2 shows the results of models first trained on
PolitiFact and then on GossipCop using GEM when |M| = 300, and Table 1
presents the performance of models first trained on GossipCop and then on Poli-
tiFact using EWC when |M| = 300, λ = 103, 3 × 103, 104, 3 × 104, 105 (the other
results are omitted due to space limits). The results demonstrate that both meth-
ods can achieve relatively balanced performance over the two datasets, although
GEM trained models work better in general. Comparing Figs. 1 and 2, we can see
that the GEM-trained models almost restore their performance on the previous
task, where the drop in all four metrics is below 3% in most cases.



380 Y. Han et al.

Efficiency. In terms of efficiency, we observe that: (1) compared with the normal
training process, training with GEM and EWC requires slightly more time: 5%
to 10%—this is a significant improvement over re-training from scratch, the time
of which grows linearly with the number of nodes and edges in our case; (2) there
is no significant difference in training time between GEM and EWC; and (3) the
impact of the parameters on the training time is also not significant.

4.3 Optimise the Sampling Process to Further Minimise
Performance Drop

In the above experiments, the set of instances M from the previous task is
chosen randomly. In this section, we explore other techniques so that the selected
samples are more informative about the data of the previous task. Note that
all the experiments below are conducted using the propagation-based approach
introduced in Sect. 3.1 with GEM (which outperforms EWC) and |M| = 300,
while we leave the improvement of content-based approaches for future work.

Technique I: Maximum Entropy Sampling (MES). We first consider max-
imum entropy sampling, which aims to select a subset S from the entire dataset
N such that the obtained information of N is maximised. According to the prin-
ciple of MES, the entropy of the remaining data points N\S must be minimised,
while the entropy of S must be maximised, i.e.,

M = argmax
S

H(S) = argmax
S

−

∑

xi

p(xi)log2p(xi), xi ∈ S

In our case, considering that the graphs generated from the two datasets have
quite different numbers of nodes, we calculate the entropy over the graph
size.

The MES problem is NP-hard [13]. A quasi-optimal solution adopts a greedy
strategy: it starts with an empty set S = ∅, and in each step, a new sample is
chosen that maximises the marginal gain, i.e., x = argmaxxi�S H(S∪{xi})−H(S).
However, this greedy algorithm is computationally expensive, and is not suitable
for large datasets. We explain our approaches later in this section.

Technique II: Support Samples. A similar idea has been explored in [2],
which is inspired by margins in SVMs. For SVMs the support vectors deter-
mine the decision boundary, and in our case, we can define the margin as
Margin(x) = C(x, y) − C(x, 1 − y), where C is the classifier, x is the input, and
y ∈ {0(real), 1( f ake)} is the label. A negative margin means that x is misclas-
sified, while a larger margin suggests that the classifier is more confident of the
prediction. Since the purpose of sampling instances from the previous task is to
ensure that the model performance does not degrade, it does not make sense to
choose misclassified instances, nor would it be efficient to select samples with
large margins.

Proposed Sampling Approaches. Our sampling approaches combine the
above two techniques—(1) first we calculate the margin for each graph in the
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previous task, and initialise S with the graphs whose margin is within the range
of (0, δ), δ ∈ [0, 1]. Three values, 0.05, 0.1, 0.2, are tested and we finally set δ = 0.1.
Note that the size of this initialised set is normally much smaller than the sample
size of 300. (2) Then we propose the following two strategies (Algorithm 1):

– Strategy I goes through the graphs in N\S ordered by their margin values,
and add one graph xi if the entropy increases, i.e., H(S∪{xi}) > H(S);

– Strategy II adopts a stochastic greedy method [13], where in each step
we randomly sample a set of graphs (R) from N\S, and find xi ∈ R that
maximises the marginal gain, i.e., x = argmaxxi ∈R H(S∪{xi})−H(S). Please
refer to [13] for how to choose the size of R. In our experiments, we set
|R | = max( |N |

|M |

, 20).

In addition, we design another two strategies as baselines: (1) choose the
graphs with the top |M| = 300 smallest margin values, and (2) initialise S =

{x |0 < Margin(x) ≤ δ = 0.1}, sort the remaining graphs N\S by size, and sample
uniformly at random.

Figure 3 compares the five sampling strategies—(1) random as originally
designed, (2) Baseline 1, (3) Baseline 2, (4) Strategy I, (5) Strategy II—for mod-
els first trained on PolitiFact and then on GossipCop using GEM with |M| = 300
(results for models first trained on GossipCop and then on PolitiFact are omit-
ted due to space limits). We can see that while all models perform similarly on
GossipCop (i.e., the new task), Strategy II can improve the results on Politi-
Fact (i.e., the previous task), which indicates the effectiveness of this sampling
method. However, Strategy I does not work well—a comparison reveals that the
selected samples differ significantly from those under Strategy II.

Algorithm 1: Sampling Strategies
Input : Sample size |M|; The number of instances from the previous task |N |

Output : Samples, S

1 Initialise S = {x |0 < Margin(x) ≤ δ = 0.1}
2 Strategy I:
3 Sort N\S by their margin values from smallest to largest
4 while |S| < |M| do
5 for xi ∈ N\S do
6 if H(S∪{xi}) > H(S) then
7 S = S ∪ {xi}

8 Strategy II:
9 while |S| < |M| do

10 R = randomly sample max( |N |

|M |

, 20) instances from N\S

11 x = argmaxxi ∈R H(S ∪ {xi}) − H(S)

12 S = S ∪ {x}

13 return S
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Fig. 3. Comparison of different sampling strategies for models first trained on Politi-
Fact and then on GossipCop using GEM (|M| = 300).

5 Conclusions and Future Work

The prevalence of fake news over social media has become a serious social prob-
lem. Although a number of detection methods have been proposed, we identify
the problem that models trained on a given dataset may not perform well on new
data, and direct incremental training cannot solve the issue. Since this is similar
to catastrophic forgetting in continual learning, we propose to apply two popular
approaches, GEM and EWC, during the incremental training, so that balanced
performance can be achieved on both existing and new data. This avoids re-
training on the entire data, which becomes prohibitively expensive as data size
grows. In addition, we further improve the results by optimising the sampling
process with maximum entropy sampling and support samples.

For future work, we will investigate whether Algorithm 1 also improves the
performance of content-based approaches. Specifically, entropy needs to be rede-
fined, and one possibility is to calculate it over the topic of each news item.

References

1. Bian, T., et al.: Rumor detection on social media with bi-directional graph convo-
lutional networks. arXiv:2001.06362 (2020)

2. Chen, Z., Lin, T.: Revisiting gradient episodic memory for continual learning
(2019). https://openreview.net/pdf?id=H1g79ySYvB

3. Cui, L., Seo, H., Tabar, M., Ma, F., Wang, S., Lee, D.: DETERRENT: knowledge
guided graph attention network for detecting healthcare misinformation. In: 26th
ACM SIGKDD, KDD 2020, pp. 492–502 (2020)

4. Goodfellow, I.J., Shlens, J., Szegedy, C.: Explaining and harnessing adversarial
examples. eprint arXiv:1412.6572 (2014)

5. Jin, Z., Cao, J., Zhang, Y., Zhou, J., Tian, Q.: Novel visual and statistical image
features for microblogs news verification. IEEE Trans. Multimedia 19(3), 598–608
(2017)

6. Jin, Z., Cao, J., Zhang, Y., Luo, J.: News verification by exploiting conflicting
social viewpoints in microblogs. In: 30th AAAI, pp. 2972–2978 (2016)

7. Kirkpatrick, J., et al.: Overcoming catastrophic forgetting in neural networks. NAS
114(13), 3521 (2017)

8. Liu, Y., Wu, Y.F.B.: Early detection of fake news on social media through propaga-
tion path classification with recurrent and convolutional networks. In: 32nd AAAI,
pp. 354–361 (2018)

http://arxiv.org/abs/2001.06362
https://openreview.net/pdf?id=H1g79ySYvB
http://arxiv.org/abs/1412.6572


Continual Learning for Fake News Detection from Social Media 383

9. Lopez-Paz, D., Ranzato, M.: Gradient episodic memory for continual learning. In:
31st NeurIPS, pp. 6467–6476. Curran Associates, Inc. (2017)

10. Lu, Y.J., Li, C.T.: GCAN: graph-aware co-attention networks for explainable fake
news detection on social media. arXiv:2004.11648 (2020)

11. Ma, J., Gao, W., Wong, K.F.: Detect rumors in microblog posts using propagation
structure via kernel learning. In: 55th ACL, pp. 708–717 (2017)

12. McCloskey, M., Cohen, N.J.: Catastrophic interference in connectionist networks:
The sequential learning problem. In: Psychology of Learning and Motivation, vol.
24, pp. 109–165. Academic Press (1989)

13. Mirzasoleiman, B., Badanidiyuru, A., Karbasi, A., Vondrák, J., Krause, A.: Lazier
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Abstract. Deep neural networks are prone to catastrophic forgetting
when incrementally trained on new classes or new tasks as adaptation to
the new data leads to a drastic decrease of the performance on the old
classes and tasks. By using a small memory for rehearsal and knowledge
distillation, recent methods have proven to be effective to mitigate catas-
trophic forgetting. However due to the limited size of the memory, large
imbalance between the amount of data available for the old and new classes
still remains which results in a deterioration of the overall accuracy of the
model. To address this problem, we propose the use of the Balanced Soft-
max Cross-Entropy loss and show that it can be combined with exiting
methods for incremental learning to improve their performances while also
decreasing the computational cost of the training procedure in some cases.
Experiments on the competitive ImageNet, subImageNet and CIFAR100
datasets show states-of-the-art results.

Keywords: Incremental learning · Continual learning

1 Introduction

In a class incremental learning scenario, the complete training dataset is not avail-
able at once. Instead, the training samples are gradually available, few classes at a
time. The model has to be trained on new classes in a sequential manner similarly
to some real world scenarios where it is not possible to either store all the data
for training due to memory constraints or re-train the model from scratch each
time new samples are available due to time and computational power limitations.
For example, a robot learning new objects while interacting with its environment
may not have enough memory to store images of all past encountered objects and
may not be able to be re-trained on the complete dataset each time a new object
is discovered due to the limited computational power.
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Although deep neural networks achieve state-of-the-art performance for many
problems in computer vision, it is challenging to use them in an incremen-
tal learning scenario due to their high propensity to steeply forget previously
learned classes while learning new ones. This situation is known as catastrophic
forgetting [10,24,26].

In this context, replay has proven to be an effective solution to mitigate
catastrophic forgetting. A small memory buffer is used to store examples from
previously encountered classes which are then used for rehearsal while learning
new classes. However, a large imbalance problem appears due to the limited size
of the memory buffer: at a given incremental step, the model will mainly see
data from the new classes and only few from the previous classes. This leads the
model to be biased toward the new classes which greatly deteriorates its overall
performance. Methods designed to tackle this issue mainly rely on using some
finetuning steps on a small balanced dataset after the main training process or
using specifically designed classifiers.

In this work, we propose a novel approach to address the bias toward new
classes in the context of incremental learning using a rehearsal memory. Our
proposed method relies on the use of the Balanced Softmax activation func-
tion [28] for the Cross-Entropy loss instead of the commonly used Softmax
function during the training procedure. When combining the Balanced Softmax
Cross-Entropy loss with recent advanced methods in incremental learning, the
average incremental accuracy of the models can be improved which enables us to
reach state-of-the-art performances on competitive datasets. Moreover, the com-
putational cost of the training procedure can also decrease as using the Balanced
Softmax Cross-Entropy loss does not require any additional balanced finetuning
step. Finally, we also investigate the use of a meta-learning algorithm to further
improve the accuracy of the models.

2 Related Work

Various scenarios for continual learning can be considered [17,23]. In this work we
will mostly consider the class incremental scenario. When applied on large scale
datasets, methods for this scenario usually rely on three components: constraints
to preserve past knowledge, a memory for rehearsal and bias correction methods.

The distillation loss [15] initially proposed by Hinton et al. for transferring
knowledge from a large teacher model into a smaller student model has been
adapted to continual learning by Li et al. [21] to distill the knowledge of the model
learned during the previous step into the next step one using the output logits. This
method was applied by several authors [6,27,32]. Recently, several proposal have
been made to improve the distillation for incremental learning. Hou et al. [16] pro-
posed a novel distillation loss applied on the final class embeddings instead of the
output logits. Dhar et al. [8] proposed to penalize changes in the attention maps of
the classifiers. Douillard et al. [9] proposed a new distillation loss using a pooling
function and applied it to several intermediate layers of the neural network in addi-
tion to the final class embedding. Tao et al. [30] proposed to model the class embed-
ding topology using an elastic Hebbian graph and then used a topology-preserving
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loss to constrain the change of the neighboring relationships of the graph during
each incremental step. Similarly, Lei et al. [20] adopted a feature-graph preserva-
tion approach and proposed the weighted-Euclidean regularization to preserve the
knowledge.

Rehearsal using a small memory [7] containing sample data from previously
learned classes has been shown to be an effective method to mitigate catas-
trophic forgetting. The output logits can be stored instead of the true labels
for distillation if the model from the previous step is not available [4]. Using
compressed versions [5] or intermediate representations as proposed by Hayes et
al. [13] instead of the input images allows the memory to store more samples for
a fixed size compared to other methods. Liu et al. [22] proposed to parameterize
the exemplars of the memory and to learn them in an end-to-end manner.

However, using a small memory results in an unbalanced training set mainly
composed of examples from the new classes. Several recent works highlighted
this problem and proposed methods to address it. Rebuffi et al. [27] introduced
iCaRL which relies on a nearest-mean-of-exemplars (NME) classifier. Castro et
al. [6] proposed to use more data augmentation on the training set and to then
finetune the model on a small balanced dataset. Wu et al. [32] proposed to learn
a two parameters linear model on a small balanced dataset to correct the bias
of the last fully connected layer while Hou et al. [16] proposed to use cosine
normalization on the classifier and finetuning on a balanced dataset. A recent
work [1] proposed to use oversampling of old classes and to separately compute
the softmax probabilities of the new and old classes for the Cross-Entropy loss.

In this work, we propose a new method to address the issue of unbalanced
training set in incremental learning by using the Balanced Softmax Cross-
Entropy loss. Compared to the previously presented methods, it does not require
oversampling or any finetuning step while achieving similar or higher accuracy.

3 Proposed Method

The objective of class-incremental learning is to learn an unified classifier (also
denoted single-head classifier) from a sequence of training steps, each containing
new previously unseen classes, as described on Fig. 1. The first step, named base
step, is followed by several incremental training step, numbered from 1 to T ,
each composed of the training set Xt containing samples of the classes from set
Ct. Each incremental step contains different classes such that

⋂T
t=0 Ct = Ø. In

addition to Xt, at each incremental step, the model also has access to the small
replay memory XM which contains samples from classes encountered during
previous incremental steps. The number of classes learned up to the incremental
step t included is denoted Nt.

3.1 Incremental Learning Baseline

To highlight the strengths of our method, we use a simple baseline for incremental
learning, denoted IL-baseline, initially proposed in [32]. This baseline consists
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Fig. 1. Illustration of the class incremental training procedure. At each incremental
step i, the model has access for the training to the new data Xi containing samples
from new classes Ci and the memory XM containing few samples from previously
encountered classes

⋃i−1
t=0 Ct. The step 0, named the base step, contains the base classes.

in a deep neural network combined with a small replay memory and optimized
using the Softmax Cross-Entropy loss and the distillation loss.

The total loss L used to train the model, is defined as a weighed sum of the
distillation loss Ld and the Softmax Cross-Entropy loss Lc:

L = ρLd + (1 − ρ)Lc (1)

where ρ is defined as Nt−1
Nt

with Nt the total number of classes at incremental
step t and is used to balance the importance of the two losses.

At the beginning of each incremental step t, the previous step parameters θt−1

are first copied to initialize the new parameters θt and are then used to maintain
the knowledge of previously learned classes using the distillation loss [15,21]:

Ld(x) =
Nt−1∑

k=1

−p̂k(x) log(pk(x)) T 2 ,

p̂k(x) =
eẑk(x)/T

∑Nt−1
j=1 eẑj(x)/T

, pk(x) =
ezk(x)/T

∑Nt−1
j=1 ezj(x)/T

(2)

where (x, y) ∈ Xt ∪ XM are the input image and the associated ground truth
label, z(x) = [z1(x), ..., zNt

(x)] is the output logits of the current model θt,
ẑ(x) = [ẑ1(x), ..., ẑNt−1(x)] is the output logits of the model at the previous
incremental step θt−1 and T is the temperature.

The replay memory used is a growing memory: the number of stored samples
per class is fixed so the total size of the memory increases at each incremental
step. The herding selection [31] is used to select the samples as it has been shown
to be more efficient than the random selection [3].

3.2 Balanced Softmax Cross-Entropy

Due to the limited size of the replay memory, the training set Xt ∪ XM contains
only few tens of samples for each of the old classes while containing hundreds or
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thousands of samples for each of the new classes at each incremental step. The
discrepancy in the classes frequency between the training and testing sets, as the
latter contains the same number of samples for each classes, induces a bias toward
the most recently learned classes [2,16,32]. It appears that the model tends to
predict the classes which had the largest number of samples in the training set
during the last incremental steps (the new classes) rather than the old classes.
This situation is similar to the Long-Tailed Visual Recognition problem where
a model is evaluated on a balanced test dataset after being trained on a dataset
composed of few classes which are over-represented (the head classes) and a large
number of classes which are under-represented (the tail classes).

Based on this observation, we propose to replace the Softmax activation
function by the Balanced Softmax for the Cross-Entropy loss during the train-
ing procedure. This activation function has been initially introduced by Ren et
al. [28] to address the label distribution shift between the training and testing
in Long-Tailed Visual Recognition. The Balanced Softmax is defined as:

qk(x) =
λke

zk(x)

∑Nt

j=1 λjezj(x)
with λi = ni (3)

where x is the input, z(x) = [z1(x), ..., zNt
(x)] is the output logits of the current

model and ni is the number of samples in the training set for the ith class.
The new classification loss Lc is then defined as the Cross-Entropy loss using

the Balanced Softmax instead of the Softmax:

Lc(x) =
Nt∑

k=1

− δk=y log(qk(x)) (4)

The Balanced Softmax Cross-Entropy loss, denoted BalancedS-CE, can be
used as replacement of the Softmax Cross-Entropy loss in the previously defined
IL-Baseline or in any other model for incremental learning.

3.3 Meta Balanced Softmax Cross-Entropy

The expression of the Balanced Softmax presented in Eq. (3) allows for a direct
control on the importance of each class by selecting a dedicated weighting coeffi-
cient λi for each of them, which may be different from the number of samples for
this class in the training dataset, similarly to [18]. In the context of large scale
incremental learning, the modification of these weighting coefficients offers a new
method for controlling the plasticity-rigidity trade-off of the trained model but
also for controlling separately the importance of each individual class.

We propose to extend the Balanced Softmax by introducing a new global
weighting coefficient α to control the importance of the past classes:

qk(x) =
λke

zk(x)

∑Nt

j=1 λjezj(x)
with λi = ni (δi/∈P + α δi∈P ) (5)
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where P is the set of old classes, δ is the indicator function and the weight-
ing coefficient α is a real number, usually between 0 and 1. This expression is
equivalent to Eq. (3) for α equal to 1.0 .

In practice, it appears that 1.0 may not be the optimal value for α when
only considering the average incremental accuracy of the model. However, it
is difficult to determine beforehand a satisfying value for α without perform-
ing several trials with different values. Therefore, to further improve the accu-
racy of Balanced Softmax Cross-Entropy for Incremental Learning, we propose
a new training procedure, named Meta Balanced Softmax Cross-Entropy (Meta
BalancedS-CE), in order to slightly adjust the weighting coefficient α of the
Balanced Softmax during the training as described by Algorithm 1.

Algorithm 1: Meta Balanced Softmax Cross-Entropy training procedure

Initialize parameters θ and function Z of the model ; Initialize memory XM

for t ← 1 to T do
α ← 1.0
Dt, Bt ← split(Xt ∪ XM )
for r ← 1 to R do

for (X, Y ) ∼ Dt do
θ∗ ← θ − �θbalancedLoss(Z(θ, X), Y )
(X̄, Ȳ ) ∼ Bt

α ← α − �αsoftmax CE(Z(θ∗, X̄), Ȳ )
θ ← θ − �θbalancedLoss(Z(θ, X), Y )

XM ← updateMemory(Xt)

Instead of using the same fixed weighting coefficient α during the complete
training procedure, we propose to jointly learn α during the training of the deep
neural network. To achieve this, we propose a meta-learning algorithm which
estimates at each optimization step the optimal value of α using a balanced
validation set Bt. At the beginning of each incremental step, the unbalanced
training set Xt ∪ XM composed of the samples from the new classes and the
samples of old classes stored in the memory is split into a training set Dt and a
validation set Bt. Unlike Dt which is a large unbalanced dataset, Bt is a smaller
set containing the same number of samples for every classes. At each optimization
step, a temporary model θ∗ is created by training the current model θ on the
incoming batch of data (X,Y ) from Dt using the balanced loss which is the sum
of the Balanced Softmax Cross-Entropy loss and secondary losses (such as the
distillation loss). By using a batch (X̄, Ȳ ) from the balanced validation set Bt,
the value of α is then updated using the gradient of the standard Softmax Cross-
Entropy loss of (Z(θ∗, X̄), Ȳ ) with respect to α. Finally we update the current
model θ on the batch (X,Y ) previously sampled from Dt using the balanced loss
with the newly learned value of α.

Unlike the Balanced Softmax Cross-Entropy which does not modify the
computational cost of the training procedure compared to the Softmax Cross-
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Entropy, the Meta Balanced Softmax Cross-Entropy have an impact on the
training procedure. The method requires to compute gradients through the opti-
mization process. One of the main drawbacks is a large increase of the memory
requirement which makes it more difficult to combine this approach with some
existing methods for incremental learning.

4 Experiments

4.1 Experimental Setups

Datasets. Experiments are conducted on three competitive datasets for large
scale incremental learning: CIFAR100, subImageNet and ImageNet. We used the
experimental settings defined in [16] by initially training the models on the first
half of the classes of the dataset (referred as the base classes) before learning the
remaining classes during the next 5 or 10 incremental steps. Following [16,27],
the class order is defined by NumPy using the random seed 1993.

– CIFAR100 [19] is composed of 60,000 32 × 32 RGB images equally divided
among 100 classes. There are 50 base classes and the remaining ones are
learned by groups of 5 or 10 depending on the number of incremental steps.

– ImageNet (ILSVRC 2012) [29] is composed of about 1.3 million high-
resolution RGB images divided among 1,000 classes. There are 500 base classes
and the remaining classes are learned by groups of 50 or 100 depending on the
number of incremental steps.

– SubImageNet is a subset of ImageNet only containing the first 100 classes.
There are 50 base classes and the remaining classes are learned by groups of
5 or 10 depending on the number of incremental steps.

Baselines. The IL-Baseline which uses the Softmax Cross-Entropy loss is con-
sidered as the lower-bound method and used to highlight the impact of the Bal-
anced Softmax Cross-Entropy loss function for incremental learning. Furthermore,
the proposed models are compared with iCaRL [27], LUCIR [16], Mnemonics [22],
PODNet [9] and Topology-Preserving Class-Incremental Learning (TPCIL) [30].

To measure the performance of the different models and compare them, the
average incremental accuracy is used following [27]. It is defined as the average
of the Top-1 accuracy of the model on the test dataset at the end of each training
step, including the initial base step.

Implementation Details. All compared methods use the 32-layer ResNet [14]
for CIFAR100 and the 18-layers ResNet for ImageNet and SubImageNet. The
input images are normalized, randomly horizontally flipped and cropped with
no further augmentation applied. For a fair comparison, each method uses a
growing memory containing exactly 20 samples per class.

The Balanced Softmax Cross-Entropy is used with α equal to 1.0 and when
combined with other methods, the same hyper-parameters as those reported in
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their respective original publications are used. Meta-Balanced Softmax Cross-
Entropy is implemented using Higher [12] and 10% of the memory size is used
for the balanced validation set Bt. To decrease the training cost of the method,
α is only updated every 10 optimization steps instead of every optimization step.

4.2 Comparison Results

Table 1. Average incremental accuracy (Top-1) on CIFAR100, SubImageNet and Ima-
geNet with 5 incremental steps and 10 incremental steps settings, using a growing
memory of 20 samples per class for all methods. Results for iCaRL and LUCIR are
reported from [16] ; results for Mnemonics and BiC are reported from [22]; results for
PODNet and TPCIL are reported from their respective paper. Results marked with
“*” correspond to our own experiments. Results on CIFAR-100 averaged over 3 random
runs. Results on ImageNet and SubImageNet are reported as a single run.

Number of incremental steps CIFAR100 SubImageNet Imagenet

5 10 5 10 5 10

iCaRL [27] 57.17 52.57 65.04 59.53 51.36 46.72

BiC [32] 59.36 54.20 70.07 64.96 62.65 58.72

LUCIR [16] 63.42 60.18 70.47 68.09 64.34 61.28

LUCIR w/ Mnemonics [22] 63.34 62.28 72.58 71.37 64.54 63.01

PODNet [9] 64.83 63.19 75.54 74.33 66.95 64.13

TPCIL [30] 65.34 63.58 76.27 74.81 64.89 62.88

IL-Baseline* 43.80 37.00 51.52 42.22 43.23 36.70

IL-Baseline w/BalancedS-CE (ours) 62.22 58.32 72.57 68.25 66.45 62.14

IL-Baseline w/Meta BalancedS-CE (ours) 64.11 60.08 72.88 69.26 66.15 61.59

LUCIR* 63.37 60.88 70.25 67.84 66.69 64.06

LUCIR w/BalancedS-CE (ours) 64.83 62.36 71.18 70.66 67.81 66.47

PODNet* 64.46 62.69 74.97 71.57 65.20 62.87

PODNet w/BalancedS-CE (ours) 67.67 66.63 76.08 74.93 69.67 68.65

The average incremental accuracy on CIFAR100, SubImageNet and ImageNet
for our methods and the different baselines are reported in Table 1.

First, we use the IL-Baseline to precisely compare the Balanced Softmax
Cross-Entropy loss with the standard Softmax Cross-Entropy loss. On every
dataset and in every settings, IL-Baseline trained using the Balanced Softmax
Cross-Entropy loss outperforms the IL-Baseline trained using the standard Soft-
max Cross-Entropy by a large margin. Moreover, by meta-learning the weight-
ing coefficient α instead of using the fixed value of 1.0, it is possible to further
improve the accuracy of the Balanced Softmax Cross-Entropy loss.

Then, to demonstrate the flexibility of the proposed loss function, we com-
bined it with both LUCIR and PODNet. By using the Balanced Softmax Cross-
Entropy loss instead of the NCA loss [11,25] used by PODNet and the Soft-
max Cross-Entropy loss used by LUCIR, we were able to significantly improve
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the performance of both methods while decreasing the computation cost of the
training procedure by removing the need of a balanced finetuning step without
modifying any hyper-parameters. On every dataset and in every settings, using
the Balanced Softmax Cross-Entropy significantly improves the average incre-
mental accuracy of both LUCIR and PODNet, this improvement is especially
important in the challenging 10 incremental steps settings. It improves the aver-
age incremental accuracy from 0.93% up to 2.82% for LUCIR and from 1.11%
up to 5.78% for PODNet depending on the setting and the dataset considered.
On ImageNet with 5 incremental steps, PODNet with Balanced Softmax Cross-
Entropy reaches a final overall Top-1 accuracy of 64.4% which is only about 6%
below the theoretical Top-1 accuracy of the model trained on the whole dataset
at once.

4.3 Ablation Study

Effect of the Memory Size. The average incremental accuracy of the IL-
Baseline trained with different losses on the CIFAR100 using the 5 incremen-
tal steps settings is reported in Table 2 for various number of exemplars per
class stored in the replay memory. The Meta Balanced Softmax Cross-Entropy
appears to be especially efficient in scenarios with highly restricted memory.

Table 2. Average incremental accuracy on the test set of CIFAR100 with 5 incremental
steps of the Incremental Learning Baseline depending on the number of samples stored
in memory for each class and the training loss. Results averaged over 3 random runs.

Training procedure Memory size

1 5 10 20 50

IL-Baseline w/Softmax Cross-Entropy 24.83 30.59 37.27 43.80 52.99

IL-Baseline w/BalancedS-CE (ours) 51.55 56.93 60.11 62.22 64.44

IL-Baseline w/Meta BalancedS-CE (ours) – 62.13 63.02 64.11 65.60

Impact of the Weighting Coefficient Alpha. The accuracy of the IL-
Baseline trained using the Balanced Softmax Cross-Entropy loss on CIFAR100
is reported in Table 3 depending on the value of the weighting coefficient α.
It appears that decreasing the value of the weighting coefficient α induces an
increase of the accuracy of the old classes at the end of the incremental training.
The impact on the final overall accuracy of the model remains marginal com-
pared to the impact on the base classes accuracy: by decreasing the weighting
coefficient α from 1.0 to 0.1, the accuracy on the 50 base classes increases by
16.3% while the final overall accuracy of the model only decreases by 3.01%.
While using the weighting coefficient α equal to 1.0 achieves in both 5 and 10
steps settings the most balanced models between base classes and new classes,
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Table 3. Accuracy on the test set of CIFAR100 with 5 and 10 incremental steps of the
Incremental Learning Baseline depending on the value used for the weighing coefficient
α of the Balanced Softmax Cross-Entropy; using a growing memory of 20 samples per
class. Results averaged over 3 random runs.

Final
base
acc.

Final
overall
acc.

Average
inc.
acc.

α = 0.1 68.38 51.54 62.68

α = 0.25 63.99 54.88 64.09

α = 0.5 58.78 55.44 63.80

α = 1.0 52.08 54.55 62.22

Meta α 61.20 55.21 64.11

(a) CIFAR100 - 5 incremental steps

Final
base
acc.

Final
overall
acc.

Average
inc.
acc.

α = 0.1 63.43 44.71 57.68

α = 0.25 60.28 47.86 59.40

α = 0.5 56.48 49.62 59.52

α = 1.0 51.01 49.57 58.32

Meta α 60.39 49.65 60.08

(b) CIFAR100 - 10 incremental steps

it does not achieve the highest average incremental accuracy. Carefully select-
ing the value of α can improve the average incremental accuracy on CIFAR100
by up to 1.87% for 5 incremental steps settings and by 1.2% for 10 incremen-
tal steps settings. The proposed meta-learning procedure achieves the highest
average incremental accuracy in both setting. This shows the strength of this
method for determining an efficient value for the weighting coefficient α without
conducting several trials.

Table 4. Accuracy on the test set of CIFAR100 with 5 incremental steps of the Incre-
mental Learning Baseline depending on the bias correction method used; using a grow-
ing memory of 20 samples per class. Results averaged over 3 random runs.

Training procedure Average incremental accuracy

IL-Baseline 43.80

IL-Baseline w/memory oversampling 49.75

IL-Baseline w/class oversampling 55.95

IL-Baseline w/loss rescaling 57.01

IL-Baseline w/balanced finetuning 59.46

IL-Baseline w/Separated Softmax [1] + oversampling 61.21

IL-Baseline w/BalancedS-CE (ours) 62.22

IL-Baseline w/Meta BalancedS-CE (ours) 64.11

Mitigation of Imbalance. In Table 4, different bias correction procedures are
compared on CIFAR100 with 5 incremental steps. Memory oversampling and
class oversampling are both types of replay memory oversampling but the former
ensures that each mini-batch theoretically contains the same number of sample
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from new and old classes while the latter ensures that each class has the same
probability of appearing in each mini-batch. For Loss rescaling, the loss for each
sample is rescaled in inverse proportion to the number of samples corresponding
to this label in the train dataset. For Balanced finetuning, the model is finetuned
after each incremental step on a small balanced set similar to PODNet and
LUCIR. Our proposed methods achieve the highest average incremental accuracy
without requiring a two steps training procedure or oversampling.

5 Conclusion

In this work, we proposed to replace the Softmax Cross-Entropy loss by the
Balanced Softmax Cross-Entropy loss in order to mitigate the bias toward new
classes in large scale incremental learning. We propose a simple, yet efficient,
training procedure to meta-learn the balance between old and new classes using
this new loss. Experiments show that by combining the Balanced Softmax Cross-
Entropy with advanced methods for incremental learning, it is possible to further
increase the accuracy of those methods while decreasing the computational cost
of the training procedure by removing the need for a balanced finetuning step.
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Abstract. In control systems applications, controllers for different
plants are usually designed with different methods. Although plants may
share common characteristics, these controllers are generally designed in
isolation. The problem of continually learning a sequence of related tasks
has been extensively studied recently. A challenge in continual learning is
the phenomenon of catastrophic forgetting of knowledge of previous tasks
which have been integrated into a neural network model. In this paper
we evaluate the feasibility of modelling different controllers using con-
tinual learning. We explore regression versions of state-of-the-art meth-
ods and demonstrate that even the simplest continual learning approach
decreases the overall Mean Average Error (MAE) by 39% of the MAE
achieved by a non-continual strategy. Furthermore, a method based on
dynamically expanding the network can achieve an overall MAE which is
only 18% of the non-continual MAE. We also propose a set of new met-
rics that allow us to characterise the nature of catastrophic forgetting
experienced while using different continual learning methods.

Keywords: Continual learning · Catastrophic forgetting

1 Introduction

Many control methods are available for controlling a wide variety of systems
(plants) [5,9]. Typical control schemes include PID control, feedback control,
sliding mode control among others [22,23]. Most of these systems usually have
similar characteristics and can be reduced to standard forms such as state-space
models, since they are subjected to similar variations due to various factors such
as heat, dust, wear and tear. However, control methods are commonly designed
in isolation for each system. This results in redesign/tuning/re-calibration of
existing controllers, which is a time-consuming and tedious task that in practice
might need to be carried out a few times each year.

An alternative strategy to avoid redesign is by treating these plant control
schemes as tasks learned continually. Reusing knowledge acquired in previously
learned plant control schemes may help to avoid the need for learning different
c© Springer Nature Switzerland AG 2021
I. Farkaš et al. (Eds.): ICANN 2021, LNCS 12892, pp. 397–408, 2021.
https://doi.org/10.1007/978-3-030-86340-1_32
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plants from scratch. Therefore, a single neural network can be used in a wide
range of similar problems in the context of plant control. An example of this
approach is depicted in Fig. 1.

Fig. 1. Generalised controller modelled as a continual learning problem. Different
plants correspond to different tasks T = {T1, T2, . . . , TK} with different distributions
D1, D2, . . . , DK . Those tasks are learned sequentially.

Continual learning has been an increasingly active area of research in deep
neural networks [6,13]. In continual learning, a machine learning system observes
a sequence of tasks from a particular domain. Training examples of these tasks
are observed sequentially, with limited or no access to training data from previ-
ously learned tasks. A long-standing challenge in continual learning is the prob-
lem of catastrophic forgetting of knowledge since new tasks may interfere with
knowledge acquired for previous tasks. This is related to the stability-plasticity
dilemma which has been studied for decades in the context of connectionist sys-
tems [3]. A single network that is used to learn a sequence of tasks should be
plastic or adaptive enough to accommodate knowledge of new tasks, while also
stable enough to not forget knowledge of previous tasks.

A range of methods have been proposed to tackle the problem of catastrophic
forgetting in supervised continual learning systems [6]. Memory replay methods
rely on storing or generating some training examples of previous tasks which
are reused in future tasks. Regularisation-based methods regularise the objec-
tive function to be optimised for each incoming task, therefore controlling how
parameters or weights learned for previous tasks change. Parameter-isolation
methods allocate sub-networks to specific tasks, by possibly changing the net-
work size as more tasks are sequentially observed. Hybrid methods combine two
or more of these strategies.

In this paper we study the problem of designing a generalised controller
using a continual learning approach. We explore three existing state-of-the-art
continual learning methods which are based on memory replay, regularisation
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and parameter-isolation. We propose regression versions of these algorithms for
the generalised controller domain. We also define two new metrics to characterise
the amount and the type of catastrophic forgetting occurring in this system. Our
main contributions are:

1. We propose an approximation to the problem of optimising multiple con-
trollers using continual learning. Each of these problems is treated as a learn-
ing task with training examples observed sequentially.

2. We perform a systematic evaluation of continual learning methods for learning
a generalised controller, which includes state-of-the-art metrics in continual
learning such as overall accuracy, accuracy per task and time complexity. For
this we cast existing continual learning methods which are originally designed
for classification problems as regression tasks.

3. We propose two new metrics for better characterising the levels and the types
of catastrophic forgetting occurring in the continual learning system under
exploration.

2 Existing Research

The challenge of learning systems that learn a sequence of tasks was first studied
more than two decades ago [20]. Several approaches from transfer, multitask, and
lifelong learning have been categorised as alternatives for learning a sequence of
tasks [21]. These approaches explored the ability of a learning system to improve
the performance while more training examples were observed and tasks were
learned. Silver [19] described lifelong learning systems that retain knowledge
and use it to learn new tasks more efficiently and effectively. Silver and Mercer
[18] studied lifelong learning in the context of neural networks. More recently,
three core properties of lifelong learning systems were identified [4]: 1) learning
new tasks by leveraging knowledge from previous tasks, 2) learning continuously
and incrementally, 3) retaining knowledge acquired during previous tasks.

Continual learning tackles the problem of lifelong learning of a sequence of
tasks using a deep neural network. This area has recently gained extraordinary
interest. A vast of continual learning research has focused on the problem of
catastrophic forgetting of knowledge of previous tasks. Parisi et al. [13] and De
Lange et al. [6] described methods that tackle the problem of catastrophic for-
getting. These methods are typically categorised into: 1) regularisation-based
methods to impose constraints on how the network changes as new tasks are
observed [10], 2) memory management and dual-memories for memory replay,
e.g. long-term and short-term memories [12,14] and, 3) dynamic network archi-
tectures that change as more tasks are observed, e.g. by expanding or shrinking
sub-networks [17,24]. The problem of catastrophic forgetting was also studied
in the context of knowledge consolidation in neural networks [15,16]. Recent
research has also explored the problem of improving existing knowledge as tasks
are learned sequentially [1,2].

Besides catastrophic forgetting, a latent challenge in continual learning sys-
tems is how to measure their performance. Although general metrics such as
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accuracy may be applicable, it is of interest to understand the performance
per task and the forgetting behaviour for each task. Diaz-Rodriguez et al. [7]
surveyed and proposed a set of metrics for a variety of characteristics of con-
tinual learning systems, including accuracy, backward transfer of knowledge,
and forward transfer of knowledge [12]. Other studies have proposed metrics to
determine the ratio of catastrophic forgetting at the end of learning [11].

3 Methodology

Continual learning systems are composed of a set of T = {T1, T2, . . . , TK}
tasks observed in a sequence of consecutive time steps. In supervised learn-
ing, a task Tk is about learning a mapping from an input feature space Xk

to an output feature space Yk. This mapping is represented by a function
fk : Xk → Yk. A training sample Dk is available for learning a task Tk, where
Dk = {(xk,1, yk,1), (xk,2, yk,2), . . . , (xk,n, yk,n)} contains training vectors xk sam-
pled from the input feature space Xk and their corresponding outputs or labels yk
sampled from the output feature space Yk. The challenge in supervised continual
learning is when the distributions of multiple tasks differ, i.e. D1 �= D2 �= . . . DK ,
therefore making it hard for a single neural network to perform well for examples
from all these distributions.

The phenomenon of catastrophic forgetting is experienced when a deep neural
network diminishes its ability to retain knowledge of previous tasks while more
tasks are learned, therefore affecting their accuracy. A number of approaches have
been proposed to deal with this problem, including regularisation-based methods
to protect existing knowledge, replay-based methods to retain and replay data
from previous tasks, and parameter-isolation methods to dynamically expand a
network [6,13]. Section 2 points to existing research in these three settings.

We experiment with three existing methods for the problem of catastrophic
forgetting: 1) Elastic Weight Consolidation (EWC) [10], which regularises learn-
ing of network weights for new tasks with respect to existing weights, 2) Orthogo-
nal Weight Modification (OWM) [25], which combines regularisation and reten-
tion of data from previous tasks for replay and, 3) Dynamically Expandable
Networks (DEN) [24], a method that allows to dynamically expand a network
as new tasks are learned. We explore variants of these methods for our sequence
of regression tasks for multiple controllers. We then propose two new metrics
to characterise the level and the type of forgetting experienced by each of these
approaches in the context of a generalised controller.

3.1 Methods

EWC [10] is a regularisation-based method for continual learning. The problem
of EWC at a current task Tk is to find a set of parameters θTk

that are optimal for
that task while avoiding interference with the set of optimal parameters θ∗

Tk−1

learned for previous tasks. The loss function L to be minimised at task Tk is
given by:
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L(θTk
) = L(θTk

) +
∑

i

λ

2
Fi(θTk,i − θ∗

Tk−1,i
) (1)

where Fi is a cell of the Fisher information matrix for a network weight value for
the current task, θTk,i, and the corresponding network weight value for previous
tasks, θ∗

Tk−1,i
. The parameter λ controls the influence of previous tasks. In our

regression version of EWC, named EWCReg, the function L is a loss function
for regression such as Mean Absolute Error (MAE).

OWM regularises learning of new network weights by forcing these to be
orthogonal to the subspace spanned by inputs from previous tasks. This ensures
that new weights do not interact with previous inputs, therefore avoiding inter-
ference with past tasks. To determine the orthogonal direction to these inputs,
OWM finds a projector PTk

= I − ATk−1(A
T
Tk−1

ATk−1 + αI)−1ATk−1 , where
the columns of ATk−1 , such that ATk−1 = {xk−1,1,xk−1,2, . . . ,xk−1,n}, consist
of past inputs from tasks T = {T1, . . . Tk−1}, I is the unit matrix and α is a
small constant. Note that AT

Tk−1
denotes the transpose of ATk−1 . During gradi-

ent descent at a learning task Tk, the vector of weights θTk
is modified according

to:

θTk
= ηPTk

θTk
(2)

where PTk
is the projector of previously learned inputs for previous tasks up to

task Tk−1. The parameter η is the learning rate. Similar to OWM for classi-
fication problems, the loss function of the proposed regression variant, named
OWMReg, can be any loss function used for regression such as MAE.

DEN is a dynamic network expansion method that tackles the problem of
catastrophic forgetting during learning of a new task in three steps: 1) selective
retraining of parameters affected by the new task, 2) dynamic expansion of
selected layers and units of the network, 3) split and duplication of selected units
of the network. A new task is first trained on the current version of the network
while enforcing sparsity. Then, in the first step, a sub-network S is identified.
This sub-network contains parameters that are connected to the outputs of the
current task. Re-training of this sub-network is performed by minimising:

min
θS
Tk

L(θS
Tk

;θS
Tk−1

,DTk
) + μ

∥∥∥θS
Tk

∥∥∥
2

(3)

where θS
Tk

are the parameters for the sub-network S on the current task Tk,
θS
Tk−1

is the set of parameters for this sub-network on the previous task and DTk

is the training data for the current task. μ is a regularisation parameter.
The second step uses group sparse regularisation to dynamically decide the

number of neurons to be added to a particular layer L, by minimising:

min
θL
Tk,N

L(θL
Tk,N ;θL

Tk−1
,DTk

) + μ
∥∥∥θL

Tk,N
∥∥∥
1

+ γ
∑

g

∥∥∥θL,g
Tk,N

∥∥∥
2

(4)
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where θL
Tk,N is the expanded set of parameters for task Tk at layer L, and g ∈ G

is a group defined on the parameters for each neuron. The network is expanded
using (4), when the loss is above a user-specified threshold. In that case, the
network is expanded by u units, with u a user-defined parameter.

In the final step, the network is split/duplicated by solving:

min
θTk

L(θTk
;DTk

) + λ
∥∥θTk

− θTk−1

∥∥2

2
(5)

where λ is the L2 regularisation parameter. In our regression version of DEN,
named DENReg, the loss functions L used in (3), (4) and (5) can be any typical
loss function for regression problems such as MAE.

3.2 Metrics to Characterise Catastrophic Forgetting

In this section, we propose two new metrics that aim to provide more insights
into the behaviour of a continual learning system. Our first metric determines
the level of forgetting of a task once the full sequence of tasks has been learned.
This metric is similar in nature to the catastrophic forgetting ratio proposed
by Lee et al. [11], which measures the final performance on a task with respect
to the best performance that can be achieved for that particular task. In our
proposed metric, the final performance of a task once all tasks in a sequence have
been learned is compared to the performance of that task when it was learned
for the first time. This helps to identify the level of forgetting derived from
including that task as part of a continual learning system rather than learning
it in isolation, in a non-continual manner. For a given sequence of K tasks, the
forgetting level FLTk

for a task Tk is formally defined as:

FLTk
= PK

Tk
− P t

Tk
(6)

where the overall level of forgetting of task Tk, FLTk
is the difference between

the performance P at the final time step of the sequence K and the performance
P on that task when that task was originally learned for the first time, t. Note
that the level of forgetting behaves differently depending on the type of perfor-
mance metric used. For example, for performance metrics measuring accuracy, a
task experiencing a low level of forgetting has an FLTk

close to zero. Small neg-
ative values denote low levels of forgetting, while positive values would denote a
gain in performance. Similarly, for performance metrics measuring error, such as
MAE, a task experiencing low levels of forgetting should have an FLTk

close to
zero. However, in this case small positive values denote low levels of forgetting,
while negative values for this metric will denote gain in performance.

The forgetting level metric can effectively help quantify the degree to which
forgetting is occurring. However, it is also interesting to look at various types
of forgetting which may often occur in a continual learning system. Gama et al.
[8] provide some ideas into a useful categorisation about changes or drifts in
dynamic learning systems. Similar to online learning, in the context of continual
learning it is important to understand the nature of changes in performance,
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which could occur: 1) abruptly (i.e. when tasks experience high levels of forget-
ting suddenly at a single time step in the sequence), 2) incrementally (i.e. when
tasks experience and accumulate forgetting across several consecutive time steps
of the sequence) or 3) gradually (i.e. when forgetting levels are experienced
across several time steps with a seasonal pattern of performance increasing and
decreasing over consecutive time steps). This categorisation would help to better
profile forgetting, and therefore to react to this more appropriately for different
tasks.

To determine if abrupt forgetting is occurring for a task, we first need to
determine the maximum level of forgetting for that task at any pair of consecu-
tive time steps using: MFTk

= max (P t
Tk

− P t−1
Tk

), ∀ t ∈ {0, 1, . . . ,K}1. Given a
fixed threshold τa, a task Tk is said to be experiencing abrupt forgetting if:

MFTk

FLTk

≤ τa and MFTk
× FLTk

> 0 (7)

To determine if a task is experiencing incremental forgetting up to some level
τi for li consecutive time steps, we first need to determine the number of times
that:

P t
Tk

− P t−1
Tk

FLTk

≤ τi,∀t ∈ {0, 1, . . . ,K} (8)

If this number of times is above some fixed threshold li then task Tk is experi-
encing incremental forgetting, since we can say that large fractions of forgetting
are continuously observed for that task as the sequence of tasks progresses.

Finally, to determine whether a task is experiencing gradual forgetting up to
some level τg for up to lg consecutive time steps, we need to determine the
number of times that:

∣∣∣∣
P t
Tk

− P t−1
Tk

FLTk

∣∣∣∣ ≤ τg,∀t ∈ {0, 1, . . . ,K} (9)

If this number of times is above some fixed threshold lg then task Tk experiences
gradual forgetting, since we can say that forgetting occurs for that task at a
number of consecutive time steps.

4 Experiments and Results

We evaluate the feasibility of various methods described in earlier sections for
an example of controlling a DC motor. We investigate learning a sequence of
plant control schemes using the three continual learning methods explained in
Sect. 3: EWCReg, OWMReg and DENReg. The performance of these learning
methods are compared with Vanilla CL and Vanilla NonCL. Vanilla CL learns

1 Note that we make a common assumption of the number of time steps being the
same as the number of tasks.
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Table 1. Mean MAE and total training time after training all 20 tasks sequentially,
averaged across task orders.

Method Mean MAE Training time (sec.)

DENReg 0.252 ± 0.001 501.0 ± 18.3

EWCReg 0.401 ± 0.048 6, 330.0 ± 190.34

OWMReg 0.364 ± 0.038 276.0 ± 12.4

Vanilla CL 0.538 ± 0.106 179.00 ± 19.1

Vanilla NonCL 1.36 ± 0.068 7.18 ± 0.34

tasks sequentially without considering the effects of catastrophic forgetting while
Vanilla NonCL learns all tasks jointly. We also measure the level and nature of
forgetting using the metrics proposed in Sect. 3.

Experiments are carried out by generating data for 20 tasks. For each task,
we generated values of input parameters of the DC such as for example inertia,
inductance, resistance. A dataset for a specific task is generated by making a
DC motor to follow a fixed trajectory. Each task is composed of 7, 500 train-
ing examples, 1, 500 validation examples and 1, 500 test examples, and 21 input
features. One of the input features corresponds to previously observed speeds
of a DC motor, while the other 20 features correspond to the values of their
corresponding output feature (y) in the previous 20 times. This output feature
for each task corresponds to the speed of the DC motor. For Vanilla NonCL,
all training examples available for each task were used. For the other methods,
we used only the first 1, 000 training examples, to simulate real-world contin-
ual learning scenarios where training data is scarce. We arranged 30 randomly
selected task orders, ensuring that each task is the first task of the sequence
for at least one of these orders. Results are averaged across task orders, unless
stated otherwise. To make these tasks more varied, we added random noise to
50% of the training examples. Furthermore, the order of the input features was
shuffled randomly for each task, except for Vanilla NonCL which is not subject
to any of the above types of noise.

For all methods under evaluation, we train a two-layer fully-connected deep
neural network with 200 units in each layer. We use 1, 000 epochs for batches con-
taining 128 training examples per batch. The learning rate is set to 0.001 in all
cases. In all cases except OWMReg, we use gradient descent to optimise MAE.
For OWMReg, a momentum optimiser of value 0.99 is used, while also optimising
for MAE. For the remaining hyperparameters of each method, we set their cor-
responding values according to previous studies. EWC λ parameter is set to the
number of tasks, 20. We use 200 validation examples from each previous tasks to
construct the Fisher information matrix in EWCReg. For OWMReg, α parameter
is set to 10. For DENReg, we set the lambda sparsity parameter L1 to 0.001 and
L2 to 0.0001. The group LASSO lambda is set to 0.001, the number of units to be
increased in the expansion process is set to 5, the threshold for dynamic expansion
is 0.1 and the threshold for split and duplication is set to 0.1.
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Fig. 2. Mean MAE of tasks learned sequentially, at each timestep, across all task orders,
overall (left) and per task (right).

4.1 Overall Performance

Table 1 presents the MAE after all tasks are learned sequentially and the total
training time at the end of the sequence of tasks, averaged across task orders.
A naive method such as Vanilla CL, with no control for catastrophic forgetting,
outperforms the approach of Vanilla NonCL, which possibly indicates related-
ness of these tasks. EWCReg and OWMReg achieve lower MAE than Vanilla
CL, demonstrating the ability of these methods to avoid catastrophic forget-
ting. However, the training time of EWCReg is approximately 35 times higher
compared to Vanilla CL. DENReg clearly outperforms counterparts with a final
MAE of 0.252, which is only 18% of Vanilla NonCL and 47% of Vanilla CL.
DENReg requires only 3 times more training time than Vanilla CL. Figure 2
(left) presents the mean MAE averaged across task orders at each timestep of
the sequence, for DENReg, EWCReg, OWMReg and Vanilla CL. Although the
MAE of Vanilla CL decreases with increasing number of tasks, its performance is
poorer compared to other methods such as DENReg, OWMReg and EWCReg.

4.2 Performance per Task

Figure 2 (right) shows MAE of each task during the learning sequence, for one
of the task orders used in the experiments. Vanilla CL achieves a low MAE for
each of the tasks when these are learned for the first time. However, high levels
of catastrophic forgetting are experienced as new tasks are learned. EWCReg
also experiences forgetting after a task is learned for the first time, although
at a lower rate than Vanilla CL. OWMReg experiences forgetting during the
initial task (Task 1). However, this method is capable of retaining knowledge of
previous tasks with small forgetting later in the sequence. DENReg is stable for
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Fig. 3. Left: Mean MAE of tasks when tasks are learned for the first time, for all task
orders. Right: Forgetting level for each task, measured as the difference of MAE at the
last timestep of the sequence and the MAE on the first time a task was learned, for a
specific task order.

the full sequence of 20 tasks. The result for DENReg is consistent with previous
findings for this method, where it has been shown that DEN is able to maintain
its performance for the full sequence when the number of tasks is relatively small
[2].

Similarly, Fig. 3 (left) explores MAE of each task when these are learned
for the first time, averaged across task orders. Vanilla CL achieves a low MAE
when a task is learned for the first time. However, contrasting to Fig. 3 (right),
tasks learned using this method are always affected in their performance in the
next timestep. On the other hand, OWMReg tends to perform worse than other
methods while learning tasks for the first time. However, as depicted in Fig. 3
(right), this allows the method to control catastrophic forgetting later in the
sequence. EWCReg and DENReg achieve values of MAE which are more similar
to Vanilla CL when a task is learned for the first time.

4.3 Characterisation of Catastrophic Forgetting

Figure 3 (right) shows levels of forgetting for tasks presented in Fig. 3 (left).
Overall forgetting levels for all tasks in this sequence are: Vanilla CL, 0.376,
EWCReg, 0.129, OWMReg, 0.0137, and DENReg, 0.0. Consistent with previous
results, DENReg does not experience forgetting once the sequence of tasks is
finished. Table 2 shows the types of forgetting experienced by each method and
task, for a specific task order. The abrupt forgetting threshold τa was set to 0.95.
Incremental forgetting would occur if the level of forgetting is at least τi = 0.05 of
the level of forgetting for that task for at least 3 consecutive timesteps. Similarly,
gradual forgetting would occur if the level of forgetting is at least τg = 0.01 of
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Table 2. Number of tasks that experience each type of forgetting, for a specific task
order.

Type of drift DENReg EWCReg OWMReg Vanilla CL

Abrupt 0 19 11 19

Incremental 0 0 1 0

Gradual 0 0 1 0

No/Unclassified 20 1 7 1

the level of forgetting for that task for at least 2 consecutive timesteps. Methods
such as EWCReg and Vanilla CL experience abrupt forgetting for all the tasks.
OWMReg, on the contrary, experiences different kinds of forgetting for different
tasks. DENReg experiences no forgetting at all, a result that is consistent with
findings in Fig. 2 (right).

5 Conclusions

We investigated the problem of learning a sequence of controllers continually.
We explored a variety of state-of-the-art continual machine learning methods.
Experiments demonstrated that formulating this problem as a continual learning
problem results in much lower error compared to learning all these controllers
jointly. Dynamic network expansion methods showed a potential to retain knowl-
edge of previous controller tasks thus helping to avoid the problem of catas-
trophic forgetting in this context for a small number of tasks. An important
future work derived from these results is the exploration of scenarios using real-
world data. More complex problems of controllers that are designed to systems
such as generic classes of linear systems, T-S fuzzy nonlinear systems, or control
systems composed of a larger number of tasks could also be potentially explored.
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Abstract. Continual or lifelong learning has been a long-standing chal-
lenge in machine learning to date, especially in natural language process-
ing (NLP). Although state-of-the-art language models such as BERT
have ushered in a new era in this field due to their outstanding per-
formance in multitask learning scenarios, they suffer from forgetting
when being exposed to a continuous stream of non-stationary data. In
this paper, we introduce DRILL, a novel lifelong learning architecture
for open-domain sequence classification. DRILL leverages a biologically
inspired self-organizing neural architecture to selectively gate latent lan-
guage representations from BERT in a domain-incremental fashion. We
demonstrate in our experiments that DRILL outperforms current meth-
ods in a realistic scenario of imbalanced classification from a data stream
without prior knowledge about task or dataset boundaries. To the best
of our knowledge, DRILL is the first of its kind to use a self-organizing
neural architecture for open-domain lifelong learning in NLP.

Keywords: Continual learning · NLP · Imbalanced learning ·
Self-organization · BERT

1 Introduction

Humans possess the ability to continuously acquire, reorganize, integrate, and
enrich linguistic concepts throughout their lives. As early as infancy and based on
an innate inference capability, the conventional symbols of language are learned
within a socio-communicative context. The underlying neuro-cognitive mecha-
nisms involved in human language acquisition are still far from being fully under-
stood. However, they offer great potential for computational models that are
inspired by the neuroanatomical mechanisms in the mammalian brain, enabling
the continual integration of consolidated linguistic knowledge with current expe-
rience [27].

With the advent of deep learning and the surge of computational resources
and data collection, state-of-the-art transformer-based language models (LM)
such as BERT [5] and OpenAI GPT [20] have gradually moved away from the
c© Springer Nature Switzerland AG 2021
I. Farkaš et al. (Eds.): ICANN 2021, LNCS 12892, pp. 409–420, 2021.
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symbolic level and given way to isolated learning solutions revealing an out-
standing performance on downstream NLP tasks in a multitask set-up [4]. Yet
when being exposed to a sequence of tasks, catastrophic forgetting or catastrophic
interference of previously learned concepts was observed [17]. As re-training on
all prior data would be inefficient both in terms of computational cost and mem-
ory capacity, this observation motivated the introduction of continual or lifelong
language learning (LLL).

Despite recent advances in LLL, most current methods make overly simplis-
tic assumptions that are in stark contrast to realistic, biologically inspired learn-
ing settings. This includes enabling multiple passes over the input data stream
instead of single-epoch training, resulting in a surge of computational cost. Such
methods further rely on perfectly balanced and annotated data, arranged in
a way that the assumption of independent and identically distributed samples
holds. As a consequence, they are poorly applicable to few-shot, unsupervised,
or self-supervised learning scenarios [2].

Thus, striving for a more biologically grounded model architecture and train-
ing set-up, we introduce DRILL, a text classification model applicable to CL set-
tings that involve the presence of a continuous stream of imbalanced data without
prior knowledge about task boundaries or probability distributions. DRILL is
a hybrid architectural and rehearsal-based CL method that uses meta-learning
and a self-organizing neural architecture to enable rapid adaptation to novel
data while minimizing catastrophic forgetting.

Due to the lack of a continual text classification benchmark of imbalanced
data, we introduce two sampling strategies to induce class imbalance artificially.
These strategies are evaluated on five text classification datasets presented by
Zhang et al. [30], commonly used as CL benchmarks in NLP. With this setting,
we show in our experiments that our model outperforms current baselines while
better generalizing to unseen data.

2 Related Work

2.1 Continual Learning

Striving for a balance between memory consolidation and generalization to new
input data from non-stationary distributions, also referred to as the stability-
plasticity dilemma [7], paved the way for various LLL approaches in recent
years. These approaches can be fully or partially categorized into regulariza-
tion, rehearsal, and dynamic architectures:

Regularization-based approaches constrain the plasticity of a learning model
either by introducing additional loss terms for weight adaptation at a fixed model
capacity [13,29], or by setting an additional constraint on prior tasks’ predic-
tions to be kept invariant using knowledge distillation [15]. This fixed-capacity
paradigm contrasts with architecture-based CL models that assign some model
capacity to each task and therefore dynamically expand in response to novel
input [18,22]. Inspired by the concept of memory consolidation, rehearsal-based



DRILL: Dynamic Representations for Imbalanced Lifelong Learning 411

(or memory replay) approaches maintain performance on prior tasks by stor-
ing and retraining the model on old training samples from an episodic mem-
ory [3,16,21].

To limit the associated memory overhead with an increasing number of tasks,
pseudo-rehearsal approaches employing generative network architectures have
been proposed. Such models rely on experience replay of task-representative
samples or latent representations based on statistical properties learned from
old training data [11,19]. Two such generative replay approaches based on GPT-
2 [20], i.e. Language Modelling for Lifelong Language Learning (LAMOL) [24]
and Distill and Replay (DnR) [25] view LLL through the lens of question
answering. DnR deviates from LAMOL in that it bounds model complexity
through knowledge distillation following a teacher-student strategy. Although
both approaches are the current performance leaders on datasets benchmarked
in this work, they require multiple epochs of training and explicit knowledge
about task boundaries. Such preconditions deviate from the realistic CL sce-
nario we advocate for in this work.

2.2 Meta-Learning

Meta-learning [26] has become increasingly popular in recent years as it paved
the way for sophisticated algorithms capable of quickly adapting to new data.
Online aware Meta-Learning (OML) [10] combines the common meta-learning
objective of maximizing fast adaptation to new tasks with the CL objective of
minimizing catastrophic interference during training. A Neuromodulated Meta-
Learning Algorithm (ANML) [1] extends OML by an independent representation
learning stream to selectively gate latent activations. Holla et al. [8] introduce
a sparse experience replay mechanism to OML and ANML, denoting their two
novel methods by OML-ER and ANML-ER respectively. Both extensions out-
perform state-of-the-art methods for text classification and question answering
benchmarks under a training set-up in which data becomes only available over
time and a lack of information about when a dataset or task boundary is crossed.

2.3 Growing Memory and Self-organization

In an attempt to mimic the explicit memory formation in the mammalian brain,
early artificial neural networks based on competitive learning mechanisms and
self-organization have been developed and refined [6,14]. One more recent exten-
sion to such topology learning methods is the Self-organizing Incremental Neural
Network (SOINN) algorithm, which regulates plasticity in unsupervised learn-
ing tasks by means of dynamically creating, adapting, and deleting neurons [23].
SOINN+ [28] extends the original SOINN algorithm by introducing a novel
node deletion mechanism based on (i) idle time, (ii) trustworthiness, and (iii)
non-usage of a network unit. Given that SOINN+ successfully demonstrates its
resilience to noisy data and its ability to learn a high-quality topology from
the input domain while keeping the number of nodes small, we utilize it as a
semantic memory component in our DRILL architecture.
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3 Methods

With the challenge of achieving LLL from unbalanced data in mind, we lay the
theoretical foundation for our proposed DRILL method.

3.1 Task Formulation

Consider an ordered sequence of tasks T = {T1, T2, . . . , TN}, where we observe
nk annotated input samples from the k-th task, i.e. Tk = {(xi

k, yi
k)}nk

i=1 drawn
from the distribution Pk(X ,Y). Assuming a realistic scenario of missing task and
dataset descriptors, we have no knowledge about which task each input sample
belongs to. Following prior work [8], we define task in terms of text classifica-
tion domain, i.e. sentiment, news topic, question-and-answer, and ontology. Our
objective is to learn a model fθ : X → Y with parameters θ to minimize the
negative log-likelihood averaged across all N tasks

L(θ) = − 1
N

N∑

k=1

ln P (xk | yk ; θ) (1)

3.2 Progressive Imbalancing

Prior work on lifelong text classification [8,16,24,25] has traditionally deployed
the perfectly balanced version of the five NLP datasets by Zhang et al. [30]. Fol-
lowing the idea of d’Autume et al. [16], we introduce two sampling techniques
called progressive reduction (R) and progressive expansion (E), which exponen-
tially increase or decrease the number of samples for each incoming task, such
that

nR
k+1 ←

⌊
nR

k

2

⌋
(2)

with progressive reduction and

nE
k+1 ← 2 · nE

k (3)

with progressive expansion respectively, and k ∈ {1, . . . , N}. Both sampling
techniques allow us to simulate two opposite LLL settings in which data at an
early or late stage are significantly less present.

3.3 Episode Generation

For the construction of training episodes and experience rehearsal from episodic
memory, we follow a commonly adopted set-up [8,16]:

Under the assumption that samples arrive in batches of size s and are written
into episodic memory module ME with probability pE , we construct the i-th
episode from b batches, where the first b − 1 batches denote support set Si and
the b-th batch denotes query set Qi.
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After having observed RI samples from the stream, �r · RI� samples from ME
are randomly being drawn for rehearsal, where r ∈ [0, 1] denotes the predefined
replay ratio.

Aligned with the episodic fashion of meta-learning, we calculate the replay
frequency

RF =
⌈

RI/s + 1
b

⌉
(4)

Thus, every RF -th episode can be considered as replay episode in a way that
its query set does not consist of data from the stream, but from the episodic
memory module ME .

3.4 DRILL

The DRILL architecture comprises four main elements, namely a dual-memory
system of (1) an episodic memory module ME and (2) a semantic memory
module MS , and, following the original OML algorithm [10], (3) a representation
learning network (RLN) hφ as well as (4) a prediction learning network (PLN)
gW .

We use the SOINN+ [28] algorithm as semantic memory module MS . Each
neural unit is a d-dimensional real-valued vector. The network is parameterized
by a pull factor η denoting the influence of a new observation on neighbor-
ing nodes. For the sake of simplicity and as proposed by Wiwatcharakoses and
Berrar [28], we set the pull factor to a constant value η = 50. Thus, our model fθ

optimizes for the set of parameters θ = φ ∪ W , consisting of parametrization φ
from X → R

d of the RLN hφ and W from R
d → Y of the PLN gW respectively.

Taking inspiration from the mammalian thalamus as a ‘gate to consciousness’,
we propose two DRILL variants that differ in how latent representations from
the RLN are integrated with signals from the semantic memory MS , translating
its internal selective plasticity to the entire learning process.

Fig. 1. Overview of the two variants DRILLM (left) and DRILLC (right). Latent repre-
sentation signals retrieved from RLN are integrated with neural weight signals from MS
either by multiplication (DRILLM) or concatenation (DRILLC). Input to the model is
either an new observation x from the stream or an episodic replay sample from ME .
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The first variant, called Integration by Multiplication (DRILLM), can be
described as follows: On receiving input x, the model gates the activations hφ(x)
arriving from the RLN by multiplying them element-wise with a set of neural
weights wS drawn from MS in a procedure described in Subsect. 3.5. We express
the model variant DRILLM as

fM
θ (x) = gW (wS · hφ(x)) (5)

For the second variant called Integration by Concatenation (DRILLC), each of
the d-dimensional signals wS and hφ(x) retrieved from MS and the RLN respec-
tively are reduced to half of their dimension d

2 and subsequently concatenated
in a d-dimensional linear layer that is allocated to the PLN, as shown in Fig. 1.
Thus, we derive the following model

fC
θ (x) = gW ( [wS , hφ(x)] ) (6)

where [·, ·] denotes the concatenation operator. The meta-learning procedure for
both DRILL variants works as follows: During inner-loop optimization of the
i-th episode, the RLN is kept frozen while the PLN is fine-tuned using SGD
with an inner-loop learning rate α, such that

W ′ ← SGD(Li(φ,W ),Si, α) (7)

Subsequently, both RLN and PLN are fine-tuned on the query set Qi during
outer-loop optimization, such that all model parameters are updated using the
Adam optimizer [12] with an outer-loop learning rate β to give

θ′ ← Adam(Li(φ,W ′),Qi, β) (8)

For the RLN, we use the state-of-the-art transformer-based language model
BERTBASE [5] with 12 transformer layers and d = 768 hidden dimensions. With
DRILLM, the PLN is a single linear layer with softmax activation that outputs
the class probabilities, while a linear concatenation layer additionally precedes
this layer with DRILLC.

3.5 Self-supervised Sampling

In contrast to the episodic memory ME that we solely use for experience replay,
we use the semantic memory MS for generating high-quality representations,
which influence the fine-tuning of the PLN. For every input sample (xi, yi), we
initiate a competitive voting mechanism among all nodes in MS to determine
the two neurons with neural weights w1

S and w2
S that have most frequently been

best-matching units (BMUs) for class yi. According to the original SOINN+
algorithm [28], the network node that lies closest to the input in Euclidean
space is denoted as BMU.

The two winners are then either multiplied element-wise (DRILLM) or con-
catenated (DRILLC) with the activations of the latent representation hφ(xi)
coming from the RLN, thus generating two inputs to the PLN from one output
of the RLN. During the evaluation phase, only one signal from the winning node
wS is retrieved from MS for the purpose of unambiguous label prediction by
the PLN.
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4 Experiments

4.1 Benchmark Datasets

We train our model sequentially on five text classification datasets by Zhang et
al. [30] covering four different tasks: Sentiment analysis, news topic detection,
question-and-answer classification, and ontology categorization. We summarize
them in Table 1. Following d’Autume et al. [16], the datasets are arranged in
four randomized permutations reflecting the significant impact of task ordering
on evaluation results.

Table 1. The five balanced text classification datasets as in Zhang et al. [30], each
containing 7,600 test samples randomly drawn from the original datasets. The num-
ber of training samples differs depending on order position and imbalanced sampling
strategy.

Classification domain Dataset Classes
Order position

I II III IV

Sentiment Amazon 5 4 4 3 3

Yelp (merged) 1 5 1 2

News Topic AGNews 4 2 3 5 1

Question Topic Yahoo 10 5 2 2 4

Ontology DBPedia 14 3 1 4 5

Total: 33

For evaluation, we follow prior work [8,16,24,25] and randomly draw 7,600
samples from each of the five datasets, yielding a total test size of 38,000. How-
ever, we depart from the perfectly balanced and thus poorly realistic scenario of
115,000 training samples per dataset and instead apply progressive imbalancing
as described in Subsect. 3.2 with nR

0 = 115, 000 and nE
0 = 7, 187, thus providing

a total training size of 222, 812 for either sampling strategy.

4.2 Baselines

For performance evaluation, we compare our two proposed model variations
DRILLM and DRILLC with the two performance leaders given a realistic
single-epoch set-up without prior task-specific knowledge, i.e. ANML-ER and
OML-ER [8]. Just like our method, they use a pretrained BERTBASE language
encoder. We further implement the lower bound for CL model performance,
SEQ, in which we fine-tune both RLN and PLN on all tasks sequentially without
any rehearsal. We also compare our methods with REPLAY, an extension of
SEQ towards experience rehearsal with samples stored in an episodic memory.
Finally, we train RLN and PLN jointly in a multitask set-up MTL, which we
consider as an upper bound for CL model performance. For a fair comparison, we
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choose the same memory-write and rehearsal policies for REPLAY, ANML-ER,
and OML-ER, as well as our two proposed DRILL variants.

4.3 Implementation Details

Our experimental set-up consists of three independent runs on seeds 42–44,
each run performed on the four order permutations and two sampling strategies
respectively. Accordingly, the comparison results are averaged over all three runs.

Due to computational limitations, we train all baseline models on normalized
batches of size s = 8 following the procedure of Ioffe and Szegedy [9] and optimize
based on the cross-entropy loss on all 33 classes. We truncate the BERTBASE

input sequences to length 448 and set the buffer size b = 6. The inner-loop
and outer-loop learning rates of the four meta-learning-based models DRILLM,
DRILLC, OML-ER, and ANML-ER are set to α = 8e−3 and β = 1.5e−5 respec-
tively. The learning rate of all remaining baselines SEQ, REPLAY, and MTL is
set to 1e−5.

All models are trained for a single epoch, whereas MTL is trained for two
epochs. The probability of storing an observation in the episodic memory module
ME is governed by the maximum write probability pE = 0.8. The pE is inversely
proportional to the expansion or reduction for all rehearsal-based models, restor-
ing class balance within ME . The learning rates and pE are derived using a
Parzen–Rosenblatt estimator1. The hyperparameter optimization is applied to
OML-ER as the representative model for all meta-learning-based approaches
and SEQ for inferring the learning rate of the remaining models. Both OML
and SEQ are trained on the full dataset (without expansion or reduction) with
order I and random seed 42. With both DRILL architectures, the unsupervised
SOINN+ algorithm is performed as described in the original paper [28], including
setting the pull factor η = 50.

We follow the rehearsal and evaluation strategies adopted by Holla et al. [8],
setting RI = 9, 600 and r = 1%, such that we draw 96 samples from ME after
observing 9,600 samples from the data stream. The evaluation of the four meta-
learning models is performed by generating five episodes, each containing the
test datasets as query sets. All baseline models were trained on an NVIDIA
TITAN RTX with 24 GB VRAM and 64 GB RAM. The training time ranges
between 1 and 7 h, depending on the model and number of observations.

5 Results

5.1 Imbalanced Lifelong Text Classification

Unlike prior work, we report F1 scores rather than macro-averaged classification
accuracy due to the unbalanced nature of the training data. Our main results
are summarized in Table 2.

1 CometML Hyperparameter Optimizer: https://www.comet.ml/.

https://www.comet.ml/
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Table 2. Text classification F1 scores on four permutations of task orders and pro-
gressive expansion (E) and progressive reduction (R) sampling respectively. The two
rightmost columns denote the macro-average and standard deviation across all order-
ings and sampling strategies.

Order (E) Order (R)

Method I II III IV I II III IV μ σ

SEQ 17.4 27.6 26.6 21.0 23.7 32.7 28.8 25.0 25.4 4.9

REPLAY 55.3 67.9 58.6 65.7 44.2 57.7 53.5 37.0 55.0 10.5

ANML-ER 66.7 70.5 55.0 62.9 57.0 58.6 62.7 45.2 59.8 8.8

OML-ER 70.2 64.9 52.2 64.4 56.0 62.0 66.5 48.7 60.6 8.1

DRILLM 23.2 36.5 37.1 37.6 58.0 51.7 41.0 50.4 41.9 13.7

DRILLC 68.4 68.1 59.1 65.5 61.8 61.6 62.9 49.5 62.1 6.2

MTL 77.9 78.7 76.2 76.7 77.7 76.4 78.3 78.2 77.5 1.0

Our DRILLC variant outperforms existing methods in terms of higher overall
average performance and higher median under equal conditions (the latter is
depicted in Fig. 2). In addition, it has a significantly smaller variance than all
other replay-based comparison methods, thus demonstrating its robustness to
the order of training data and the imbalancing strategy. Consequently, it narrows
the gap to the upper bound of multitask learning.

Interestingly, the DRILLM method is trailing the current models with respect
to absolute performance. Yet, it provides a smaller variance for progressively
expanded data than all other baselines except SEQ, exhibiting robustness against
undersampled classes at the beginning of training. The enormous performance
difference of our two DRILL variants motivates a more detailed analysis of the
impact of knowledge integration mechanisms from RLN and MS .

Fig. 2. F1 scores of all comparison models aggregated across three seeds and four
orderings. Sequential (SEQ) and multitask (MTL) learning can be viewed as lower and
upper bound for model performance respectively.
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5.2 Knowledge Integration Mechanisms

Although the introduction of class-representative signals drawn from semantic
memory yields greater robustness under a realistic training scenario, the overall
model performance varies greatly depending on how the latent signals retrieved
are integrated during training. The relatively poor performance of DRILLM could
be attributed to the multiplicative gating mechanism that we adopted from the
original ANML algorithm [1]. The ANML is designed so that ‘gating parameters’
of preceding layers are learned in a supervised fashion, which is in contrast to
the unsupervised nature of SOINN+.

Conversely, with DRILLC, signals from RLN are enriched with those from the
SOINN rather than fused, allowing for better linear separation, thus resulting in
an increase of model performance. From this, we conclude that the concatena-
tion of modalities in our training scenario provides a better knowledge retention
strategy.

5.3 Self-organized Networks in NLP

A generally known problem of self-organizing networks is that they capture the
entire evolution of hidden representations in feature space along with obsolete
knowledge and are therefore unsuitable for training on shifting latent distri-
butions. With the DRILL architecture, we overcome this problem by freezing
the RLN parameters during inner-loop optimization and by the choice of our
retrieval strategy for neural weight signals coming from the SOINN. The former
leads to a more stable latent data distribution over a longer period. The latter
ensures that neural units residing in the current input distribution are more
likely to be considered as high-quality class representatives.

As this is the first work to combine a self-organizing neural architecture
with a transformer-based language model in a CL setting, we advocate further
exploring such set-ups in future work. This is due to the intrinsic ability of the
SOINN and its various extensions to be applicable in an infinite learning setting
with an unlimited number of tasks. The model can additionally handle partially
annotated data, setting the basis for semi-supervised LLL scenarios.

6 Conclusion and Future Work

In this work, we introduce a novel, more challenging continual learning set-up
with imbalanced data. We further propose Dynamic Representations for Imbal-
anced Lifelong Learning (DRILL), a neuroanatomically inspired CL method
which combines a state-of-the-art language model with a self-organizing neu-
ral architecture. It outperforms current baselines, yet is more stable against
data ordering and imbalancing. Thus, the fusion of supervised language models
with unsupervised clustering algorithms has proven effective for lifelong learning
methods, further narrowing the gap to multitask learning approaches. DRILL
achieves the best results on imbalanced data, with the least overall variance in
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comparison to other meta-learning-based lifelong learning approaches. For future
work, we plan to extend our model towards infinite learning of an unknown num-
ber of tasks as well as sequence-to-sequence learning.
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Abstract. Task-free online continual learning aims to alleviate catas-
trophic forgetting of the learner on a non-iid data stream. Experience
Replay (ER) is a SOTA continual learning method, which is broadly used
as the backbone algorithm for other replay-based methods. However, the
training strategy of ER is too simple to take full advantage of replayed
examples and its reservoir sampling strategy is also suboptimal. In this
work, we propose a general proximal gradient framework so that ER can
be viewed as a special case. We further propose two improvements accord-
ingly: Principal Gradient Direction (PGD) and Confidence Reser-
voir Sampling (CRS). In Principal Gradient Direction, we optimize a
target gradient that not only represents the major contribution of past
gradients, but also retains the new knowledge of the current gradient. We
then present Confidence Reservoir Sampling for maintaining a more infor-
mative memory buffer based on a margin-based metric that measures the
value of stored examples. Experiments substantiate the effectiveness of
both our improvements and our new algorithm consistently boosts the
performance of MIR-replay, a SOTA ER-based method: our algorithm
increases the average accuracy up to 7.9% and reduces forgetting up to
15.4% on four datasets.

Keywords: Continual learning · Principal gradient direction ·
Confidence reservoir sampling

1 Introduction

Primates and humans can continually learn new skills and accumulate knowledge
throughout their lifetime [5]. However, in machine learning, the agents hardly
have a steady good performance when they learn a data stream. Catastrophic
forgetting [10] is a common challenge when training a single neural network
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model on consecutive tasks: the model may perform well over the first task but
suffers a serious accuracy decay along with the training process on the next tasks.
Continual learning [14], also known as lifelong learning [16], is a special field in
machine learning that focuses on avoiding or alleviating catastrophic forgetting.

The primary setting of continual learning (CL) is the task-incremental setting
[17], which assumes the stream of data can be clearly divided into sequential tasks
and learnt offline. However, task-free online has received increasing attention
recently, which is more practical: not only each sample can be merely observed
once (single pass setting) but also the data stream is non-iid without any task
information to assist the process of continual learning.

There are three major families of architecture in CL: expansion-based meth-
ods, regularization-based methods and replay-based methods. In this paper, we
focus on the last one, which store the previous raw data and replay some of them
when learning current data to alleviate forgetting. Experience Replay (ER) [4] is
one of the most representative methods, and has been proven as a strong base-
line. Because of its superior performance, ER becomes the backbone algorithm
for many recent replay-based methods, such as ER-MIR [1], GSS [2], etc.

However, there is still room for improvement: on the one hand, the training
strategy of ER is too simple to make full use of examples. On the other hand,
reservoir sampling, which is a commonly used memory update strategy, can only
ensure the equilibriumof previous samples but not good enough tomaintain amore
informative memory buffer. Our paper aims to tackle these defects and produces
a stronger backbone algorithm for other continual learning methods based on ER.

In this paper, we firstly present a new algorithm for the training strategy
called Principal Gradient Direction (PGD), which attempts to optimize a new
gradient that not only represents the past data better but also retains the new
knowledge of the current example. Secondly, we define a margin-based metric
to measure the value of stored data and propose Confidence Reservoir Sampling
(CRS), which helps to maintain a more informative memory buffer.

Under the online CL setting, our experimental results show that both of our
two approaches improve ER and also boost the performance of other ER-based
CL methods, such as MIR [1], which achieve the best accuracy and forgetting
measure among all the replay-based methods.

2 Methods

In this section, we will first discuss the setup of task-free online continual learning
and replay-based methods in Sect. 2.1, and then propose a proximal gradient
framework to analyze the training strategy of ER from a new perspective in
Sect. 2.2. Finally, we elaborate our two methods: Principal Gradient Direction
and Confidence Reservoir Sampling in Sect. 2.3 and 2.4.

2.1 Setup

In task-free online continual learning setting, there is a stream of non-iid data:
..., (xt, yt), ..., which doesn’t contain any task information to identify the specific
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task that one example belongs to. The learner f(.; θt) can only observe (xt, yt)
at the tth training step due to the single pass constraint.

For replay-based methods, a space-limited memory buffer M can be used to
store some examples to help provide information of past data. The learner should
try to maximize the overall performance of all data, i.e., the average accuracy,
and minimize the forgetting of past knowledge.

Many methods [1,2] have addressed their improvements on the simple random
selection used in ER, which is orthogonal to our improvements. In the following
subsections, we will analyze the shortcomings of ER on training strategy and stor-
age strategy and present our improvements in Sect. 2.3 and 2.4 accordingly.

2.2 Proximal Gradient Framework

In this subsection, we use Proximal operator [12], a well-studied numerical
method in optimization, to build a proximal gradient framework, which is the
foundation of our Principal Gradient Direction and also provides a new perspec-
tive to the training strategy of ER.

The proximal operator of a function f(·) with a scalar parameter λ (> 0) is
defined by

proxλf (v) := arg minxf(x) +
1
2λ

‖x − v‖22, (1)

where x ∈ R
n, v ∈ R

n are two n dimensional vectors and f : Rn → R is a
closed proper convex function. Proximal operators can be interpreted as modified
gradient steps:

proxλf (v) = v − λ∇Mλf (v), (2)

where Mλf is a smoothed or regularized form of f termed as Moreau envelop
Mλf (v) := infx f(x) + 1

2λ‖x − v‖22.
As shown in [9], continual learning can be formulated as a minimization

problem that finds a new gradient close enough to the gradient of the new data
and satisfies some constraints at the same time. In other words, the new gradient
should still be beneficial to the current task and also takes the past tasks into
consideration.

Based on this insight, we introduce the proximal operator into the setting of
continual learning:

proxλf (g) = arg minwf(w) +
1
2λ

‖g − w‖22, (3)

where g is the gradient vector calculated on the new data, and w is the target
gradient to update the network weights. f(·) is the convex function we need to
design which characterizes the relation between the target gradient and gradients
of past examples selected from the memory.

The training strategy of ER is simple: the learner randomly samples a small
batch of past data from memory and directly uses the sampled data Bt as well
as the new input data (xt, yt) to co-train the network. From the perspective of
proximal gradient framework, the constraint function f(·) of ER is the inner
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product of the target gradient and the average gradient of selected past data
without λ:

min
w

1
2
‖g − w‖22 − 〈gref , w〉, (4)

where gref is the reference gradient of Bt. The Eq. (4) has an analytic solution
as follows, which is the actual training strategy of ER:

w∗ = g + gref . (5)

However, this strategy ignores the difference of sampled examples and it also
regards new data and past data equally weighted, which is suboptimal.

2.3 Principal Gradient Direction

A more reasonable idea of utilizing the new data and selected examples is to
find a target gradient that not only represents the overall contribution of the
sampled past examples, but also maintains the knowledge of new data. Such a
gradient can be found in the neighbor of g, which should also follow the principal
direction of all past gradients. In this way, the new gradient will not violate the
past knowledge for the reason that principal direction ensures a gradient descent
towards a overall decrease on losses of past examples. In addition, the gradient
also promotes the memorization of new data because it is a near neighbour of g.

To find the principal direction, we attempt to minimize the sum of solid
angles between the new gradient vector and the past gradients, i.e., maximize
the sum of cosine value. Besides, the length of a gradient should also be taken
into consideration, because the “short” gradient vector means that current model
f(.; θt) can learn it well and hence is less important than a “long” gradient. So
we apply sigmoid function on length of the gradient as weight. We can also set
a small threshold ε for the length of gradient: ‖gi‖ε = max(ε, ‖gi‖) to further
decrease the impact of the short one.

Under the proximal gradient framework, we formulate a optimization prob-
lem as follows:

min
w

−
K∑

i=0

〈w, gi〉
‖w‖ ‖gi‖ε

sigmoid(‖gi‖) +
1
2α

‖w − g‖22, (6)

where w is the target gradient, g is the gradient of the new input, gi is the
gradient of the sampled past example, α is a hyperparameter to balance the two
parts and K is the size of sampled batch Bn.

To solve this optimization problem, we choose Proximal Gradient Method
[12] to get an iterative solution of the proximal problem. Considering a general
optimization problem:

minimize f(x) + h(x), (7)

where f : Rn → R and h : Rn → R ∪ {+∞} are two closed proper convex
functions and f is differentiable. The Proximal Gradient Method is formulated
as follows:
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x(k+1) = proxβh(x(k) − β∇f(x(k))). (8)

As for our problem, we regard the target gradient w as the optimization vari-
able, the principal direction term in (6) as function f and the distance constraint
term as function h.

After substituting the variables and expanding the formulation of (8), we get
the standard form of proximal gradient method for our optimization problem:

w(k+1) =arg minw

1
2β

‖w − (w(k) − β∇f(w(k)))‖22

+
1
2α

‖w − g‖22. (9)

To find the solution, we need to set the derivative of (9) to zero. Note that
we can ignore the constant term, e.g. gT g, so we can get:

w(k+1) =
α(w(k) − β∇f(w(k))) + βg

α + β
. (10)

For the gradient ∇f(w(k)), with the rule of derivation for fraction, the solu-
tion is:

∇f(w(k)) = −
K∑

i=0

(
gi∥∥w(k)
∥∥ ‖gi‖ε

sigmoid(‖gi‖)

−〈w(k), gi〉w(k)

∥∥w(k)
∥∥3

2
‖gi‖ε

sigmoid(‖gi‖)

)
. (11)

Here we choose the gradient of new input data g as w(0) for the reason that
the new gradient should be a neighbor of g. From empirical observation, we find
that just one step optimization is good enough, so an approximate solution is:

w(1) = g − αβ

α + β
∇f(g). (12)

We replace the fraction αβ/(α + β) in (12) with a single hyperparameter
λ in experiment, which makes it look like one step gradient descent from g
on our principal direction function f . In practice, we can choose to group the
examples averagely to decrease the number of backward propagation to obtain
an appropriate computational complexity.

2.4 Confidence Reservoir Sampling

In this subsection, we focus on the storage strategy about how to update the
memory with the new example (xt, yt).
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Algorithm 1. Reservoir sampling
Procedure: M, mem sz, t, (xt, yt)
if |M| ≤ mem sz then

M.append((xt,yt))
else

i = randint(0, t)
if i ≤ mem sz then

M[i] ← (xt, yt)
end if

end if

ER and many other replay-based methods apply reservoir sampling strategy
(Algorithm 1) [18], where mem sz is the total memory size of M and t is the
order number of input (xt, yt).

Though this strategy can ensure the equilibrium for memory buffer, the ran-
dom replacement (the blue row in Algorithm 1) still has a room for improvement
considering the limited memory space. We aspire to maintain a more informative
memory buffer by replacing the less useful examples, which can improve continual
learning no matter which subset is selected to consolidate the past knowledge.

Just like the exploration and exploitation dilemma in reinforcement learning,
the same situation also exists in online continual learning: exploration is replacing
the old data with the new one to explore the new knowledge, while exploitation
is keeping the old data intact. Actually, only when an example is selected, it is
really exploited by the learner.

Inspired by the idea of Upper-Confidence Bound (UCB) algorithm, which
balances the uncertainty and reward of a certain action to choose one from the
action set, we use a similar strategy to calculate a score for each example in
memory buffer and choose the appropriate one to be replaced.

The exploitation rate, denoted as EX, is the first part of the metric, which
is calculated by a division from the times n that the example is selected into
Bt and the age of the example a: EX = n/a. We intend to replace the highly
exploited one, which is more likely to be overfitted by the learner.

Then we define margin [8] based on the prediction probability from the for-
ward propagation: the output prediction p(x; θ) on an example (x, y) is computed
through a softmax activation function, and we formulate margin, denoted as m,
as:

m := py(x; θ) − max
y′ �=y

py′(x; θ). (13)

When the model makes a correct prediction, the margin of the certain input
is positive, otherwise, we get a negative margin. Margin value indicates the
confidence of the prediction: larger the margin is in magnitude, more confidence
we have in the prediction.

At the tth training step, we can first get mt of (xt, yt) from model f(.; θt)
and then mt+1 from the new model f(.; θt+1) that executes one step gradient
descent. Then we define margin increment: MI = mt+1 − mt, which measures
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Algorithm 2. Confidence Reservoir sampling
Procedure: M, mem sz, t, (xt, yt)
if |M| ≤ mem sz then

M.append((xt,yt))
else

i = randint(0, t)
if i ≤ mem sz then

if Using strategy s1 then
j ← max(S(M))

else if Using strategy s2 then
j ∼ P (j) = Sj/

∑
k Sk

end if
M[j] ← (xt, yt)

end if
end if

the importance of a certain example at one training step. If margin increment is
large, it means that this training step has learnt the example very well, in other
words, the example is simple and less informative for the model.

So we can calculate our metric, denoted as S, for all the examples in memory
buffer:

S := EX + c · MI, (14)

where EX is the exploitation rate, MI is the margin increment and c is a
weight hyperparameter. For a high score, the example is either over-exploited or
less informative, which is more appropriate to be replaced.

We have two strategies to replace examples based on S: s1 directly chooses the
biggest score, and s2 replaces each example with a probability P (i) = Si/

∑
j Sj ,

which applies to different datasets.
So far, we complete the definition of our margin-based metric and implement

it on reservoir sampling as Confidence Reservoir Sampling (Algorithm 2). In this
way, Confidence Reservoir Sampling not only satisfies the requirment of equal
storage, but also maintains a more informative memory buffer. Note that our
margin-based metric can also be extended to other storage strategy.

3 Experiments

In this section, we report the details of experiments and the performance of our
two improvements. We apply PGD and CRS on ER and conduct ablation study.
We also use the renewed backbone algorithm over MIR-replay [1] to demonstrate
the effectiveness of our approaches.

3.1 Datasets and Architectures

We consider four commonly used datasets:
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Table 1. Average accuracy (%) of ablation Study (↑)

Method ER ER-P ER-C ER-PC

MNIST-S 79.8 ± 3.2 82.4 ± 2.1 81.5 ± 2.1 84.0±2.3

MNIST-P 79.1 ± 0.7 80.9 ± 0.3 79.9 ± 0.5 81.7±0.6

CIFAR10-S 30.7 ± 2.0 36.1 ± 1.8 38.5 ± 1.1 40.0±2.1

Mini-S 23.0 ± 1.2 25.5 ± 0.6 25.2 ± 0.8 25.8±1.0

Table 2. Forgetting measure (%) of ablation Study (↓)

Method ER ER-P ER-C ER-PC

MNIST-S 19.2 ± 4.0 13.2 ± 3.1 17.3 ± 3.2 9.6±1.9

MNIST-P 4.3 ± 0.5 2.6 ± 0.5 4.0 ± 0.6 2.4±0.4

CIFAR10-S 63.3 ± 2.7 56.6 ± 3.7 49.4±1.7 49.7 ± 3.3

Mini-S 32.1 ± 2.0 25.7 ± 1.4 28.5 ± 1.1 25.7±1.1

(1) MNIST Split is derived from MNIST, the famous dataset on handwritten
digits, which directly splits 10 classes of MNIST into 5 non-overlapping
different tasks.

(2) MNIST Permutations is also derived from MNIST, which randomly gen-
erates different pattern of pixel permutation for each task to exchange the
position of the original images of MNIST. For both MNIST Split and MNIST
Permutations, we use the similar benchmark setting as [9] that each task
consists of 1000 examples.

(3) CIFAR10 Split is derived from CIFAR10, which averagely divides the
whole classes in CIFAR10 into 5 tasks, where each task has 9750 samples
and 250 retained for validation just as [1].

(4) MiniImageNet Split is derived from miniImageNet, a subset of ImageNet
with 100 classes and 600 images per class, which averagely divides the whole
classes into 20 tasks.

For MNIST-S and MNIST-P, all baselines use fully-connected neural net-
works with two hidden layers of 100 ReLU units. A smaller version of ResNet18
[6] is used for CIFAR10-S and MINI-S, which has three times less feature maps
for each layer than the original ResNet18.

3.2 Metrics

We use Average Accuracy and Forgetting Measure [3] to evaluate the perfor-
mances of the baselines over four datasets. For Average Accuracy, the higher the
number (indicated by ↑) the better is the model. For Forgetting Measure, the
lower the number (indicated by ↓) the better is the model. We run 10 times to
get each result.
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Fig. 1. Performances on MNIST-S Fig. 2. Performances on MNIST-P

3.3 Ablation Study

We conduct ablation study on four datasets by combining our two approaches
with ER, and the resulting algorithms are as follows: basic ER (noted as ER), ER
pluses PGD (noted as ER-P), ER pluses CRS (noted as ER-C) and ER pluses
both PGD and CRS (noted as ER-PC). We store 50 examples per class and
select 10 past examples for Bt on MNIST-S, MNIST-P and CIFAR10-S while
store 100 examples per class and select 20 examples on MINI-S. The results are
showed in Table 1 and 2.

Effectiveness of PGD and CRS. From the results, we can observe that both
PGD and CRS can improve the performance of ER on all four datasets: the two
methods can boost the average accuracy up to 7.7% and reduce the forgetting
measure up to 13.9%. On MNIST-S and MNIST-P, whose size are relatively
small and network is simpler, PGD contributes more than CRS. The situation
reverses on CIFAR10-S. MINI-S has the longest task sequence (20 tasks) and
the biggest input size, where our two approaches have similar contribution in
average accuracy. The comparative relations are same in forgetting measure.

Joint Improvement of PGD and CRS. The results also demonstrate that
PGD and CRS can always jointly render a further improvement. On all four
datasets, ER-PC is the best algorithm in terms of average accuracy which out-
performs ER from 2.6% to 9.3%. ER-PC also achieves least forgetting on the first
three datasets, which only performs slightly worse than ER-C on CIFAR10-S.

Our aim is to produce a stronger backbone algorithm for other ER-based
methods, so we use ER-PC as a renewed backbone algorithm for the following
comparison.

3.4 Performance of ER-PC

In this subsection, we will show the performance of ER-PC, where we use it
as the new backbone algorithm by overlying MIR-replay [1] on it, which is an
example-selection strategy for replay and is SOTA replay-based method so far.
We note the new method as ER-PC-MIR.
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Fig. 3. Performances on CIFAR10-S Fig. 4. Performances on MINI-S

Basic Comparison. We take the following four baselines into comparison:
VAN (a vanilla method that a single predictor for all the tasks without any
continual learning strategy), ER [4], ER-MIR [1] (the basic version of MIR-
replay based on ER) and GSS [2].

For the reason that the training time of GSS on MINI-S is unacceptable, we
don’t take GSS into comparison on this dataset. We also don’t take GEM [9] and
A-GEM [3] into comparison because they all need the task information to update
the memory and train the network, which violate the task-free online CL setting.
Prior works show that ER and ER-MIR outperform GEM-like algorithms. The
settings of memory size are same as our ablation study. The results are reported
in Figs. 1, 2, 3 and 4.

First, ER-PC-MIR achieves the best average accuracy on all four datasets.
On MNIST-S, MNIST-P and CIFAR10-S, ER-PC-MIR achieves better average
accuracy than ER-MIR, the best baseline on these datasets, with improvements
up to 7.9%. In MINI-S, our method is better than ER, the best baseline, with
improvement 2.8%.

Second, our method also forgets least knowledge among the baselines on all
four datasets: ER-PC-MIR reduces forgetting than ER-MIR with improvements
from 1.1% to 15.4%. On CIFAR10-S, ER is the best baseline in terms of forget-
ting measure, and ER-PC-MIR is better than it with 13.6%.

The results show that our method ER-PC is a stronger backbone algorithm
than vanilla ER: after combining with MIR-replay, ER-PC-MIR not only out-
performs than ER-MIR, but also achieves the best performance among all other
replay-based methods.

Comparison in Different Memory Size. As MNIST-P and CIFAR10-S
are two representative datasets in domain-incremental and class-incremental
datasets, we run ER-MIR and ER-PC-MIR on them in different memory size.
We store 100, 50, 25 and 10 examples per class, which means that the total size
of memory buffer is 1000, 500, 250, 100 on two datasets. We report the average
accuracy and forgetting measure in Tables 3 and 4.
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Table 3. Average accuracy (%) on MNIST-P and CIFAR10-S in different memory
size (↑)

MNIST-P 1000 500 250 100

ER-MIR 82.7 ± 0.4 80.5 ± 0.5 77.5 ± 0.9 73.6 ± 1.0

ER-PC-MIR 84.4±0.4 82.9±0.3 79.6±0.6 76.1±0.4

CIFAR10-S 1000 500 250 100

ER-MIR 43.5 ± 1.7 33.1 ± 1.1 27.1 ± 2.3 22.0 ± 2.2

ER-PC-MIR 48.9±2.5 41.0±1.8 33.7±1.9 26.6±3.0

Table 4. Forgetting measure (%) on MNIST-P and CIFAR10-S in different memory
size (↓)

MNIST-P 1000 500 250 100

ER-MIR 2.3 ± 0.4 3.9 ± 0.3 6.0 ± 0.6 8.8 ± 0.9

ER-PC-MIR 1.2±0.3 1.9±0.3 4.4±0.5 7.0±0.7

CIFAR10-S 1000 500 250 100

ER-MIR 46.4 ± 5.1 64.6 ± 1.6 72.2 ± 4.3 77.0 ± 2.5

ER-PC-MIR 36.0±4.8 49.2±3.4 54.6±3.8 69.1±5.3

In all memory size, ER-PC-MIR consistently improves the performance of
ER-MIR. ER-PC-MIR achieves more average accuracy than ER-MIR from 1.7%
to 2.5% on MNIST-P. On CIFAR10-S, ER-PC-MIR gains over ER-MIR from
4.6% to 7.9% in average accuracy. The results show the reliability of our renewed
backbone algorithm in different memory size.

4 Conclusion

In this paper, we firstly focus on the training strategy of CL and present a
proximal gradient framework. Based on it, Principal Gradient Direction is
proposed to take full advantage of replayed examples and new data. Then we pay
attention to memory updating strategy: we define a new margin-based metric
to measure the value of stored data and propose Confidence Reservoir Sam-
pling based on it to maintain a more informative memory buffer. The experi-
ments demonstrate that our two approaches are both beneficial and can jointly
give a further improvement. After applied with PGD and CRS, the renewed back-
bone algorithm can boost the performance of MIR-replay and always achieves
the best performance among other replay-based baselines on four datasets. On
task-incremental and domain-incremental datasets, our method also consistently
outperforms ER-MIR in different memory size. The experiments show that our
method is a reliable and stronger backbone algorithm than vanilla ER.
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Abstract. Data visualization tools should create low-dimensional rep-
resentations of data that emphasize structure and suppress noise. How-
ever, such non-linear amplifications of structural differences can have side
effects like spurious clustering in t-SNE [1]. We present a more general
class of spurious structure, namely broken symmetry, defined as visual-
izations that lack symmetry present in the underlying data. We develop
a simple workflow for detection of broken symmetry and give examples
of spontaneous symmetry breaking in t-SNE and other well-known algo-
rithms such as GPLVM and kPCA. Our extensive, quantitative study
shows that these algorithms frequently break symmetry, thereby high-
lighting new shortcomings of current visualization tools.

1 Motivation

Data visualization is a core tool in the machine learning toolbox. Data sets are
visualized for exploration, to formulate hypotheses and to make modeling deci-
sions. Visualization is commonly used for interpretation of learned models, e.g.
visualization of latent variables of a generative model to understand representa-
tions. Data visualization is also very useful for debugging. For these applications
faithfulness is a concern—can we trust the structure revealed in a visualization?

Most data of interest is high dimensional, hence can not be directly visualized.
Rather, some form of dimensionality reduction is required, which inevitably will
lead to loss of information. Popular schemes such as t-SNE [27], aim at two or three-
dimensional representations that capture both local and global structure in data.
Figure 1 shows a two-dimensional t-SNE visualization of images from the COIL-
20 dataset [20]; the given example concerns a wooden object on a turntable that is
viewed from multiple, equidistant angles forming full 360◦ rotation. Such an incre-
mental physical rotation leads to a set of images with a simple topological struc-
ture which can be quantified by the neighborhood graph. More specifically, we form
a graph with the images as nodes and connect neighboring nodes along the rota-
tion path to obtain the graph of a circle. The neighborhood graph presents us with
a strong physical symmetry and we naturally expect a visualization of the data
to reveal this pattern by a structure which is topologically equivalent to a circle.
Evidently, this does not happen: The visualization has broken the symmetry and
“invented” a difference between neighboring points that is non-physical.
c© Springer Nature Switzerland AG 2021
I. Farkaš et al. (Eds.): ICANN 2021, LNCS 12892, pp. 435–446, 2021.
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Fig. 1. We analyse a set of images of an
object subject to a 360◦ rotation on a
turntable. The nearest neighbor graph
forms a simple circle, however when the
set is visualized using t-SNE the sym-
metry is lost.

The significance of transformations
and the ensuing question of symmetry
preservation goes beyond the physical
rotations of the COIL data set. Parame-
terized transformations are key to mod-
ern data augmentation strategies. The
question of preservation of symmetries in
augmented data sets is then related to
whether given symmetries are successfully
represented during learning.

Our contribution is to identify a
new, general class of spurious structures in
data visualization, namely spontaneously
broken symmetry, defined as representa-
tions that lack symmetry present in the
underlying data. We provide a topological,
quantitative measure to detect broken symmetry (Sect. 2) allowing for a system-
atic study. Our empirical studies (Sect. 3) show that widely used visualization
techniques break simple symmetries like rotations, hence, challenging the notion
that they conserve global structure.

2 Symmetries, Graphs, and Persistent Homology

Fig. 2. The latent space of a model
that preserves symmetry (a) and
one that does not (b). (c) A barcode
as a function of thresholds Bt.

Symmetry Groups. We consider symmetries,
i.e. a property of a system that remains
unchanged under a given transformation. The
images of the wooden toy in Fig. 1 are formally
equivariant when the toy is rotated physically
on the turn-table, while the outputs of a deep
network for image based object classification
ideally would be invariant (symmetric) under
rotation.

Mathematically, such transformations and
symmetries are described by Lie groups [11]. A
real Lie group is a smooth differentiable man-
ifold on which points are connected through a
group operation and its inverse. For instance,
rotation matrices form a smooth group with
the matrix multiplication group operation.
The unit circle can then be generated by a
single unit vector and its multiplication with all members of the group of rota-
tion matrices. If the rotation group governs a physical phenomenon then we
expect to observe data along a path that topologically is a circle, disregarding
observation noise.
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This paper focus on situations where the governing group is known and inves-
tigate if its structure is preserved by common visualization techniques. This is
achieved by verifying if the group topology remains intact under visualizations.

Discrete Approximations. In practice, we only observe a finite number of data
points, rather than the entirety of a group. We can, however, approximate the
path spanned by the observations with a graph, where points are connected if
their generating group elements are close under the group metric. For instance,
we may connect rotated images in a graph if their rotation angles are similar.

Measuring Broken Symmetry. For visualization, we map data to a low-
dimensional space (typically R

2); we let X = {xi} denote data coordinates
in this low-dimensional space. We can now determine if a symmetry has been
preserved under visualization by asking if the associated graph can be recovered
from the low-dimensional coordinates. As the graph informs as to which points
should be neighbors, we measure for each set of neighbors the radius of the ball
needed to include one in the other’s neighborhood graph. To compare across
methods, we scale all distances by their median

Bmedian = median
(xi,xj)∈G

(‖xi − xj‖), (1)

where G denotes the graph associated with the generating group. We rely on the
median due to its high breakdown point [15]. We, thus, measure

Bij =
‖xi − xj‖
Bmedian

. (2)

We can then threshold this measure such that, we say that a symmetry has
been broken if Bij > Bt for any pair or equivalently, max(Bij) > Bt. We define
Bmax := max(Bij). Note that this measure does not distinguish between one or
multiple instances of broken symmetry.

Persistent Homology. The measure above is linked with persistent homology [12].
This is a key mathematical tool in topological data analysis that has been shown
to be robust to perturbations of the input data [6]. Following Carlsson [5], we
place balls on each data point with radius ε and points falling within this ball
defines a neighborhood. This defines a topological space Ωε. By varying ε, we can
create multiple topological spaces and let the Betti numbers bi(Ωε) quantify the
structure of the topological space. The number b0 represents the approximate
number of connected components and b1 the number of circles or holes.

In persistent homology, we study a spectrum of neighborhood sizes. For a
known generating group, we would know its Betti numbers, and may ask which
(if any) ε yield the given Betti numbers in the visualization point set. This allows
us to consider multiple thresholds of our measure (2) of symmetry.
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Barcodes. A broken symmetry is defined by the maximum of the normalized
pairwise distances Bmax being greater than a threshold Bt. This we can repre-
sent by a bar ranging from zero to Bmax that visualizes the birth and death of
symmetry. Stacking such bars (as in Fig. 2) yields a barcode. This lets us inspect
the sensitivity of a chosen threshold for multiple models visually as each bar
corresponds to a model [10]. The ‘sharper’ the transition from short bars to long
bars is, the more robust the conclusion is. The barcode in Fig. 2 suggests that a
choice of Bt = 3 is robust as any value in Bt ∈ [2,8] yields the same conclusions.
For quantitative comparisons across experiments we consistently use Bt = 3
though this may be suboptimal for some models.

Fig. 3. (a) Bmax vs. the perplexity for t-SNE. Each blue line represents the mean over
30 repeats for an object in COIL-20. The dotted, red line marks Bt = 3 and the black
lines represent mean and standard error over all objects. (b) Histogram of models. (c)
Barcode for the mean (black lines in (a) of objects. (d) Latent space in model with
perplexities 50 (Bmax is small). (e) Latent space in model with perplexities 5 (Bmax is
large).

3 Experiments

We consider four methods representing the spectrum of visualization techniques:
t-SNE matches an exponential distribution of pairwise distances in data

space with a t-distribution of pairwise distances in the latent space [27]. The
visualization is controlled by a perplexity parameter that quantifies the effective
number of neighbors used in the exponential distribution over pairwise distances.
This is a randomized model as implemented in scikit learn [22].

TriMap [2] is a recent method that relies on an elaborate triplet weighting
scheme such that point triplets are weighted with their pairwise distance before
obtaining the final triplet weight ωijk = ζγ (δ + ω̃ijk/ωmax). Here ζγ(u) = log(1 +
γu), where the the locality parameter γ is said to place focus on either local or
global structure. The method is randomized and experiments were performed
using software provided by Amid and Warmuth [2] where the default value is
γ = 500.
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Kernel principle component analysis (kPCA) [25] extends classic PCA
through the kernel trick. We use the squared exponential kernel k(xi, xj) =
exp (−||xi − xj ||2/λ), which is controlled by the scale parameter λ. The model is
deterministic and experiments were performed using scikit learn [22].

Gaussian process latent variable model (GPLVM) [17] visualizes data
using a latent representation with a Gaussian process prior with covariance func-
tion kij = θ exp

(−1/2‖xi − xj‖2
)
+σ2δij , where xi, xj denote latent points. The

model is deterministic for a given initial condition of the hyperparameters θ and
σ2, θ0 and σ2

0 . Experiments were performed using Pyro [4].
In all experiments, we vary method parameters over a large range, and

randomized methods are repeated multiple times and reported numbers are aver-
ages. Experimentally, we focus on the most elementary symmetry of interest: the
rotation group. We consider images from (1) COIL-20 where objects are rotated
360◦ in 72 steps and (2) MNIST where we synthetically rotate images with
up to 360◦ and 5% Gaussian noise is added to the pixel intensities. We perform
a detailed analysis of each model’s behavior, and quantitatively compare and
summarize in Sect. 3.5.

3.1 t-Distributed Stochastic Neighborhood Embedding (t-SNE)

To investigate possible symmetry breaking in t-SNE, we fit 30 t-SNE models
to images of each COIL-20 object over a large span of perplexity parameters.
We measure Bmax = max Bij and report averages over the 30 models (the blue
lines in Fig. 3a).1 As perplexity increase, Bmax becomes smaller. This is to be
expected as perplexity controls the smoothness of the t-SNE model. In 73% of all
models, we observe broken symmetry (Bmax > 3). The barcodes reveal that this
percentage is not particular sensitive to the choice of threshold (the red dotted
line correspond to Bt = 3). On MNIST, we observe a similar pattern (omitted
due to space constraints) with 96.5% of all models having a broken symmetry.

In our experience, t-SNE tends to amplify small gaps in the data, leading
to broken symmetry. This is linked to the ‘spurious clustering’ effect observed
by Amid and Warmuth [1]. We generally observe that random initialization of
t-SNE seems to better preserve symmetries than initialization by other methods
such as PCA or Isomap. This former approach requires multiple restarts and
choosing the embedding with lowest KL divergence.

3.2 TriMap

Amid and Warmuth [2] developed TriMap motivated by the spurious clustering
effect in t-SNE, and we hypothesized that TriMap would lead to less symmetry
breaking. However, the evidence in Fig. 4 does not support that conclusion. As
before, each blue line shows the average Bmax for 30 randomly initialized models
for each object in COIL-20 over a wide span of the γ parameter. Here 77% of all
models are estimated to show broken symmetry, which is roughly on par with

1 Bmax axis is cut off intentionally as the value for some object diverge.
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t-SNE. The barcode indicates that the choice of threshold is robust, though we
find some inter-object variability (omitted). Our findings for MNIST are similar
with 93.32% estimated symmetry breaking.

3.3 Kernel Principal Component Analysis (kPCA)

In kPCA, we examine symmetries as a function of the kernel scale parameter
λ. The barcode (Fig. 5) shows the robustness of the conclusion of preserved
symmetry for the mean across COIL-20 objects. For large values of the scale
parameter, the conclusion is robust as Bt can vary, but for smaller values, our
conclusions become sensitive to the specific choice of Bt.

Fig. 4. (a) Bmax vs. the locality parameter γ for TriMap. Each blue line represents
the mean over 30 repeats for an object in COIL-20. The dotted, red line marks Bt = 3
and the black lines represent mean and standard error over all objects. (b) Histogram
of models. (c) Barcode for the mean (black lines in (a) of objects. (d) Latent space in
model with γ = 1000. (e) Latent space in model with γ = 0.

In the non-linear regime (small values of λ), Bmedian (1) is driven to small
values (Fig. 5d) and Bmax diverges. In the linear regime (large values of λ), the
model approaches PCA which explains the flattening (Fig. 5e).

In 42% of models, we observe broken symmetry and note that five objects
in COIL-20 give rise to broken symmetries: Object 2 (wooden toy), object 16
(round bottle), object 16 (ceramic vase), object 18 (tea cup) and object 20 (round
container). Of these, four are rotationally symmetric in the plane of rotation, sup-
porting our hypothesis that additional symmetry can induce symmetry breaking.

On MNIST data, the rate of broken symmetries was 7.23%. One possible
explanation for this reduction, is that if PCA on the MNIST data does not
induce symmetry breaking then fewer models will break the symmetry because
kPCA converges to PCA in the linear regime.

3.4 Gaussian Process Latent Variable Model (GPLVM)

We investigated the GPLVM design space by varying the initial values of the
kernel hyperparameters, θ0 and σ2

0 all with identical initialization of the latent
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space (isomap [26]). In Fig. 6a, θ0 is fixed and σ2
0 is varying and in Fig. 6b, σ2

0

is fixed while θ0 varies. An interesting thing to notice is while we mostly get
consistent results, sometimes a small change in the initial condition induces a
large change in the Bmax leading to somewhat complex behavior.

The loss is often an indicator of broken symmetry as we saw with the KL
divergence for t-SNE. If the parameter space contains symmetry-preserving mod-
els then these generally have lower loss than models that break symmetry.

Fig. 5. (a) Bmax vs. the scale parameter λ for kPCA. Each blue line represents an
object in COIL-20. The dotted, red line marks Bt = 3 and the black lines represent
mean and standard error over all objects. (b) Histogram of models. (c) Barcode for the
mean of objects (black lines in (a)). (d) Latent space of model with log λ = 3 (Bmax is
large). (e) Latent space of model with log λ = 6 (Bmax is small).

The hyperparameters θ and σ2 converge to the final values independent of the
model preserving the symmetry. This means that the difference in loss between
symmetry-preserving and symmetry-breaking models must be accounted for by
the latent variables. It also means that it is not possible to detect a broken
symmetry from the optimized hyperparameters but rather, one have to consider
the latent variables to detect a broken symmetry.

Like in kPCA, we find broken symmetries in the most symmetric objects.
In the GPLVM, this is linked to the choice of initialization of the latent space.
Overall, we found broken symmetries in 65.48% of the models and similarly in
MNIST (46.32%).

3.5 Summary of Experiments

We found broken symmetry in all models with a high prevalence as summa-
rized in Fig. 7. Note that we did not tune the parameters but varied important
parameters across large ranges and used default parameters for others.

All objects in COIL-20 are indeed symmetric in data space according to
our estimator. One may expect that high-level features may be less susceptible
to broken symmetry than raw data. To investigate we extracted features using
ResNet18 [13] and found no broken symmetries in the extracted features and no
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consistent, significant difference when looking at symmetry in the models trained
on extracted features. We noticed that the most symmetric objects generally
experienced more broken symmetry across models.

4 Related Works

Data visualization is important at many steps in the machine learning process.
Visualization is used exploratively to form hypotheses [3], for understanding
latent representations in supervised learning [8] and generative models [9].

Fig. 6. (a) Bmax vs. the initial value of the noise variance σ2
0 for GPLVM. (b) Bmax

vs. the initial value of the kernel variance θ0 for GPLVM. Each blue line represents an
object in COIL-20. The dotted, red line marks Bt = 3 and the black lines represent
mean and standard error over all objects. (a) Parameter space in σ2

0 with fixed θ0. (b)
Parameter space in θ0 with fixed σ2

0 . (c) Histogram of models in a. (d) Histogram of
models in b. (e) Barcode for the mean of objects (black lines in (a) and (b)). (f ) Latent
space of model with θ0 = 1 and σ2

0 = 0.2. (g) Latent space of model with θ0 = 0.2 and
σ2
0 = 0.2.

The desiderata of visualization are discussed by Kaski et al. [16] and Venna
et al. [28], who argue that visualizations should be trustworthy, meaning that
samples appearing similar (e.g., neighbors) in the visualization should be similar
in a physical sense. Also, they point out that data points close in a physical sense
should be close in visualization. They noted the similarity with the concepts of
precision and recall in information retrieval. Our concept of broken symmetry is
related to the “recall” dimension, i.e., data that are physical neighbors, should
also be visualized as such. The precision and recall criteria together measure the
faithfulness of the visualization, see also Najim [19] for a related quantitative
measure of the preservation of neighborhood relations in visualizations.

The immensely popular visualization scheme t-SNE [27] is constructed with
the aim of representing both global and local structure. The original motivation
for t-SNE included a critique of its predecessor SNE [14] for creating crowded
visualizations, i.e., visualizations that did not show a clear separation of known
clusters. Crowding is closely related to the trustworthiness concept of [16,28].
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By using a long-tailed distribution of the representations, t-SNE aims to fix
the crowding problem. However, this emphasis of local dissimilarity comes at a
price as noted in [18], simple manifolds like lines and sheets are broken apart
in clusters. These clustering problems are examples of broken symmetry in our
definition. Motivated by the problem of over-fitting cluster structure Amid and
Warmuth [2] proposed TriMap. We observed, however, that TriMap cannot heal
the problem of broken symmetry.

For detecting symmetries, we used topological data analysis [5], specifically
persistent homology. Using this, we examined all values of thresholds simultane-
ously rather than study just a single threshold. Conveniently, Cohen-Steiner et al.
[6] showed that the persistent homology tool is robust under pertubations of the
data. [23] used persistent homology in its classical form whereas we have adapted
it slightly as we knew which Betti numbers were required to preserve the symme-
try. Our work exploits the coordinate and deformation invariances in topology
and these properties aid in detecting symmetries as various deformations of the
“circle” graph.

Fig. 7. Each panel shows the rate of broken symmetries in percent at Bt = 3 with
the mean and standard error plotted displayed on the axis for t-SNE, TriMap, kPCA,
and GPLVM. Top, left pane) Summary of results on COIL-20. Top, right pane) Sum-
mary of results on MNIST. Bottom, left pane) Summary of results on features extract
from COIL-20 using ResNet-18. Bottom, right pane) Summary of results on features
extracted from MNIST using ResNet-18.

5 Discussion

We have investigated to which extend common visualization techniques are able
to preserve simple symmetries, and have largely found the answer to be negative.

5.1 Empirical Findings

We have investigated four popular algorithms that also represent different
branches of the literature, namely t-SNE [27], TriMap [2], kPCA [25] and the
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GPLVM [17]. We have performed a systematic study of the influence of param-
eter choices in these methods by training more than 85.000 models over a wide
parameter span. To quantitatively summarize these models’ performance, we
have introduced a simple scheme for detecting whether known symmetries are
broken. Tools from persistent homology verify that this scheme is generally reli-
able, with some deviations for kPCA (see below).

t-SNE was found to be particularly sensitive to local optima and generally we
found a need for multiple restarts. Fortunately, we generally observe that smaller
KL reported values imply less symmetry breaking. Even with such mechanisms
in place, we still see an overwhelming number of broken symmetries. Symmetry
breaking can, to some extend, be reduced by increasing the perplexity parameter,
but this also limits the flexibility and expressivity of the model.

TriMap, which was developed in part to alleviate problems with t-SNE, over-
all had comparable behavior to t-SNE with regards to broken symmetry. The γ
parameter, that controls the trade-off between capturing local or global struc-
ture, was found to have practically no effect with regards to symmetry breaking.
We did not expect this, but have manually verified that broken symmetry is
prevalent across large spans of γ.

kPCA was in a sense the most successful method according to our estimator.
Kernel PCA, however, has a tendency to collapse points on to each other when
mapping only two latent dimensions in the non-linear regime leading to strong
symmetry breaking. On the other hand, kPCA reduces to conventional PCA in
the limit of large kernel length scales, showing less symmetry breaking.

GPLVM was generally found to be sensitive to choice of initial parameters.
While we have found it helpful to consider multiple restarts and choosing the
model with highest likelihood, broken symmetries remain rather prevalent.

High-Level Features. One could suspect that symmetries are broken more
commonly when working with raw data than with high-level abstract features,
e.g., as those extracted by deep neural networks. We found no broken symmetries
directly in the high-level features though when applying visualization algorithms,
the prevalence was indeed high.

Summary. Our general finding is that symmetries are broken consistently across
the studied methods. It is generally possible to manually tweak parameters to
enforce that a known symmetry remains intact, but such strategies are not possi-
ble when the symmetry is unknown,2 e.g. for knowledge discovery. We also note
that default parameters of publicly available implementations of the studied
methods generally perform poorly with regards to broken symmetry.

5.2 Faithful Representations

At the heart of our study is the quest for faithful representations, i.e. represen-
tations that reflect the underlying physics of the data generating process. These
have wider applicability than just visualization as studied here. For instance, a

2 It should be emphasized that while we consider known symmetries, we only do so in
order to make quantitative statements.
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representation that is not faithful will most likely not result in a fair prediction.
A broken symmetry can be viewed as model that violates the Lipschitz continu-
ity condition. Individual fairness [7] can then no longer be ensured as similar
individuals should be treated similarly.

Similar statements can be made for interpretable models, where ‘almost dis-
continuous’ models are generally difficult to interpret. From a purely predictive
point of view, it is strictly not required that representations are faithful, though
there is some evidence in that direction [24].

Finally, we note that visualization may be particularly sensitive to symmetry
breaking as we tend to embed onto R

2. While it is well-known that only few
graphs (namely the planar ones) can be embedded in R

2, then all graphs can
be embedded in R

3 [21]. This suggests that symmetries are likely to be broken
when data is forced onto a two-dimensional view (as is often the case in visu-
alization), and indeed our experiments indicate that symmetry breaking is less
frequent when embedding into three or more dimensions (omitted due to space
constraints).

5.3 Concluding Remarks

We have here pointed to a previously unnoticed problem in visualizations, namely
broken symmetries. Through a systematic study of more than 85.000 trained
models, we have found an alarming rate at which even the most simple symme-
tries are spontaneously broken during data visualizations. This suggest a need
for both new methods that can reliably visualize high-dimensional data, but also
for more systematic and quantitative evaluations of visualization techniques.

We have purposefully not investigated more complex symmetries as these
raise complications that are beyond existing techniques; for instance, the two-
dimensional torus is mathematically impossible to embed in R

2 without breaking
the underlying symmetry. This calls for visualization techniques that embed onto
curved surfaces in order to preserve symmetries, just as we use a sphere when
we visualize global geoinformatics patterns.

Acknowledgements. This work received funding from the European Research Coun-
cil (ERC) under the European Unions Horizon 2020 research and innovation pro-
gramme (757360). SH were supported in part by a research grant (15334) from VILLUM
FONDEN.

References

1. Amid, E., Warmuth, M.K.: A more globally accurate dimensionality reduction
method using triplets. arXiv:1803.00854, March 2018

2. Amid, E., Warmuth, M.K.: TriMap: large-scale dimensionality reduction using
triplets. arXiv:1910.00204, October 2019

3. Arora, S., Hu, W., Kothari, P.K.: An analysis of the t-SNE algorithm for data
visualization. arXiv preprint arXiv:1803.01768 (2018)

4. Bingham, E., et al.: Pyro: deep universal probabilistic programming. J. Mach.
Learn. Res. 20(1), 973–978 (2019)

http://arxiv.org/abs/1803.00854
http://arxiv.org/abs/1910.00204
http://arxiv.org/abs/1803.01768


446 C. W. Feldager et al.

5. Carlsson, G.: Topology and data. Bull. Am. Math. Soc. 46(2), 255–308 (2009)
6. Cohen-Steiner, D., Edelsbrunner, H., Harer, J.: Stability of persistence diagrams.

Discrete Comput. Geom. 37(1), 103–120 (2006). https://doi.org/10.1007/s00454-
006-1276-5

7. Dwork, C., Hardt, M., Pitassi, T., Reingold, O., Zemel, R.: Fairness through aware-
ness. arXiv:1104.3913, November 2011

8. Esteva, A., et al.: Dermatologist-level classification of skin cancer with deep neural
networks. Nature 542(7639), 115–118 (2017)

9. Frid-Adar, M., Diamant, I., Klang, E., Amitai, M., Goldberger, J., Greenspan, H.:
Gan-based synthetic medical image augmentation for increased CNN performance
in liver lesion classification. Neurocomputing 321, 321–331 (2018)

10. Ghrist, R.: Barcodes: the persistent topology of data. Bull. Am. Math. Soc. 45(1),
61–75 (2008)

11. Hall, B.C.: Lie Groups, Lie Algebras, and Representations. GTM, vol. 222.
Springer, Cham (2015). https://doi.org/10.1007/978-3-319-13467-3

12. Hatcher, A.: Algebraic Topology. Cambridge University Press, Cambridge (2005)
13. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition.

arXiv:1512.03385, December 2015
14. Hinton, G.E., Roweis, S.T.: Stochastic neighbor embedding. In: Advances in Neural

Information Processing Systems, pp. 857–864 (2003)
15. Huber, P.J.: Robust Statistics, vol. 523. Wiley, New York (2004)
16. Kaski, S., et al.: Trustworthiness and metrics in visualizing similarity of gene expres-

sion. BMC Bioinform. 4, 48 (2003)
17. Lawrence, N.D.: Probabilistic non-linear principal component analysis with Gaus-

sian process latent variable models. J. Mach. Learn. Res. 6, 1783–1816 (2005)
18. Linderman, G.C., Steinerberger, S.: Clustering with t-SNE, provably.

arXiv:1706.02582, June 2017
19. Najim, S.A.: Information visualization by dimensionality reduction: a review. J.

Adv. Comput. Sci. Technol. 3(2), 101 (2014)
20. Nene, S.A., Nayar, S.K., Murase, H.: Columbia Object Image Library (COIL-20).

Technical Report CUCS-006-96, p. 6 (1996)
21. Nishizeki, T., Chiba, N.: Planar Graphs: Theory and Algorithms. Elsevier, Ams-

terdam (1988)
22. Pedregosa, F., et al.: Scikit-learn: machine learning in Python. J. Mach. Learn. Res.

12, 2825–2830 (2011)
23. Pokorny, F.T., Kjellström, H., Kragic, D., Ek, C.: Persistent homology for learning

densities with bounded support. In: Pereira, F., Burges, C.J.C., Bottou, L., Wein-
berger, K.Q. (eds.) Advances in Neural Information Processing Systems, vol. 25,
pp. 1817–1825. Curran Associates, Inc. (2012)

24. Rieger, L., Singh, C., Murdoch, W.J., Yu, B.: Interpretations are useful: penal-
izing explanations to align neural networks with prior knowledge. arXiv preprint
arXiv:1909.13584 (2019)

25. Schölkopf, B., Smola, A., Müller, K.R.: Nonlinear component analysis as a Kernel
eigenvalue problem. Neural Comput. 10(5), 1299–1319 (1998)

26. Tenenbaum, J.B.: A global geometric framework for nonlinear dimensionality
reduction. Science 290(5500), 2319–2323 (2000)

27. van der Maaten, L., Hinton, G.: Visualizing Data using t-SNE. J. Mach. Learn.
Res. 9, 2579–2605 (2008)

28. Venna, J., Peltonen, J., Nybo, K., Aidos, H., Kaski, S.: Information retrieval per-
spective to nonlinear dimensionality reduction for data visualization. J. Mach.
Learn. Res. 11(13), 451–490 (2010)

https://doi.org/10.1007/s00454-006-1276-5
https://doi.org/10.1007/s00454-006-1276-5
http://arxiv.org/abs/1104.3913
https://doi.org/10.1007/978-3-319-13467-3
http://arxiv.org/abs/1512.03385
http://arxiv.org/abs/1706.02582
http://arxiv.org/abs/1909.13584


Deep NLP Explainer: Using Prediction
Slope to Explain NLP Models

Reza Marzban(B) and Christopher Crick

Computer Science Department, Oklahoma State University, Stillwater, OK, USA
reza.marzban@okstate.edu

Abstract. Natural Language Processing models have been increasingly
used for many tasks, from sentiment analysis to text summarization.
Most of these models are reaching the performance of human experts.
Unfortunately, not only are these models not intuitive to the end-user,
but they are also not even interpretable to highly-skilled Machine Learn-
ing scientists. We need explainable artificial intelligence to be able to
trust models in high-stakes scenarios, and also to develop insights to
optimize them by removing existing limitations and biases. In this paper,
we devise a new tool called “Prediction Slope” that can be applied to
any NLP model, extracting the importance rate of the component words
and thereby helping to explain the model. It uses the average effect each
word has on the final prediction slope as the word importance rate. We
compared our technique with preceding approaches and observed that
although they perform similarly, the earlier approaches do not general-
ize as well. Our method is independent of the model’s architecture and
details.

Keywords: Natural language processing · Deep learning · Artificial
neural networks · Explainable artificial intelligence · Transformers

1 Introduction

The rapid growth in the amount of data available has provided both oppor-
tunities and challenges. It has helped us to build and optimize new models
like different architectures of deep learning models. On the other hand, much
of the available data cannot be processed by traditional statistical models and
machine learning algorithms. These algorithms are desirable when we have small
to medium-sized formatted data in tables inserted by a domain expert, but they
are not able to handle modern tasks that require analyzing unstructured data
(e.g. texts, movies, pictures). Neural networks are not a new technology – percep-
trons were invented in 1958 – but they were not terribly successful until recently,
due to the small amount of available data and weak computing power. However,
both of these conditions have changed recently, and deep artificial neural net-
works have become the superhero of each and every Artificial Intelligence (AI)
task from Natural Language Processing (NLP) to voice recognition and machine
vision.
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Although we have seen a huge jump in deep learning models’ performance,
they are not without drawbacks. The most important is that they are not as
intuitive as basic machine learning models like decision trees. These models are
more like black boxes, in that we throw data at them, use the output, and
hope for the best, but we do not understand how or why. If the user does not
understand the logic behind a model’s decision, it will cause distrust, especially in
high-stakes situations like autonomous vehicles. As a result, recently researchers
have made large efforts toward explainable artificial intelligence. Not only should
this boost the users’ trust, but interpretability also helps developers, ML experts,
and data scientists learn the defects of their models, detect bias, and tune them
for further improvement.

In the relevant literature, many papers have contributed toward making deep
learning models interpretable and intuitive, although they have mostly concen-
trated on image processing problems, as 2D pictures are much easier to visualize.
They use a broad range of techniques like segmentation or creating heatmaps
and saliency maps to highlight the pixels that are critical to a specific final
model decision. Such approaches help users to understand the logic behind each
decision, as humans can digest 2-dimensional images and find patterns in them.
On the other hand, there is a huge gap in the literature on explainable AI in
other contexts like NLP. Natural Language Processing is the science of enabling
machines to communicate (understand and generate) in human languages. Tex-
tual data that is consisted of sentences, words, and letters are very hard to
visualize, especially in a 2d space where humans can find patterns, even though
accessible visualization is a key component of explainable AI.

Deep learning models come in various flavors with different architectures.
Convolutional neural networks (CNNs) were originally designed for image clas-
sification but can be applied to other types of data like texts. Recurrent neural
networks (RNNs) are assumed to be a natural choice for time-series data; Long
Short Term Memory (LSTMs) and Gated Recurrent Units (GRUs) are common
types of RNN. LSTMs are believed to be one of the most effective options in
NLP tasks, as they are constructed with time series in mind. Each word or token
can be looked at as a time step in a sentence. CNNs (1-dimensional versions) can
also be used on textual data. Their performance is comparable with LSTM on
well-known textual benchmarks for various tasks like sentiment analysis. They
are also much faster than LSTMs.

Our contribution in this paper creates a brand new explainable AI technique
that can be applied to any type of NLP model. Our technique uses a model’s
inner logic to come up with an importance rate for each and every unique word
in the corpus. This has many benefits: we can take a look at the model’s most
important words to understand its overall general logic. It also can be used
to inject insights into future models for further performance improvements. We
observed that using our technique, models that were trained on just the 5% most
important words perform equally as well as baseline models that have access to
100% of data. However, because only a small fraction of words are used, the
model’s speed is much greater. In order to create an importance rate for all
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words, we use and compare the mean significance of the effect of each unique
word to the overall sentence prediction. In other words, we compare the change
in the prediction of all sentences that contain a specific word with and without
that word and use the average prediction change throughout all sentences in the
corpus to create an importance rate.

Previously there has been some related work on finding and targeting the
most important words to a model, but they mainly suffer from a couple of
disadvantages. They provide the most important words locally, in a single output
to a specific decision, which is useful but does not help in understanding the logic
of the model in general. In addition, the techniques that are used for extracting
the most important words are highly dependent on the architecture of the model
and are thus limited to specific types of NLP models (e.g. CNNs). However,
our technique can be applied to all types of NLP models and provides general
explainability for the overall model.

2 Related Work

If we want users to understand and trust deep learning models we should provide
justifications along with predictions. Explainable artificial intelligence (XAI) [10]
attempts to address this problem, as well as helping data scientists to find the
models’ weaknesses, biases, and blind spots and thereby improve them.

XAI enables models to explain themselves to satisfy non-technical users [9],
and helps developers to justify and improve them. XAI approaches can have
various flavors [1]; they can provide local explanations of each and every predic-
tion or globally explain the logic of the model as a whole. Layer-wise relevance
propagation (LRP) [3,21] matches each prediction in the model to the input
features that have a significant effect on the prediction. LIME [26] is a technique
for providing local interpretable model-agnostic explanations. These tools and
techniques help us to trust deep learning models.

Almost all deep learning researchers working toward XAI have concentrated
on image processing and machine vision, as humans find it easy to understand
and find patterns in visual data. This research has created heat maps, saliency
maps [27] and attention networks [29]. However, other artificial intelligence fields,
such as NLP, have seen far fewer research efforts. NLP has made many significant
improvements in model performance on various types of tasks and data in recent
years [7], but very few of them concentrate on creating self-explanatory models.

Arras [2] identified the words that support or contradict a specific classi-
fication using LRP, highlighting them to create a visual aid for the user to
understand the reasoning behind each model’s decisions and predictions. This
can help identify when a model arrives at a correct prediction through incorrect
logic or bias, and provide clues toward fixing such errors. This technique is local,
which helps to confirm single model predictions, but in order to improve and
optimize models, we need tools for understanding their global logic.

RNNs and LSTMs [11] are efficient architectures for NLP tasks and textual
data; however, 1-dimensional CNNs are also used for common NLP tasks like
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sentence classification [13] and modeling [12]. Le [14] demonstrates how CNN
depth affects performance in sentiment analysis. Yin [32] compares RNN and
CNN performance on various NLP tasks. Wood [30] proves that CNNs might
outperform RNNs on textual data, in addition to being faster.

In 2017, a new generation of NLP models appeared, starting with Vaswani’s
first Transformer attention-based architecture [28]. Instead of remembering an
entire text, it assigns an attention weight to each token, which allows it to pro-
cess much longer texts. The attention technique enabled the creation of much
more advanced transformer-based models like BERT [8], RoBERTa [16], and
GPT-3 [5]. All of these models have tried to overcome their predecessor mod-
els’ limitations. Some researchers have changed the inner architecture of these
models and others have created auto-encoders to overcome the sequence length
limitation of these models [19], adding a custom encoder layer to compress the
input so that models like LSTM and BERT can accept and process longer texts.

Many researchers have tried to interpret and visualize CNN models, often on
famous visual object recognition databases and benchmarks like ImageNet [34].
There are four basic techniques to visualize models in image processing tasks:
activation maximization, network inversion, deconvolutional neural networks,
and network dissection [23]. Yosinski [33] has devised tools to visualize features
of a CNN model at each layer in image space. Model explanation, visualization,
and interpretation for other types of data, such as text, are nowhere near as well-
developed, but there have been a few attempts. Choi [6] attempted to explain a
CNN model that classifies genres of music, and showed that deeper layers capture
textures. Xu [31] used attention-based models to describe the contents of images
in natural language, showing saliency relationships between image contents and
word generation.

One of the hardest challenges in NLP is visualizing data after tokenizing
textual data with available tools like NLTK [4]. Each token or word is represented
by an embedding [17,20,25]. An embedding is a vector of numbers that represent
a word’s semantic relationship to other words. Pre-trained embeddings like GloVe
[22] are available that are trained on a huge corpus. However, they are not
understandable by humans, and it is very challenging to explain models that use
them. Li [15] created methods to illustrate the saliency of word embeddings and
their contribution to the overall model’s comprehension. Rajwadi [24] trained
a 1-dimensional CNN for a sentiment analysis task and used a deconvolution
method to explain text classification. They estimate the importance of each
word to the overall decision by masking it and checking its effect on the final
prediction score.

Activation Maximization (AM) is a technique that can be applied on CNN
models trained on textual data; some research has focused on creating an impor-
tance rate for each unique word in a corpus using AM on CNNs by analyzing
the convolution filter weights [18]. However, instead of creating a local explana-
tion for each prediction and decision, they used this technique to describe the
whole model’s logic and tried to explain it in a layer-wise manner by study-
ing the filters of the trained model. They used the IMDb dataset [17] as their
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benchmark. It is very useful as their result is not dependent on every prediction,
but provides a general justification for overall model logic. However, it is limited
to CNN models, while we need a technique that is independent of the model
architecture.

In this paper, we created a brand new tool to generate a word importance
rate for an entire model, for all unique words in a corpus. This is similar to
previous tools, except that this new technique is independent of the models’
inner details and architecture. In other words, it can be applied to any type of
NLP model.

3 Technical Description

3.1 Dataset Introduction and Preprocessing

In this research, we used two benchmark datasets with different tasks. The first
is the IMDb review dataset [17],1 which contains movie reviews and a binary
target value (no neutral reviews are included). The task of this benchmark is
sentiment analysis, one of the basic but crucial NLP tasks. The second dataset
is the Stack Overflow dataset2, in which each question is tagged with one of 20
possible tags. In other words, it is a multinomial classification. Obviously, the
first task is easier for models as it contains only two classes.

Both of these benchmark datasets were preprocessed by removing all stop-
words, special characters, numbers, HTML tags, and hapax legomena (words
that appear only once in an entire corpus). All characters were converted to
lower case. We used NLTK [4] to tokenize the reviews. Word2Vec [25] was used
to generate 100-dimensional embeddings for each word. In the final results, our
IMDb dataset had around 43,000 documents and 23,000 unique words while the
Stack Overflow dataset had around 40,000 documents and 28,000 unique words.
Our final step was splitting them into training and test sets.

3.2 Overview of the Latest Importance Rate (Activation
Maximization)

Most of the work on XAI in NLP fields concentrates on providing local inter-
pretability or justifying each and every prediction for all inputs. In contrast, we
need a global explainability technique or tool to understand the overall logic of
a model. Recently, some research has tried to handle that issue by identifying
the most important words to the whole model [18].

They used a 1-d CNN model and activation maximization to create an impor-
tance rate with Eq. 1. They used this technique to inject insights into newer
models. They proved that new models that use only a tiny fraction of the most

1 https://ai.stanford.edu/∼amaas/data/sentiment/.
2 https://console.cloud.google.com/marketplace/product/stack-exchange/stack-

overflow.

https://ai.stanford.edu/~amaas/data/sentiment/
https://console.cloud.google.com/marketplace/product/stack-exchange/stack-overflow
https://console.cloud.google.com/marketplace/product/stack-exchange/stack-overflow
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important words (extracted with the help of their equation) result in no signifi-
cant accuracy change and dramatic increase in speed.

importance =

⎧
⎨

⎩

F∑

f=1

S∑

s=1

I∑

i=1

|wi ∗ Filterf∗s∗i| |w ∈ Corpus, F ilter

⎫
⎬

⎭
(1)

In Eq. 1, F is the number of filters in the CNN layer, S is the size of the
filters, and I is the embedding length. w is a word embedding vector with a
length of I. Corpus is a matrix of the entire word embedding of size m ∗ I, in
which m is the count of unique words in our corpus dictionary. Filter is a 3-D
tensor of size F ∗ S ∗ I. This equation calculates the sum of activations of all
filters caused by a single word from the Corpus.

While this technique (which will be referred to as “activation maximiza-
tion” in this paper) is innovative, providing as it does a global interpretability
rather than a local justification, it has one main limitation. The equation is highly
dependent on CNN filters, and it can only be used on CNN models trained on
textual data. We need similar tools that can be applied to any type of model
inner architecture. In this paper, our contribution is to create a brand new tech-
nique for choosing the most important words, that is independent of the NLP
model architecture.

Fig. 1. Effect of each word in an IMDb document on the binary prediction of 3 different
models (CNN, LSTM, and Transformer). Predictions above 50% represent positive
sentiment and below 50% represent negative sentiment.

3.3 Introduction of Prediction Slope

In order to create an importance rate that is independent of the model’s inner
architecture and details, we created the concept of the prediction slope, which
will be defined and clarified in this section. In all machine learning models,
and specifically in Artificial Neural Networks (ANNs), there is a final prediction
(a.k.a. output layer), where the model’s decisions are found. In NLP our inputs
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consist of words or tokens. To understand the significance of each of these words
on the final prediction, we can feed them one by one into our model and observe
the effect of each word on the final prediction.

In Fig. 1, an IMDb document with negative sentiment is randomly chosen to
visualize the prediction slope in a binary classification problem. In a multiclass
task like the Stack Overflow dataset, we would have 20 predictions due to the
fact that there are 20 classes, and the highest probability output is taken as the
model’s decision. We observe this maximum probability class and the effect of
adding new words.

Si = F (x0, x1, x2, ..., xi−1, xi) − F (x0, x1, x2, ..., xi−1) (2)

In Eq. 2, Si is the prediction slope of the ith word in a document, and F is
simply the function defined by the model, which receives a sentence as input and
produces a prediction. xn is the nthword in a document.

3.4 Extracting Word Importance Rate from the Prediction Slope

The prediction slope technique is not entirely new; it has been used in the lit-
erature to map a prediction to the most important words in a single input, and
is sometimes also known as the temporal score. However, until now it has not
been considered as a tool to perform a similar technique to an entire model, and
this is where our contribution comes into play.

In each document of our corpus, we can monitor the local significance and
effect of each word on the final prediction slope, but we needed a way to find
the global importance rate of each unique word to the whole model. In order
to do so, we use Eq. 3, in which Si is extracted from Eq. 2, Dj is all documents
in our corpus that contain the jth unique word, and |Dj | is the count of those
documents. Notice that the jth unique word in our corpus is the ith word that
appears in a document. After applying this equation, we will a global importance
rate for all unique words applicable to the whole model rather than just a single
prediction. This importance rate is the mean value of the prediction slope of a
particular word in all sentences containing it.

importancej =

∑
Dj

Si

|Dj | (3)

3.5 Comparing Importance Rates

The prediction slope importance rate technique can be applied to any type of
model, but we chose to use it on a basic Transformer model, as it is one of the
hardest models to interpret and understand. Now that we have two importance
rates at hand, one generated by activation maximization and the other created
by prediction slope, we performed experiments to compare them. As a result, we
created several brand new models that were trained on a subset of the unique
words which were selected by one of our two importance rates, and we examined
their respective performances.
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4 Experimental Results

In order to test our hypothesis on both of our datasets, and compare the perfor-
mance of each of the two importance rates extracted, we designed new models
that were just trained on the most important words based on three different
algorithms: Activation Maximization, Prediction Slope, Random. In the
random technique, words are chosen randomly as a naive baseline for comparison
with our two other models. We also compare them against the Base Model that
uses all 100% of the words. The final model is called Hybrid, and it averages
the importance rates for each word generated by each of the two techniques.

We created a threshold that identified the percentage of the most important
words that our models would train on. We tested different threshold values: 10%,
5%, 2%, 1%, 0.5%.

4.1 Comparing Importance Rates on the IMDb Dataset

In our IMDb dataset, as it is a sentiment analysis problem with a binary target
value, the prediction accuracy starts from 50% and the baseline accuracy with
access to all words was 84%. Results are shown in Fig. 2.

Fig. 2. Comparison of different importance rate techniques on IMDb dataset.

Both models are interchangeable, with no significant difference in their per-
formance. In addition, both perform superbly while using just 2% of the data.
Accuracies are very similar to the base model while they are much faster. The
random model performs poorly as expected.
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4.2 Comparing Importance Rates on the Stack Overflow Dataset

The Stack Overflow dataset presents a multinomial task with 20 possible classes
or tags. Accuracy, therefore, starts at 5%, and the accuracy of the base model
with access to all words is 74%.

Fig. 3. Comparison of different importance rate techniques on Stack Overflow dataset.

Figure 3 shows that both models are still very similar, although the prediction
slope technique has lower performance at thresholds smaller than 2%. The acti-
vation maximization model, however, has very good performance – even slightly
better than the baseline model – even when training on only 0.5% of words.
The model focuses on critical keywords, and it turns out that in this task, they
are extremely predictive. Both models still perform well overall, even when they
have access to a small subset of the data. Again, they are much faster than the
baseline model. Also as in the previous experiment, the random model performs
weakly as expected.

4.3 Analysis of the Result

It was observed that both techniques have quite similar performance (They per-
formed equally in the IMDb dataset, Activation Maximization was slightly better
in the Stack Overflow dataset), and both are much faster than the base model
as they are just using a small subset of the input. However, the Activation Max-
imization can just be applied on CNN models and is very dependent on the



456 R. Marzban and C. Crick

model architecture, while the Prediction Slope can be applied on any type of
NLP model architecture (In our case it was applied on a transformer model).
This is very beneficial to have a tool that can analyze the model independent
of the inner architecture or details and gives us insights from the model’s global
logic.

(a) Activation Maximization (b) Prediction Slope

Fig. 4. Wordcloud of the top 100 most important words in IMDb dataset

These techniques can be used to generate insights to improve future models,
and we can also use them to visualize the most important words to a model to
make it more explainable and understandable. Figure 4 shows the top 100 most
important words extracted from both techniques in the IMDb dataset. The size
of the word represents its importance rate. The most important words according
to the activation maximization technique exhibited higher document frequencies.

5 Conclusion

Now that many AI models, for many tasks, have reached acceptable performance
levels, and often even surpass human experts, it is time to focus on other aspects
of machine learning models beyond their raw accuracies. Machine learning mod-
els raise many challenging questions about AI fairness, ethical issues, and biases.
In order to answer all these questions, we need to develop infrastructure and tools
that make our models explainable in order to justify their decisions. Our contri-
bution in this paper was to generate a new method for explaining NLP models’
logic. Our experiments show that our method is as accurate as previous ones,
while it is much more generalized. Our technique is not dependent on the NLP
architecture and type and can be applied to any NLP model and task.
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Abstract. Optimization in Deep Learning is mainly guided by vague
intuitions and strong assumptions, with a limited understanding how and
why these work in practice. To shed more light on this, our work provides
some deeper understandings of how SGD behaves by empirically analyz-
ing the trajectory taken by SGD from a line search perspective. Specifi-
cally, a costly quantitative analysis of the full-batch loss along SGD tra-
jectories from common used models trained on a subset of CIFAR-10 is
performed. Our core results include that the full-batch loss along lines in
update step direction is highly parabolically. Further on, we show that
there exists a learning rate with which SGD always performs almost exact
line searches on the full-batch loss. Finally, we provide a different perspec-
tive why increasing the batch size has almost the same effect as decreasing
the learning rate by the same factor.

Keywords: Empirical analysis · Optimization · Line search · SGD

1 Introduction

Although the field of Deep Learning has made impressive progress in recent years
both in theory and application, little is known about why and how approaches
work in detail. In general, Deep Learning approaches are based on vague intu-
itions in practice or rather strong assumptions in theory, without providing com-
prehensive empirical evidence that their intuitions and assumptions hold (e.g.:
[1,8,10,11,22,23,25,26,28]).1 Consequently, empirical analyses that search for a
deeper understanding and try to explain in detail why specific approaches work,
are rare to find.

This is in particular valid for optimization, which, in this domain, is optimizing
the mean of a stochastic loss function with an extremely high-dimensional param-
eter space. The landscape of such a loss function is generally assumed to be highly
non-convex, however, recent works [2,5–7,15,17,19,29] claim that loss landscapes
look rather simplistic for common Deep Learning benchmarks used in optimiza-
tion.2 This is shown to be valid for the full-batch loss with low evidence and for

1 Better performance does not imply that the assumptions used are correct.
2 Image classification on MNIST, SVHN, CIFAR-10, CIFAR-100 and ImageNet.
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mini-batch losses with higher evidence. So far there exists no detailed analysis of
the relation of mini-batch losses to the full-batch loss to be optimized as well as
of the exact performance of approaches using mini-batches on the full-batch loss.
Globally, such an empirical analysis is not feasible in terms of resources and time,
even if performed for a single model only. To nevertheless shed light on the sub-
ject, this work focuses on the quantitative analysis of full-batch and mini-batch
losses along lines in SGD update step directions of a ResNet-20, a ResNet-18 [8]
and a MobileNet-V2 [24] trained on a subset of CIFAR-10 [14]. Since the evalua-
tion on each of the models supports our claims, we concentrate on the results of
ResNet-20.3

Our core results are: 1. We provide further quantitative evidence that the full-
batch loss along lines in update step direction behaves locally to a high degree
parabolically (Sects. 3,4).2.Weanalyze thebehavior of SGD [23],PAL [19] and fur-
ther approaches on the full-batch loss when trained on mini-batch losses (Sect. 5).
We showempirically that there exists a leaning rate forwhichSGDalways performs
almost exact line searches on the full-batch loss. This is since the optimal update
step size on the full-batch loss and the norm of the gradient of the mini-batch loss
behave approximately proportional. 3. We consider the behavior of optimization
approaches for different batch sizes (Sect. 6) and, from a different perspective, can
quantitatively explain why increasing the batch size has virtually the same effect
as decreasing the learning rate by the same factor, as experienced by [27].

2 Related Work

SGD Trajectories: Similar to this work [29] analyzes the loss along SGD
trajectories, but with less focus on line searches and the exact shape of the full-
batch loss. [12] and [16] consider second order information along SGD trajecto-
ries. Where [12] investigates the spectral norm of the Hessian (highest curvature)
along the SGD trajectory and shows, inter alia, that it initially visits increasingly
sharp regions. [16] investigates the dynamics and generalization of SGD based
on the Hessian of the loss. They show, among other things, that the primary
subspace of the second momentum of stochastic gradients overlaps substantially
with that of the Hessian. Thus, to an extent, SGD uses second order information.

The Simple Loss Landscape: Loss landscapes of Deep Learning problems
can generally be highly non-convex, and thus, hard to optimize. In practice,
however, loss landscapes tend to be simple: [15] suggests that loss landscapes
of networks with skip connections behave smoothly. [29] shows that the full-
batch loss along SGD update step directions is roughly convex and that SGD
bounces of walls of a valley like structure. [2,19] reveal that the batch loss along
the update step direction is almost parabolically and [19] suggests with weak

3 See the GitHub link in Sect. 7 for further analyses and code. We are aware that our
analysis of a small set of problems provides low evidence. Nevertheless, we consider it
to be guiding. With the code published with this paper, it is simple to run our exper-
iments on further problems.
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empirical evidence that this holds also for the full-batch loss. Regarding this,
[17] claims that the full-batch loss can be fitted by cubic splines along negative
gradient directions. [7] points out that on a straight path from initialization
to solution optimizers do not encounter any significant obstacles on the loss
landscape. [6] models the loss landscape as a set of high-dimensional wedges and
demonstrates the existence of a low loss subspace connecting a set of minima.
Similarly [5] constructs continuous low-loss paths between minima and suggests
that minima are best seen as points on single connected low-loss manifolds.

Line Searches: Recently, line searches have gained attention for optimization
in Deep Learning. [19] shows empirically that a parabolic approximation line
search on batch losses performs well across models and datasets. [28] proposes a
simple, well performing backtracking line search on mini-batch losses based on
the interpolation assumption. The latter states that, if the full-batch loss has
zero gradient, then each mini-batch loss has zero gradient. [17] builds a local
model of the full-batch loss along the update direction based on a Gaussian
Process.

Batch Size and Learning Rate: Besides choosing the learning rate, selecting
an appropriate batch size remains an important choice for SGD. [18] introduces
the empirically based “gradient noise scale”, which predicts the largest useful
batch size over datasets and models. [3] adaptively increases the batch size over
update steps to assure that the negative gradient is a descent direction. [27]
claims that decreasing the learning rate has virtually the same effect as increasing
the batch size by the same factor.

3 The Empirical Method

For the empirical analysis, a Deep Learning problem has to be chosen which is (a)
computationally so cheap that the analysis of the full-batch loss can be performed
in a reasonable amount of time and (b) still is representative for common Deep
Learning benchmarks used in optimization. Therefore, this work considers the
problem of training a ResNet-20 [8] on eight percent of the CIFAR-10 dataset
[14]. ResNet-like architectures are widely used in practice and CIFAR-10 is a
commonly used baseline. The dataset is scaled down, so that computations for
one training process take less than three weeks. Typical data augmentation is
applied.4 Using PyTorch [20], the model is trained with SGD [21] with learning
rate λ = 0.1,5 batch size 128 and momentum β of 0 and 0.9 for 10000 steps.

4 Cropping, horizontal flipping and normalization with mean and standard deviation.
5 Best performing λ chosen of a grid search over {10−i|i ∈ {0, 1, 1.3, 2, 3, 4}}.
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Fig. 1. Training processes of a ResNet-20 trained on 8% of CIFAR-10 with SGD with
momentum 0 and 0.9. In the course of this work these processes will be analyzed in
significant deeper details.

Figure 1 shows the results of these SGD trainings. We note that the shown
accuracies and losses do not provide much insight on what is happening on a
deeper level. E.g. it does not provide much information why SGD performs well.
To deal with this and further issues, the full-batch loss for each SGD update
step is measured along lines in update step direction. This loss l along direction
d through the current parameters θ0 is given by:

l(s) = L(θ0 + sd) =
1

|T |
∑

t∈T

L(t; θ0 + sd), (1)

where s is the step size along the line, L is the full batch loss, L is the sample loss
and T is the dataset. In the case of SGD without momentum, d is the negative
unit gradient −g/||g|| of the original SGD trajectory whereas, in the case of
SGD with momentum, d is the negative unit momentum direction −m/||m||.

For each of the 10000 update steps, we analyze the full-batch loss along the
corresponding line in the interval s ∈ [−0.5, 0.5] with a fine grained resolution
of 0.006. For each of the 167 sample step sizes along the line the sample loss of
each element in the dataset is calculated and then all losses at a step size are
averaged. All in all, this procedure requires more than 52 million inferences or
1.67 million epochs.

Representative visualizations of mini- and full-batch losses along such lines
are given in Fig. 2. The following is observed considering all 10000 visualizations:
The full-batch loss along lines has a simple almost parabolic shape and does not
change substantially across all lines. Further on is the slope of the direction
defining mini-batch around s = 0 is always steeper than the full-batch loss. The
following sections provide further quantitative evidence that these observations
hold.
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Fig. 2. Losses along lines of the SGD training processes exhibit a simple shape. There
is a significant difference between the full batch loss (red) and the loss of the direction
defining batch (green). The loss of the direction defining batch is always steeper around
0. A mini-batch size of 128 is used. Row 1: SGD with momentum 0.0. Row 2: SGD
with momentum 0.9. The mini-batch loss distributions exclude the direction defining
mini batch. (Color figure online)

In addition, we found the following interesting observations, but do not inves-
tigate them further. There is a significant difference between the full-batch loss
and the loss of the direction defining batch. Further, the loss of the direction
defining batch does not follow the distribution of any other mini-batch loss along
the line, especially for SGD without momentum. In addition, for SGD without
momentum this loss is always lower and steeper as the other mini-batch losses.

4 On the Similarity of the Shape of Full-Batch Losses
Along Lines

The visualization of the full-batch loss along 10000 lines suggests that the shape
of this loss does not vary significantly during the training process. For a more
detailed investigation, the Mean Absolute Error (MAE) of the full-batch loss
between each pair of lines is analyzed on a relevant interval. Since solely the
shape of the loss is of interest and not the offset, each loss along a line is
shifted along the y-axis, such that the minimum is at zero. The interval from
s ∈ [−0.2, 0.2] is considered for SGD and from s ∈ [−0.5, 0.5] for SGD with
momentum. This ensures that the minimum position and the origin are always
included. The resulting distance matrices are depicted in Fig. 3. They show
that only the shapes of the full-batch loss of the very first lines vary
strongly, whereas, later shapes behave more alike. In particular, the
full-batch loss along consecutive lines behave similarly. This favors opti-
mization with fixed step sizes, since the optimal update step does not change
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Fig. 3. Distances of the shape of full-batch losses along lines in a window around
the current position s = 0. Row 1: SGD without momentum. Row 2: SGD with
momentum. Since the offset is not of interest the minimum is shifted to 0 on the y-
axis. The distances are rather high for the first 10 lines (left). For the following lines
the distances are less than 0.3 MAE (middle) and concentrate around 0.01. The MAEs
of the full-batch loss of pairs of consecutive lines are given on the right.
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Fig. 4. MAE of polynomial approximations of the full-batch loss of degree 1 and 2.
Row 1: SGD without momentum. Row 2: SGD with momentum. Full-batch losses
along lines can be well fitted by polynomials of degree 2. The slope of the approximation
stays roughly constant whereas the curvature decreases.

much. These results are also valid for the full-batch loss along each line in multi-
ple noisy gradient directions starting from the same position in parameter space
(Appendix Fig. 8). This implies from an optimization point of view that it does
not matter which of the descent directions is taken.
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Figure 2 also indicates that the full-batch loss along lines exhibits an
almost parabolic shape locally (core result 1). Figure 4 shows in detail that
this is valid since the fitting error of a parabola is always low. In addition, we can
see that the curvature of the fitted parabolas (i.e. the second directional deriva-
tive) decreases during training, whereas, the slope stays roughly constant. This
implies that the approximated loss becomes flatter and suggests that
SGD follows a simple valley like structure which becomes continuously
wider. Considering the even faster decreasing curvature of SGD with momen-
tum, its valley becomes even wider (see also Fig. 2). This might be a reason why
SGD with momentum optimizes and generalizes better [9,13]. In accordance to
[12], we also found that the curvature is increasing rapidly during the very first
steps and then decreases.

5 On the Behavior of Line Search Approaches on the
Full-Batch Loss

The previous section showed that the full-batch loss along lines in update step
direction behaves parabolically and exhibits positive curvature. This means that
l(s) ≈ as2 + bs + c with a > 0 (see Eq. 1). In the following the performance of
several parabolic approximation line searches applied on the direction defining
mini-batch loss are analyzed. From now on, we concentrate on SGD without
momentum, but, Fig. 9 (appendix) shows that the upcoming results for SGD
with momentum support the same derivations.
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Fig. 5. Several parabolic line approximations and their minimum positions on rep-
resentative losses along lines. The optimal update step, from a local perspective, is
depicted by the red dashed line. The other update steps are derived from the direction
defining mini-batch loss. (Color figure online)

For SGD the mini-batch loss and its gradient g are given at the origin (s = 0)
of a line. In addition, the directional derivative, which is the negative norm
of g, can be computed easily (-g/||g|| · gT = -||g||). To perform a parabolic
approximation, either one additional loss along the line has to be considered or
the curvature has to be estimated. The first approach is proposed by [19]. The
default update step of their optimizer PAL is given as:

spal = − b

2a
= − l′m(0)μ2

2(lm(μ) − lm(0) − l′m(0)μ)
, (2)
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where lm is the mini-batch loss along a line in the direction of g and μ is the
sample step size for the second loss. The second approach is a reinterpretation of
SGD as a parabolic approximation line search with estimated curvature. SGD’s
update step is given as −λg, where λ is the learning rate. Considering a normal-
ized gradient and defining k = 1

λ as the curvature, we get

−λg = λ||g||· −g

||g|| =
||g||
k

· −g

||g|| = −
−g
||g||g

T

k
· −g

||g|| = − first directional derivative

second directional derivative
·direction

(3)
Note that the latter is a Newton update step.
To get a first intuition of how these approaches operate, several parabolic

approximations and their resulting update steps on representative lines are
shown in Fig. 5.

The next step is to compare several update step strategies using three met-
rics. Beforehand, we have to define sopt as the step size to the minimum of the
full-batch loss along a line, which is the optimal update step size from a local
perspective. supd is the update step size of an arbitrary optimization strategy
considered. The metrics are: the update step size supd, the distance of supd to the
minimum of the full-batch loss (sopt − supd), and the loss improvement per step,
given as: l(0)− l(supd), where l is the full-batch loss along a line (see Eq. 1). Note
that this improvement measure does not represent actual training performance,
since the next considered line is independent of the previous update step size for
all strategies except for SGD. which training process we are considering. How-
ever, it does represent the performance on full-batch losses along lines, which
are likely to occur during training.
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Fig. 6. Several metrics to compare update step strategies: 1. update step sizes. 2. the
distance to the minimum of the full batch loss (sopt−supd), which is the optimal update
step from a local perspective. 3. the loss improvement per step given as: l(0) − l(supd)
where supd is the update step of a strategy. Average smoothing with a kernel size of 25
is applied. The right lower plot shows almost proportional behavior between sopt and
the directional derivative of the direction defining mini-batch loss.
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Figure 6 shows that some strategies exhibit varying behavior on the met-
rics. To strengthen our previous observation, a parabolic approximation on the
full-batch loss (FBPAL) yields almost optimal performance. Surprisingly, SGD
with λ = 0.05 estimates the minima of the full-batch loss almost as well. This is
because the step to the minimum of the full-batch loss sopt is almost pro-
portional to the directional derivative (−||g||) of the direction defining
mini-batch loss (core result 2), as shown in the lower plot of Fig. 6. Observe
that the variance becomes larger during the end of the training and thus the pro-
portionality holds less. This almost proportional behavior explains why
a constant learning rate can lead to a good performance, since it is
sufficient to control the update step size with the norm of the noisy
mini-batch gradient. In practice, however, this locally optimal learning rate
is unknown. The globally best performing learning rate of 0.1 always does a step
far beyond the locally optimal step. This is what [29] described as bouncing off
walls of a valley-like structure. Contrary to their intuition, we have not found any
boundaries at all in the valley. Finally, Fig. 6 suggests that exact line searches
on the mini-batch loss perform poorly. For SGD with momentum, similar
results are obtained (Appendix Fig. 9).

Combining the last core results suggest that the locally optimal step size
sopt can be well approximated by a Newton step on the full-batch loss
or by a simple proportionality:

sopt ≈ − −||gfbl||
gfblHfblgT

fbl

≈ c · −||gdl|| (4)

where fbl stands for the full-batch loss and dl for the loss of the direction defin-
ing mini-batch. However, on a global perspective a step size larger than
sopt, can perform better, although it yields locally lower improvement
(Appendix Fig. 10 ).

6 On the Influence of the Batch Size on Update Steps

This section analyzes to which extent the performance of SGD and PAL changes
with varying batch sizes. In addition, we show why, on the losses along lines
measured, increasing the batch size has almost the same effect as decreasing the
learning rate by the same factor, as suggested by [27].

The presented results are simplified assuming that the SGD trajectory keeps
identical with changing batch size. Thus, the same losses over lines can be con-
sidered. The original batch size is 128. For larger batch sizes additional sample
losses from the set of all measured losses are drawn without replacement. For
smaller batch sizes, the sample losses with the highest directional derivatives are
removed, assuming that for smaller batch sizes steeper steepest directions are
found.
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The upper plots of Fig. 7 show that SGD performs significantly worse for
smaller batch sizes than PAL does. Both approaches become significantly more
accurate at larger batch sizes. A batch size of 512 is already sufficient to perform
almost optimally.

[27] shows that when training a ResNet-50 [8] on ImageNet [4], increasing
the batch size has virtually the same effect as decreasing the learning rate by the
same factor. Their interpretation is based on the noise on the full-batch gradient
introduced by mini-batches whereas, we argue from the perspective of mini-batch
losses. The SGD update step length on losses along a line is the absolute of the
learning rate times the directional derivative (λ · |l′m(0)| = λ · ||g||). The lower left
plot of Fig. 7 shows that with higher batch sizes the absolute of the directional
derivative, and thus the step size, decreases. This can be figuratively explained
with the help of Fig. 2. As the batch size increases, the loss of the direction
defining batch becomes more similar to the full-batch loss, consequently, the
absolute of the directional derivative decreases. The lower plot of Fig. 7 shows by
which factor the directional derivative is divided when the batch size is multiplied
by a factor. For batch size 32 to 256 the assumption that if the batch
size is increased by a factor, then the update step size decreases by the
same factor, is valid during the whole training (core result 3). For larger
batch sizes the directional derivative is divided by a lower factor, at the beginning
of the training, then the batch size is multiplied but converges towards the same



Empirically Explaining SGD from a Line Search Perspective 469

factor during the training. Based on the data collected, we cannot estimate the
momentum term for a different batch size for each line, therefore, this analysis
was not performed for SGD with momentum.

7 Discussion and Outlook

With this work, we provided a better understanding of what happens in detail
during SGD training from a line search perspective. In short, we quantitatively
showed that the full-batch loss along lines in update step direction locally is
highly parabolically. Further on, we found a learning rate for which SGD always
performs an almost optimal line search. This questions the usefulness of line
searches for deep learning in general. Finally, we quantitatively analyzed the
relation of learning rate and batch size in detail and provide a different perspec-
tive on why increasing the batch size has almost the same effect as decreasing
the learning rate by the same factor.

We have to emphasize that this work focused on a small set of representative
problems only.6 Therefore, our results have to be handled with care. To get a
more general view about the behavior of SGD and other optimizers across mod-
els and datasets, we propose to repeat these or similar experiments for as many
as possible. This can be easily done with the published code, but is extraor-
dinarily time consuming (see https://github.com/cogsys-tuebingen/empirically
explaining sgd from a line search perspective).

In general, we want to emphasize that a prospective goal of future studies in
Deep Learning should be, beyond reporting of good results, to provide empirical
evidence that the assumptions used hold.

8 Appendix
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Fig. 8. Distances (MAE) of the shape of full-batch losses along lines in multiple noisy
gradient direction in a window of 0.3 around the line origin s = 0. The minimum is
shifted to 0 on the y-axis. At fixed positions in parameter space the full-batch loss
along lines in several noisy gradient directions reveals low distances. Those plots are
representative for 100 positions we analyzed.

6 Note that we have done the same evaluation for a ResNet-18 [8] and a MobileNetV2
[24] trained on the same data and obtained results supporting our claims. See GitHub
link.

https://github.com/cogsys-tuebingen/empirically_explaining_sgd_from_a_line_search_perspective
https://github.com/cogsys-tuebingen/empirically_explaining_sgd_from_a_line_search_perspective
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The core differences are, that for the proportionality, the noise is higher than in the
SGD case. In addition, SGD with momentum overshoots the locally optimal step size
less and does not perform an as exact line search.
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References

1. Berrada, L., Zisserman, A., Kumar, M.P.: Training neural networks for and by
interpolation. In: ICML (2020)

2. Chae, Y., Wilke, D.N.: Empirical study towards understanding line search approx-
imations for training neural networks. arXiv (2019)

3. De, S., Yadav, A.K., Jacobs, D.W., Goldstein, T.: Big batch SGD: automated
inference using adaptive batch sizes. arXiv (2016)

4. Deng, J., Dong, W., Socher, R., Li, L.J., Li, K., Fei-Fei, L.: ImageNet: a large-scale
hierarchical image database. In: CVPR (2009)

5. Draxler, F., Veschgini, K., Salmhofer, M., Hamprecht, F.A.: Essentially no barriers
in neural network energy landscape. In: ICML (2018)

6. Fort, S., Jastrzebski, S.: Large scale structure of neural network loss landscapes.
In: NeurIPS (2019)

7. Goodfellow, I.J., Vinyals, O., Saxe, A.M.: Qualitatively characterizing neural net-
work optimization problems. In: ICLR (2015)

8. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition.
In: CVPR (2016)

9. Hochreiter, S., Schmidhuber, J.: Simplifying neural nets by discovering flat minima.
In: NeurIPS (1994)

10. Huang, G., Liu, Z., Van Der Maaten, L., Weinberger, K.Q.: Densely connected
convolutional networks. In: CVPR (2017)



Empirically Explaining SGD from a Line Search Perspective 471

11. Ioffe, S., Szegedy, C.: Batch normalization: accelerating deep network training by
reducing internal covariate shift. In: ICML (2015)

12. Jastrzebski, S., Kenton, Z., Ballas, N., Fischer, A., Bengio, Y., Storkey, A.J.: On
the relation between the sharpest directions of DNN loss and the SGD step length.
In: ICLR (2019)

13. Keskar, N.S., Mudigere, D., Nocedal, J., Smelyanskiy, M., Tang, P.T.P.: On large-
batch training for deep learning: generalization gap and sharp minima. In: ICLR
(2017)

14. Krizhevsky, A., Hinton, G.: Learning multiple layers of features from tiny images.
Technical report, Citeseer (2009)

15. Li, H., Xu, Z., Taylor, G., Goldstein, T.: Visualizing the loss landscape of neural
nets. In: NeurIPS (2018)

16. Li, X., Gu, Q., Zhou, Y., Chen, T., Banerjee, A.: Hessian based analysis of SGD
for deep nets: dynamics and generalization. In: SDM21 (2020)

17. Mahsereci, M., Hennig, P.: Probabilistic line searches for stochastic optimization.
J. Mach. Learn. Res. 18(1), 4262–4320 (2017)

18. McCandlish, S., Kaplan, J., Amodei, D., Team, O.D.: An empirical model of large-
batch training. arXiv (2018)

19. Mutschler, M., Zell, A.: Parabolic approximation line search for dnns. In: NeurIPS
(2020)

20. Paszke, A., et al.: Pytorch: an imperative style, high-performance deep learning
library. In: NeurIPS (2019)

21. Robbins, H., Monro, S.: A stochastic approximation method. Ann. Math. Stat. 22,
400–407 (1951)

22. Rolinek, M., Martius, G.: L4: Practical loss-based stepsize adaptation for deep
learning. In: NeurIPS (2018)

23. Rumelhart, D.E., Hinton, G.E., Williams, R.J.: Learning representations by back-
propagating errors. Nature 323(6088), 533 (1986)

24. Sandler, M., Howard, A.G., Zhu, M., Zhmoginov, A., Chen, L.C.: Mobilenetv 2:
inverted residuals and linear bottlenecks. In: CVPR (2018)

25. Simonyan, K., Zisserman, A.: Very deep convolutional networks for large-scale
image recognition. In: ICLR (2015)

26. Smith, L.N.: Cyclical learning rates for training neural networks. In: WACV (2017)
27. Smith, S.L., Kindermans, P., Ying, C., Le, Q.V.: Don’t decay the learning rate,

increase the batch size. In: ICLR (2018)
28. Vaswani, S., Mishkin, A., Laradji, I., Schmidt, M., Gidel, G., Lacoste-Julien, S.:

Painless stochastic gradient: Interpolation, line-search, and convergence rates. In:
NeurIPS (2019)

29. Xing, C., Arpit, D., Tsirigotis, C., Bengio, Y.: A walk with sgd. arXiv (2018)



Towards Ontologically Explainable
Classifiers

Grégory Bourguin(B), Arnaud Lewandowski, Mourad Bouneffa,
and Adeel Ahmad
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Abstract. In order to meet the explainability requirement of AI using
Deep Learning (DL), this paper explores the contributions and feasibility
of a process designed to create ontologically explainable classifiers while
using domain ontologies. The approach is illustrated with the help of the
Pizzas ontology that is used to create a synthetic image classifier that is
able to provide visual explanations concerning a selection of ontological
features. The approach is implemented by completing a DL model with
ontological tensors that are generated from the ontology expressed in
Description Logic.
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1 Introduction

The last years have been characterized by a large democratization of solutions
using Machine Learning (ML), and particularly Deep Learning (DL). This wide
spread has been accompanied by questions regarding their trustworthiness. Many
research papers have recently underlined the problem of the opacity of DL algo-
rithms. This issue is at the heart of the XAI [1] initiative.

As stated in [8], “clearly explaining a rationale for a classification decision
to an end-user can be as important as the decision itself”. It is thus necessary
to create AI solutions that are able to provide explanations regarding their deci-
sions, but moreover, these explanations also need to be understandable by the
users, i.e. while using the adequate abstraction level. The users’ abstraction level
mainly depends on their knowledge, their expertise, or even their viewpoint.

Widely used in the Knowledge Management and Engineering research
domains, the ontologies aim at reifying the knowledge of users involved in spe-
cific domains, thus allowing algorithms to use it. Taking note of the crucial need
for explainable AI, the purpose of this paper is to explore a process for creating
automatic classifiers that are able to provide explanations founded on an ontol-
ogy. We do not focus here on new means for improving classification, but on the
contributions of ontologies for explainable AI. We also explore the feasibility of
such an approach while using the classical ML tools, and propose a solution that
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allows to complement a DL model with a graph of tensors that is automatically
generated from description logic assertions coming from the targeted ontology.

The 2nd part of the paper proposes a state of the art concerning solutions
for providing explainable AI. The 3rd part of the paper illustrates the benefits
expected from a process involving ontological reasoning for explainability, and
introduces the generic approach we propose. The 4th part presents its application
through the implementation of an ontologically explainable image classifier. The
5th part presents our conclusions resulting from this experiment.

2 Explainability

The systems using ML are more and more efficient, but also more and more com-
plex and opaque. They appear as black-boxes [6] making problematic for human
to step in and understand their decisions, and to control their deployment, exe-
cution, and evolution [1,9]. As a consequence, the need for transparency, and
moreover, AI explainability has been revealed crucial.

2.1 Post-hoc Model Explanation

The tools for explaining decisions of DL systems mainly follow post-hoc
approaches designed to provide explanations about pre-existing models. Most
of theses methods are also called agnostic because they can be applied to any
DL algorithm.

Most explanation techniques rely on the idea of associating each input feature
with a value representing its importance for highlighting the key factors partic-
ipating in the final prediction. It is thus possible to get explanations concerning
a particular prediction, or more global ones represented with different graph-
ics associating features, importance factors and predictions. One of the domains
where this type of works is the best represented is Computer Vision (CV). In CV,
the raw input features correspond to the image’s pixels. The propositions consist
in making a correspondence between the predictions and the pixels that leaded
to a classification. Diverse approaches have been adopted and one of the most
representative is the Grad-CAM [20] method (and derivatives) that uses the gra-
dient of a targeted class to produce a heatmap highlighting the image’s regions
that most participated to its prediction. The techniques using input features to
explain a model are not limited to CV. Tools like LIME [15] allow to identify
some pixels in an image in a CV problem, but also to highlight the terms most
participating in a prediction in a NLP (Natural Language Processing) model. In
the same idea, while using different methods, we can also cite SHAP (SHapely
Additive exPlanation) [11], or What-If [13].

All these techniques and tools have already proved to be really useful for
explaining AI models. However, as it was underlined by [10], and as we will show
in part 3.2, these approaches do not guarantee that the provided explanations
are in fact understandable by the users.
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2.2 Explainablity, Semantics and Ontologies

As recalled by [2]: “Concept-based explanation approach is a popular model
interpertability tool because it expresses the reasons for a model’s predictions
in terms of concepts that are meaningful for the domain experts”. The benefits
from ontologies for providing explanations have already been proven. For many
authors, it is obvious that ontologies can help in providing adequate explanations
about the decision process of DL models [3].

Following this idea, the concept of semantic bottleneck has recently been for-
malized in [10] and further developed in [12]: a classifier is built while integrat-
ing semantic layers in its very conception in order to extract semantic features.
These latter are then used to compute the final classification. The pondered con-
tribution of each semantic feature helps in providing explanations regarding a
prediction, and in understanding misclassification errors. However, it should be
noted that even if these interesting works speak about semantics, none of them
use an ontological approach.

Research works like [4] are dedicated to image interpretations while using
ontologies. A DL process (e.g. object detection) is used to extract features cor-
responding to ontological concepts. These features are then used to infer pre-
dictions at a higher abstraction level. Such approach implies reasoning while
using description logic for enabling complex classification tasks. Even if they do
not explicitly focus on the explainability issue, such reasoning is intrinsically
explainable, and these solutions should indeed be able to provide explanations
at the users’ ontological abstraction level.

2.3 Positioning

As in Grad-CAM or LIME, our goal is to provide explanations while highlighting
in the raw data the features that leaded to a classification. However, our approach
is not agnostic: the explanations we want to provide are intimately bound to the
targeted domain, and the features we want to highlight need to be at the user’s
abstraction level, i.e., from our viewpoint, ontological features.

Our approach is neither post-hoc because we need the ontology to be directly
involved in the very process of the classifier creation. We follow a semantic
bottleneck approach, with the difference that the semantics is here provided by
an ontology which moreover is itself directly used to compute the predictions.

From this viewpoint, we are inspired by the research works implying ontolo-
gies for high abstraction level image interpretation. Our approach is however
somehow different while definitely focusing on the explainability issue, and by
advocating for explainable classifiers that involve ontologies in classification tasks
that would a priori not need it.

3 Ontological Explainability Approach

3.1 Illustration Domain: Pizzas

To illustrate our approach, we choose to reuse the Pizzas ontology (Manchester
University). The reasons are multiple, but the main one is the fact that this ontol-
ogy is accessible and really famous, and thus already known by many researchers.
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The Pizzas ontology defines a set of pizzas classes (e.g. Napoletana), that are
subclasses of the NamedPizza class (being itself a subclass of Pizza). The pizzas
definitions mainly involve the hasTopping object property whose domain is the
Pizza class, and whose range is the PizzaTopping class which is the superclass
of diverse toppings concepts like anchovies (AnchoviesTopping), etc.

We will then for example find the Napoletana pizza defined by:

Napoletana ≡ Pizza
� (∃ hasTopping . AnchoviesTopping)
� (∃ hasTopping . OliveTopping)
� (∀ hasTopping . (AnchoviesTopping � OliveTopping))

As our aim is to link the results of an image classifier with the ontological
definitions, we built a dataset in which the samples are labeled with the sub-
classes of NamedPizza. Other searchers have already created some pizzas images
datasets [14]: to our knowledge, none of them corresponds to the definitions of
the Pizzas ontology. Moreover, our goal in this experiment is not to enhance the
classification performance (in terms of accuracy, etc.), but rather to study the
benefits and the feasibility of an approach that implies an ontology for enhancing
a classifier’s explainability. Inspired by [14] in which the authors generate syn-
thetic pizzas images to constitute a controlled dataset, we generated synthetic
images of ontological pizzas by combining toppings cliparts (cf. Fig. 1).

The Pizza ontology defines 22 subclasses of NamedPizza while using 36 sub-
classes of PizzaTopping. To simplify the construction of our dataset, we decided
to focus on 14 subclasses of NamedPizza involving 16 subclasses of PizzaTop-
ping, thus keeping diversity while removing the pizzas made of toppings like
TobascoPepperSauce that are hard do illustrate with cliparts, and that are not
essential to our demonstration.

The generated images voluntary use the same “pizza base”: only the toppings
distribution is varying in number, position and orientation, in order to force any
(non-ontological) classifier to focus on the toppings for classifying the pizzas.
The classification task for these synthetic pizza images being relatively simple,
we only generated a “small” and totally balanced dataset containing 200 pizzas
per each of the 14 NamedPizza subclasses.

Fig. 1. Generating synthetic images of ontological pizzas.
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3.2 Problems of a Non-ontological Approach

To illustrate our thoughts about the problems of post-hoc tools for explainabil-
ity, we built and trained a “classical” image classifier based on a VGG19 [19]
CNN architecture, we used transfer learning by reusing the weights of VGG19
pretrained on Imagenet, and complemented it by a Dense (256) and a SoftMax
(14 pizzas classes) layers. The images data being simple, we were able to train
this classifier while achieving 100% accuracy on a test set constituted by 20% of
our samples.

We then used tools implementing the LIME [15] and Grad-CAM [18] methods
which both explain a specific prediction by generating a heatmap highlighting
the image’s pixels that most participated to the classification. As our images
were generated in a way to let the toppings being the sole elements that can
help in differentiating the pizzas classes, we can expect the heatmaps to focus
on the toppings’ corresponding pixels.

Fig. 2. Grad-CAM explanations for a specific pizza classification.

The Fig. 2 shows the explanations provided by Grad-CAM for a pizza pre-
dicted as Napoletana, i.e. a pizza only containing olive and anchovies toppings
(cf. definition in part 3.1). We only show Grad-CAM’s results here, but the
explanations provided by LIME and Grad-CAM are similar. We can notice that
the CNN focuses well on the anchovies. However, it ignores the olives while also
focusing on a part of the pizza base (empty of toppings). We can thus consider
that for this DL model, this pizza is a Napoletana because it has some anchovies
and some void: this of course does not correspond to the definition we expected.

Nevertheless, the Pizzas ontology can help in explaining this phenomenon if
it is used to generate an ontological correlation matrix regarding the toppings.
This matrix reveals to what extent the toppings are correlated in the pizzas
definitions: we can notice that the anchovies (AnchoviesTopping) always appear
with olives (OliveTopping). On the other hand, the olives frequently appear with
other toppings. As a result, for the CNN, on a Napolitana only made of anchovies
and olives, the discriminant is the presence of anchovies.
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The purpose of these remarks is not to discredit tools like Grad-CAM and
LIME at all. As we just showed it, they are truly useful for explaining a classifier.
However, these explanations can generally only be interpreted by an AI specialist
and, as in works trying to associate some semantics to CNN filters [7], this
example demonstrates that the abstraction level of the discriminants emerging
from the training of a CNN does not coincide with the abstraction level of a
pizza specialist. As a result, these tools do not seem to be the most adequate for
providing explanations that are easily understandable by domain experts.

3.3 Proposed Approach

Our proposition aims at creating classifiers that are able to provide explanations
at the domain experts’ abstraction level, i.e. using the terms of their ontology.
The steps for this realization are:

(a) Build a set C of the classes from the ontology that will be predicted as
output of the classifier.

(b) Consider D : the set of definitions in the ontology such as
D = {d | ∃ c ∈ C, d ≡ c is an axiom of the ontology}.
Consider P : the set of properties in the ontology involved in D.
Consider R: the set of ranges such as R = {r | r = range(p), p ∈ P}
Build the set F of the ontological features f ∈ F, i.e. the triplets (c, p, r)
involved in D and that will be used while explaining the predictions.

(c) Implement a DL technique to build the set FI ⊆ F of the identified
ontological features (satisfied assertions) in a data sent to the classifier
such as
FI = {fi ∈ F | fi ≡ ∃ p.r }

(d) Implement an ontological reasoning using D and FI for calculating CI ⊆
C, the set of the ci classes predicted for a data.

(e) Use the set DI ⊆ D such as DI = {di ≡ ci} and the set FI for explaining
the CI classification.

One can note that the (b) and (c) steps are tightly linked because it would
be useless to build F with ontological features that cannot be extracted from
the data. In our example, we focus on the hasTopping object property because
it defines the pizzas, but also because the presence of toppings (elements of R)
can be deduced from the image.

We also want to underline that the abstraction level of the explanations is
intrinsically linked to the abstraction level of the ontological features. Indeed, if
in our example it will be possible to explain that an image represents a Napo-
letana because it contains anchovies and olives, the classifier will not be able to
explain how it decided that an image region corresponds to a specific topping.
We need to recall that any approach for explainability is facing the fact that, at
some abstraction level, one considers not having to provide deeper explanations.
We for example can cite [8] that proposes a birds species classifier while mar-
rying a CNN and NLP for providing explanations: the system can explain that
an image represents an Albatross because it contains a yellow beak, etc., but it
does not try to demonstrate what is a yellow beak.
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4 Ontological Classifier

This section presents the implementation of our approach with the pizzas exam-
ple. This implementation is mainly constituted by 2 modules (Fig. 3): a semantic
segmentation (DL) module designed to extract the ontological features from an
image, and an ontological reasoning module called OntoClassifier designed to
compute the CI classes that can be deduced from FI, while being able to provide
explanations. These 2 modules are implemented in Tensorflow 2.

Fig. 3. Architecture of the ontologically explainable classifier.

4.1 DL Module: Semantic Segmentation

The first part of our classification pipeline aims at extracting the ontological
features from an image, i.e. the satisfiability of the assertions corresponding to
the triplets of F, considering that here:

F = {(c 	 Pizza, hasTopping, r 	 PizzaTopping)}
We choose to use a semantic segmentation technique whose purpose is to

label each pixel of an image with the classes from R = {r 	 PizzaTopping}.
We use a model architecture based on U-Net [16] and, as our dataset is fully
controlled, we generate the segmentation masks (that are necessary to train the
model) during the image generation process.

This U-Net implementation (based on MobileNetV2 [17] with the Imagenet
weights) has for input 3 channels (RGB) pizzas images (224 × 224 × 3), and for
output an image segmentation with 17 channels (224 × 224 × 17): each channel
corresponds to one of the 16 PizzaTopping subclasses, excepted for 1 channel
that is intended to receive the pixels not corresponding to any topping.

The central part of Fig. 3 shows how an image sent to the DL module is
segmented: to represent this segmentation here, we have overlaid the different
channels while associating each of them with a different color.
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4.2 Ontological Module: OntoClassifier

The presence of pixels in a segmentation layer can be interpreted as the presence
of an ontological feature (∃ hasTopping . topping), topping ∈ R, thus letting to
deduce the set FI of the satisfied assertions for each image treated by this model.
It then remains to reason from FI while using the set of definitions D to deduce
the set of classes CI that can label the image.

This reasoning process using properties extracted from an image is similar
to those that can be found in diverse works merging DL and ontologies to pro-
pose interpretations at high abstraction level. A classical approach would be to
populate the ontology with instances representing the samples to be classified
(using their identified ontological features), and then to start an ontological rea-
soner like Jena, Hermit or Pellet to obtain a classification. However, as it was
underlined in [5], this process is costly because it needs to complement the DL
model with external tools, and these tools that are designed to reason in global-
ity about an ontology are much slower that the DL pipelines nowadays used to
create classifiers.

Fig. 4. Generating an OntoClassifier.

In our proposed approach, we do not need the full power of a classic ontolog-
ical reasoner to deduce CI from FI and D. We thus created the OntoClassifier
module whose constructor generates a set of tensors directly from the ontology,
and in particular from C, D and F. This process is illustrated in Fig. 4: after
the selection of the targeted classes and definitions constituting C and D (1),
and of the ontological features constituting F (2), a graph of tensors is auto-
matically generated (3): these tensors are typed and interconnected thanks to
the decomposition of the OWL (Web Ontology Language) definitions found in
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D. The resulting OntoClassifier is then ready to complement the classification
pipeline directly after the output of the DL module (right part of Fig. 3). This
assemblage is able to compute the satisfiability of ontological assertions like the
definition of a Napoletana (cf. Sect. 3.1), or more complex assertions for example
implying toppings’ superclasses (using inheritance) like in:

CheesyPizza ≡ ∃ hasTopping . CheeseTopping
VegetarianPizza ≡ ¬ (∃ hasTopping . FishTopping) �

¬ (∃ hasTopping . MeatTopping)

Moreover, the OntoClassifier being implemented as a graph of tensors that rep-
resents the decomposition of the elements of D, this module allows to trace back
the graph to identify the elements of FI that satisfied each assertion for a given
data.

4.3 Results

Generating the OntoClassifier under the form of tensors allows the integration of
the ontological dimension directly inside the classification pipeline. The resulting
global model is then truly faster than in the case where the ontological reasoning
is delegated to an external “classic” inference engine. For instance, using our
semantic segmentation (DL) module combined with the Hermit reasoner on our
computers (I9-10850K 3.6 GHz, 32 Go DDR4 3200 MHz, GPU RTX 3080), the
classification of 100 pizzas images takes on average 130s. With the OntoClassifier,
on the same computers, this classification only takes on average 1,6 s. As in
Sect. 3.2, we were able to train this pipeline to achieve 100% accuracy on the
test set.

Fig. 5. Classification and ontological segmentation.

The Fig. 5 shows the example of an image of Fiorentina. The classifier predicts
the set of classes that can label this image (Fiorentina, Vegetarian, Cheesy). The
segmentation mask highlights the set of identified toppings. One can notice that
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in contrast to the example presented in Sect. 3.2, the abstraction level of this
heatmap is in line with the ontology: no topping is ignored by the classifier,
the highlighted entities correspond to the class definitions, and each topping is
differentiated and identifiable thanks to a color code.

Fig. 6. Classification and visual ontological explanations.

The Fig. 6 illustrates the fact that this system also allows to focus on a
specific identified class (here focusing on the Cheesy class identified for the image
classified in Fig. 5), and to use the OntoClassifier’s introspection mechanism to
explain this classification. This focus reuses the ontological segmentation mask,
and adds (in the right part), an explanation that binds the OWL definition of
the targeted class with the parts of the image that satisfied the (sub-)assertions.
Here, the binding is represented using a heatmap color code, but we can imagine
more interactive means like dynamically highlighting the original image while
moving the cursor over parts of the definition.

Fig. 7. Explanations for classification due to missing features.

The Fig. 7 shows that the OntoClassifier can focus on an identified class and
also explain a classification due to the absence of elements.
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5 Conclusion

Accounting the need for explainable AI, we explored the benefits and the feasi-
bility of a process for creating classifiers that are ontologically explainable, i.e.
providing explanations at the abstraction level for their domain users. We pro-
posed a generic approach that results in an architecture mainly constituted by
2 modules: a DL module dedicated to the ontological features extraction, and
another module named OntoClassifier and dedicated to ontological reasoning.
In order to integrate the ontological dimension in the very heart of the classi-
fier without burdening the resulting classification pipeline, we have introduced a
tool for automatically generating the OntoClassifier as a graph of tensors directly
built from the class definitions provided in the ontology. We have exemplified
our approach by creating an image classifier and have illustrated the possibilities
for ontological classification, as well as for visual explanation.

It is true that this approach involves additional work around the creation of
an ontology that reifies the users’ abstraction level, the construction of the sets
C, D, and F, and also the use of a DL technique that is more complex than for a
“simple” classification. One can however also notice that this approach not only
results in an ontologically explainable classifier, but also presents other bene-
fits. As long as the set of ontological features (F ) does not change, it is easily
possible to evolve the classifier, for example by adding new classes/definitions,
and to integrate this evolution into the pipeline without having to retrain the
DL model. The sole thing to do is to automatically re-generate the OntoClassi-
fier. As underlined in [21], the notion of viewpoint is important too, even while
considering ontologies. Our proposed approach and tools can offer a solution to
the need for multi-viewpoints because it is easily possible to generate different
OntoClassifier modules, each one dedicated to a specific viewpoint on the same
domain. Our approach also allows to introduce the notion of viewpoints in the
explanations themselves. Indeed, for the same C set, it is possible to build dif-
ferent D sets, and then to generate different explainable classifiers focusing on
different ontological definitions for the same classes. For example, in the Pizza
ontology, a Vegetarian pizza can be defined as:

(1)
VegetarianPizza ≡ ¬ (∃ hasTopping . FishTopping) �

¬ (∃ hasTopping . MeatTopping)
(2) VegetarianPizza ≡ ∀ hasTopping . VegetarianTopping

If these 2 definitions lead to the same classification, the associated visual
explanations correspond to different viewpoints focusing on (or highlighting) (1)
the fish or meat toppings (cf. Fig. 7), or (2) the vegetarian toppings.

These approach and tools are still in development. In this paper, the visual
explanations directly use the OWL expressions: this representation needs to be
improved, and then evaluated through experiments while involving end-users. We
also are working on the human-machine interfaces that will allow end-users to
manipulate and explore the provided explanations. The presented elements how-
ever already let imagine functionalities that are promising, and even necessary
in the frame of projects involving actors with different cultures and viewpoints.
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Abstract. Few-shot classification is a challenging problem due to the
uncertainty caused by using few labelled samples. In the past few years,
methods have been proposed to solve few-shot classification, among
which transfer-based methods have consistently proved to achieve the
best performance. Following this vein, in this paper we propose a novel
transfer-based method that builds on two successive steps: 1) preprocess-
ing the feature vectors so that they become closer to Gaussian-like distri-
butions, and 2) leveraging this preprocessing using an optimal-transport
inspired algorithm. Using standardized vision benchmarks, we prove the
ability of the proposed methodology to achieve state-of-the-art accuracy
with various datasets, backbone architectures and few-shot settings.

Keywords: Few-shot classification · Transfer learning ·
Semi-supervised learning

1 Introduction

Thanks to their outstanding performance, Deep Learning methods have been
widely considered for vision tasks such as image classification and object detec-
tion. In order to reach top performance, these systems are typically trained using
very large labelled datasets that are representative enough of the inputs to be
processed afterwards.

However, in many applications, it is costly to acquire or to annotate data,
resulting in the impossibility to create such large labelled datasets. In this con-
text, it is challenging to optimize Deep Learning architectures considering the
fact they typically are made of way more parameters than the dataset contains.
This is the reason why in the past few years, few-shot learning (i.e. the problem
of learning with few labelled examples) has become a trending research subject
in the field. In more details, there are two settings that authors often consider:
a) “inductive few-shot”, where only a few labelled samples are available dur-
ing training and prediction is performed on each test input independently, and
b) “transductive few-shot”, where prediction is performed on a batch of (non-
labelled) test inputs, allowing to take into account their joint distribution.

Many works in the domain are built based on a “learning to learn” guidance,
where the pipeline is to train an optimizer [8,18] with different tasks of limited
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Train feature extractor

Feature extraction Preprocessing MAP

large dataset Dbase

Train feature extractor

x �→ fϕ(x) ∈ R
+

)d

fϕ PT
S ∪ Q ∈ Dnovel

Sinkhorn mapping Initialized cj

Center update nsteps

Prediction

fQ

fS ∪ fQ

M∗

cj

Accuracy

hj(k)

h̃j(k)

PT

Fig. 1. Illustration of the proposed method. First we train a feature extractor fϕ using
Dbase that has a large number of labelled data, then we extract feature vectors of all the
inputs (support set S and query set Q) in Dnovel (the considered few-shot dataset) and
preprocess them with Power Transform (PT), which has the effect of mapping a skewed
feature distribution into a gaussian-like distribution (hj(k) denotes the histogram of
feature k in class j), to obtain the corresponding feature vectors fS ∪ fQ. In the next
step, we perform Sinkhorn mapping with class center cj initialized on labelled feature
vectors fS to obtain the class allocation matrix M∗ for unlabelled fQ, and we update
the class centers for the next iteration. After nsteps we evaluate the accuracy on fQ.

data so that the model is able to learn generic experience for novel tasks. Namely,
the model learns a set of initialization parameters that are in an advantageous
position for the model to adapt to a new (small) dataset. Recently, the trend
evolved towards using well-thought-out transfer architectures (backbones) [3,6,
17,24] trained one time on the same training data, but seen as a unique large
dataset.

A main problem of using feature vectors extracted using a backbone archi-
tecture is that their distribution is likely to be complex, as the problem the
backbone has been optimized for most of the time differs from the considered
task. As such, methods that rely on strong assumptions about the data distri-
butions are likely to fail in leveraging the quality of features. In this paper, we
tackle the problem of transfer-based few-shot learning with a twofold strategy: 1)
preprocessing the data extracted from the backbone so that it fits a Gaussian-like
distribution and 2) leveraging this specific distribution thanks to a well-thought
proposed algorithm based on maximum a posteriori and optimal transport (only
in the case of transductive few-shot). Using standardized benchmarks in the
field, we demonstrate the ability of the proposed method to obtain state-of-the-
art accuracy, for various problems and backbone architectures in some inductive
settings and most transductive ones.

2 Related Work

A large volume of works in few-shot classification is based on meta learning [23]
methods, where the training data is transformed into few-shot learning episodes
to better fit in the context of few examples. In this branch, optimization based
methods [8,18,23] train a well-initialized optimizer so that it quickly adapts to
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unseen classes with a few epochs of training. Other works [4,31] utilize data
augmentation techniques to artificially increase the size of the training datasets.

In the past few years, there have been a growing interest in transfer-based
methods. The main idea consists in training feature extractors able to efficiently
segregate novel classes it never saw before. For example, in [3] the authors train
the backbone with a distance-based classifier that takes into account the inter-
class distance. In [17], the authors utilize self-supervised learning techniques [2]
to co-train an extra rotation classifier for the output features. Many approaches
are built on top of a feature extractor. For instance, in [29] the authors implement
a nearest class mean classifier to associate an input with a class whose centroid
is the closest in terms of the �2 distance. In [14] an iterative approach is used
to adjust the class centers. In [10] the authors build a graph neural network to
gather the feature information from similar samples. Transfer-based techniques
typically reach the best performance on standardized benchmarks.

Although many works involve feature extraction, few have explored the fea-
tures in terms of their distribution. Often, assumptions are made that the fea-
tures in a class align to a certain distribution, even though these assumptions are
rarely experimentally discussed. In our work, we take into account the impact of
the features distributions and how they can be transformed for better processing
and accuracy. We also introduce a new algorithm to improve the quality of the
association between input features and corresponding classes.

Contributions. Let us highlight the main contributions of this work. (1) We
propose to preprocess the raw extracted features in order to make them more
aligned with Gaussian assumptions. Namely we introduce transforms of the fea-
tures so that they become less skewed. (2) We use a wasserstein-based method
to better align the distribution of features with that of the considered classes.
(3) We show that the proposed method can bring large increase in accuracy with
a variety of feature extractors and datasets, leading to state-of-the-art results in
the considered benchmarks.

3 Methodology

In this section we introduce the problem settings. We discuss the training of the
feature extractors, the preprocessing steps that we apply on the trained features
and the final classification algorithm. A summary of our proposed method is
depicted in Fig. 1.

3.1 Problem Statement

We consider a typical few-shot learning problem. We are given a base dataset
Dbase and a novel dataset Dnovel such that Dbase ∩Dnovel = ∅. Dbase contains a
large number of labelled examples from K different classes. Dnovel, also referred
to as a task in other works, contains a small number of labelled examples (support
set S), along with some unlabelled ones (query set Q), all from w new classes.
Our goal is to predict the class of the unlabelled examples in the query set.
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The following parameters are of particular importance to define such a few-shot
problem: the number of classes in the novel dataset w (called w-way), the number
of labelled samples per class s (called s-shot) and the number of unlabelled
samples per class q. So the novel dataset contains a total of w(s + q) samples,
ws of them being labelled, and wq of them being those to classify. Note that
here, as it is standard in the field, the query set is well balanced among classes.
In the case of inductive few-shot, the prediction is performed independently on
each one of the wq samples. In the case of transductive few-shot [14,16], the
prediction is performed considering all wq samples together.

3.2 Feature Extraction

The first step is to train a neural network backbone model using only the base
dataset. In this work we consider multiple backbones, with various training pro-
cedures. Once the considered backbone is trained, we obtain robust embeddings
that should generalize well to novel classes. We denote by fϕ the backbone
function, obtained by extracting the output of the penultimate layer from the
considered architecture, with ϕ being the trained architecture parameters. Note
that importantly, in all backbone architectures used in the experiments of this
work, the penultimate layers are obtained by applying a ReLU function, so that
all feature components coming out of fϕ are nonnegative.

3.3 Feature Preprocessing

As mentioned in Sect. 2, many works hypothesize, explicitly or not, that the fea-
tures from the same class are aligned with a specific distribution (often Gaussian-
like). But this aspect is rarely experimentally verified. In fact, it is very likely
that features obtained using the backbone architecture are not Gaussian. Indeed,
usually the features are obtained after applying a relu function, and exhibit a
positive distribution mostly concentrated around 0.

Multiple works in the domain [14,29] discuss the different statistical methods
(e.g. normalization) to better fit the features into a model. Although these meth-
ods may have provable assets for some distributions, they could worsen the process
if applied to an unexpected input distribution. This is why we propose to prepro-
cess the obtained feature vectors so that they better align with typical distribution
assumptions in the field. Namely, we use a power transform as follows.

Power Transform (PT). Denote v = fϕ(x) ∈ (R+)d
,x ∈ Dnovel as the

obtained features on Dnovel. We hereby perform a power transformation method,
which is similar to Tukey’s Transformation Ladder [25], on the features. This
process is then followed by a unit variance projection, the formula is given by:

f(v) =

{
(v+ε)β

‖(v+ε)β‖2
if β �= 0

log (v+ε)
‖ log (v+ε)‖2

if β = 0
, (1)

where ε = 1e − 6 is used to make sure that v + ε is strictly positive and β
is a hyper-parameter. The rationales of the preprocessing above are: (1) Power
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transforms have the functionality of reducing the skew of a distribution, adjusted
by β, (2) Unit variance projection scales the features to the same area so that
large variance features do not predominate the others. This preprocessing step is
often able to map data from any distribution to a close-to-Gaussian distribution.

Note that β = 1 leads to almost no effect. More generally, the skew of the
obtained distribution changes when β varies. For instance, if a raw distribution
is right-skewed, decreasing β phases out the right skew, and phases into a left-
skewed distribution when β becomes negative. After experiments, we found that
β = 0.5 gives the most consistent results for our considered experiments. This
first step of feature preprocessing can be performed in both inductive and trans-
ductive settings. We observed that it typically brings more benefits compared
with other preprocessing methods such as batch normalisation. More details
based on our considered experiments are available in Sect. 4.

3.4 MAP

Let us assume that the preprocessed feature distribution for each class is Gaus-
sian or Gaussian-like. As such, a well-positioned class center is crucial to a good
prediction. In this section we discuss how to best estimate the class centers when
the number of samples is very limited and classes are only partially labelled. In
more details, we propose an Expectation–Maximization [7]-like algorithm that
iteratively finds the Maximum A Posteriori (MAP) estimates of the class centers.

We firstly show that estimating these centers through MAP is similar to
the minimization of Wasserstein distance. Then, an iterative procedure based
on a Wasserstein distance estimation, using the sinkhorn algorithm [5,11,26],
is designed to estimate the optimal transport from the initial distribution of
the feature vectors to one that would correspond to the draw of samples from
Gaussian distributions. Note that here we consider the transductive setting, as in
many other few shot learning works (e.g. [10,14–16]), where we exploit unlabelled
samples during the procedure and priors about their relative proportions.

To better explain our proposed method, here we denote by fS the set of
feature vectors corresponding to labelled inputs and by fQ the set of feature
vectors corresponding to unlabelled inputs. For a feature vector f ∈ fS ∪ fQ, we
denote by �(f) the corresponding label. The set of admissible labellings will be
denoted C. We use 0 < i ≤ wq to denote the index of an unlabelled sample, so
that fQ = (fi)i, and we denote cj , 0 < j ≤ w the estimated center for feature
vectors that correspond to class j.

Our algorithm consists of several steps in which we estimate class centers from
a soft allocation matrix M∗, then we update the allocation matrix based on the
newly found class centers and iterate the process. More details are provided in
the following paragraphs to illustrate the algorithm.

Sinkhorn Mapping. Considering using MAP estimation for the class centers,
and assuming a Gaussian distribution for each class, we typically aim at solving:

{l̂(fi)}, {ĉj} = arg max{�(fi)}∈C,{cj}
∏

i P (fi|j = �(fi))
= arg min{�(fi)}∈C,{cj}

∑
i(fi − c�(fi))

2,
(2)
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Let us point out that the last term corresponds exactly to the Wasserstein dis-
tance used in the Optimal Transport problem formulation [5,26].

Therefore, in this step we find the class mapping matrix that minimizes the
Wasserstein distance. Inspired by the Sinkhorn algorithm [5,26], we define the
mapping matrix M∗ as follows:

M∗ = Sinkhorn(L,p,q, λ)

= arg min
M∈U(p,q)

∑

ij

MijLij + λH(M), (3)

where U(p,q) ∈ R
wq×w
+ is a set of positive matrices for which the rows

sum to p and the columns sum to q. Formally, U(p,q) can be written as:
U(p,q) = {M ∈ R

wq×w
+ |M1w = p,MT1wq = q}, where p denotes the dis-

tribution of the amount that each unlabelled example uses for class allocation,
and q denotes the distribution of the amount of unlabelled examples allocated to
each class. Therefore, U(p,q) contains all the possible ways of allocating exam-
ples to classes. The cost function L ∈ R

wq×w in Eq. (3) consists of the euclidean
distances between unlabelled examples and class centers, hence Lij denotes the
euclidean distance between example i and class center j. It is worth noting that
here we assume a soft class mapping, meaning that each example can be “sliced”
into different classes.

The second term on the right of Eq. (3) denotes the entropy of M: H(M) =
−∑

ij Mij logMij , regularized by a hyper-parameter λ. Increasing λ would force
the entropy to become smaller, so that the mapping is less homogeneous. This
term also makes the objective function strictly convex [5] and thus a practical
and effective computation. From lemma 2 in [5], the result of this Sinkhorn
mapping has the typical form M∗ = diag(u) · exp(−L/λ) · diag(v).

Iterative Center Estimation. In this step, our aim is to estimate class cen-
ters. As shown in Algorithm 1, we initialize cj as the average of labelled sam-
ples belonging to class j. Then cj is iteratively re-estimated. At each iteration,
we compute a mapping matrix M∗ on the unlabelled examples using Sinkhorn
mapping introduced in the previous step. Along with labelled examples, we re-
estimate cj (temporarily denoted µj) by weighted-averaging the feature vectors
with their allocated portions for class j:

µj = g(M∗, j) =

∑wq
i=1 M

∗
ijfi +

∑
f∈fS ,�(f)=j f

s +
∑wq

i=1 M∗
ij

. (4)

This formula corresponds to the minimization of Eq. (3). Note that labelled
examples do not participate in the mapping process. Since their labels are known,
we instead set allocations for their belonging classes to be 1 and to the others
to be 0. Therefore, labelled examples have the largest possible weight when re-
estimating the class centers.

Proportioned Center Update. To avoid taking risky harsh decisions in early
iterations of the algorithm, we propose to proportionate the update of class
centers using an inertia parameter. More specifically, we update the center with
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Algorithm 1. Proposed algorithm
Parameters: w, s, q, λ, α, nsteps

Initialization: cj = 1
s

· ∑
f∈fS ,�(f)=j f

for i = 1 to nsteps do
Lij = ‖fi − cj‖2, ∀i, j
M∗ = Sinkhorn(L,p = 1wq,q = q1w, λ)
µj = g(M∗, j)
cj ← cj + α(µj − cj)

end for
return �̂(fi) = arg maxj(M

∗[i, j])

a learning rate 0 < α ≤ 1. When α is close to 0, the update becomes very slow,
whereas α = 1 corresponds to directly allocating the newly found class centers:

cj ← cj + α(µj − cj). (5)

Final Decision. After a fixed number of steps nsteps, the rows of M∗ are inter-
preted as the probabilities of examples belonging to each class. Therefore, the
maximal value corresponds to the decision of the algorithm. A summary of our
proposed algorithm is presented in Algorithm 1.

4 Experiments

4.1 Datasets

We evaluate the performance of the proposed method using standardized few-
shot classification datasets: miniImageNet [27], tieredImageNet [19], CUB [28]
and CIFAR-FS [1]. The miniImageNet dataset contains 100 classes randomly
chosen from ILSVRC- 2012 [20] and 600 images of size 84×84 pixels per class. It
is split into 64 base classes, 16 validation classes and 20 novel classes. The tiered-
ImageNet dataset is another subset of ImageNet, it consists of 34 high-level cat-
egories with 608 classes in total. These categories are split into 20 meta-training
superclasses, 6 meta-validation superclasses and 8 meta-test superclasses, which
corresponds to 351 base classes, 97 validation classes and 160 novel classes respec-
tively. The CUB dataset contains 200 classes and has 11,788 images of size
84 × 84 pixels in total, it is split into 100 base classes, 50 validation classes and
50 novel classes. The CIFAR-FS dataset has 100 classes, each class contains
600 images of size 32×32 pixels. The splits of this dataset are the same as those
in miniImageNet.

4.2 Implementation Details

In order to stress the genericity of our proposed method with regards to the cho-
sen backbone architecture and training strategy, we perform experiments using
WRN [30], ResNet18 and ResNet12 [9], along with some other pretrained
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backbones (e.g. DenseNet [12,29]). For each dataset we train the feature extractor
with base classes, tune the hyperparameters with validation classes and test the
performance using novel classes. Therefore, for each test run, w classes are drawn
uniformly at random among novel classes. Among these w classes, s labelled exam-
ples and q unlabelled examples per class are uniformly drawn at random to form
Dnovel. The WRN and ResNet are trained following [17]. In the inductive setting,
MAP is not suitable since there is only one unlabelled sample, therefore we use our
proposed Power Transform followed by a basic Nearest Class Mean (NCM) clas-
sifier. In the transductive setting, the MAP or an alternative is applied after PT.
In order to better segregate between feature vectors of corresponding classes for
each task, we implement the “trans-mean-sub” [14] before MAP where we sep-
arately subtract inputs by the means of labelled and unlabelled examples, fol-
lowed by a unit hypersphere projection. All our experiments are performed using
w = 5, q = 15, s = 1 or 5. We run 10,000 random draws to obtain mean accuracy
score and indicate confidence scores (95%) when relevant. The tuned hyperparam-
eters for miniImageNet are β = 0.5, λ = 10, α = 0.4 and nsteps = 30 for s = 1;
β = 0.5, λ = 10, α = 0.2 and nsteps = 20 for s = 5. Hyperparameters for other
datasets are detailed below.

4.3 Comparison with State-of-the-Art Methods

In the first experiment, we conduct our proposed method on different bench-
marks and compare the performance with other state-of-the-art solutions. The
results are presented in Table 1, we observe that our method with WRN as back-
bone reaches the state-of-the-art performance for most cases in both inductive
and transductive settings on all the benchmarks. In Table 2 we also implement
our proposed method on tieredImageNet based on a pre-trained DenseNet121
backbone following the procedure described in [29]. From these experiments we
conclude that the proposed method can bring gain with a variety of backbones
and datasets, leading to competitive performance. In terms of execution time,
we measured an average of 0.002s per run, which is relatively efficient.

4.4 Other Experiments

Ablation Study. To further stress the interest of the ingredients on the pro-
posed method in order to reach top performance, we report in Tables 3 and 4 the
results of ablation studies. In Table 3, we first investigate the impact of chang-
ing the backbone architecture. Together with previous experiments, we observe
that the proposed method consistently achieves the best results for any fixed
backbone architecture. We also report performance in the case of inductive few-
shot using a simple Nearest-Class Mean (NCM) classifier instead of the iterative
MAP procedure described in Sect. 3. We perform another experiment where we
replace the MAP algorithm with a standard K-Means algorithm where centroids
are initialized with the available labelled samples for each class. We can observe
significant drops in accuracy, emphasizing the interest of the proposed MAP
procedure to better estimate the class centers.
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Table 1. 1-shot and 5-shot accuracy of state-of-the-art methods in the literature,
compared with the proposed solution. We present results using WRN as the backbone
for our proposed solutions.

Setting Method Backbone miniImageNet

1-shot 5-shot

Inductive Baseline++ [3] ResNet18 51.87 ± 0.77% 75.68 ± 0.63%

MAML [8] ResNet18 49.61 ± 0.92% 65.72 ± 0.77%

ProtoNet [22] WRN 62.60 ± 0.20% 79.97 ± 0.14%

Matching Networks [27] WRN 64.03 ± 0.20% 76.32 ± 0.16%

SimpleShot [29] DenseNet121 64.29 ± 0.20% 81.50 ± 0.14%

S2M2 R [17] WRN 64.93 ± 0.18% 83.18 ± 0.11%

PT+NCM(ours) WRN 65.35 ± 0.20% 83.87 ± 0.13%

Transductive BD-CSPN [15] WRN 70.31 ± 0.93% 81.89 ± 0.60%

Transfer+SGC [10] WRN 76.47 ± 0.23% 85.23 ± 0.13%

TAFSSL [14] DenseNet121 77.06 ± 0.26% 84.99 ± 0.14%

DFMN-MCT [13] ResNet12 78.55 ± 0.86% 86.03 ± 0.42%

PT+MAP(ours) WRN 82.92 ± 0.26% 88.82 ± 0.13%

Setting Method Backbone CUB

1-shot 5-shot

Inductive Baseline++ [3] ResNet10 69.55 ± 0.89% 85.17 ± 0.50%

MAML [8] ResNet10 70.32 ± 0.99% 80.93 ± 0.71%

ProtoNet [22] ResNet18 72.99 ± 0.88% 86.64 ± 0.51%

Matching Networks [27] ResNet18 73.49 ± 0.89% 84.45 ± 0.58%

S2M2 R [17] WRN 80.68 ± 0.81% 90.85 ± 0.44%

PT+NCM(ours) WRN 80.57 ± 0.20% 91.15 ± 0.10%

Transductive BD-CSPN [15] WRN 87.45% 91.74%

Transfer+SGC [10] WRN 88.35 ± 0.19% 92.14 ± 0.10%

PT+MAP(ours) WRN 91.55 ± 0.19% 93.99 ± 0.10%

Setting Method Backbone CIFAR-FS

1-shot 5-shot

Inductive ProtoNet [22] ConvNet64 55.50 ± 0.70% 72.00 ± 0.60%

MAML [8] ConvNet32 58.90 ± 1.90% 71.50 ± 1.00%

S2M2 R [17] WRN 74.81 ± 0.19% 87.47 ± 0.13%

PT+NCM(ours) WRN 74.64 ± 0.21% 87.64 ± 0.15%

Transductive Transfer+SGC [10] WRN 83.90 ± 0.22% 88.76 ± 0.15%

PT+MAP(ours) WRN 87.69 ± 0.23% 90.68 ± 0.15%
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Table 2. 1-shot and 5-shot accuracy of state-of-the-art methods on tieredImageNet.

Method Backbone tieredImageNet

1-shot 5-shot

ProtoNet [22]a ConvNet4 53.31 ± 0.89% 72.69 ± 0.74%

LEO [21]a WRN 66.33 ± 0.05% 81.44 ± 0.09%

SimpleShot [29]a DenseNet121 71.32 ± 0.22% 86.66 ± 0.15%

PT+NCM(ours)a DenseNet121 69.96 ± 0.22% 86.45 ± 0.15%

DFMN-MCT [13]b ResNet12 80.89 ± 0.84% 87.30 ± 0.49%

TAFSSL [14]b DenseNet121 84.29 ± 0.25% 89.31 ± 0.15%

PT+MAP(ours)b DenseNet121 85.67 ± 0.26% 90.45 ± 0.14%
a: Inductive setting.
b: Transductive setting.

Table 3. Accuracy of the proposed method in inductive and transductive settings,
with different backbones, and comparison with K-Means and NCM baselines.

Setting Inductive Transductive

Dataset Backbone (NCM baseline) Proposed PT+NCM PT+K-Means Proposed PT+MAP

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

miniImageNet ResNet12 (49.08) 62.68 ± 0.20% (70.85) 81.99 ± 0.14% 72.73 ± 0.23% 84.05 ± 0.14% 78.47 ± 0.28% 85.84 ± 0.15%

ResNet18 (47.63) 62.50 ± 0.20% (72.89) 82.17 ± 0.14% 73.08 ± 0.22% 84.67 ± 0.14% 80.00 ± 0.27% 86.96 ± 0.14%

WRN (55.31) 65.35 ± 0.20% (78.33) 83.87 ± 0.13% 76.67 ± 0.22% 86.73 ± 0.13% 82.92 ± 0.26% 88.82 ± 0.13%

CUB ResNet12 (61.30) 78.40 ± 0.20% (82.83) 91.12 ± 0.10% 87.35 ± 0.19% 92.31 ± 0.10% 90.96 ± 0.20% 93.77 ± 0.09%

ResNet18 (58.92) 76.98 ± 0.20% (82.69) 90.56 ± 0.10% 87.16 ± 0.19% 91.97 ± 0.09% 91.10 ± 0.20% 93.78 ± 0.09%

WRN (69.21) 80.57 ± 0.20% (88.33) 91.15 ± 0.10% 88.28 ± 0.19% 92.37 ± 0.10% 91.55 ± 0.19% 93.99 ± 0.10%

CIFAR-FS ResNet12 (52.50) 71.02 ± 0.22% (74.16) 84.68 ± 0.16% 78.39 ± 0.24% 85.73 ± 0.16% 82.45 ± 0.27% 87.33 ± 0.17%

ResNet18 (56.40) 71.41 ± 0.22% (78.30) 85.50 ± 0.15% 79.95 ± 0.23% 86.74 ± 0.16% 84.80 ± 0.25% 88.55 ± 0.16%

WRN (68.93) 74.64 ± 0.21% (86.81) 87.64 ± 0.15% 83.69 ± 0.22% 89.19 ± 0.15% 87.69 ± 0.23% 90.68 ± 0.15%

In Table 4 we show the impact of PT in the transductive setting, where we
can see about 6% gain for 1-shot and 4% gain for 5-shot in terms of accuracy.

Influence of the Number of Unlabelled Samples. To better understand the
gain in accuracy with access to more unlabelled samples, we depict in Fig. 2 (1)
the evolution of accuracy as a function of q, when w = 5 is fixed. Interestingly,
the accuracy quickly reaches a close-to-asymptotical plateau, emphasizing the
ability of the method to soon exploit available information in the task.

Hyperparameter Tuning. We also tune β, λ and α on the validation classes of
each dataset, and then apply them to test our model on novel classes. We vary
each hyperparamter in a certain range and observe the evolution of accuracy
to choose the peak that corresponds to the highest prediction. For example, the
evolving curve for β, λ and α with miniImageNet are presented in Fig. 2 (2) to (4).
In comparison, we also trace the corresponding curves on novel classes. We draw
a dash line on the hyperparameter values where the accuracy on the validation
classes peaks, meaning that this is the chosen value resulting in Table 1. Overall,
it is interesting to point out the little sensitivity of the proposed method accuracy
with regards to hyperparameter tuning.
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We followed this procedure to find the tuned hyperparameters for each
dataset. Therefore, we obtained that working with CUB leads to the same hyper-
parameters as miniImageNet. For tieredImageNet and CIFAR-FS, the best accu-
racy are obtained on validation classes when β = 0.5, λ = 10, α = 0.3 for s = 1;
β = 0.5, λ = 10, α = 0.2 for s = 5.

Table 4. Influence of Power Transform in the transductive setting with different back-
bones on miniImageNet.

PT MAP WRN ResNet18 ResNet12

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

75.60 ± 0.29% 84.13 ± 0.16% 74.48 ± 0.29% 82.88 ± 0.17% 72.04 ± 0.30% 80.98 ± 0.18%

82.92 ± 0.26% 88.82 ± 0.13% 80.00 ± 0.27% 86.96 ± 0.14% 78.47 ± 0.28% 85.84 ± 0.15%
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Fig. 2. (1) represents 5-way 1-shot accuracy on miniImagenet, CUB and CIFAR-FS
(backbone: WRN) as a function of q. (2), (3) and (4) represent 1-shot accuracy on
miniImageNet (backbone: WRN) as a function of β, λ and α respectively.

5 Conclusion

In this paper we introduced a new pipeline to solve the few-shot classification
problem. Namely, we proposed to firstly preprocess the raw feature vectors
to better align to a Gaussian distribution and then we designed an optimal-
transport inspired iterative algorithm to estimate the class centers. Our exper-
imental results on standard vision benchmarks reach state-of-the-art accuracy,
with important gains in both 1-shot and 5-shot classification. Moreover, the
proposed method can bring gains with a variety of feature extractors, with few
hyperparameters. Thus we believe that the proposed method is applicable to
many practical problems.
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Abstract. Radar-based gesture recognition constitutes an intuitive way
for enhancing human-computer interaction (HCI). However, training algo-
rithms for HCI capable of adapting to gesture recognition often require a
large dataset with many task examples. In this work, we propose for the
first time on radar sensed hand-poses, the use of optimization-based meta-
techniques applied on a convolutional neural network (CNN) to distin-
guish 16 gesture sequences with only one sample per class (shot) in 2-ways,
4-ways and 5-ways experiments. We make use of a frequency-modulated
continuous-wave (FMCW) 60GHz radar to capture the sequences of four
basic hand gestures, which are processed and stacked in the form of tempo-
ral projections of the radar range information (Range-Time Map - RTM).
The experimental results demonstrate how the use of optimization-based
meta-techniques leads to an accuracy greater than 94% in a 5-ways 1-shot
classification problem, even on sequences containing a type of basic gesture
never observed in the training phase. Additionally, thanks to the general-
ization capabilities of the proposed approach, the required training time
on new sequences is reduced by a factor of 8,000 in comparison to a typical
deep CNN.

Keywords: Gesture recognition · Meta learning · Millimeter wave radar

1 Introduction

Gesture sensing technology represents a very direct and intuitive method of
human-computer interaction (HCI). Under the needs of users and system inter-
face architectures, hand movements can be identified and tracked through the
use of a wide variety of sensors and detection algorithms [21]. Conventional meth-
ods for the classification of gestures involve the employment of camera sensors
for optical images or time of flight (ToF) images for depth information. These
sensors allow a complete and touchless understanding of the performed gestures,
but they usually lead to privacy issues and poor performance in the presence of
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intense light [10,17,18]. In contrast, Radio-based sensing can be efficiently used
to estimate movements and poses of subjects even through walls and obstruc-
tions [14]. Through Wi-Fi technology, the hand-pose estimation can be addressed
with very high performance even in a cross-domain application, where the user’s
location, orientation, and environment can vary considerably [23]. However, Wi-
Fi-based sensing systems require often to develop high output power in the RF
range and a module in continuous working operation to exploit the functionali-
ties. To overcome these challenges, the use of radar sensors for this application
is becoming a widely adopted practice [2]. Among the various radar modulation
techniques, FMCW is a particularly suitable approach, thanks to its capability
of providing simultaneously accurate range and Doppler information of objects
and people located in the field of view [8,11,19,22]. Excellent results in the clas-
sification of gestures through range-Doppler images are achieved in [12], using
the BGT60TR13C FMCW radar sensor [20]. The authors in [12] use the domain
adaption applied to a CNN to minimize the differences among users’ gestures in
both learning and application stages. Through this approach, an average accu-
racy of 98.8% is achieved on seven gestures performed by ten different users.
Even though the state-of-the-art deep learning methods like [12] achieve excel-
lent accuracy and robustness on radar-based gestures recognition, they demand
a large amount of data to successfully train the detection algorithms [15]. This
suggests that an interface based on such systems, would not be able to learn
promptly how to distinguish new types of movements.

In contrast to the conventional deep learning approach, the meta-learning
(Meta-L) is designed to counter the problem of huge data demand. It is based on
multiple-episode few-shot optimization (tasks), which considers different learning
objectives in many training steps, to extract general information from available
data and efficiently solve series of problems by learning how to learn [7,9]. The
class of optimization-based Meta-L algorithms exploits the model’s parameters
and gradient propagation among several tasks (meta-iterations) to accomplish the
generalization goal. In the inner loop of each meta-iteration, a model tries to solve
anN -ways task, whereN is the number of classes, that are randomly sampled from
a training set of data. An example (1-shot) called support is then sampled for each
class and used for the training. Some algorithms such as Model Agnostic Meta-
Learning (MAML) [6], require additional examples per class called query for the
evaluation of inter-tasks generalization performance after every meta-iteration.

In this paper, we suggest for the first time, the application of optimization-
based meta-learning techniques to classify sequences of hand gestures using only
one sample per class. We make use of the radar range information only, in the
form of RTMs of four different basic gestures, to minimize preprocessing and the
CNN input data complexity. We evaluate the models with a common in-training
procedure (Fig. 1) and test them on a sufficient number of new tasks to prove the
robustness of the approach. With the use of only one sequence of gestures instance
and over 50 test examples per class, we achieve an accuracy of 94% even in the
5-ways experiments. Finally, we compare the performance results of the Meta-
L approach with the ones of a conventional CNN trained on a configuration of
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Fig. 1. The in-training evaluation of the meta-model is performed after each meta-
iteration (adaptation of the CNN to the new extracted information) on both a train
and a test sampled tasks. Network generalization capability is assessed through bar
plots built on batches of tasks as the meta-iterations progress.

gesture sequences. We report how the potential offline adaptation to new gesture
sequences with the Meta-L model leads, in comparison with the traditional CNN,
to an average training time reduction of 4 orders of magnitude.

2 FMCW Radar Processing

2.1 Radar Sensor

To capture gestures, we use the BGT60TR13C FMCW radar sensor [20]. The
BGT60TR13C is equipped with one transmit (TX) and three receive (RX) chan-
nels including antennas integrated in package. During operations, the instanta-
neous local oscillator and reflected signals from targets are mixed and provide a
resulting signal called intermediate frequency (IF) signal. As an outcome of its
system power mode management and operation optimized duty-cycle, the device
can run at less than 5 mW for a detection range up to 5 m in smart presence
detection uses. Thanks to the center frequency of 60 GHz and a bandwidth of
7 GHz, this radar sensor enables a very high range resolution sensing (≈2 cm).
Moreover, time and micro-Doppler [4] analysis of the IF signal enable the discrim-
ination of elaborate hand gestures with millimeter accuracy. The BGT60TR13C
represents hence, a low-power and small-size solution for short-range sensing
applications.

2.2 Time-Range Preprocessing

The data is gathered with the 60 GHz radar and then processed. It consists of
RTM of four basic gestures [Down/Up, Left/Right, Rubbing, Up/Down] with a
shape of 62 × 32 pixels per sample. We used a single RX antenna and extracted
only the range information to reduce the power consumption and to simplify
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the preprocessing pipeline. To obtain the representative RTMs of the gestures
starting from the IF signal, we performed the following preprocessing steps.
First of all, we subtracted the mean chirp value from every data frame (set of
chirps). In the next step, to resolve targets over the range, we computed the first
order Fast Fourier Transform (FFT) in the fast time direction. Then, to derive
the Doppler information, we performed the second-order FFT in the slow time
direction.

The steps mentioned above allowed us to generate the sequence of the range-
Doppler images (RDI) for every gesture. RDIs were then employed to produce
the range-time images. The procedure of obtaining the range-time image is as
follows:

1. identify the point with the highest intensity in the RDI;
2. cut the row in which the point with the highest intensity is localized. This

row corresponds to the distance of the object from the radar in the given time
step;

3. transpose each row and stack them together to form the range-time image.

The adopted preprocessing procedure in its steps is shown graphically in Fig. 2.
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Fig. 2. The Range Doppler images (RDI) are obtained through radar frames (IF signal)
preprocessing. The lines of the RDIs with the greatest intensity are then transposed
and stacked in time sequence, to obtain the RTMs.

To ensure a high level of variance of the dataset, the gestures were performed
by five different persons and collected in multiple environments. The experimen-
tal setup and the employed sensor (BGT60TR13C ) are shown in Fig. 3.
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Down/Up gesture

BGT60TR13 radar system

Fig. 3. Experimental Setup (Down/Up gesture) and BGT60TR13C.

Each gesture was recorded independently, in a timeslot of 3.1 s. To diversify
the gesture occurrence within the recording window, a random shift in time and
range was also applied to every RTM. An example of RTM for each of the four
basic gestures is shown in Fig. 4. Single gestures were then stacked in channels to
make sequences of two and used to generate the meta-dataset for our experiments
(Sect. 3.2).

Fig. 4. Examples of generated RTMs corresponding to the four gestures.

3 Meta-learning Based Network

3.1 Models and Training Procedure

As mentioned previously, we propose using an optimization-based meta-approach
applied on a CNN topology, to recognize hand gesture sequences with only one
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sample per class in the 1-shot 2-ways, 1-shot 4-ways and 1-shot 5-ways experi-
ments. For all the experiments, we used a CNN topology with four convolution
layers of 128 filters each, for the extraction of the visual features, a kernel size
3 × 3 and a stride of size 2. All convolutional layers are followed by BatchNor-
malization, to speed up the deep network training, and by rectified linear unit
(ReLu) activation function. The classification is then performed by a fully con-
nected layer with a Softmax activation function. The chosen cost function is
Sparse Categorical Crossentropy while the optimizer is Adam. For each set of
experiments, belonging to a defined number of ways, we employed three tradi-
tional optimization-based meta algorithms: Reptile [16], MAML second-order [6]
and MAML first-order approximation. Additionally, we adopted a version of the
second-order MAML algorithm that uses Multi-Step Loss Optimization (MSL),
Derivative-Order Annealing (DA) and Cosine Annealing (CA) to stabilize inter-
tasks training, as defined by the authors in [3]. The evaluation of the models
is done after each meta-iteration, on a task sampled from the training set and
another one sampled from a set of classes never seen by the model (test). For
each S number of meta-iterations, a box-plot is built on the distribution of the
obtained accuracy values. The trend of inter-tasks accuracy values in the form of
box plots for sets of meta-iterations facilitates estimating the in-training learn-
ing capability of the algorithm. The employed in-training evaluation procedure
is shown as part of the meta-approach schema in Fig. 1.

3.2 Meta-dataset and Tasks Definition

Starting from the dataset D, containing the gathered data of the four basic
gestures [Down/Up, Left/Right, Rubbing, Up/Down] (Sect. 2), we generated a
meta dataset Dm with 16 classes, i.e. all the possible combinations of the four
initial classes. Dm consists of 51 samples per class, where every instance is a
sequence of two RTMs that are randomly sampled from D, augmented and
then stacked in the 3rd dimension (channels). Dm is then split into two sub-
datasets, Dm-train and Dm-test. All the examples of the 7 classes that contain
the basic ‘Left/Right’ move are included in Dm-test so that they never appear
in the training phase and therefore can be used to test the algorithm on never
seen before gestures. Dm-train contains instead all data belonging to the other
9 classes, which correspond to all the combinations of the other three basic
gestures. An example of possible training and test tasks in the 1-shot 2-ways
experiments, sampled respectively from Dm-train and Dm-test, is shown in Fig. 5.

4 Experimental Results

4.1 Models Performance

For each task in every experiment, the convolutional networks were trained for
4 epochs with inner-loop batches of size 2. The best performance results were
obtained with a meta-batch of size 1 in the outer loops (inter-tasks training).
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Fig. 5. 1-shot 2-ways meta-experiments. Training and test tasks examples.

An internal learning rate in the range [5 − 10]e−4 and an external one of 1e−4

were adopted for all MAML experiments. For the MAML version that uses
cosine annealing (CA), an initial outer learning rate of 2.5e−4 with a decay step
every 1/4 of the total meta iterations was used. For all the Reptile simulations
instead, an internal learning rate of 1e−3 and a meta step-size for the outer
loop of 0.25 have been employed. All hyperparameters, except for the outer
learning rate in MAML + CA + MSL + DA, were kept constant throughout
the entire meta-training procedure. The chosen number of meta-iterations was
respectively 100 for the 2-way experiments, 3,000 for the 4-ways, and 10,000
for the 5-ways. Only the Reptile algorithm required 15,000 meta-iterations in
the 5-way configuration to achieve a stationary inter-tasks accuracy. The inter-
task generalization capacity during training was evaluated at the end of each
meta-iteration following the procedure described in Sect. 3.1. All experiments
were performed using a Tesla P4 GPU [1,5] and the performance of the models
in terms of inter-task generalization was evaluated as the average percentage
classification accuracy. All experiments were reproduced 3 times each.

Table 1 and Table 2 present respectively, the inter-task percentage median
accuracy and interquartile range (IQR) values achieved with all the combinations
of employed algorithms and chosen number of ways. The listed values in all the
tables represent the mean values obtained over all the reproductions of each
experiment for the first and last meta-tasks batches.

Figure 6 shows the accuracy trend over meta-iterations as a sequence of box
plots of 1,000 samples each, for the MAML + CA + MSL + DA 1-shot 5-ways
experiment. The evaluation done on the training tasks is shown in red in the
upper subplot of Fig. 6, while the evaluation on test tasks is shown in blue in the
bottom subplot. The lighter colored lines in the box plots represent the median
value of the accuracy (50th percentile) in the set of meta-iterations, while the
green triangles indicate the average value.
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Fig. 6. In-training evaluation of the inter-task generalization capacity for MAML + CA
+ MSL + DA in the 5-ways experiment. Evaluation on training tasks (upper subplot)
and test tasks (bottom subplot).

All the trained models were further tested on 250 tasks sampled from Dm-test.
For each task, one sample per class was used to train the model and 10 for the
test. This means that e.g. in the 5-ways experiments, 5 training samples and
50 test samples were used. The achieved percentage inter-task mean accuracy
values, averaged over 3 experiments reproductions are presented in Table 3.

As can be seen numerically from the tables, the MAML + CA + MSL + DA
algorithm achieves the best performances regardless of the number of ways. The
application of the second gradient in MAML favors the achievement of a greater
generalization and therefore of higher inter-task accuracy compared to the first-
order algorithms. Furthermore, the outer-loop update, done on a query sample,
increases the algorithm’s robustness thus reducing the dependence on individual
tasks. First-order algorithms (Reptile and MAML 1st order) on the other hand,
achieve very good results in the 2-way experiments but lead to significantly
lower results in more complex experiments (4-ways and 5-ways). This is due to
the first-order approximation of the gradient and therefore to the lack of part of
the information, which becomes significant in more complex experiments.
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Table 1. Inter-task percentage median accuracy obtained on test tasks, on an average
of 3 experiment reproductions for the first and last meta tasks batches. * In the Reptile
5-ways experiments (first batch: 0–1,499, last batch: 13,500–14,999).

1-shot experiments - median accuracy

Algorithm 2-ways 4-ways 5-ways*

0–24 75–99 0–299 2700–2999 0–999 9000–9999

Reptile 91.67% 94% 81% 90% 70.67% 72.67%

MAML 1st Ord 94.67% 97% 76% 90.67% 72% 85%

MAML 2nd Ord 95.67% 98% 78% 92.67% 86% 96%

MAML 2nd CA+MSL+DA 96.33% 98% 82.67% 96% 87.33% 96%

Table 2. Inter-task interquartile range (IQR) measures, obtained on test tasks, on an
average of 3 experiment reproductions for the first and last meta tasks batches. * In
the Reptile 5-ways experiments (first batch: 0–1,499, last batch: 13,500–14,999).

1-shot experiments - interquartile ranges

Algorithm 2-ways 4-ways 5-ways*

0–24 75–99 0–299 2700–2999 0–999 9000–9999

Reptile 12.33% 6.33% 16% 12.33% 19.33% 16.67%

MAML 1st Ord 5% 1.67% 20% 13.33% 20% 18.33%

MAML 2nd Ord 4.33% 1% 12.33% 9% 16.67% 8%

MAML 2nd CA+MSL+DA 3.67% 1% 30% 9.33% 16% 6%

Table 3. Inter-task percentage mean accuracy obtained on 250 test tasks for each
experiment and number of ways on an average of 3 reproductions.

Algorithm 1-shot experiments - test accuracy

2-ways 4-ways 5-ways

Reptile 92.59% 86.22% 72.36%

MAML 1st Ord. 96.81% 89.37% 84.88%

MAML 2nd Ord. 96.87% 91.09% 93.20%

MAML 2nd Ord. CA+MSL+DA 97.12% 94.67% 94.12%

For all the experiments, the increment in the median and mean accuracy
(Table 1), and the reduction of whiskers and quartiles of box plots with progress-
ing of meta-iterations (Table 2), represent the models’ ability to learn faster to
solve new tasks. This means that with time, the CNN learns how to solve new
tasks with better performance than before, thanks to the context information
extracted from the previously faced tasks.

To exhibit the versatility of the meta-approach in adapting to new tasks, we
compared our best model in the 1-shot 4-ways, with the optimized CNN defined
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in [13], that has been used to classify the four basic gestures dataset employing
a conventional deep learning approach. In our case, we trained this traditional
CNN on tasks sampled from Dm-test, using 1,000 sequences of two gestures for
training and 200 for testing. Through a transfer learning approach on new tasks,
this model fails to reach an appreciable accuracy value (over 85%) despite the
significant amount of training data. Consequently, each new training is done
starting from a random initialization of the model parameters.

In Table 4, the average performance values of 3 independent tests of the
traditional CNN are compared with the ones achieved by testing the best MAML
+ CA + MSL + DA model on 50 samples per class and over 250 tasks. The
training of both models in this case has been done using a 5 cores CPU. The
performance values achieved by the traditional CNN are presented in the relative
two sub-columns of the table. The maximum achieved test accuracy and its
required training time are listed in the first sub-column. The second sub-column
shows instead, the time required to reach an average test accuracy comparable
to that of the 1-shot Meta-L CNN. Besides, we also tested how many training
shots per class are needed for the meta-model to achieve a prediction accuracy
in the order of the traditional CNN.

Table 4. Performance comparison of traditional and Meta-L CNNs for the 4-ways
tasks. Training of both models done on a five cores CPU.

Trad. CNN Meta-L CNN

Training samples 1000 4 8

Test samples 200 200 200

Avg. train. time 56 min 39 min 400 ms 1,580 ms

Test accuracy 98.85% 93.67% 93.47% 98.32%

As can be observed, the optimized CNN achieves greater accuracy on the test
samples, at the expense of a large amount of data and a long adaptation time
to new tasks. The meta-model, on the other hand, thanks to the pre-acquired
knowledge during training, is capable of adapting to new contexts with only one
sample per class and in a very short time.

5 Conclusion

This paper demonstrates that the use of optimization-based meta-techniques
can bring significant benefits for the recognition of FMCW radar-based hand
gesture sequences. The inter-tasks learning approach considerably enhances the
model’s ability to adapt to new potential gestures or performing users. The
experimental results show how even with a single sample per sequence, it is
possible to achieve an inter-task accuracy of over 94% in the 5-way setup on new
test tasks. The outcomes also highlight how the Meta-L approach can lead to an
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accuracy comparable to that of a traditional CNN with only a few more samples
per class. Furthermore, it is shown how the adaptation of the obtained models to
new tasks can take less than half of a second when performing the experiments
on a 5 cores CPU. Future work will focus on the application of meta-learning
for the recognition of a greater set of gestures and on an online demonstrator to
test the approach.
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Abstract. Few-shot learning for visual recognition aims to classify
images from unseen classes with only a few labeled samples. Many previ-
ous works address such a challenge by using a base set consisting of mas-
sive labeled samples to learn a feature extractor, which is transferred to
categorize unseen classes from a novel set. However, a challenging issue is
how to make the learned feature extractor transferable in few-shot learn-
ing because the categories extracted from the base set are different from
those in the novel set. To address this issue, this paper proposes a novel
Random Erasing Network(RENet) to make the network better utilize the
full context of the input image, yielding a more transferable network than
previous networks that only use the most discriminative features. Fur-
ther, we present a Task-Relevant Feature Transforming(TRFT ) frame-
work based on CrossTransformers to generate embedding that can better
exploit the information within the current task. Then, we combine RENet
and TRFT to implement a cooperative training model RE-TRFT for the
episodic training. We conduct extensive experiments on two benchmarks
and the results show that our approach outperforms recent state-of-the-
art methods.

Keywords: Few-shot learning · Random erasing · Feature
transforming

1 Introduction

Deep learning-based methods have made significant achievements on a variety
of computer vision tasks, such as image classification [1,2], object detection [3,4]
and semantic segmentation [5,6]. However, these supervised methods commonly
rely on a large number of labeled samples, which are scarce or expensive in many
practical applications. In contrast, humans are good at learning new visual con-
cepts from very little direct supervision. Few-shot learning (FSL) aims to com-
putationally mimic human perception systems with the help of deep learning.
Conventionally, there are two fundamental data sets in few-shot learning prob-
lem, namely base set(seen classes) and novel set(unseen classes). Each class in
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the base set contains abundant labeled samples, while the class in the novel
set has only a few labeled samples. Note that there is no class overlap between
the base and novel sets. The main idea of FSL is to discover transferable visual
knowledge in the seen classes, and leverage it to construct a desired classifier
that can correctly categorize the unseen query samples from the novel set.

Compared to traditional image classification, few-shot learning has two major
challenges. The first challenge is the non-overlap categories between the base and
novel set, and the second is the low-data problem. A straightforward method to
solve FSL is to train a model with base set and fine-tune it with few labeled
novel set samples. However, with too little labeled data for each class, such a
system empirically performs poorly. Recently, the episodic training strategy [7]
is proposed to take place of the ineffective fine-tuning approach. As a typical
meta-learning paradigm, it samples a number of classification tasks from the
base set by imitating the settings in the test phase, which we call episodes, to
narrow the gap between the training and test settings and enhance the general-
ization ability of the model. With the help of episodic training, many methods
have been proposed to solve the challenging few-shot classification problem by
building a good metric function and encouraging the network to learn transfer-
able knowledge that can effectively compare the feature similarity of different
samples in a shared feature space [16–19,22].

While promising, such approaches suffer from an important limitation:
Assuming the test features extracted by the embedding function trained on the
seen classes are generalizable enough to represent the true distributions of the
unseen classes. However, since the feature extractor never sees the categories in
the novel set, it focuses much more likely on the discriminative visual knowledge
that will be useful for base classes recognition rather than novel ones and may
occasionally ignore the critical concepts for unseen classes. For the pre-trained
classification model, the classifier usually determines the category of an image
by only exploiting the discriminative information from part of target objects [8].
By contrast, extracting features that contain the intact target object [28] and
exploiting the full context of the whole image can be more transferable.

In this work, we propose a novel random-erasing network called RENet to
enhance the transferability of the feature embedding function. While we could
specifically remove important visual features from the input image with super-
vised information(e.g., Class Activation Map), we choose to randomly remove
regions of a fixed size as Cutout [9] due to its inherent simplicity and similar
effectiveness. Then, based on RENet, we further present a task-relevant feature
transforming framework to explore the latent task-relevant information within
the current episode. Intuitively, the most useful features for distinguishing “cat”
versus “fish” could be quite different and noise compared to the task of distin-
guishing “cat” versus “dog”. Therefore, it is necessary to make use of such useful
latent information especially when data is scarce. To summarize, we make the
following contributions in this paper:

(1) We propose a new Random-Erasing Network (RENet) to enhance the trans-
ferability of the feature extractor by exploiting the full context of the image in



514 X. Wang et al.

the base set. RENet presents a random erasing method to force the network
to concentrate on part of the areas for each image by removing regions repeat-
edly. Such a mechanism is helpful to exploit the extra subordinate information
for the input image and improve the model’s robustness.

(2) We establish a Task-Relevant Feature Transforming (TRFT ) framework to
modulate features and reduce the feature similarity among different classes
within the current episode. TRFT can better utilize the potential correlation
information among different samples within a task and adapt the feature
embedding to the current task, which can enhance the effectiveness of the
feature learning.

(3) We combine RENet and TRFT to implement a cooperative training model
RE-TRFT for the episodic training, and conduct comprehensive experiments
on two datasets to verify the performance of our proposal. The results suggest
the effectiveness of RE-TRFT.

2 Related Work

According to the adopted techniques, existing few-shot learning methods can
be categorized into two groups, namely optimization-based methods and metric
learning-based methods.

2.1 Optimization-Based Methods

Optimization-based methods focus on quickly adapting the model parameters
to current tasks with a few fine-tuning updates [10,12–15]. Typical approaches
like MAML [10] and Reptile [12] target to learn a good way of parameters ini-
tialization that makes the model easy to fine-tune. MetaLSTM [11] adopts Long
Short-Term Memory(LSTM) as an optimizer and propose to treat the model
parameters as its hidden state. LEO [15] decoupled the gradient-based adapta-
tion procedure of the model parameters and performed meta-learning to find
suitable parameters for the current task in the low-dimensional latent space.
These methods commonly rely on simple base learners such as nearest neigh-
bor classifiers. Lee et al. [14] argued that discriminatively trained linear predic-
tors could offer better generalization than simple base learners. Specifically, this
approach exploited two properties of linear classifiers to use high-dimensional
embedding with improved generalization.

2.2 Metric Learning-Based Methods

Metric learning-based methods aim at learning representations that minimize
the intra-class distances within the same class while maximize the inter-class
distances among different classes. These approaches first learned an embedding
space with feature extractor and then employed a distance function to determine
the category of the input test samples [16–22,27,28]. For example, Prototypical
Network [16] viewed the learned features as the class prototype and performed



Few-Shot Learning with Random Erasing and Feature Transforming 515

nearest neighbor classification based on the Euclidean distance. Relation Net-
work [17] proposed to construct a learnable metric module to take place of spe-
cific distance functions such as cosine similarity and Euclidean distance. These
approaches conducted image-level feature comparison by performing global pool-
ing to the final features. DN4 [18] adopted a local descriptor-based image-to-class
measure instead of the image-level measure for the first time to calculate the
distance among different samples. This measure was conducted via a k-nearest
neighbor search over local descriptors of the feature maps. Similarly, Lifchitz et
al. [20] viewed each of the local representations as a single classification unit
and proposed dense classification among all the positions of the features. Hou et
al. [19] proposed a Cross Attention Module between a query set and a support
set to enhance the feature discriminability. Simon et al. [21] formulated FSL as
a two-stage learning paradigm and proposed an extension of existing dynamic
classifiers by using subspace.

Our approach is related to metric learning-based methods. We focus on how
to obtain good generalization ability for the feature extractor and exploit the
feature semantic relevance among the current task.

3 Methodology

In this section, we first formulate the FSL problem. Then, we detail the proposed
RENet and the TRFT framework.

3.1 Problem Statement

In the standard formulation of few-shot learning, we are given a large labeled
data set Dbase, test support set Stest with typically 1–5 labeled examples each
class and test query set Qtest which has the same label space with test support
set. We call the test task with C categories and K labeled examples per class
in Stest as C-way K-shot task. Our goal is to use Dbase and Stest to correctly
classify the samples in the test query set.

Following [7,16,19,22], we adopt episodic training mechanism and construct
training episodes by simulating the test process in the training stage. Specifically,
in each training episode, we sample a training support set Strain and a training
query set Qtrain from Dbase, which are formulated as Strain = {Si}Ns

i=1 and
Qtrain = {Qj}Nq

j=1 respectively, where Ns = C × K and Nq = C × M . M here
denotes the number of query samples per class in Qtrain. How to represent each
training support class and query sample and accurately measure the distance
between them is the key issue for FSL.

3.2 Random Erasing Network (RENet)

The first challenge in our approach is to improve the generalization ability of
the embedding function to extract better features for unseen classes. Motivated
by Cutout [9], we adopt the simple yet effective image-level random erasing
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approach to better exploit the full context of the input image rather than the
most discriminative features for the seen classes. Empirically, networks trained
in this way can be more sensitive to transferable semantic information.
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Fig. 1. Illustration of the proposed RENet.

To this end, we randomly convert part of the training episodes into random
erasing episodes and retain the left episodes to imitate the test settings as before.
Specifically, let Strain = {Si}Ns

i=1 be the training support set in each episode,
and ρ (·) denote the random erasing operation, as shown in Fig. 1. Note that we
directly discard the query set in each random erasing episode since samples in
support set are enough for our purpose. We transform each sample in Strain with
ρ (·) for r times to generate a new support set formulated as Sn = {Sn

j }Ns
j=1, where

n ∈ {1, 2, ..., r}. The label for each new image in the random erasing episode
is its index in the original support set. Then, the original support set and new
transformed set are fed into a weight shared feature extractor to generate feature
embeddings, which denoted as {FSi

}Ns
i=1 and {FSn

j
}Ns
j=1. Finally, we conduct a

Ns − way match task and a global classification for the new support features.
To be specific, the Ns − way match loss is defined as the negative log-

probability according to the corresponding class index, as shown in Eq. 1 and
Eq. 2. Here, d represents the squared Euclidean distance.

L
match

= −
r∑

n=1

Ns∑

i=1

log p(y = i|FSn
i
) (1)

p(y = i|FSn
i
) =

exp(−d(GAP (FSn
i
), GAP (FSi

)))
Ns∑
j=1

exp(−d(GAP (FSn
i
), GAP (FSj

)))
(2)
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In addition, the global classification loss Lcls is the regular CrossEntropy loss
generated by a learned linear layer W1 followed by a softmax operation (Eq. 3).

Lcls = −
r∑

n=1

Ns∑

i=1

log p(softmax(W1(FSn
i
))) (3)

To sum up, the overall loss function for RENet is defined by Eq. 4, where λ
is the weight to balance the effects of different losses.

LRE = Lcls + λLmatch (4)

3.3 Task-Relevant Feature Transforming (TRFT)

For the regular training episodes, support and query samples commonly get their
features independently, thus may well ignore the semantic relevance between the
class and query features. Recently, an effective feature fusion approach is pro-
posed in [22], which is called CrossTransformers. As shown in Fig. 2, CrossTrans-
formers gets input the support and query features and outputs the query-aligned
prototype for each class. Specifically, we denote the input support features as
FS = {FSi

}C×K
i=1 , where C and K represent C categories and K samples per

class in an episode. The query feature is defined as FQ0 . Following Transformer,
key-value pairs are generated for each image in support set using two different
linear maps, and a query linear map is adopted for the query feature. Then a dot-
product attention map can be obtained with key and query features, followed by
a softmax across all the spatial locations in F c

S for category c. The attention map
is used to align features in a support class with the query feature FQ0 . By using
CrossTransformers, we can effectively aggregate the information among support
and query samples. However, the obtained query-aligned prototypes get closer
with each other in the embedding space since all of them are aligned with the
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same query feature, which may confuse the downstream classifier. To reduce the
feature similarity among different class prototypes and in the meantime exploit
the relevant information within the current task, we propose a spatial attention
module as illustrated in Fig. 3 by utilizing only the query-aligned prototypes.

AT BT

1,2P 1,3P

2,1P 2,3P

3,1P 3,2P

'
1P

'
2P

'
3P

Mean

Spa�al A�en�on Module

Fig. 3. Illustration of our proposed spatial attention modulation. Here TA and TB are
two nonlinear transformation. The output channel of TB equals one to get a spatial
weight mask.

Assuming that we have got the query-aligned prototypes P = {Pi}Ci=1 and
the query feature Q, we first adopt a pointwise subtraction among P and denote
the output as Pi,j = Pi − Pj , which represents the difference between Pi and
Pj . Then, we conduct a nonlinear transformation TA for each Pi,j to aggregate
the local information in the difference maps. After that, we get the mean of

the transformed difference maps for the same class P
′
i =

C∑
j=1,j �=i

Pi,j , followed

by another nonlinear transformation TB . At last, the spatial attention masks
{Mi}Ci=1 are obtained which indicate the weight of each spatial location for P .
Note that TA and TB are both convolution operations.

Similarly, we build a C − way classification loss Lmetric and a global classifi-
cation loss Lcls as in the random erasing episodes. The difference is, we conduct
the form of dense classification like CAN [20]. As shown in Eq. 5, Eq. 6, and
Eq. 7.

Lmetric = −
M∑

j=1

H×W∑

i=1

log p(y = k|Qi
j) (5)

p(y = k|Qi
j) =

exp(sim(Qi
j , GAP (P ∗

k )))
C∑

m=1
exp(sim(Qi

j , GAP (P ∗
m)))

(6)

Lcls = −
M∑

j=1

H×W∑

i=1

log p(softmax(W2(Qi
j))) (7)
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Here, Qi
j represents the ith spatial position for the jth query feature, k is the

corresponding class for Qj , M denotes the query numbers in a task, H and W
are the height and width of the final query feature. We choose cosine similarity
as the metric function sim.

Finally, the overall classification loss for TRFT episodes can be defined by
Eq. 8.

LTRFT = Lcls + βLmetric (8)

where β denotes the weight hyperparameter.

3.4 RE-TRFT: Integration of RENet and TRFT

To better use the transferable and task-relevant properties, we incorporate
RENet and TRFT into the episodic training procedure to construct a coopera-
tive training modulation. Specifically, we randomly convert 50% of the training
episodes into random erasing episodes namely the RENet training process. The
feature extractor trained with RENet can capture generalized visual knowledge
that may transfer well to the unseen classes. Then, for the left 50% training
episodes, we perform the regular feature matching tasks with TRFT framework.
Note that, TRFT framework shares the same feature extractor with RENet.
With such a training strategy, the TRFT framework can acquire both transfer-
able meta-knowledge and task-relevant feature modulating ability in the episodic
training procedure, which are critical for novel set samples in the test phase.

4 Performance Evaluation

4.1 Implementation Details

Following the setting in [20,21,25], we use miniImageNet and tiredImageNet to
evaluate our proposed methods. The miniImageNet contains 100 classes with
600 images per class. These 100 classes are divided into 64 training classes, 16
validation classes, and 20 test classes, respectively. The tiredImageNet is a much
larger dataset, which consists of 34 categories(608 classes) and 779,165 images
in total. These are divided into 20 categories for training, 6 categories for vali-
dation, and 8 categories for testing. Note that the base set is formed by training
classes while the novel set is sampled from validation and test classes. We resize
the original images to 84 × 84 pixels and conduct basic image augmentation as
in [26].

We use ResNet-12 as our embedding model, and we stack two convolutional
layers to construct the non-linear transformation TA and TB . In random erasing
training episodes, we conduct different erasing manners following the operations
in [9] and we choose to cutout r = 2 times for each support image. The feature
extractor is pre-trained by conducting a traditional classification task(e.g., 64
classes in the miniImageNet) on the training set. The initial learning rate is
0.002 and decreased by half every 40 epochs. The weight hyperparameter λ and
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β are set to 0.5 and 0.1 respectively. At test time, each test task is fed into the
TRFT framework to modulate features without performing the random erasing
operation. We report the performance of our method using the mean accuracy
and the 95% confidence interval on 600 randomly generated episodes. PyTorch
and NVIDIA 2080Ti GPUs are used throughout our experiments.

4.2 Comparison with State-of-the-Arts

Table 1 and Table 2 show the results of our method and other state-of-the-art
methods on miniImageNet and tiredImageNet. We can observe from the results
that our proposed model achieves the best performance in both 1-shot and 5-shot
among those competitive methods on two commonly used datasets. Especially
in the 1-shot setting, we significantly improve the accuracy by 1.6% compared to
ConstellationNet [27] on miniImageNet and 1.3% than E3BM [25] on tiredIma-
geNet. This might due to the improved generalization ability of the model, and
a better way to exploit extra information within a task, which could be vital in
the extremely low data regime. In addition, our method achieves similar result
compared to the recently proposed CSEI [28] with the superiority of simplic-
ity and efficiency without complicated image pre-processing steps. It is worth
mentioning that we achieve relatively stable test accuracy compared with other
competitive methods.

Table 1. The 5-way, 1-shot and 5-shot classification testing accuracy(%) on mini-
ImageNet with 95% confidence intervals. These methods are divided into two types:
Optimization-based methods(O) and Metric-based methods(M). “†”: Results re-
implemented by ourselves.

Method Type Backbone 1-shot 5-shot

MAML [10] O Conv-32F 48.70 ± 1.84 63.11 ± 0.92

Meta-SGD [13] O Conv-32F 50.47 ± 1.87 64.03 ± 0.94

LEO [15] O WRN-28-10 61.76 ± 0.08 77.59 ± 0.12

ProtoNet [16] M Conv-64F 49.42 ± 0.78 68.20 ± 0.66

DN4 [18] M Conv-64F 51.24 ± 0.74 71.02 ± 0.64

CAN [19] M ResNet-12 63.85 ± 0.48 79.44 ± 0.34

DSN-MR [21] M ResNet-12 64.60 ± 0.72 79.51 ± 0.50

E3BM [25] M ResNet-12 63.8 ± 0.4 80.1 ± 0.3

FEAT [26] M ResNet-12 62.96 ± 0.2 78.49 ± 0.15

ConstellationNet [27] M ResNet-12 64.89 ± 0.23 79.95 ± 0.37

CSEI† [28] M ResNet-12 66.70 ± 0.65 81.41 ± 0.72

RE-TRFT(Ours) M ResNet-12 66.48 ± 0.32 81.24 ± 0.57
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Table 2. The 5-way, 1-shot and 5-shot classification testing accuracy(%) on tiredIm-
ageNet with 95% confidence intervals.

Method Type Backbone 1 shot 5 shot

ProtoNet [16] M Conv-64F 53.31 ± 0.89 72.69 ± 0.74

CAN [19] M ResNet-12 69.89 ± 0.51 84.23 ± 0.37

DSN-MR [21] M ResNet-12 67.39 ± 0.82 82.85 ± 0.56

E3BM [25] M ResNet-12 71.2 ± 0.4 85.3 ± 0.3

FEAT [26] M ResNet-12 70.80 ± 0.23 84.79 ± 0.16

RE-TRFT(Ours) M ResNet-12 72.49 ± 0.57 85.90 ± 0.43

4.3 Ablation Study

Effect of Different Modules. We evaluate the effectiveness of each compo-
nent of our method on miniImageNet with 5-way 1-shot and 5-shot settings. We
adopt ProtoNet [16] implemented by ourselves as the baseline for comparison.
Table 3 gives the results, we can observe that both RENet and TRFT are criti-
cal for the accuracy gain. Specifically, CrossTransformers [22] together with our
proposed spatial attention module achieves a great improvement in test accuracy
and stability compared with baseline. Besides, the RENet improves the perfor-
mance by more than 1% compared with baseline, which shows the importance
of capturing transferable features in few-shot classification task. When we use
RENet and TRFT together, we can get the best performance.

Table 3. Effect of RENet and each components of TRFT. TRFT is the combination
of CrossTransformers and Spatial Attention module.

Method 1 shot Acc(%) 5 shot Acc(%)

ProtoNet 60.37 ± 0.83 78.02 ± 0.74

ProtoNet+Spatial Attention 60.91 ± 0.87 78.15 ± 0.81

ProtoNet+CrossTransformers 64.57 ± 0.43 79.20 ± 0.59

ProtoNet+TRFT 65.73 ± 0.36 80.59 ± 0.52

ProtoNet+RENet 65.31 ± 0.45 80.34 ± 0.63

ProtoNet+RENet+TRFT 66.48 ± 0.32 81.24 ± 0.57

Effect of Different Erasing Manners. We conduct more experiments to
deeply investigate the influence of different erasing manners, i.e., size, shape,
and the inpainting content of the erasing region on miniImageNet with 5-way
5-shot setting. Figure 4 gives the results. We can observe from Fig. 4(a) that
a proper patch length makes a big difference to the result. When the patch
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Fig. 4. Effect of different erasing manners. (a) The input image size is 84 × 84, we ran-
dom erase

{
1
2
, 1
4
, 1
9
, 1
16
, 1
25

}
and a few other small patches of the input image. Baseline is

a model trained without random erasing. (b) “random” denotes a randomly generated
width with height calculated by the fixed area. (c) (0,0,0) represents the pure black
color inpainting. “average” indicates painting with the mean value of the input image.

length is about a quarter of the image width, we can get the best performance.
As the patch length increasing continuously, the validation accuracy decreases
rapidly. This might due to the vast information loss which could confuse the
global classifier in the random erasing episode. In Fig. 4(b) and Fig. 4(c), we
can observe that the simple square erasing and zero-padding can yield effective
results compared with other special operations. The square shape in the cutout
operation is compatible with the input image which is beneficial for erasing part
of the discriminative area and the zero-padding can easily eliminate the impact
of this region.

5 Conclusion

In this paper, we propose a novel random erasing training strategy to exploit
extra subordinate information for the input image to improve the robustness
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and transferability of the model. To be specific, we adopt the simple yet effec-
tive Cutout operation as our erasing method and conduct a few times to bet-
ter explore information within the current image. Besides, we propose a task-
relevant feature transforming framework to adapt generated features to the
current task base on CrossTransformers. Extensive experiments show that our
method can achieve better performance than recent competitive few-shot learn-
ing approaches.

Acknowledgments. This paper is supported by the National Science Foundation of
China (grant no. 62072419).
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Abstract. The ability to develop representations of components and to
recombine them in a new but compositionally meaningful manner is con-
sidered a hallmark of human cognition, which has not been reached by
machines, yet. The Omniglot challenge taps into this deficit by posing
several one-shot/few-shot generation and classification tasks of handwrit-
ten character trajectories. In contrast to the original approach of provid-
ing character components, we investigated how compositional represen-
tations can develop naturally within a generative LSTM model. The net-
work’s performance and the underlying mechanisms are examined on the
original Omniglot dataset and on our own more representative dataset.
We show that solving the challenge becomes possible, because, during
training, the designed LSTM network fosters the learning of composi-
tional representations, which it can quickly reassemble into new, unseen
but related character trajectories. Evidence is provided by several exper-
iments, including an analysis of the latent states of the system, revealing
the emergent compositional structures with t-SNE, and the evaluation
of the network’s performance, when training and test alphabets do or
do not share components. Overall, we show how compositionality can be
fostered in latent, generative encodings, thus improving machine learn-
ing by further aligning technical methods to cognitive mechanisms in
humans.

Keywords: Omniglot challenge · Characters challenge ·
Compositionality · Efficient learning · Generative RNN · LSTM ·
One-shot inference mechanism

1 Introduction

Since the introduction of the first connectionist models, it has been debated
whether artificial neural networks were able to develop compositional represen-
tations [16]. With our investigations of their inner working mechanisms, we show
that generative long short-term memory (LSTM) [15] networks are indeed able
to recombine components of previously learned concepts, thereby enabling one-
and few-shot learning. However, an embedding layer as well as inverse latent
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state inference is required to enable the flexible recombination of previously
learned compositional encodings, such as circles, dots, and lines, when facing
handwritten character trajectories.

We build on Partee’s [24] definition of compositionality from linguistics: ‘The
meaning of a whole is a function of the meanings of the parts and of the way they
are syntactically combined.’ When children learn new concepts, for example, the
concept of a ‘bird’, they only need very few examples in order to generalize to
other types of birds. One explanation for this efficient learning is that, when
viewing, for example, a blackbird, children decompose it into its components,
like wings, beak, feet etc. As a result, they recognize these components in other
blackbirds, and even other bird species, resulting in the correct classification of
‘bird’. Furthermore, children can rearrange these components in creative ways,
imagine new blackbirds, or even invent fictitious bird types that only exist in
their imagination [9].

For machine learning systems, on the other hand, the ability of combinatorial
generalization, that is, the construction of new things by recombining known
building blocks, is still a major challenge. Therefore, the demand to include
compositional capabilities into machines becomes more and more apparent [7,9,
20]. Battaglia et al. [1] even go as far as to ‘suggest that a key path forward for
modern AI is to commit to combinatorial generalization as a top priority’.

In order to motivate researchers to investigate how human-like efficient learn-
ing based on compositionality can be realized within machine learning algo-
rithms, the Omniglot challenge has been introduced six years ago [18]. It con-
sists of the following generation and classification tasks of handwritten character
trajectories: (i) one-shot regeneration of a character, (ii) one-shot generation of
concept variants, (iii) one-shot classification, (iv) and few-shot generation of new
concepts. In the same work [18], the researchers provided a model with a general
idea on how to draw a character, by providing basic motor components, like half
circles or straight lines, using Bayesian program learning. Since the release of
the Omniglot challenge, lots of researchers from Google DeepMind, the MIT,
and other universities aimed at solving the challenge without providing such
basic components [3,4,6,8,11,13,18,25–28]. Nevertheless, in a summary about
the progress on the Omniglot challenge within the last years, Lake et al. [19]
concluded that models’ performance on one-shot classification had been largely
improved [26–28], but the progress on the other tasks had been very limited.
Various generated examples of the same concept or of new concepts were either
very similar or too dissimilar, so that one could not recognize them any more
[8,13,25]. In other cases, only single tasks were tackled with no model being able
to perform all the tasks at once [3,4,11]. What seemed promising for solving the
Omniglot challenge, though, was putting strong inductive biases about composi-
tional structures into the models [6,18]. In their overview article, Lake et al. [19]
encourage the inclusion of causality (by applying sequential instead of pictorial
data) and compositionality into more neurally-grounded architectures that can
perform all instead of just some of the tasks.

Since LSTMs had proved to be successful in generating handwritten letters
[10], in Fabi et al. [5], we presented a way to tackle the Omniglot challenge on
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sequential drawing data with a simple LSTM network and the one-shot inference
mechanism without providing basic motor components. In the current paper, we
investigate precisely how the algorithm accomplishes this and which role compo-
sitionality plays. Our main hypothesis is that the LSTM network is able to recom-
bine previously learned components in a meaningful manner when confronted
with new concepts. Following Jensen [17], who demanded that researchers should
investigate the underlying mechanisms of algorithms instead of just comparing
which system performs better, we apply methods from empirical research. We
formulate hypotheses that are falsifiable and conduct experiments to evaluate
the hypotheses, effectively addressing explainability and circumventing repro-
ducibility issues of Machine Learning research [12].

In detail, we perform two experiments to investigate the mechanisms in our
model thoroughly. In Experiment 1, the tasks of the Omniglot challenge are
solved on an own dataset and the cell and hidden states of the LSTM layer
are analysed. With t-distributed stochastic neighbour embedding (t-SNE) we
test our hypotheses that compositional representations are the reason for the
success on the Omniglot challenge and that they develop within the LSTM
network. In Experiment 2, we finally test the mechanism on alphabets of the
Omniglot dataset. This allows for experiments in which the model is provided
with learning stimuli of the same alphabet as the test stimuli, with stimuli of
different alphabets, and even with ones that do not share all components that are
necessary for the recombination, when presented with new characters. In short,
we aim at rendering our model explainable on two accounts: By providing post-
hoc interpretations of its performance on several experiments, and by rendering
the model transparent by analyzing the hidden LSTM states.

2 Method

2.1 Model and one-shot Inference Mechanism

In order to solve the Omniglot challenge’s tasks, we applied a generative RNN
as shown in Fig. 1. This RNN consists of a variable-sized input layer, a linear
latent embedding layer with 100 neurons, a recurrent generator module with
100 LSTM units [15], and a linear output layer with two neurons. The input
layer represents particular characters in form of one-hot encoded vectors. Each
input neuron projects its activity onto the next layer with its own set of weights.
Thus, a concept indicator induces a specific activity pattern within the latent
code layer. This code, which can be seen as the motor program encoding of
the network, seeds and continuously shapes the unfolding dynamics within the
recurrent generator. Eventually, the hidden dynamics are mapped onto the out-
put layer, generating a change in x and y position at every timestep.

During training, the model learned to generate trajectories out of one-hot
encoded inputs for a subgroup of characters. Since the examples per character
varied, the training resulted in the generation of average characters. When tack-
ling the Omniglot challenge, the tasks should be solved with very few examples,
which is why, after training, the model was presented with one example of a new
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Fig. 1. Illustration of the one-shot inference mechanism. Only the blue weights that
map the concept indicator (here of the new concept “n”) onto a generative latent code
are trained. The other parts of the network remain unchanged. Thus, if dynamical
primitives are indeed learned from previously shown concepts, this mechanism should
reassemble them to generate the new trajectory.

character that had not been part of the training. If it had learned components
during training as expected, it should be able to reassemble these representations
compositionally in order to generate new trajectories. Therefore, we allowed only
the first weights into the first feedforward layer (cf. blue weights in Fig. 1) to
adapt for several iterations in order to re-arrange the already learned represen-
tations of components, leaving the remaining parts of the network, including the
recurrent layer, untouched. Note that this is conceptually equivalent to inversely
inferring (guided by prediction error-induced gradient signals) the latent activ-
ity pattern (cf. [2,23]), plus persisting the inferred code within the respective
weights. All learning was performed using the L2 loss function, the Adam opti-
mizer with standard parameters (η = 0.001, β1 = 0.9, β2 = 0.999), and a batch
size of 1.

2.2 Dataset

The Omniglot data, which underlies the Omniglot challenge, was originally picto-
rial data containing 50 alphabets, with 20 variants per character [18]. To include
stronger forms of compositionality and causality, Lake et al. [19] added a sequen-
tial stroke dataset, for which 20 Amazon Mechanical Turk participants traced the
pictures of the original characters. Even though the introduction of the Omniglot
challenge and datasets was of tremendous importance, we want to criticize the
sequential dataset in a certain regard: When looking at Fig. 2, it becomes appar-
ent that the characters were not naturally drawn with a pen, but traced with
a computer mouse, leading to “a”s and “beta”s that are composed of three or
four different and rather arbitrary strokes (different colors) instead of just one,
which would resemble a natural writing movement. This problem might be even
larger for unknown alphabets, about whose generation the Amazon Mechanical
Turk participants had no background knowledge. It was most problematic for
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Fig. 2. Examples of the sequential Omniglot dataset provided by Lake et al. [19]. Colors
represent consecutive strokes in the following order: red, green, blue, purple, turquoise.
Note how “a” and “beta” as well as the first character of the Japanese Hiragana
alphabet are drawn with unusually many strokes and in an inconsistent sequential
manner.

alphabets with a manifold of different strokes instead of just a few, which is illus-
trated by the heterogeneous stroke orders of the first character of the Japanese
alphabet (cf. right handside of Fig. 2).

Because of these shortcomings, in Experiment 1, we applied a dataset of
handwritten character trajectories of the Latin alphabet that we had recorded
ourselves. With this, we wanted to ensure that the characters were produced by
experts of the alphabet, that they were generated freely instead of tracing previ-
ously drawn characters, leading to consistent, natural, and correct trajectories.
Furthermore, instead of a rather imprecise computer mouse, the participants of
our dataset used a dedicated pen on a touch-sensitive surface, making their writ-
ing more realistic. Furthermore, the 20 variants of the Omniglot dataset are very
similar, whereas our dataset provides more natural variability in 440 examples
per character from 10 different subjects, including script and print characters.

Nevertheless, to provide comparability, additionally to the analyses on our
dataset, we furthermore applied our network architecture to the sequential
Omniglot dataset [19] in Experiment 2. To do this, we transformed the tra-
jectory data into difference values of x and y positions. We furthermore deleted
the information about when a new stroke ended in order not to prime the net-
work, but to let it develop its own compositional representations. Because of
the shortcomings of the sequential Omniglot dataset described above, which are
worse in characters that are composed of lots of different strokes, we selected
alphabets that are complex, but originally not composed of too many strokes.

3 Results

3.1 Experiment 1

The five generative LSTM models that were trained for 10 epochs on the first
half of the Latin alphabet (“a” to “m”), together with the one-shot inference
mechanism for 1000 iterations per new character “n” to “z”, were able to regener-
ate new character trajectories, which have not been part of the training set and
of which only one example was presented (cf. Fig. 3a). Applying the one-shot
inference mechanism on untrained models did not lead to readable character
generations (Fig. 3b), showing how important the training was and support-
ing our hypothesis that sequence components are learned that can later on be
recombined in a compositional manner. It led to even worse results than the
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(a) Pre-trained model plus
one-shot inference mecha-
nism

(b) one-shot inference
mechanism without pre-
trained model

(c) Pre-trained model
without one-shot inference
mechanism

Fig. 3. Human handwritten (blue) and regenerated trajectories (black) (Color figure
online)

Fig. 4. Generation tasks of the Omniglot challenge

trained models without the one-shot inference mechanism (Fig. 3c), showing
that the one-shot inference mechanism cannot be viewed as a generic training of
the network. Rather, it compositionally rearranges previously encoded sequence
dynamics (Dynamic Time Warping distances [22]: M = 0.320, SD = 0.063 vs.
M = 1.554, SD = 0.219 vs. M = 0.650, SD = 0.124).

Tackling the Tasks of the Omniglot Challenge. To generate new variants
of a character concept (cf. Fig. 4a), after having applied the one-shot inference
mechanism, we added normally-distributed noise with a scale between 0.009 and
0.15 onto the one-hot encoded input vectors. For the classification task, instead
of a one-hot encoded input, the network got a zero vector of length 26 for every
timestep. The error between the generated and the trajectory of the presented
variant was calculated and the gradient was backpropagated onto the input vec-
tor, which was then passed forward through the network again. This was repeated
10 000 times for every variant. The highest input activation represented the net-
work’s classification. If tested on the variants of Fig. 4a, the mechanism classified
96, 7% correctly (88 out of 91 characters). Looking at the three mistakes more
closely, they were not even implausible (e.g., the second “u” was classified as
an “f”). For the last generation task of new concepts, the model was confronted
with blended input vectors that indicated which character should be included
into the mixture to which extent. The results (Fig. 4b) show no abrupt changes,
but very smooth blendings between two characters, supporting our hypothesis
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Fig. 5. Cell (left) and hidden states (right) of the corresponding trajectory of “w” with
timesteps (middle) show a repetition of similar activation patterns.

of compositionality. In short, the generative LSTM model, together with the
one-shot inference mechanism, was able to solve the tasks of the Omniglot chal-
lenge, advancing previous attempts to solve the Omniglot challenge which used
large amounts of background alphabets, complex algorithms, or tackled only one
instead of all tasks [3,19,25].

Analysis of the LSTM Cell and Hidden States. We wanted to more thor-
oughly investigate our hypothesis that solving the challenge was possible because
the model learned compositional structures during training, which it recombined
when generating new characters. Looking at the cell and hidden state activation
patterns of the LSTM layer provided hints that similar components were indeed
represented by similar hidden state activation patterns. This is illustrated exem-
plarily for the character “w” in Fig. 5, where the repetition of a similar compo-
nent applied when writing a “w” is represented in the cell as well as the hidden
states.

For a more systematic analysis, we analyzed the respective cell and hidden
states when generating characters “n” to “z” with t-SNE [14,21] with 1.000
iterations. Via a gradient-based procedure, t-SNE projects the relations between
data points from a high dimensional space onto a two-dimensional space, making
their interpretation a lot easier. For visualizing the corresponding trajectory
parts, clustering was applied with 2 as the maximum distance between two points
to be considered as in the same neighborhood. Furthermore, for a point to be
considered as a core point, 5 samples needed to be in a neighborhood.

The 2d-representations of the cell states are clearly clustered with respect to
their corresponding character (Fig. 6). Thus, the c-states might be an important
indicator for the network to stay in this attractor and generate this one charac-
ter. Focusing on the “w”, the spiral reflects the two similar components of which
the trajectory is made. Other components shared between characters can also be
identified in close proximity, like the half circle and downwards stroke in “q” and
“y”, or the stroke from bottom to top in “r” and “p” that look very similar in
the current trajectory variants. The projection of the hidden states h onto the 2d
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Fig. 6. Results of the t-SNE analysis of the cell states c with the corresponding
timesteps when generating different characters.

Fig. 7. Results of the t-SNE analysis of the hidden states h. The corresponding tra-
jectory parts are drawn in black with a cross marking their beginning. The respective
trajectory plots are centered on the first respective cluster position. Note that the size
of the trajectory parts is not representative.

space identifies clear character components, since the end of one sequence repre-
sents a significant change in the hidden values from one timestep to another. It is
important to note, though, that the network forms its own representations that
might differ from components humans would identify. Nevertheless, most often
similar components led to sequences in close proximity (Fig. 7). For example, on
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Fig. 8. Original (blue) and generated (black) character trajectories of the second half
of the Greek (top), Balinese (center), and Burmese (bottom) alphabets, after being
trained on the respective first halves. (Color figure online)

the left, there is a group of bottom to top trajectory parts, curves in specific
directions are clustered next to each other, and the “u” encoding in the middle
reflects the fact that it is generated by two very similar components, which are
encoded in the almost overlapping red circles. This speaks for our hypothesis
that components are represented in the LSTM hidden states.

3.2 Experiment 2

In Experiment 2, we applied the generative LSTM model together with the
one-shot inference mechanism onto alphabets of the Omniglot dataset. When
tackling the Omniglot challenge, most researchers applied 30 or more background
alphabets for training [13,25]. Since humans do not need as many background
alphabets and since most of the components are already represented in very
few alphabets, we hypothesized that our compositional approach does not need
training on that many character concepts. Therefore, we decided to train on
only one alphabet, giving us the additional opportunity to perform experiments
with different alphabet combinations, that either do or do not share components.
Nevertheless, it must be mentioned that the variants of one character concept
are unnaturally similar in the Omniglot dataset, whereas humans are confronted
with more varying examples (as represented in our dataset of Experiment 1).

In Experiment 2a, we tested whether the LSTM model and the one-shot
inference mechanism performed well on single alphabets of the Omniglot dataset.
Therefore, we trained the models on the first half of the Greek, the Balinese,
or the Burmese alphabet for 500 epochs. Then, we provided 2000 iterations
of the one-shot inference mechanism per character of the second half of these
alphabets. Even though in this experiment, the network was only trained on
20 similar variants instead of 440 varying ones per character, the results for the
one-shot regeneration of the characters of the second half of these alphabets look
quite promising, as can be seen in Fig. 8, as well as in the DTW values: 0.356
(Greek), 0.378 (Balinese), 0.241 (Burmese).

To investigate further whether recombining previously learned compositional
representations leads to success in learning new characters efficiently, in Experi-
ment 2b, we selected alphabets of the original Omniglot dataset for training and



534 S. Fabi et al.

Fig. 9. Original (blue) and generated (black) character trajectories of the Balinese
alphabet, trained on the first half of the Balinese, or the whole Burmese, Latin, or
Greek alphabet. Supporting our hypothesis, the quality of the results decreases with
the dissimilarity between the components of the training and test alphabets. (Color
figure online)

test with similar or differing components. For 500 epochs, we trained the generative
LSTM network on the Burmese, Greek, or Latin alphabet, or the first half of the
Balinese alphabet and tested its performance when confronted with one variant
of the characters of the Balinese alphabet. Since the components of the first and
the second half of the Balinese alphabet should be the most similar, we expected
best performance for this combination, followed by the Burmese-Balinese combi-
nation, since their characters share lots of components. Not so many components
are shared between the Balinese and the Latin, or Greek alphabets, which is why
we expected worst performance here, assuming our compositionality hypothesis
is true. Supporting our hypothesis, the one-shot inference mechanism led to the
best performance for training on the first half of the Balinese alphabet (Fig. 9a),
followed by the Burmese (Fig. 9b), Latin (Fig. 9c), and Greek (Fig. 9d) alpha-
bet (DTW distances: 0.378 vs. 0.384 vs. 0.427 vs. 0.509)1. Note as well that the
Burmese alphabet contains more characters than the Latin and the Greek alpha-
bet, which probably led to more variability in the compositional representations.

1 Similar results were found for other test alphabets. A deeper interaction analysis goes
beyond the scope of this paper. Test Burmese: Training Balinese (0.273) < Greek
(0.280) < Latin (0.299); Test Latin: Training Greek / Burmese (0.230) < Balinese
(0.251); Test Greek: Training Latin (0.329) < Burmese (0.334) < Balinese (0.339).
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4 Conclusion

The Omniglot challenge can be solved with a generative LSTM model without
providing it any knowledge about specific motor components. We show how com-
positional structures that develop within such models can later on be recombined
when confronted with a new character. This provides explainable insights into
the inner working mechanisms of the models and advances previous work like
Lake et al. [18], who predefined the components that the model was supposed to
use. Ultimately, this research is a step towards bringing specific Machine Learn-
ing architectures towards closer resemblance to human cognitive mechanisms, by
introducing compositionality as an inductive bias into a simple LSTM network.
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Abstract. Recently, pre-trained language models achieve extraordinary
performance on numerous benchmarks. By learning the general language
knowledge from a large pre-train corpus, the language models could fit
for a specific downstream task with a relatively small amount of labeled
training data in the fine-tuning stage. More remarkably, the GPT-3 with
175 B parameters performs well in specific tasks by leveraging natural-
language prompts and few demonstrations of the task. Inspired by the
success of GPT-3, we desire to know whether smaller language models
could still have a similarly few-shot learning ability. Unlike the various
delicately designed tasks in previous few-shot learning research works, we
do it more practically. We present a question-answering-based method
to help the language model better understand the text classification task
by concatenating a label-related question to each candidate sentence.
By leveraging the label-related language knowledge, which the language
model has learned during the pre-trained stage, our QA model can out-
perform the traditional binary and multi-class classification approaches
over both English and Chinese datasets. Afterward, we test our QA
model by performing few-shot learning experiments on multiple pre-
trained language models of different sizes that range from the Distil-
BERT to the RoBERTa-large. We are surprised to find that even the
DistilBERT, which is the smallest language model we tested with only 66
M parameters, still holds undeniable few-shot learning ability. Moreover,
the RoBERTa-large with 355 M parameter could achieve a remarkable
high accuracy rate of 92.18% with only 100 labeled training data. This
result gives people a practical guideline that when a new category of
labeled data is needed, only as few as 100 data need to be labeled. Then
cooperate with an appropriate pre-training model and classification algo-
rithm, reliable classification results can be obtained. Even without any
labeled training data, that is, under the zero-shot learning setup, the
RoBERTa-large still achieves a solid accuracy rate of 84.84%. Our code
is available at https://github.com/ZhangYunchenY/BetterFs.
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1 Introduction

With the evolution of deep learning, various pre-trained language models (PLMs)
have been widely used to solve Natural Language Processing tasks. The first-
generation PLMs, such as Skip-Gram and GloVe, aim to learn context-free word
embeddings that fail to capture higher-level semantic concepts. The second-
generation PLMs, such as ELMo, BERT, and GPT, represent words in context.
By pre-trained over a large corpus in a self-supervised way, the PLMs only need
to be fine-tuned over a small amount of labeled data for specific downstream
tasks. Since then, the pre-training and fine-tuning paradigm started dominating
NLP. With 175 billion parameters trained on 400 billion tokens, GPT-3, intro-
duced by Brown et al. [3] in 2020, has pushed the PLMs to the next level. When
provided with only a description and few examples of the task, the GPT-3 model
could make accurate predictions without gradient updates or fine-tuning. Even
though remarkable few-shot learning capabilities have been obtained, it is also
prominent that the massive amount of parameters underlying GPT-3 makes it
challenging to apply it to real-world applications.

As a machine learning problem, few-shot learning has a longer history than
PLMs [5]. Humans are capable of learning new tasks rapidly by utilizing what
they learned in the past. Hence, researchers believed that designing an efficient
few-shot learning algorithm could let machines achieve the same intelligence
level as human beings [9]. However, inspired by GPT-3, we argue that few-
shot learning is a capability of a pre-trained language model itself, rather than
being considered as a task. Undoubtedly, language models with few-shot learning
abilities should have large parameters and be pre-trained over large corpora.
Nevertheless, how big is enough? So in this work, we conduct experiments to
explore the few-shot learning ability of various language models by doing text
classification. We design a question-answering-based text classification method
that the label information in the question can make good use of the pre-trained
model’s semantic knowledge, hence, help the model learn with few samples.
The pre-trained language models that we tested include DistilBERT [15], BERT
[4], and RoBERTa-large [11], which have 66M, 110M, and 355M parameters ,
respectively. Extending a regular-sized auto encoder language model’s few-shot
ability within text classification is appealing since (1) text classification is a
downstream task that the model can grasp with ease; (2) a few labeled samples
are easy to access; (3) such models can be fine-tuned on general hardware. So we
propose a feasible scenario to make a better few-shot text classifier and study the
impact of the language model scale on its few-shot learning ability. Specifically,
the main contributions of this paper are as follows.

• We propose a question-answering-based classification method that outper-
forms traditional binary and multi-class classification approaches over both
English and Chinese datasets.

• We perform a series of few-shot learning experiments on multiple pre-trained
language models of different sizes that range from the DistilBERT to the
RoBERTa-large. The results illustrate that all these models exhibit varying
levels of few-shot learning capability. Some even realize zero-shot learning.
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• We report detailed accuracy rates of each model with different training sam-
ples. The results can be used as a guideline for people to label samples in
practice.

• We also provide an in-depth illustration and discussion of the attention mech-
anism of the pre-trained language models. By which, we attempt to uncover
the mystery of the few-shot learning ability.

2 Related Work

2.1 Language Models

The evolution of language models can be divided into three periods, the statisti-
cal language model, the neural language model, and pre-trained language model.
Statistical language models dominated from the 1960 s to 2010 s, such as Hidden
Markov Model [1] and Conditional Random Field [8]. Since 2010, the advent of
deep learning models makes remarkable progress in text classification. Neural
models, such as CNN [7] and LSTM [23], are only data driven and avoid doing
feature engineering. However, they cannot deal with few-shot learning.

April July October 2018 April July October 2019 April July October 2020 April July October

Transformer BERT RoBERTa DistilBERTGPT GPT-2 GPT-3

Fig. 1. The language models in recent years (GPT series are in purple; BERT series
are in blue; Transformer, which is the basis of BERTs and GPTs, is in green).

Following the advances of the Transformer, pre-trained language models
spring up in recent years (Fig. 1). Remarkably, the GPT-like auto-regressive lan-
guage model [3,12,13] performs surprisingly well with a carefully chosen prompt
and only a few examples in many downstream tasks. Being attracted by these
few-shot learning ability, researchers start to explore BERT-like auto-encoder
language model [4,11,15], and find it also has the few-shot learning ability.

2.2 Traditional Few-Shot Learning

Over the years, deep learning has been hugely successful in data-bound indus-
tries, but it is often infeasible when the amount of data is small [22]. Therefore,
training a well-performed model with insufficient data is naturally seen as a
challenging task. Various methods are presented to tackle the few-shot learning
task, including Data argumentation [19] which uses the accessible data to gen-
erate more samples, siamese neural network [2] which calculates the similarities
between features, and meta-learning [14] which learns many datasets to learn
several examples. These approaches seem to be ways to ‘mechanically’ use the
knowledge. Motivated by GPT series, however, we argue that few-shot should
be considered as an inherent property of language models.
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2.3 Few-Shot Learning Based on Pre-trained LM

Employing prompts to let language models do better inferences seems to be more
‘humanized’. The pretraining on a large corpus endows language models with
strong linguistic skills, thus need only be finetuned within a small amount of
labeled data for specific downstream tasks. The auto-regressive language mod-
els, such as GPTs and CPM [21], can make predictions by generating the sub-
sequent text, with an literal definition of the task in the context, which is called
prompt. In recent works [6,16], they use a delicate-construct template to make
language models do cloze tasks, which helps LMs understand a specific task. It
seems effectual, but the limitation of the template makes these above approaches
cannot adapt to any tasks. Deviated from these studies, however, we focus on
the few-shot learning capability of the language model itself, and proposed a
task-agnostic method called QA classification.

3 Methodology

3.1 Text Classification

In this paper, we conduct experiments by doing text classification (see Fig. 2)
since text classification is a downstream task that is easy for a language model to
learn. Hence doing text classification makes the language model easier to show
the few-shot learning ability. Then we adopt the idea of doing questions and
answering could help language models better leverage the knowledge since we
give more information to the models. As a result, we transform multi-class text
classification to question and answering (QA), which provides prior information
to the language model and turn a the task into a simple binary classification.

We fine-tune a BERT M on the dataset D with label space Y. M takes an
input of a sequence xin and outputs the representation of the sequence. The first
of the output is always [CLS] which we take as the representation of the whole
sequence [17], and fine-tuning M to minimize the cross entropy. We take M′ as
the representation of M with a fully connected layer and the output of M′ is P
which consists of the probability corresponding to the class and dim(P) = |Y|.

Binary Classification. In binary classification, we just add a fully connected
layer with activation function sigmoid at the top of M to predict the label
ypredict, and the probability of the ypredict is:

p(y|xin) =
1

1 + exp(−W · h[CLS])
(1)

where h[CLS] is the hidden state of the [CLS], and W is the task-special matrix.
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Fig. 2. An illustration of approaches we used (a) multi-class classification, (b) multi
binary classification, (c) transforming multi-class classification to question answering.

In binary classification, dim(P) = 1. So for each sequence, the output of
M′ is a constant. We use a threshold to determine which category the sequence
belongs to. So the class is:

class =

{
positive, p ≥ threshold

negative, p < threshold
(2)

Multi-class Classification. In the multi-class classification, the inputs are the
same as the binary classification. The difference is we put a softmax layer on
the top of M, and the probability of the label y is:

p(y|xin) = softmax(W · h[CLS]) (3)

where W is the task-specific matrix. We fine-tune the parameters from BERT
and W jointly by maximizing the probability of the correct label.

Classification Based on QA. In terms of results, QA classification is a binary
classification. The difference between QA classification and binary classification
is the input xin. In QA classification, the input xin as:

xqa−in = [CLS]question[SEP]content[SEP]

We also take the [CLS] as the presentation of the whole sequence, and the pro-
cess of the classification is the same as the binary classification. For questions,
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we construct questions manually as simple as possible to avoid too much redun-
dancy(e.g. For one content, we can ask ‘does this sentence contain anger?’ or
‘contains anger?’. We choose the letter one). We will ask |Y| questions for each
sentence, and determine the class of the sentence by using a threshold. So in this
case, it could have multi answers in one sentence or no answers at all.

3.2 Few-Shot Classification

We conduct the few-shot text classification experiment based on our QA classi-
fication method. The input is as same as QA classification, the only difference
is how we use the data (see Fig. 3).

Fig. 3. An illustration of how we do few-shot learning with an example.

When doing few-shot learning, (1) we choose one class as the target to do
few-shot learning; (2) according to the class we have chosen, we split the train
set into target set (contains only one class) and the other set (contains the rest
classes); (3) we pick K positive examples from the target set and K negative
examples from the other data randomly, questioned by the class we have chosen
to form the few-shot dataset. But we use a constant random seed S to sample,
ensuring samples are the same when changing the size of language model; (4)
we use the whole other data, questioned by the rest classed to form the other
dataset; (5) we use the other dataset to train a plain classifier to get a zero-
shot classifier; (6) we use 2K examples from few-shot dataset to fine-tune the
zero-shot classifier to obtain a few-shot classifier.

4 Problem Setup

4.1 Datasets

We conduct a systematic study across 2 tasks (Table 1), a Chinese Sentiment
classification task (OCEMOTION[10] ) and a English Topic classification task
(AG’s News [20]).
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Table 1. Statistics of two datasets

Dataset Classes Samples Labels

Train Test

OCEMOTION 7 32,124 3,570 Anger, Disgust, Fear, Like,
Happiness, Sadness, Surprise

AG’s News 4 120,000 7,600 World, Sports, Business, Sci/Tech

All datasets we have chosen are single-sentence text classification tasks. Our
goal is to make predictions based on xin and xqa−in. The tasks are range from
sentiment analysis to topic classification, from Chinese to English.

4.2 Evaluation Protocol

Text Classification. We take Dtrain and Dtest as the train set and the test
set of traditional classification respectively. We split each dataset D into a train
set Dtrain and a test set Dtest or the dataset has already been split. To evalu-
ate a classifier’s performance, we choose accuracy, micro-precision, micro-recall,
micro-f1 [18] of the classifier as performance metrics. And calculate these metrics
on Dtest, as the performance of the classifier.

Few-Shot Learning. We take D′
train and D′

test as the train set and the test
set of QA classification respectively. The data given to the zero-shot classifier
have balanced data between positive samples (target-label samples) and negative
samples. In other words, the dataset D′

train we give to the zero-shot classifier
has the same number of the positive samples and the negative samples. It is
worth to mention that the negative samples in dataset D′

train have been seen
by the zero-shot classifier. In the test set D′

test, we choose all target-related
samples from Dtest as the positive (target-label) samples and the same number
of the other samples from Dtest as the negative samples. Meanwhile, we use a
constant seed S to sample the negative examples, ensuring the D′

test is same
when evaluate the performance of the classifier. And we take average accuracy
between each target label as the performance metric of the few-shot classifier.

5 Experiments

5.1 Analysis of Text Classification

In general, the f1 scores get higher when the language models become lager
under the condition of the same approach we train the classifier. It reflects that
the lager model can learn more knowledge. It must to be mentioned is that
the OCEMOTION is a fine-grained emotion classification dataset, and AG’s
News is a news classification dataset. Hence the OCEMOTION dataset is
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Table 2. The results(precision, recall and f1 scores) of the multi binary classifications,
the multi-class classification, and the QA classification

Models OCEMOTION AG’s News

P R F P R F

DistilBERT-binary 50.82 52.72 51.75 92.21 95.07 93.62

DistilBERT-multi 53.05 53.05 53.05 93.83 93.83 93.83

DistilBERT-QA 50.78 53.61 52.16 92.45 94.09 93.26

BERT-base-binary 66.30 56.75 61.15 92.75 94.66 93.70

BERT-base-multi 62.07 62.07 62.07 93.64 93.64 93.64

BERT-base-QA 61.10 64.68 62.84 93.08 94.17 93.62

RoBERTa-large-binary 60.96 65.91 63.34 92.73 94.91 93.81

RoBERTa-large-multi 62.72 62.72 62.72 94.08 94.08 94.08

RoBERTa-large-QA 62.37 64.96 63.64 93.94 94.08 94.01

relatively difficult for the language model to learn. Meanwhile, we can see Table 2,
in the same model, the f1 scores of OCEMOTION is lower than AG’s News.

By comparing different scales of the language model, we can easily find out
that the larger model has better performance in the same situation. Especially in
the OCEMOTION dataset, from DistilBERT to BERT-base, the performance
improves 9.7% on average. However, the f1 scores in AG’s News dataset are
awfully close. As a result, increase the scale of the language model could improve
the performance of the classifier, especially on the harder dataset.

Furthermore, under the same scale model condition, the performance of the
QA classification is close to the other two methods in the AG’s News dataset,
while notably better than the other two methods in the OCEMOTION dataset.
In addition, the QA models’ f1 scores surpass the multi models when the models
become larger. In terms of this phenomenon, we think the prior knowledge we
provide is effective, since most of the performance of QA classification is better
than the binary classification. And the questions we add to the models can help
them to better understand the task, especially beneficial to the large-scale model
and the fine-grained task.

Besides that, we noticed that in most of the QA classification, the value of
the recall is higher than precision. We think the cause of this phenomenon is
that the prior knowledge sometimes will confuse the QA models. So the QA
language model will turn negative samples into positive samples more easily,
which resulted in the value of recall is higher than precision.

5.2 Analysis of Few-Shot Learning

We collected the average accuracy of each label as the indicator of few-shot
learning. In Table 3, we believe the language model is not working when the
acc-avg is around 50.00%, since the task is a binary classification.

For the comparison of the number of the learning samples, we can see that
the performances of the few-shot models are better as the number of the samples
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Table 3. The result of few-shot learning

Task K DistilBERT BERT-base RoBERTa-large

(avg-acc) (avg-acc) (avg-acc)

OCEMOTION 0 52.39 54.02 57.26

10 61.55 69.68 71.50

20 62.59 70.67 71.86

50 62.65 71.25 72.37

100 62.99 71.47 73.43

AG’s News 0 61.32 62.09 84.84

10 63.18 65.61 89.54

20 65.41 66.19 89.88

50 66.97 72.05 89.13

100 70.86 81.47 92.18

increases. Apparently, the more samples are given, the more knowledge the lan-
guage models can learn. However, with the increase of the number of samples,
the performances of these models are not grown linearly. From 0 samples to 10
samples, the performance increased 8.91%, but from 50 samples to 100 samples,
it is only 2.98%. We think it is because that the language model we trained can
easily learn some new things but not master them, so the increasing value of 0
to 10 is higher than 50 to 100. According to our experiment, 10 labeled samples
is the most cost-effective number to train a few-shot classifier.

For the comparison of the scales of the models, we can see that larger language
models have higher scores. We have mentioned this phenomenon in Sect. 5.1, that
larger models can better leverage the prompts. Especially, the average accuracy
of RoBERT-large’s zero-shot classifier in AG’s News dataset is 84.84%, which
is higher than the average accuracy of DistilBERT’s and BERT-base’s 100-shot
classifier. It strengthen the idea that the larger model could better understand
the task by leveraging the additional prompts. On the other hand, this value
means that the classifier of the RoBERTa-large realizes zero-shot learning. It
also approves our opinion that when a language model is strong enough, it will
realize few-shot learning, even zero-shot learning.

5.3 Visualization of Attention

Comparing the multi-class classification to the QA classification, we noticed
that the performance of QA classification is slightly superior to the multi-class
classification or on a par with multi-class classification. More wonderfully, the
QA method can help language models do few-shot learning. To figure out what
the reason is here, we associate it with the attention mechanism.

So in this section, we make visualizations of attention to explain the work of
the question. As shown in Fig. 4, we randomly chose a sample from the AG’s
News dataset, and generated four questions, according to the labels.
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Fig. 4. Visualizations of attention of a fine-tuned QA classifier based on BERT-base.
The content is: “Moore will replace banned world champion Torri Edwards in the
Olympic 100 and 200 m races”, which belongs to the sports class.

As we can see, when we ask “is sports?”, the word sports in the question
notice the champion and the races in the content (in blue boxes), which are
words representative of certain classes. Then the question helps the [CLS] notice
these keywords, so we use the [CLS] as the representation of the content is logical.
But when we ask other questions, it seems not well, the question noticed other
inconsequential words. Interestingly, the questions almost noticed the word the
and the word and (in green boxes), which have nothing to do with classification.

Fig. 5. An illustration of visualizations of the BERT-base’s attention, (a) a model have
never seen the sports class; (b) a model just have seen 10 examples of the sports class;
(c) the same model as (a), ask “is business?” which it has seen; (d) a model have seen
50 examples of the visualization class. All of the models have not seen the content.

In Fig. 5, comparing (a) and (c), (c) is much cleaner in the green box. We
can notice that the model of (a) pay some attention to the ‘edwards’, ‘100’ and
‘200’, and when we ask a different question that has already been seen, the model
knows it doesn’t need to pay attention to anything. The content is nothing to do
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with the business class, so it is logical that the attention weight of the content in
(c) is close to 0. But in (a), the language model guesses the words that should be
attention to. To some extent, the language model can identify and leverage the
prompt. In (b) and (d), the significant difference is in the blue box and the purple
box. In purple box, we think more training samples led to changes in attention,
that the question pay less attention to the content, while more attention to the
special token [SEP]. This phenomenon needs further discussion.

6 Conclusion

In this paper we present a QA-based method, helping language models do text
classification and exploring the few-shot learning ability of a language model,
which is simple but effective. This method enables the language model to demon-
strate the ability of a few-shot learning ability that only using 100 labeled data,
the average accuracy could reach 92.18%, some even achieve zero-shot learning.
In future work, we focus on the few-shot capability of the language model itself
and why it exists.
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Abstract. Recent years, Generative Adversarial Networks (GANs) have
achieved tremendous success in image synthesis, which usually employ
the convolutional operation to extract image features. However, most
existing convolutional GANs only extract features in a local neighbor-
hood at a time, which may often cause a lack of non-local information
resulting in generating the wrong semantic object in the wrong position.
In this paper, we propose a Graph Convolutional Architecture (GCA)
for GANs to tackle this problem. GCA constructs a pixel-level graph
structure between image regions through an attention mechanism and
leverages Graph Convolutional Networks (GCNs) to extract non-local
features. GCA extracts the connections between different regions of the
image through GCNs, which is a more effective method of using rela-
tionship information than directly adding long-range dependencies to
the model. We implement the GCA into Deep Convolutional Generative
Adversarial Networks (DCGAN), Self-Attention Generative Adversarial
Networks (SAGAN), and Concurrent-Single-Image-GAN (ConSinGAN).
Extensive experiments are conducted to verify the performance of GCA.
The results demonstrate that the GCA can significantly boost the quality
of the generated image with more non-local features.
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1 Introduction

Recent years, GANs attract much attention for their prodigious performance in
image synthesis. And many GANs variants are reported in most of all aspects
of the image generating such as single image super-resolution reconstruction
[13,25,26], text-to-image synthesis [20,21,29], image-to-image translation [9,30],
single image synthesis [8,22] and multi-class image synthesis [17,28], etc. The
early GANs models only design straight-forward discriminators and generators
[3,5,19], which usually causes some problems such as unstable training and mode
collapse. To improve the performance, many varieties of GANs are reported and
can briefly divide into three categories, i.e. (1) Hierarchical Methods, (2) Iterative
Methods, and (3) Loss Methods.

Hierarchical methods aim to modify the architecture of discriminators and
generators with some specific modules to assist GANs for better image generat-
ing [16–18]. Wang et al. propose a Style and Structure Generative Adversarial
Network (S2-GAN) by generating a surface normal map to encode the texture
on the objects and the illumination with two GANs [24]. Karras et al. propose an
Alternative Generator Architecture for Generative Adversarial Networks (Sytle-
GAN) by employing a style transfer module to control the high-level attributes,
such as hairstyles, freckles [11]. Odena et al. propose Auxiliary Classifier Gen-
erative Adversarial Networks (AC-GAN) which deploys an auxiliary classifier in
the discriminator to exhibiting global coherence in GANs [18].

Iterative methods aim to design a skillful training process of GANs to drive
generating photorealistic images [8,10,22]. Karras et al. propose a progressive
growing method for GANs (ProgressiveGAN) by gradually increasing the layers
of generator and discriminator to generate images from a low resolution to high
resolution [10]. Shaham et al. propose a method for GANs in single image syn-
thesis (SinGAN) by exploiting the pyramid structure to learn the whole image
features from a single image [22]. Hinz et al. draw the pyramid structure of Sin-
GAN and adopt parallel computing to reduce training time while improving the
performance of the model [8].

Loss methods aim to apply suitable loss functions to stabilize the GANs
training and improve generation performance [1,6,17]. Arjovsky et al. propose
Wasserstein Generative Adversarial Networks (WGAN) by adopting the Wasser-
stein distance loss function instead of the Min-Max loss function to achieve a
more stable training process [1]. Gulrajani et al. propose an improved method
for WGAN by using a gradient penalty instead of a parameter clip [6]. Miy-
ato et al. propose a regularization method for GANs (SN-GAN) by limiting the
spectral norm of the parameters of the discriminator to constrain the Lipschitz
constant [17].

Most GANs mentioned above are based on Convolutional Neural Networks
(CNNs). However, traditional CNNs only capture the local spatial features in the
receptive field and can’t cover enough non-local information. The non-local infor-
mation e.g. long-range dependencies can reflect the relationship between image
regions and complement the neural network. Therefore, ignoring non-local infor-
mation will often make the convolutional GANs generate the wrong semantic
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objects in the wrong positions. To alleviate the lack of non-local information
in the convolutional operation, Wang et al. propose a self-attention-mechanism-
based module called Non-Local (NL) block to capture long-range dependencies
in CNNs [23]. Han et al. introduce the NL block into GANs, proposing Self-
Attention Generative Adversarial Networks (SAGAN) to alleviate the lack of
non-local information in GANs [28]. SAGAN takes the long-range dependen-
cies captured by the NL block as the weight and performs a weighted summa-
tion with the convolution feature maps to supplement the non-local information
for the convolution GAN. Although SAGAN has supplemented convolutional
GANs with long-range dependencies, it has great research potential on utilizing
non-local information rather than simply adding long-range dependencies into
models.

In this paper, we propose a Graph Convolutional Architecture (GCA) for
GANs. GCA constructs a pixel-level graph structure between image regions by
the self-attention mechanism and leverages GCNs to capture non-local features.
Specifically, GCA employs an attention mechanism for pixel-level graph struc-
ture construction. Compared with the NL block directly adding long-distance
dependencies to models, the non-local features extracted by GCNs in GCA
further refine the non-local relationship information contained in long-distance
dependencies. And the non-local features also have higher generalization, because
GCNs are a kind of generalized form of CNNs. Equipped with GCA, the gen-
erator and the discriminator can successfully supplement non-local information
for GANs to generate more realistic images. Furthermore, GCA can be easily
applied to most convolutional GANs to improve the quality of the generated
images. We show the flow chart of GCA in Fig. 1.

To evaluate the generalization of GCA, we implement the GCA into DCGAN,
SAGAN, and ConSinGAN. And we conduct extensive experiments on these mod-
els. In addition, we also compare the NL block with GCA. The comparative
results demonstrate the superiority of GCA in both quantitative and qualita-
tive analysis. Briefly, the contribution of this paper can be summarized as the
following:

(1) A Graph Convolutional Architecture (GCA) is proposed to model non-
local information to GANs.

(2) The GCA is implemented into three GANs and extensive experiments
are conducted to show the superiority of the proposed GCA.

The rest of this paper is arranged as follows. Section 2 briefly introduces the
related work. Section 3 describes the details of GCA including the construction
of pixel-level global graph structure. Section 4, reports the experimental results
and provides some analysis. And finally, Sect. 5 concludes this paper.

2 Related Work

2.1 Generative Adversarial Networks

Ian et al. first propose Generative Adversarial Networks (GANs), which can
only generate gray-scale images by two fully-connected networks [5]. Inspired by
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self-attention 
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non-local 
feature maps

GCNs

Fig. 1. GCA constructs a pixel-level graph structure among image regions through
self-attention mechanism and exploits GCNs to extract non-local features.

Convolutional Neural Networks (CNNs), DCGAN introduces convolution into
GANs and succeeds in unsupervised image synthesis [19]. The generator in
DCGAN is constructed by transposed convolution, batch normalization, and
ReLU activation, and the discriminator is constructed by convolution, batch
normalization, and LeakyReLU activation. SAGAN introduces an NL block that
models the long-range dependencies [28]. The NL block uses the weighted sum of
all features to construct the relationship between image regions. SAGAN deploys
the NL block in both the generator and discriminator, achieving great success
in multi-classes image synthesis. ConSinGAN is currently the state-of-the-art
GANs-based single image synthesis model [8]. ConSinGAN is an improvement
of the Single Natural Image Generative Adversarial Network (SinGAN). Unlike
SinGAN, ConSinGAN trains several stages in a sequential multi-stage manner,
allowing the model to learn the whole features of a single image with fewer stages
of increasing image resolution.

2.2 Graph Convolutional Networks

Graph Convolutional Networks (GCNs) are networks that can extract informa-
tion in a more general domain, especially structural information. The early GCNs
are dedicated to generalizing CNNs to enable them to work on high-dimensional
irregular domains (for example, social networks, brain connection groups, or ref-
erence networks) [2,16]. Bruna et al. propose two constructions, one based on
a clustering of the domain, and the other based on the spectrum of the graph
Laplacian [2]. Defferrard et al. propose a graph convolution method that is based
on the spectrogram theory and design fast localized convolutional filters on the
graph [16]. Kipf et al. propose a scalable method for semi-supervised learning of
graph-structured data, which is based on the spectrum of the graph Laplacian,
and the convolution kernel is approximated by shifted Chebyshev polynomials
to reduce the algorithm complexity [12].

2.3 Attention Mechanism

The attention mechanism in the neural networks mainly models the relationship
between neural elements based on their correlation, which is a key component of
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Fig. 2. The whole structure of GCA. The
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denotes matrix multiplication.

various natural language processing and computer vision tasks. Attention mech-
anisms can process variable-sized inputs, focusing on the most relevant parts
of the input to assist the model to make decisions. Attention mechanisms used
to be adapted in many sequence-based tasks, such as machine reading [4] and
learning sentence representations [14]. In image generation, the long-distance
relationship modeling through the attention mechanism has proved effective for
learning high-dimensional and complex image distribution. Wang et al. propose
a self-attention-mechanism-based module for video processing called Non-Local
(NL) block [23]. The NL block can capture long-range dependencies about image
regions, and it can be inserted into many CNNs. In addition to being deployed
in image processing, this non-local structure is also applicable for sequence and
video problems. In addition to modeling the relationship between neural ele-
ments, the attention mechanism can also be used to construct graph structure
in a graph domain. GCA employs a self-attention mechanism to construct a
pixel-level global graph structure.

3 Graph Convolutional Architecture

The GCA employs an attention mechanism to construct a pixel-level graph struc-
ture and exploit GCNs to extract the non-local features. GCA is a complement
to the convolutional GANs, alleviating the disadvantage of convolution that only
captures local features. The whole structure of GCA is shown in Fig. 2.

The convolutional feature maps x ∈ R
C×H×W obtained by the previous net-

work are mapped into four feature spaces in GCA by f, g, j,m. Here, f, g, j,m are
all 1 × 1 convolutions and Wf ∈ R

c̄×c,Wg ∈ R
c̄×c,Wj ∈ R

c̄×1,Wm ∈ R
c×c, c̄ =

c
k , k = 1, 2, 4, 8. Because c̄ does not influence the essential characteristics of the
attention maps, we choose k = 8 for memory efficiency. Among them, f and g
are used to calculate the attention map,
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aj,i =
exp(ri,j)

∑N
i=1 exp(ri,j)

(1)

where ri,j = f(xi)T g(xj), N = H × W , and aj,i indicates the attention value
of the jth region to the ith region. The whole attention map A ∈ R

N×N is
assembled by aj,i, containing the relations between all the regions in x. Based
on these relations, A can directly consider as an adjacency matrix in a graph
domain. Also, according to different GANs models and GCNs algorithms, some
methods can be used to operate A to make GCA obtain better performance, e.g.
binarization, which is marked as a dotted box in Fig. 2.

J ∈ R
N×N is the feature matrix in a graph domain according to A. A and J

constitute the main input of GCNs, and the calculation formula of GCNs is

Y = D̃− 1
2 ÃD̃− 1

2 JΘ (2)

where Ã = A + IN , D̃ii =
∑

j Ãi,j , J = Wjx and Θ ∈ R
N×N which is the

parameter matrix. The output of GCNs Y ∈ RN×N is the graph feature map.
To make the input and output of GCA have the same dimensions, GCA

leverages convolution and matrix multiplication to adjust the size of the graph
feature map, the formula is

Z = MY (3)

where M = Wjx, and Z ∈ R
C×H×W . The property that GCA doesn’t change

the dimensions making it a plug-and-play module. The final convolution v is
deployed at the end of the model. This convolution allows GCA to map the
features to non-local features, the formula is

p = WvZ (4)

where v is a 1 × 1 convolution and Wv ∈ R
c×c.
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Fig. 3. The way GCA works in convolutional GANs. GCA can be easily embedded
between two convolutional blocks.
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To start training from easy to hard, we multiply the output of the GCNs
model by a learnable scale parameter α and add back the input feature map.
The α is initialized as 0. Therefore, the final output is given by

o = αp + x (5)

where x represents the previous convolutional feature maps.
The way GCA works in the convolutional GANs is shown in Fig. 3.

4 Experiments

We implement the GCA into DCGAN, SAGAN, and ConSinGAN. Two datasets
are adopted, including CelebA [15], and LSUN (church) [27]. Besides, we also
conduct single image synthesis experiments. We deploy the NL block in the same
position in DCGAN and SAGAN for comparison experiments. All models adopt
the same hyperparameters, loss function, and training method.

The GCA and NL block deployed in DCGAN, SAGAN adopt 8 × 8 convolu-
tional feature maps as input, and DCGAN and SAGAN are trained to generate
64 × 64 resolution images. The GCA deployed in ConSinGAN only works in the
first stage of training. It should be noted that the GCA deployed in SAGAN
replaces its original NL block instead of being equipped with an additional GCA
module. All models are trained on NVIDIA Tesla V100 GPU. Quantitative and
qualitative analyses are applied to the experimental results.

We quantitatively analyze the quality of the images generated by the above
model. We chose the Fréchet Inception Distance (FID) [7] and Single Image
Fréchet Inception Distance (SIFID) [22] to evaluate the generated images. FID
compares the distribution of a pre-trained network’s activations between a set of
generated and real images. Especially, SIFID is an adaptation of the FID to the
single image domain. The generated on CelebA and LSUN (church) synthesized
by DCGAN, DCGAN + NL, and DCGAN + GCA are shown in Fig. 4. The
FID scores of all models are shown in Table 1 (The real images for calculating
FID are the original images in datasets sampled to 64 × 64. All FID scores are
calculated on 50,000 generated images). We show the heatmap of convolutional
operation, NL block, and GCA in Fig. 5. The heatmap shows that GCA captures
more non-local information than the NL block.

Visually, when models are equipped with GCA, they can generate more real-
istic images. In quantitative analysis, the lower FID scores indicate that GCA
can bring significant enhancement to GANs. However, the NL block doesn’t
improve the performance, causing a side effect instead. This contrast shows that
the long-range dependencies captured by NL block are not generalized infor-
mation in GANs, simply adding them to the model will even bring negative
effects. In contrast, the non-local features modeled by GCA are extracted by
GCNs. GCNs are a generalized form of CNNs, so non-local features are more
generalized than long-range dependencies.
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DCGAN + GCA

DCGAN DCGAN + NL

Fig. 4. Generated images of CelebA and LSUN (church) synthesized by DCGAN,
DCGAN + NL, and DCGAN + GCA.

Conv NL GCA

Fig. 5. Heatmaps of convolutional operation, NL block, and GCA. GCA and NL block
can significantly increase the high activation regions. GCA and NL block enable CNNs
to have high activation values for multiple regions at the same time instead of being
limited to local regions. In addition, compared to NL block, GCA has more high acti-
vation regions. This means that GCA captures more non-local information.
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Table 1. The FID scores of DCGAN, DCGAN + NL, DCGAN + GCA, SAGAN and
SAGAN + GCA.

Model Dataset

CelebA LSUN (church)

DCGAN [19] 33.39 33.59

DCGAN + NL 34.56 54.36

DCGAN + GCA 25.75 22.15

SAGAN [28] 54.75 36.56

SAGAN + GCA 37.39 28.74

ConSinGAN ConSinGAN + GCAReal Image

President 
Mountain

Angkor
Wat

Parthenon

Marina 
Bay Sands

SIFID

0.064/0.051

0.14/0.076

0.13/0.071

0.08/0.051

Fig. 6. Results of single image synthesis. The semantics that ConSinGAN fails to model
are marked with red boxes and the improvements of GCA are marked with green boxes.
The left side of the fourth column is the SIFID scores of ConSinGAN, and the right
side is the SIFID scores of ConSinGAN deployed with GCA.

Single image synthesis can intuitively reflect the improvement of GCA to the
GANs. However, SIFID itself has a large variance, qualitative analysis is more
intuitive in single image synthesis. The results of the experiments are shown in
Fig. 6 (All SIFID scores are the average of the scores of 10 generated samples).

Intuitively, after GCA is equipped, the semantics of the generated images
are significantly improved in space, structure, and texture. For example, in the
President Mountain image, GCA can correctly model the positional relation
between semantics. The generative model can correctly generate the position of
each semantic object, avoiding the defect that the semantic objects are mixed.
The improvements confirm that the pixel-level graph structure constructed by
GCA can indeed successfully model the relationship information between the
various features of the image. ConSinGAN uses a phased training method similar
to ProgressiveGAN. In Fig. 6, we show the results of different training phases of
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Stage 1 2 3 4 65

Fig. 7. The results of ConSinGAN + GCA in different training stages. The GCA helps
ConSinGAN to model the image semantics early in the training.

ConSinGAN after deploying GCA. The results of each stage of the ConSinGAN
deployed with GCA are shown in Fig. 7.

5 Conclusion

In this paper, we propose the Graph Convolutional Architecture (GCA) for
GANs. The GCA employs the self-attention mechanism to construct a pixel-
level graph structure and then incorporates the GCNs into the GANs. With
the captured graph structure, GCA successfully supplements non-local feature
extraction of GANs. Finally, we embed it into three representative GANs i.e.
DCGAN, SAGAN, and ConSinGAN for evaluation. Experimental results ver-
ify the superiority of GCNs and show that GCA can significantly improve the
performance of the convolutional GANs.
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On Mode Collapse in Generative
Adversarial Networks

Kaifeng Zhang(B)

Nanjing, China

Abstract. Generative adversarial networks (GANs) have shown
extraordinary performance in generating high quality samples in domains
including image, video, and text. GANs therefore have great potential
in learning complex probability distributions in high dimensional spaces.
However, current methods often miss capturing some of the modes in
the examples, known as the mode collapse problem. The reason for this
issue can be traced to that the initial generated manifold fails to cover
the whole data manifold, while the training process is hard to recover
from this failure. In this paper, we propose GANs with supervision signal
(SSGAN), which introduces a supervision signal to alleviate this issue.
The supervision signal tells the generator an approximate output cor-
responding to the input noise, which ensures the generated manifold to
be close to the data manifold. Therefore, the generator could be able to
better capture the whole data distribution. We have conducted exper-
iments on MNIST, CIFAR 10 and CelebA datasets. The results show
that our method outperforms several SoTA approaches measured by the
inception score, mode score, and the newly proposed matching score.

1 Introduction

Learning probability distribution in high dimensional space is a fundamental
yet difficult task in artificial intelligence (e.g., [11]). Generative adversarial net-
works (GANs) [6] have shown great successes in generating vivid objects in high
dimensional space, such as image [5], video [13], and 3D model [20], by training
a generator G together with an adversarial discriminator D. These successes dis-
close the great potential of GANs in learning complex probability distribution
in high dimensional space.

The original study [6] has shown that, when the discriminator capacity and
the number of samples are both sufficient, the convergence of GANs implies that
the learned distribution Pgen will be very close to the ground-truth distribution
Preal. However, it is usually not the case in practice. The mode collapse issue is
often observed (e.g., [3]), which appears as that a significant part of the training
data is hard to be generated by the learned generative model. This observation
means that the learned distribution shifts away from the real distribution. There-
fore, the learned distribution by GANs could have a large error, e.g., especially
for imitation learning [8].
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The reason that some modes in the training data are missed can be traced
to the initialization of GANs. In high dimensional sample space, it is hard for
the initial generated manifold to cover all the modes with limited training exam-
ples. Meanwhile, some theoretical results also indicate that the gradients on the
generator cannot lead the generated manifold to cover all the examples. There-
fore, training generative adversarial networks always suffers from the problem of
mode collapse.

In this paper, we introduce a supervision signal to formal GANs in order to
alleviate the mode collapse issue, which aims at drawing the generated manifold
close to the real data manifold. The intuition of our work is summarized as
follows. We add an inverse generator to the formal GAN, which learns a mapping
from high dimensional sample space to low dimensional noise space. Therefore,
we can use these data pairs to guide the generated manifold being close to
the real data manifold. Experiment results show that our method outperforms
several SoTA methods in training GANs with the measure: inception score, mode
score and newly proposed matching score.

The contributions of our work are threefold.

– We re-analyzes the reasons for mode collapse in GANs theoretically;
– We extend formal GAN to SSGAN in order to alleviate the mode collapse

issue in GANs;
– We introduce a new evaluation metric: matching score which can better

measure the performance on modes capturing.
– Experiments show that our SSGAN outperforms several SoTA methods in

both image quality and modes capturing.

2 Related Work

Mode collapse problem always occurs in training GANs. And there are also some
SoTA methods for alleviating this issue as follows.

WGAN [1] and WGAN-GP [7] use Wasserstein metric to avoid gradient van-
ishing when the discriminator trains to be optimal. It also shows that the mode
collapse in GANs is somehow alleviated in its experiments.

Unrolled GAN [14] defines the generator objective with respect to an unrolled
optimization of the discriminator. With more information from surrogate loss
function, the training for generator and discriminator can be more balanced.
This technique might be ideal for mode collapse issue in GANs but not feasible
in practice.

AdaGAN [19] is inspired by boosting algorithm. At every step of AdaGAN
procedure, a new component will be added into a mixture model by running a
GAN algorithm on a re-weighted training data set. Theoretical results show that
such an incremental procedure will lead the generated data distribution converge
to the real data distribution.

Spectral normalization generative adversarial networks (SNGAN) [15] pro-
pose to use spectral normalization to stabilize the training of the discriminator.
With such an operation to the discriminator at each iteration, Lipschitz constant
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for the discriminator can be bounded. So the training stability for the discrim-
inator can be better than before and the mode collapse problem can also be
alleviated.

Mode regularized GAN [3] introduces two regularizers to regularize the objec-
tive: geometric metrics regularizer and mode regularizer. And the proposed
manifold-diffusion training for GANs divides the training procedure into two
parts: a manifold step and a diffusion step. In the manifold step, the generated
manifold and the real data manifold can be matched. And in the diffusion step,
the probability mass on the generation manifold can be distributed according to
the real data distribution.

Variational encoder enhancement to generative adversarial networks (VEE-
GAN) [18] introduces a reconstructor network which reverses the action of the
generator by mapping the data distribution to noise distribution (a Gaussian).
Once the reconstructor learns to be an inverse of the generator network and the
mapping from data distribution to noise distribution, this will help to encourage
the generator to cover all the examples in real data distributions.

3 Reasons for Mode Collapse in GANs

Although minimizing the distance (e.g. JSD) between generated manifold and
real data manifold do help us to obtain a mapping from noise space to sample
space, there still exists some limitations in training GANs. Mode collapse is one of
severest problems. The reasons for mode collapse in GANs can be traced to that
the initial generated manifold cannot cover all the examples, and the training
process is hard to recover from this failure. In this section, we will analyze the
reasons for mode collapse phenomenon theoretically.

Firstly, we suppose the generator is a function composed by affine transfor-
mations and point-wise nonlinearities. Here we consider the nonlinearities are
rectifiers or leaky rectifiers of the form δ(x) = 1[x < 0]c1x + 1[x ≥ 0]c2x for
some c1, c2 ∈ R. Therefore, the generator network can be represented as:

g(z) = MnWn · · · M1W1z, (1)

where Mi are some diagonal matrices dependent on z that have diagonal entries
c1 or c2 and Wi are affine transformations.

Suppose M is the set of all diagonal matrices with diagonal entries c1 or c2,
then:

g(Z) ⊆
⋃

Mi∈M

MnWn · · · M1W1Z, (2)

which is a finite union of linear manifolds. Denote that in the singular value
decomposition, W = UΣV , the operations (multiplying by Σ and applying a
change of basis are diffeomorphisms, and adding 0s to new coordinates) indicate
a manifold embedding. Thus, the generated manifold will be projected onto a
subset of the coordinates. So the generated manifold g(Z) will be contained in a
countable union of low dimensional manifolds. Therefore, the generated manifold
has measure 0 in X .
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The illustrations above tell that the generated manifold will be contained
in a countable union of low dimensional manifolds. At the same time, the real
data manifold might be full of the sample space. Therefore, it is hard for the
generator to cover all the examples, especially in the beginning of the training
procedure. And it also points out the first reason for mode collapse in training
GANs: the initial generated manifold cannot cover all the examples.

Secondly, we consider the generalization in GANs which means that the pop-
ulation distance between the generated distribution and real data distribution
is close to the empirical distance between the empirical distributions.

We first assume the training objective function for GANs is Ex∼Pr
[φ(D(x))]+

Ez∼Pg
[φ(1−D(G(z)))]. Meanwhile we also assume the measuring function ranges

from −Δ to Δ, F = {Dv, v ∈ V} is the class of discriminators that is L-Lipschitz
with respect to the parameters v and p is to denote the number of parameters
in v.

Let μ, v be two distributions and μ̂, v̂ be empirical versions each with at
least m samples. We show that with high probability, for every discriminator
Dv, there exists:

|Ex∼μ[φ(Dv(x))] − Ex∼μ̂[φ(Dv(x))]| ≤ ε/2 (3)

|Ex∼v[φ(1 − Dv(x))] − Ex∼v̂[φ(1 − Dv(x))]| ≤ ε/2 (4)

The proof can be seen in [2] in detail.
Therefore, we can obtain a conclusion that if μ̂ is the empirical version of

distribution μ with m samples. There is a universal constant c such that when
m ≥ (cp2Δ2log(LLΦp/ε))/ε2, we have that with probability at least 1−exp(−p),
dF,Φ(μ, μ̂) ≤ ε.

It shows that a discriminator net with p parameters cannot distinguish a
distribution μ and a distribution with support Õ(p/ε2). That is, the low capacity
discriminator cannot detect the lack of sample diversity. Actually, the training
examples is very sparse and the sample space has a high dimensionality. That’s
why mode collapse occurs in GANs. It also leads to a conclusion that in GANs
training procedure, the gradients on the generator cannot lead the generated
manifold to cover all the examples. Therefore, it points out the second reason
for mode collapse in GANs: the training procedure for GANs cannot recover
from mode collapse failure.

Overall, the interpretations above show the reasons for mode collapse in
training GANs which also motivate us to design a new training architecture for
GANs.

4 Our Method

Our method to deal with mode collapse in GANs is to introduce a supervi-
sion signal to alleviate this issue. Therefore, the supervision signal will keep the
generated manifold and the real data manifold close even in the initialization.
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Inspired by variational auto-encoder, we set an encoder to learn the low dimen-
sional representation for training examples. Thus, we can train the generator to
ensure the generated manifold to be close to the real data manifold.

Fig. 1. Architecture for our model sGAN. Note that the red lines represents that using
the encoder to learn the low dimensional representations for high dimensional training
examples; Therefore, a supervision signal is added to typical GANs model. (Color figure
online)

Figure 1 shows the architecture of our model SSGAN. In SSGAN, we use
an encoder network (inverse generator) to learn the low dimensional represen-
tations for the training data. Meanwhile, the encoder can also restrict the low
dimensional distribution to be some distribution (e.g. a Gaussian). Thus, the
noise input for generator can be sampled from this distribution. Therefore, the
generated manifold can be trained to be close to the real data manifold via such
a supervision signal. The training paradigm is shown in the following paragraphs
in detail.

The encoder in our training architecture is actually an inverse generator
which can map the training examples to low dimensional representations. There-
fore, this low dimensional representation can be used to make the generated
manifold and real data manifold closely.

In our model, we regularizes the encoder by imposing a prior z ∼ N (0, I)
over the latent distribution. Thus the latent distribution can be restricted to
a Gaussian by Lprior = KL(N (μ(x), Σ(x))‖N (0, I)). The training objective
function for the encoder network can be shown as:

LE = Lprior + ‖G ◦ E(x) − x‖22 (5)

where minimizing ‖G ◦ E(x) − x‖22 is actually reducing the reconstruction error
for the encoder-generator networks.

In the typical setting of GANs, it consists of two components: a generator and
a discriminator. The discriminator tries to distinguish the real data examples and
generated samples while the generator tries to confuse the discriminator. Here
we assume the training objective function for GANs is:

LGAN = Ex∼Pr
[φ(D(x))] + Ez∼Pg

[φ(1 − D(G(z)))] (6)
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In SSGAN, the generated manifold is kept close to the real data manifold
via a supervision signal. Meanwhile, the generator should still be trained to
confuse the discriminator. By trading off these two motivations, we can obtain
the objective function for the generator:

LG = Ez∼pg
[φ(1 − D(G(z)))] + γ‖G ◦ E(x) − x‖22 (7)

On the other hand, the discriminator still tries to distinguish the real samples
and the generated samples. So the training objective function for the discrimi-
nator can be shown as:

LD = Ex∼pr
[φ(D(x))] + Ez∼pg

[φ(1 − D(G(z)))] (8)

By iteratively training the inverse generator, the generator and the discrim-
inator, a supervision signal will be added to the GANs model to help the gener-
ated manifold capture more modes in examples.

5 Evaluation Metrics

To evaluate both the sample quality and modes capturing phenomenon in GANs,
we use several different metrics for different experiments.

To estimate the sample quality, the inception score [17] is a very good assess-
ment. The expression of inception score can be shown as:

I = exp(ExKL(p(y|x)‖p∗(y))) (9)

Here, x represents one generated sample, p(y|x) is the soft-max output of a
strong classifier of the labels for a generated sample x, and p∗(y) is the overall
label distribution for the generated examples. Considered that the strong clas-
sifier always has a high confidence for good samples, the higher inception score
insures better sample quality.

However, the inception score do not consider the distribution of the training
data. So once the GAN model is not very good, the inception score can still be
very large for generated samples. [3] propose a new metric (mode score) to avoid
this issue. The expression for mode score is shown as:

M = exp(ExKL(p(y|x)‖p(y)) − KL(p∗(y)‖p(y))) (10)

Here, p(y) is the overall distributions for training samples. This metric con-
siders the human evaluation experiences. The former part of mode score insures
the sample quality and the latter part insures the sample diversity. However, the
overall distribution for training data might has a very high entropy which will
make the former part loss its efficacy.

The shortcomings of these two evaluation metrics motivate us to design a new
metric to evaluate the performance for different GAN models on mode capturing.
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Definition 1 (Matching Score). Given two datasets D1 = {x1, · · · , xn} and
D2 = {g1, · · · , gn} in the same sample space, and a similarity function between
two samples s(·, ·), the matching score between the two datasets w.r.t. s is

MS =
1
n

max
π∈Π

∑n

i=1
s(xi, gπ(i)),

where Π is all the permutations of {1, · · · , n}.

Definition 1 tells that the matching score is the average value of similarity
for generated samples and real samples with maximum matching. To calculate
the matching score directly demands a large computational cost. In practice, we
use maximum bipartite matching algorithm to search the optimal permutation
of generated samples corresponding to some permutation of training examples.
Therefore, the matching score can be obtained. Owing to that the matching score
considers the optimal matching of generated samples and real samples, higher
matching score insures more modes in generated manifold. That is why we use it
to evaluate the performance of GANs on mode collapse problem. Besides, cosine
similarity is chosen in our experiments.

6 Experiments

In order to show the efficacy of our newly proposed SSGAN, we conducted a
set of experiments on MNIST [10], CIFAR10 [9], and CelebA face dataset [12].
The compared algorithms consist: DCGAN [16], improved Wasserstein GAN [7],
VEEGAN [18], MDGAN [3], AdaGAN [19], and InfoGAN [4]. Meanwhile, we
also provide the performance on metrics include: inception score, mode score
and matching score.

In detail, we set the architecture from DCGAN as the architecture for our
SSGAN and also the compared models. Besides, in the setting of SSGAN, we
use the following standard objective function for training GANs:

L = Ex∼pr
[log(D(x))] + Ez∼pg

[log(1 − D(G(z)))] (11)

In the following paragraphs, we will provide the performance for different
GANs on different datasets respectively.

6.1 Ablation Study

We conduct ablation studies on MNIST dataset compared with WGAN [1] and
WGAN-GP [7]. MNIST is a dataset for hand written digits with 60,000 training
examples and 10,000 test examples. The digits have been size normalized and
centered in a fixed-size image. And these examples are from approximately 250
writers. Besides, we have made sure that the sets of writers for the training set
and test set are disjoint.

For MNIST dataset, we borrow the architecture from DCGAN with three de-
convolutional layers for the generator network and three convolutional layers for
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(a) WGAN (b) WGAN-GP (c) SSGAN (ours)

Fig. 2. Comparison on the histogram of inception score for generated samples.

(a) WGAN (b) WGAN-GP (c) SSGAN (ours)

Fig. 3. Comparison on the histogram of mode score for generated samples.

the discriminator network. We also assume the data generating distribution can
be approximated with ten dominant modes. So we train a regular three layers
convolutional neural network to classify the generated samples into 10 classes.
Therefore, we can get the inception score and the mode score respectively.

In Fig. 2, we use the histogram of inception score to evaluate the sample visual
quality. Clearly, our proposed model SSGAN improves the inception scores and
thus show the benefits of our model to improve the sample qualities. At the same
time, we also use the histogram of mode score to evaluate the modes dropping
phenomenon with these three models. In Fig. 3, the distribution of mode score
of our model shows that our model can capture more modes than other two
models.

Table 1. The proportion of digits for generated samples with 10,000 samples (%).

Method 0 1 2 3 4 5 6 7 8 9

WGAN 0.72 5.21 8.12 0.38 0.24 36.76 0.49 48.03 0.01 0.04

WGAN-GP 3.86 17.55 12.80 6.36 5.83 26.92 2.87 23.36 0.32 0.13

SSGAN (ours) 9.62 11.11 10.32 10.65 9.36 8.90 9.74 10.65 9.75 9.90

Table 1 shows the proportion of digits for generated samples with 10,000 sam-
ples. Clearly, the proposed SSGAN captures all the digits and the distribution
for generated samples is almost the ground truth distribution of training data.
On the other hand, WGAN missed a digit “8” and the digit distribution for
WGAN and WGAN-GP is far away from the ground truth distribution.
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Table 2. The inception score, mode score with 10,000 generated samples and the
results of matching score for different models.

Method Inception score Mode score Matching score

WGAN 5.158 3.390 0.025

WGAN-GP 5.800 3.765 0.159

SSGAN (ours) 9.364 9.296 0.737

In Table 2, we show the inception score, mode score and matching score for
different GAN models. The former two evaluation metrics are calculated via
10,000 generated samples. These results show that our model SSGAN has better
visual quality (higher inception score and mode score) and capture more modes
in generated manifold (higher mode score and matching score). Meanwhile, the
evaluation of matching score also shows that our model SSGAN can better match
the training examples.

Overall, by these three evaluation metrics and the histogram of inception
score and mode score, the proposed SSGAN outperforms WGAN and WGAN-
GP with better sample quality and more modes captured.

Owing to that the training data distribution for MNIST is uniform, it is
hard to evaluate the performance on mode collapse for different models. So we
synthesized a new unbalanced MNIST dataset for better evaluation on modes
dropping problem.

Table 3. The proportion of digits for generated samples with 10,000 samples (%).

Method 0 1 2 3 4 5 6 7 8 9 KL

Ground truth 0.48 0.48 0.96 2.39 4.78 9.57 14.35 19.14 23.92 23.92 –

WGAN 0.38 0.81 1.31 7.26 5.78 4.08 0.85 12.48 34.48 32.57 36.77

WGAN-GP 1.31 0.15 0.18 1.93 1.82 2.09 12.13 16.14 32.56 31.69 12.92

SSGAN (ours) 0.49 0.51 0.92 2.27 4.74 9.65 14.33 19.23 23.91 23.85 0.10

Table 3 shows the proportion for different digits in generated samples with
our new synthetic unbalanced MNIST dataset. According to the results of KL
divergence between the ground truth distribution and distribution generated
by different models, the distribution of our model SSGAN is more close to the
ground truth.

Table 4 shows the comparison on inception score, mode score and matching
score for different models. The results show that our model SSGAN has higher
inception score, mode score and matching score which ensures better visual qual-
ity and modes capturing.
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Table 4. The inception score, mode score with 10,000 generated samples and the
matching score results for different models.

Method Inception score Mode score Matching score

WGAN 4.103 3.987 0.076

WGAN-GP 5.475 4.776 0.175

SSGAN (ours) 9.043 8.975 0.832

Owing to the distribution of training data is not a uniform, the experiments
on MNIST dataset and synthetic unbalanced MNIST dataset can better evaluate
the capacity on modes capturing for different modes.

In CIFAR 10 dataset, there are 60,000 images (10 classes) with 6,000 images
per class. The dataset consists a training dataset with 50,000 images and a test
dataset with 10,000 images. The images are drawn randomly from the entire
dataset. And this dataset involve high quality and diverse images.

Fig. 4. Comparison on inception score for different models.

Figure 4 shows the comparison on inception score compared with WGAN and
WGAN-GP. By applying an inception network [17] to classify the images, the
inception score and mode score can be calculated. With the results for inception
score, we can observe that our model SSGAN is higher than the other two
methods. This indicates that SSGAN can generate better looking samples.

Overall, our proposed SSGAN outperforms WGAN and WGAN-GP on both
visual quality and modes capturing.

6.2 SoTA Comparison

In this section, we conduct the experiments on CelebA dataset. CelebA is a
large scale face dataset with more than 200,000 celebrity images. Each image
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has 40 attribute annotations. So CelebA images are very diverse with large pose
variations and background clutter. For the experiments involving CelebA face
dataset, we reshaped the images into 32 × 32 × 3. At the same time, we borrow
the architecture from DCGAN [16] for training GANs.

Table 5. The results of matching score for different models.

Method DCGAN WGAN WGAN-GP VEEGAN

Matching score 0.002 0.002 0.053 0.267

Method MDGAN AdaGAN InfoGAN SSGAN

Matching score 0.317 0.402 0.393 0.456

Table 5 shows the results of the matching score for different GAN models.
Our model SSGAN achieves 0.456 on CelebA face dataset which is much better
than other SoTA methods.

Overall, the SoTA comparison experiments tell that the proposed SSGAN
is not only capable of facing large scale dataset but also better capture more
modes in training examples.

7 Conclusions

GANs is known as one of the most popular generative models. However, some
limitations in training GANs unlock its power to be applied into more areas.
One of the most severest problem is mode collapse. In this paper, we blame the
mode collapse problem for the initial generated manifold cannot cover all the
examples, and the training process is hard to recover from this failure. Therefore,
we bring a supervision signal to GANs to keep the generated manifold being close
to the real data manifold even at the initialization. Experiment results show that
our method could outperform several SoTA methods in training GANs on both
visual quality and modes capturing.
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Abstract. Image inpainting is one of the important tasks in computer
vision which focuses on the reconstruction of missing regions in an image.
The aim of this paper is to introduce an image inpainting model based on
Wasserstein Generative Adversarial Imputation Network. The generator
network of the model uses building blocks of convolutional layers with dif-
ferent dilation rates, together with skip connections that help the model
reproduce fine details of the output. This combination yields a universal
imputation model that is able to handle various scenarios of missingness
with sufficient quality. To show this experimentally, the model is simul-
taneously trained to deal with three scenarios given by missing pixels at
random, missing various smaller square regions, and one missing square
placed in the center of the image. It turns out that our model achieves
high-quality inpainting results on all scenarios. Performance is evaluated
using peak signal-to-noise ratio and structural similarity index on two
real-world benchmark datasets, CelebA faces and Paris StreetView. The
results of our model are compared to biharmonic imputation and to some
of the other state-of-the-art image inpainting methods.

Keywords: Imputation methods · Missing data · Image inpainting ·
Generative models · Wasserstein GAIN · Wasserstein GAN

1 Introduction

In computer vision, one of the most important tasks being solved is image
inpainting, also known as image completion, which aims to restore missing pixels
in a damaged image. The aim is to estimate and impute the pixel information
in missing locations based on the context from non-missing parts of the image.
Since locations of missingness can appear in many ways such as random noise or
entire connected regions of various size and shape, it may not be easy to have a
universal model that can handle most of these scenarios. Image inpainting can
also be used for replacing unwanted by a realistically looking output.

Conventional approaches understand pixel imputation as a smooth function
extension problem, see e.g. [2,4,7,19]. These methods work well for cases where
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image corruption is minor or straightforward to fill in, but not so well for cases
with more significant damage, failing to produce reasonable or plausible out-
comes [16]. Recently, the most successful methods (e.g. [13,18,25,26]) combine
convolutional neural networks and generative adversarial networks which yield
improvements such as higher sharpness, matching colours and general shapes of
imputed objects in missing regions. Typically these models have the common
advantage that one does not need to know which pixels are missing in advance.
However, the most successful ones are often of high-complexity and with compli-
cated loss functions often based on pretrained networks for visual classification.

The aim of this work is to address image inpainting task using Wasserstein
Generative Adversarial Imputation Network (WGAIN) that was recently intro-
duced by the authors in [9] as a general imputation model. It is a generative impu-
tation model which, for non-visual imputation tasks, performs comparatively to
other state-of-the-art methods. It beneficially incorporates the Wasserstein met-
ric to adversarial training which does not suffer from vanishing gradients.

For the image inpainting domain one needs to adjust the model for the sce-
nario of image data, namely make use of convolutional layers. In our WGAIN
model, we adopt the architecture from [13] and extend it by using building blocks
composed from parallel convolutional layers with multiple dilation rates. This
leads to different sizes of the layers’ receptive fields which improves the ability
of the model to focus on both the local and global structure of the image hence
obtaining universality in terms of variable missing pixel regions. Moreover we
use skip connections allowing the model to propagate high resolution features in
the hourglass network topology of the generator in a sandwich like way which
helps the model reproduce the fine details.

Our aim is to research the ability of our WGAIN model to perform well even
without the highly complicated pre-trained elements. We experimentally show
that our model is able to perform well in three different scenarios of missingness
when trained for all of them at once. These scenarios are given by missing pixels
at random, missing various smaller square regions, and one missing square placed
in the center of the image. Hence the model is able to react properly on large
missing areas as well as on many missing small areas simultaneously. This shows
the universality of the proposed WGAIN model. The performance is evaluated
using peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM).
The results are compared to conventional methods of inpainting by biharmonic
functions used e.g. in [1,3,6,7]. We also discuss the comparison to other state-
of-the art methods [11,13,16,18,25,26] where possible.

2 Related Work

Most conventional methods such as [2,4,7,8,19,20] used to perform computer-
aided inpainting rely on local features such as colours and textures, but they fail
to consider the global semantics of the image. These methods work well for cases
where image corruption is minor or scattered across the image in small regions,
but not so well for cases with more significant regions to fill, failing to produce
reasonable or plausible outcomes [16].
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A significant number of state-of-the-art methods use deep generative neural
networks with very promising results. One of the ways of creating globally well-
organized and coherent images is by introducing a second neural network, an
adversary, that tries to decide whether the produced results look artificial or
genuine. The original generating network can learn to produce results that are
much less likely to be discarded as artificial using information from this adversary
network. Such networks are called generator and discriminator. This type of
architecture is called generative adversarial network (GAN) [10].

Let us briefly mention some of state-of-the-art methods. A very inspiring
work handling inpainting using deep neural networks with an adversary dis-
criminative network is Context Encoders (CE) [16]. Based on the autoencoder
architecture and using only convolutional layers, they achieved superior results in
a semantic inpainting task. In [25] introduced contextual attention layer enables
distant areas of the image to influence each other. When combined with two
discriminating losses, one for determining whether the entirety of the resulting
image is real-looking and one only for the generated patch, the work achieved
more plausible results than other methods in a human evaluated test. Hui et al.
in [12] mitigated the problem of blurred outputs using a one-stage model called
dense multi-scale fusion network (DMFN), which utilizes dense combinations of
dilated convolutions to obtain larger and more effective receptive fields. They
designed a novel self-guided regression loss for concentrating on uncertain areas
and enhancing semantic details. In [26] presented network contains reconstruc-
tive and generative parts, both represented by GANs, and a new short+long
term attention layer improving appearance consistency. This network is able to
generate multi-modal results. The PiiGAN [5] based on [25] also adopted the idea
of producing multiple reasonable result. The recently proposed Symmetric Skip
Connection Wasserstein Generative Adversarial Network [13] contains encoder-
decoder with convolutional blocks, linked by skip connections, together with a
Wasserstein-Perceptual loss function to preserve colour and maintain realism
on a reconstructed image. PEPSI and Diet-PEPSI [18] are another recent very
successful GAN-based models incorporating parallel extended-decoder path for
semantic inpainting, which aims at reducing the number of convolution opera-
tions as well as improving the inpainting performance.

3 Wasserstein Generative Imputation Network

Here we introduce the WGAIN following [9] closely. Let us denote by X = R
m,n,3

the space of all possible images of size m × n and three color channels (RGB)
and let X be a random element of X whose distribution is denoted by P(X).
The identification of missing/damaged pixels is stored in a mask boolean matrix
M ∈ {0, 1}m,n, where:

M i,j =
{

1, if ijth pixel of X is valid,
0, if ijth pixel of X is missing.

The distribution of M corresponds to the distribution of missingness in the data.
Let us further denote by X̃ the image X having zeros in place of missing pixels
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given by
X̃ = X � M ,

where � denotes element-wise multiplication performed along all three color
channels.

The next step is to prepare the input that can be used to replace the missing
pixels in X̃ by random values drawn independently from the normal distribution.
Formally, let Z ∈ R

m,n,3 be a random tensor with independent and identically
distributed components having normal distribution N (0, σ2) with variance σ2

and define
Z̃ = Z � (1 − M).

To impute missing pixels in X̃ based on the information from non-missing
pixels, we want the model to learn the conditional distribution P(X|X̃,M) of
X given X̃ and M .

The generator g of the WGAIN model is a mapping g : X ×X ×{0, 1}m,n → X
represented by a deep convolutional network that is fed by X̃, Z̃, and by M . It
produces a new random image g(X̃, Z̃,M) corresponding to X̃ with all pixels
imputed. The final image where only the missing pixels are imputed is then given
by

X̂Z = g(X̃, Z̃,M) � (1 − M) + X̃ � M

and it is a random image whose conditional distribution P(X̂Z |X̃,M) is given
by the distribution P(Z) of Z and should be as close as possible to P(X|X̃,M).

The critic part f of the WGAIN model is a Lipschitz mapping f : X ×
{0, 1}m,n → R represented by a deep convolutional network with norm restricted
weights and fed by images and masks trained to maximize

EX∼P(X ),M ∼P(M )

(
f(X,M) − EZ∼P(Z )f(X̂Z ,M)

)

which is estimated by sample means from mini-batches. This corresponds to
the estimate of the expectation with respect to M and X of the Earth-
Mover’s or Wasserstein distance [17,21] between the two conditional distribu-
tions P(X̂Z |X̃,M) and P(X|X̃,M).

3.1 Training

The critic f is used in adversarial training of both the generator g and the critic
itself. There the generator and the critic play an iterative two-player minimax
game where the critic wants to recognize the imputed values from the real ones
and the goal of the generator is to trick the critic so it cannot recognize them.
Moreover, the generator’s output is tightened to the correct image by the abso-
lute error loss function LMAE.

Therefore, there are two objective functions to minimize. The first corre-
sponds to training of the critic given by

J(f) = EX∼P(X ),M ∼P(M )λf

(
f(X,M) − EZ∼P(Z )f(X̂Z ,M)

)
,
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Algorithm 1: WGAIN training pseudo-code.
Input: α - the learning rate; wmax - maximal norm of critic weights used in

clipping; m - the mini-batch size; λf , λg, λMAE - weights of the objectives
Draw m samples {xj}m

j=1 from the dataset;
Draw m samples {mj}m

j=1 from the mask distribution;
Draw m samples {zj}m

j=1 from the normal distribution of Z ;
while not converged do

x̃z j ← zj � (1 − mj) + xj � mj ;
x̂z j ← g(x̃z j ,mj) � (1 − mj) + xj � mj ;

Update weights w of f using Adam optimizer with learning rate α and
gradient

∇J(f) = λf∇
[

1
m

∑m
j=1 f

(
x̂z j ,mj

) − 1
m

∑m
j=1 f

(
xj ,mj

)]
;

Clip the norm of w by wmax;

Update weights of g using Adam optimizer with learning rate α and gradient

∇J(g) = ∇
[
−λg

1
m

∑m
j=1 f

(
x̂z j ,mj

)
+ λMAE

1
m

∑m
j=1‖x̂z j − xj‖2

]
;

end

where the weight λf enables one to increase or decrease the influence of the
corresponding gradient. Second is the objective for the generator,

J(g) = EX∼P(X ),Z∼P(Z ),M ∼P(M )

(
− λgf(X̂Z ,M) + λMAELMAE(X̂Z ,X)

)
,

where λg and λMAE are weights enabling one to strengthen or weaken the influ-
ence of the absolute error loss function.

The pseudo-code of the WGAIN training is given in Algorithm 1. The values
of the objective functions are estimated from mini-batches. The optimization
is done via alternating gradient descent, where the first step is updating the
critic f and the second step is updating the generator g. Hence, when perfectly
trained, the discriminator gives negative values for cases with imputed features
and positive values for cases with true features. On the other hand, the generator
entering the critic will be pushed to obtain large positive values of the critic as
it gives to real values.

3.2 Architecture of Networks

Both the generator and the critic networks are based on convolutional layers. The
architecture of the generator g, as shown in Fig. 1, is composed of building blocks
of convolutional or deconvolutional layers with different dilation rates. Those
building blocks are then combined in the encoder-decoder bottleneck topology
with sandwich like skip connections as introduced in [13].

The skip connections allow the model to propagate high resolution features
from layers of the encoder into layers of the decoder (in reverse order) which
helps the model transfer the fine details in every depth better. The first skip
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connection is fed by the concatenation of the network’s input (X̃, Z̃,M). The
subsequent ones by the outputs of the encoder’s blocks.

The building blocks are composed of three parallel convolutional (for encoder)
or deconvolutional (for decoder) layers with the same kernel size of 5 × 5 but
with different dilation rates 0, 2, 5 corresponding to different sizes of the layer’s
receptive field [24]. The layers use padding and no strides so that the same
dimension of the output is guaranteed. The numbers of channels for the three
layers are of the form (n/2, n/4, n/4) with increasing numbers in the encoder
as n = 128, 128, 256, 512 and decreasing in the decoder as n = 256, 128, 128. All
three layers of the block have ELU activation functions and are concatenated
into a single output. In the case of the encoder the output goes into the outgoing
skip connection and also into the next block. If the next block belongs to encoder
the max-pooling of pool size 2 × 2 is applied before entering it. In the case of
the decoder the input into the block is given by a concatenation of the previous
block output and the incoming skip connection. The output of the decoder’s
block is followed by an up-sampling operation of factor 2 × 2.

The final block of the decoder is not up-sampled but only concatenated with
the first skip connection and fed into the one other deconvolutional layer with 8
channels, kernel size of 3 × 3, and ELU activation which is then followed by the
last deconvolutional layer with 3 channels, kernel size of 3×3, and hard-sigmoid
activation function, defined by

h(x) =

⎧⎪⎨
⎪⎩

0 for x < −2.5,

0.2x + 0.5 for x ∈ [−2.5, 2.5],
1 for x > 2.5,

that is responsible for collection of the final output.
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Fig. 1. The architecture of the generator.

The critic f has a simple funnel topology with 5 convolutional layers with
kernel size of 5 × 5, 2 strides, and channel numbers 64, 128, 256, 256, 512. The
layers have Leaky ReLU activation function. The final output is produced by a
single neuron connected to the flattened output of the last convolutional layer
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with linear activation. The norm restriction needed for the Lipschitz property of
the critic is achieved by clipping the L2 norm of each layer weights tensor to 1.

4 Experiments

The experiments were performed on two benchmark datasets: Paris StreetView
[16] and CelebA faces [15]. For the CelebA faces dataset the aligned and cropped
variant which has faces aligned in the central position was used. In the prepro-
cessing step images from both datasets were cropped to be square shaped and
have a common size of 128 × 128 pixels.

4.1 Scenarios of Missingness

In order to analyze the performance of the inpainting model we focus on three
scenarios of missingness, i.e. on three probability distributions of the mask M .
These three scenarios can be taken as representatives of three qualitatively dif-
ferent situations of how the missing pixels might be distributed across the image.

Noise corresponds to the situation when each pixel of the mask M is sampled
independently on other pixels with a probability p of having value 0 which
corresponds to the portion of missingness. In this scenario, we choose three
different values of p to simulate various damage portions. The simplest case is
when 50% of the pixels are dropped. The more severe damages are represented
by 75% and 95%.
In the training phase, the values of p for each sample are generated randomly
with a uniform distribution in the interval [0.5, 0.95].

Single square in the center represents a demanding task with a large contin-
uous region missing in the image, as there are no hints left inside the area.
To test this scenario, we fixed M to represent a centered square of missing
pixels. One side of the missing square is as long as half of the side of the
original image, thus the missing portion is 25%.
In the training phase the square is centered but its side is a randomly (uni-
formly) chosen integer in the interval [�/2.5, �/1.6], where � is the side of the
original image.

Randomly located multiple squares is a compromise between the previ-
ous two types of region mask. There are multiple smaller squares uniformly
independently distributed across the image. The number of randomly located
squares is fixed to 5 and the squares have a fixed size of 31×31 pixels. Because
of the overlapping it yields the final missing portion approximately equal to
25%.
In the training phase the number of squares, their positions, and their sizes
are chosen randomly. To be precise, we generate 30 squares with lower left
corners uniformly distributed in the 2D interval [−2�, 3�]2 and with their sides
uniformly distributed in the interval [�/5, �/3]. The final mask for the sample
is then given by the intersection of those squares with the 2D interval [1, �]2.
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During the training phase the model learns all these scenarios at once. This
means that each training sample randomly choses which scenario it belongs to
and then it generates the mask matrix as described above. In the evaluation
phase each of these scenarios is evaluated separately.

4.2 Implementation Details

We perform a global normalization on all channels of the images to set the
intensity values of the pixels in the range [0, 1]. The hyperparameters for the
experiment were empirically set as λf = 1, λg = 0.005, and λMAE = 1. The
training procedure was optimized using Adam optimizer with learning rate α =
0.00005. The mini-batch size was m = 32. The model for the Paris StreetView
dataset was trained in 2000 epochs and the model for the CelebA dataset in 200
epochs. This corresponds to a similar number of training steps and training time
for both datasets.

The source code of our experiments is available at Github repository1. We
used the TensorFlow library2 running on a nVidia Tesla V100-PCIE-32GB.
It took approximately 3 days to train each model. For the implementation of
biharmonic function inpainting we used the scikit-image3 library.

4.3 Results

The examples of the experimental results are shown in Figs. 2 and 3. Our model
performs well for both datasets in all scenarios of missingness. Moreover, in all
cases it visually outperforms the results of inpainting by biharmonic functions.
Interesting results can be observed in Fig. 3 in the single centered square scenario.
Here the inpainted face looks quite realistic but differs from the original image.
The person on the original image is looking to the left with eyes wide open
whereas the face generated by our model is looking to the center with less open
eyes. We may say that the inpainting result is satisfactory since one is not able
to determine this information from the non-missing part of the image.

As a quantitative evaluation the peak signal-to-noise ratio (PSNR) [22] and
the structural similarity index measure (SSIM) [23] were used. Both metrics are
common for image inpainting evaluation [5,12,18,25]. In Table 1 the results are
presented together with biharmonic function inpainting results in the same setup.
In all evaluation scenarios the WGAIN outperformed biharmonic inpainting.

To be able to compare the results to other state of the art methods, we used
the single square in the center scenario. The values of the PSNR and SSIM mea-
sures for PiiGAN, DMFN, and CE compared to our method are summarized in
Table 2. It shows that on the Paris StreetView dataset the WGAIN outperforms
CE and also the DMFN in SSIM with equal PSNR. On the CelebA faces dataset

1 https://github.com/vasatdan/wgain-inpaint.
2 https://www.tensorflow.org.
3 https://scikit-image.org/.

https://github.com/vasatdan/wgain-inpaint
https://www.tensorflow.org
https://scikit-image.org/
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Fig. 2. Demonstration of inpainting scenarios and results for Paris StreetView dataset.

Fig. 3. Demonstration of inpainting scenarios and results for CelebA dataset.
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Table 1. Results on Paris StreetView and CelebA datasets.

Damage type Paris StreetView CelebA

WGAIN Biharmonic WGAIN Biharmonic

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

Singlesquare 25% 25.00 0.88 21.12 0.85 25.96 0.92 17.94 0.83

Multisquare 25% 26.51 0.90 22.67 0.86 26.75 0.93 23.34 0.89

Noise 50% 31.48 0.96 30.11 0.95 34.00 0.98 33.37 0.98

75% 27.73 0.90 25.90 0.87 29.96 0.95 28.73 0.93

95% 22.72 0.74 21.13 0.67 23.86 0.83 22.52 0.79

in comparison to the DMFN our model has lower PSNR and higher SSIM. Both
WGAIN and DMFN, however, are outperformed by the PiiGAN for this dataset.

To interpret this comparison correctly one should note that the results of the
experiments presented for the other methods were often obtained with different
resolutions of images, for different target tasks, and some of them actually on
different datasets - instead of the CelebA dataset, the CelebA-HQ dataset col-
lected from CelebA and post-processed (for details see [14]) was used in both
[5,12]. Especially the different target tasks are of high importance. The pre-
sented results for the competitive models are obtained under the scenario where
the corresponding imputation method is trained on the same task where it is
evaluated. It means that the models are trained to impute the centered square
of fixed size only. On the other hand, our model is trained for all the scenarios
of missingness together and performs quite well on all of them. Hence, on one
specific subtask, it might be outperformed by a specialized model trained for
that subtask only.

Table 2. Comparison of inpainting methods on the single square in the center scenario
of missingness, where 25% of pixels are missing. The values of PSNR and SSIM are
taken from the papers cited in the table. Note that PiiGAN and DMFN used CelebA-
HQ dataset, and that DMFN used images of size 256 × 256.

Method CelebA dataset Paris StreetView dataset

PSNR SSIM PSNR SSIM

PiiGAN [5] 34.99 0.99 – –

DMFN [12] 26.50 0.89 25.00 0.86

CE [16] – – 18.58 –

WGAIN (ours) 25.96 0.92 25.00 0.88
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5 Conclusion

In this paper we present an image inpainting model based on Wasserstein Gener-
ative Adversarial Imputation Network where the generator network uses convo-
lutional building blocks and skip connections. The combination of convolutional
layers with different dilation rates enables each building block to focus on both
the global (large range) and the local (small range) structure of the input, and
skip connections help the model reproduce fine details of the output.

This yields a universal imputation model that is able to handle various sce-
narios of missingness with sufficient quality. We tested three scenarios given
by missing pixels at random, missing various smaller square regions, and one
missing square placed in the center of the image. The model was trained simul-
taneously for all of the scenarios. The performance was evaluated using peak
signal-to-noise ratio and structural similarity index on two real-world bench-
mark datasets, CelebA faces and Paris StreetView. The results were compared
to biharmonic imputation and to three other state-of-the-art methods. It turns
out that our WGAIN image inpainting model achieves high-quality inpainting
results which outperform the conventional inpainting by biharmonic functions
and is comparable to state-of-the-art method DMFN [12]. The superiority of
PiiGAN [5] on the CelebA dataset compared to our model is assumed to be
caused by focusing on only one scenario of missingness.
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Abstract. The Vision Transformer (ViT) is currently gaining pop-
ularity in computer vision circles due to its record-breaking perfor-
mance and faster training time achieved without relying on convolu-
tion operations found in CNN architectures. In this study, the Vision
Transformer is applied to the task of COVID-19 detection from com-
puted tomography (CT) scan images, specifically on the COVID-CT
and Sars-CoV-2 datasets. Using a model pretrained on the mid-sized
ImageNet-21k dataset, results show that even the smallest ViT variant
that uses small input patch sizes outperformed cutting-edge CNNs espe-
cially on the smaller COVID-CT dataset with only a few hundred train-
ing images. Furthermore, generation of synthetic images using a ResNet-
based Self-Attention Generative Adversarial Network (SAGAN-ResNet)
was employed as a data augmentation method to alleviate the problem
of limited data and was found to further improve accuracy by approxi-
mately 3% and 2% on the COVID-CT and Sars-CoV-2 datasets, respec-
tively. In addition to being more computationally efficient and scalable
than CNNs, ViT also provides representations that allow visualization
of areas that are semantically relevant for detection.

Keywords: GANs · Vision transformers · COVID-19

1 Introduction

Due to the recent and ongoing pandemic caused by the infectious Coronavirus
disease (COVID-19), there are numerous efforts to automate detection of this
highly infectious disease using computer vision techniques. Many of these stud-
ies focused on detection from chest x-ray images since chest x-ray COVID-19
datasets are more accessible [7,13,26]. Some studies also proposed detection
methods for computed tomography (CT) scan images [2,12,16]. These have also
been shown to be very useful for COVID-19 detection and can provide more
detailed information than x-ray images such as the shape, size, density of inter-
nal lung structures.
c© Springer Nature Switzerland AG 2021
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Moreover, most of the methods proposed for the automated detection of
the virus make use of the widely popular convolutional neural networks (CNN)
[7,9,11,16,25,26]. While it has been shown that CNNs are very powerful in
computer vision tasks and can obtain very accurate results, they require a large
amount of computational resources to train. Recently, a new method that does
not rely on convolution operations for computer vision tasks was proposed. This
method, called the Vision Transformer (ViT), was shown to achieve excellent
results compared to state-of-the-art CNNs especially when pre-trained on very
large datasets [3].

Based on the transformer architecture originally designed for NLP tasks,
the ViT is computationally efficient and scalable. They pre-trained on differ-
ent datasets such as the ImageNet-21k [1] and the JFT-300M [22] and then
fine-tuned the model on several benchmark tasks. It was shown to outperform
ResNets with the same computational budget [3,24]. Unlike in CNNs where only
the local features are present in the lowest layers, ViT employs the self-attention
mechanism, which integrates both global and local feature information across
the whole image even in the lowest layers consequently improving its general-
ization capabilities. Furthermore, using the attention weights in the ViT, it is
possible for us to visualize the areas that are semantically relevant for image
classification, which could be especially beneficial for examining closely these
areas in the image.

However, with the scarcity of medical datasets made available to researchers
for experimentation, not to mention the COVID-19 outbreak occurring relatively
recently and the shortage of experts for accurate data labeling, publicly available
COVID-19 CT-scan datasets are very limited in size. To address this, several
studies have also explored the use of GANs for data augmentation in chest x-
ray images [9,25] and CT-scan images [8,11] and observed improvements in the
detection of COVID-19.

Motivated by the mentioned studies, we employ the Vision Transformer for
COVID-19 detection in CT scan images and GANs for data augmentation. To
the best of our knowledge, this is the first study to apply ViT to this problem.
For data augmentation, we use a ResNet-based self-attention GAN, which we
refer to as the SAGAN-ResNet. Furthermore, we present how the ViT provides
visualization for the images by showing what parts of the input image the model
focuses its attention in the different layers.

2 Methodology

In this section, we describe our proposed method using Vision Transformer for
COVID-19 detection in CT-scan images coupled with SAGAN-ResNet for data
augmentation. Figure 1 shows the flowchart of the proposed method. To generate
synthetic images that will be combined with the original training sets for train-
ing the ViT, we use the ResNet-based SAGAN (SAGAN-ResNet). In addition,
we compare the classification performance with other common GAN architec-
tures, such as the Auxiliary Classifier GAN (ACGAN) [15], Balancing GAN
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Fig. 1. General flowchart of COViT-GAN.

Table 1. GAN Hyperparameters

Parameter ACGAN BAGAN SAGAN SAGAN-ResNet

Epochs 600 100 1000 2000

Learning Rate 0.001 0.002 g: 1−4, d: /4−4 g: 1−4, d: 4−4

Batch Size 32 32 64 64

β (0.5,0.99) (0.5,0.99) (0,0.9) (0,0.9)

Img Size 64 64 128 128

(BAGAN) [14], and the original Self-Attention GAN (SAGAN) [27]. For the
image classification of the COVID CT-scan images, we implement the different
variants of the ViT: ViT-B 16, ViT-B 32, ViT-L 16, ViT-L 32, and ViT-H 14.
We also compare the performance of the ViT models with various CNN architec-
tures such as the ResNet-18, ResNet-50, ResNet-101, ResNet-152 [4], DenseNet-
121 [6], VGG-16 [19], EfficientNet (EN) [23], and the deeper EfficientCovidNet
(ECN) [18]. For all the ViT and CNN models, we implement transfer learning
by using the ImageNet-21k [1] pre-trained models.

2.1 GANs for Data Augmentation

GANs are known for its powerful image generation capabilities, which is ideal for
data augmentation as it provides very realistic and unseen image samples. We
propose SAGAN-ResNet which is based on the SAGAN proposed in [27]. It also
employs the self-attention mechanism, which helps model long-range dependen-
cies in the image and amplify relevant signals in the input images. SAGAN uses
spectral normalization on both the generator and the discriminator, resulting
in better conditioning with the two-time-scale-update rule (TTUR) providing a
more stable training [5].

In SAGAN-ResNet, both the discriminator and generator networks are based
on Residual Networks (ResNet) that employs skip connections [4]. By skipping
some layers, the network can build more layers that can deal with more complex
image patterns without sacrificing accuracy degradation caused by vanishing
gradients. We used an imbalanced 1:5 learning schedule rate for the generator
versus the discriminator that results in a more stable learning schedule. We use
the SAGAN-ResNet implementation provided in GitHub1. Table 1 shows the
hyperparameters used for the image generation process of the SAGAN-ResNet
and the three other GANs.
1 https://github.com/rosinality/sagan-pytorch.

https://github.com/rosinality/sagan-pytorch
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2.2 Image Classification

Vision Transformer (ViT). ViT [3] uses a standard Transformer [24] applied
directly to image patches. The process, shown in Fig. 2, is as follows: the input
image is split into fixed-sized patches, which are then flattened and mapped to
one dimension with trainable linear projection to generate patch embeddings.
Then, a learnable embedding is prepended to the sequence of patch embeddings,
resulting in a 1D sequence of token embeddings. In order to retain positional
information, position embeddings are also added to the patch embeddings, which
are then fed to the transformer encoder as input. A classification head that is
implemented by a Multilayer Perceptron (MLP) is attached to the output of
the transformer encoder. COViT-GAN refers to the combination of the Vision
Transformer and SAGAN-ResNet as a data augmentation method applied to the
task of COVID-19 detection from CT scans.

Fig. 2. The vision transformer model. Image is from [3]

Training and Implementation Details. We train the different ViT2 model
variants on the two datasets for binary image classification. We use the follow-
ing baseline hyperparameters: batch size 32, learning rate of 0.03, and cosine
scheduler trained on 5000 epochs. The model that achieves the best validation
accuracy is used for testing. For the CNN models, the hyperparameters were
standardized across the experiments (Adam optimizer, cross-entropy loss func-
tion, learning rate of 0.001, batch size 32, and minimum epochs of 50).

To evaluate the performance of the ViT models and other CNN models
for comparison, we compute the accuracy (Acc), COVID-19 positive prediction
(+PC) or precision, COVID-19 sensitivity (SeC) or recall, and F1-score (F1).
All experiments were performed in Google Colab Notebooks using Pytorch.

3 Results and Discussion

Datasets. We use two publicly available datasets, the first one is the COVID-
CT[28] dataset3, which contains CT-scan images collected from several scientific
2 https://github.com/jeonsworld/ViT-pytorch.
3 https://github.com/UCSD-AI4H/COVID-CT.

https://github.com/jeonsworld/ViT-pytorch
https://github.com/UCSD-AI4H/COVID-CT
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articles. We used a total of 746 images, 349 of which belong to 216 patients
diagnosed with COVID-19. We use the data split provided, with 425 training,
118 validation, and 203 test images.

The Sars-CoV-2 [20] multi-class dataset4 contains 4173 CT scans for 210
patients from hospitals from Sao Paulo, Brazil who are healthy, infected with
Sars-CoV-2, and infected with other pulmonary diseases. We categorize the
images from healthy patients and patients with other non-COVID-19 diseases
under one class (noncovid). While this makes it much more difficult to classify, we
use this dataset for the main reason that it separates the images by patient, thus
ensuring that no data leaking will occur. We use a 70/10/20 train/validation/test
split of for a total of 2921 training, 417 validation, and 835 test images.

All input images have size 224× 224, obtained by resizing all training images
to 256× 256, then getting sample random crops of size 224× 224. To ensure that
all pixels range from 0 to 1, we also perform simple image normalization to help
the model converge during training.

Performance of ViT Model Variants. Figure 3 displays the performance of
different ViT models on COVID-CT and Sars-Cov-2 datasets trained with the
baseline hyperparameters. For COVID-CT, ViT-H 14 has the best accuracy of
84.24% but ViT-B 16 also shows great promise with good performance in terms
of the metrics, considering that it is the smallest model. Meanwhile, Sars-CoV-2
has achieved the best accuracy and sensitivity of 94.01% and 98.68% respectively
with just the ViT-B 16.

Fig. 3. Baseline performance of ViT model variants on COVID-CT and Sars-CoV-2
Datasets.

Performance of ViT with GANs. Figure 4 displays the accuracy of ViT
models with data augmentation using GANs. The models were trained with the
original training set combined with the generated synthetic images, samples of
which are displayed on Fig. 5. We added 1000 and 500 random images for each
class to the COVID-CT and Sars-CoV-2 training sets, respectively. The declining
accuracy is observed as the model’s input patch size is increasing.

4 https://www.kaggle.com/plameneduardo/a-covid-multiclass-dataset-of-ct-scans.

https://www.kaggle.com/plameneduardo/a-covid-multiclass-dataset-of-ct-scans
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Fig. 4. Accuracy of ViT model variants with and without GAN on COVID-CT and
Sars-CoV-2 Datasets. The results enclosed in a box corresponds to the variant that
obtained the best accuracy for each dataset.

Fig. 5. Sample GAN-generated images. (a) Images from the original distribution, (b)
SAGAN, (c) BAGAN, (d) ACGAN, (e) SAGAN-ResNet

For the COVID-CT dataset, ViT-H 14 and ViT-L 32 did not improve with
any of the GAN models. ViT-L 16 only improved with SAGAN-ResNet. The
base models, ViT-B 16 and ViT-B 32, have both improved with SAGAN and
SAGAN-ResNet. These slight improvements demonstrate the potential of using
data augmentation with GANs, especially the GANs that employ the self-
attention mechanism. Overall, the best accuracy obtained is with ViT-B 16 with
SAGAN-ResNet. No model has improved with BAGAN. Nevertheless, it is still
important to note that the performance are still close to the performance with-
out the GAN. Meanwhile, on the Sars-CoV-2, we observed some performance
improvements with GAN for all the ViT models except ViT-L 16, wherein the
accuracy degraded with the addition of GAN-generated images. The best accu-
racy was also obtained with ViT-B 16 but with ACGAN.

Our findings in Sect. 3 show that ViT H14 is the best performing ViT variant
without GAN. However, when we incorporate the GAN, ViT B16 has produced
better results than that of ViT H14, with a resulting accuracy of 0.9529 and
0.9414, respectively. In fact, this result of ViT B16 (with GAN) is still better
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than ViT H14 (without GAN) which has only produced an accuracy of 0.9401.
Due to these findings, we further fine-tune on COVID-CT and Sars-CoV-2 with
the ViT-B 16 model.

Fine-Tuning of Parameters. We perform hyperparameter tuning on the best
model (ViT-B 16) for each dataset (with and without GANs) by exploring sev-
eral values of the learning rate (0.001, 0.008, 0.01, 0.02, 0.03, 0.04), batch size
(16, 32, 64), number of augmented images per class (500, 1000), and atten-
tion dropout rate (0, 0.1, 0.2). Here, the attention dropout rate corresponds to
dropout regularization applied in the self-attention module. We do not show all
of the results obtained from the fine-tuning, but instead report the two best
performing models for each the two datasets in terms of accuracy in Table 2.

Table 2. Best COViT-GAN Models and Parameters. (LR, BS, #synthetic, DR, ADR)
refers to (learning rate, batch size, number of augmented synthetic images from GAN,
dropout rate, attention dropout rate). Values in bold are the best values for each
dataset.

Dataset COViT-GAN Model LR BS # Synthetic DR ADR Acc Sec + Pc F1

COVID-CT ViT B-16 + SAGAN-ResNet 0.01 16 1000 0.1 0.2 0.8719 0.8571 0.8911 0.8738

COVID-CT ViT B-16 + SAGAN-ResNet 0.01 32 1000 0.1 0.1 0.8473 0.8667 0.8426 0.8545

Sars-CoV-2 ViT B-16 + SAGAN-ResNet 0.04 32 500 0.1 0.0 0.9529 0.9868 0.9356 0.9605

Sars-CoV-2 ViT B-16 + SAGAN-ResNet 0.01 32 500 0.1 0.0 0.9541 0.9803 0.9430 0.9613

In Fig. 4, we can observe that ACGAN and SAGAN performed better than
SAGAN-ResNet but after performing hyperparameter tuning, we have found
the best results with SAGAN-ResNet, as shown in Table 2. We were able to
get the best values for learning rate (0.1 and 0.4) and batch sizes (16, 32) for
each of the datasets. For the COVID-CT dataset, the results seem to improve
when 1000 images per class were added to the original training set. Considering
the original training set only has 425 images, the best performance achieved by
our model (87.19% accuracy, 85.71% sensitivity, and 89.11% COVID-19 positive
precision) is impressive since the training data is comprised of about 82.5%
synthetic images generated by the SAGAN-ResNet. For the Sars-CoV-2 dataset,
we were able to get better performance when only 500 synthetic images per class
were added instead of 1000. This may be because the original train set already
has a lot of images (3021) and the addition of a lot more synthetic images could
not be beneficial. Another reason could be due to the fact that the noncovid class
contains both CT scans that are healthy cases or cases with other pulmonary
diseases, which makes it more difficult for the GAN. Nevertheless, the addition
of 500 images per class still gave better performance than when no synthetic
images were added.

In addition, when we increased the attention dropout rate, we observed
some performance improvements on the COVID-CT dataset. We believe this
is because the attention dropout regularization helped avoid overfitting in the
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smaller dataset by not limiting its “attention” to a smaller amount of feature
cues from the patches of the input image.

Performance Comparison of ViT and CNN Models. We compare the
performance of the ViT model or the ViT B16 (without GAN), the fine-tuned
CoViT-GAN model obtained, and the other CNN models on the original datasets
in Table 3 using the base hyperparameters. We note that the COViT-GAN uses
the fine-tuned ViT B16 as a classifier and SAGAN-Resnet as a data augmenta-
tion technique.

Table 3. Performance Comparison of the best performing ViT, COViT-GAN model,
and other CNNs for the COVID-CT and Sars-CoV-2 datasets.

COVID-CT Sars-CoV-2

Architecture Acc Sec +Pc F1 Acc Sec +Pc F1

DenseNet-121 0.8226 0.8227 0.8252 0.8219 0.9248 0.9248 0.9324 0.9253

VGG-16 0.7537 0.7537 0.7537 0.7537 0.9299 0.9299 0.9299 0.9299

ResNet-152 0.7833 0.7881 0.7829 0.7833 0.9121 0.9229 0.9121 0.9127

ResNet-101 0.8030 0.8096 0.8012 0.8030 0.9567 0.9567 0.9573 0.9568

ResNet-18 0.7783 0.7782 0.7780 0.7783 0.9159 0.9159 0.9159 0.9159

ResNet-50 0.8177 0.8208 0.8169 0.8177 0.9580 0.9579 0.9580 0.9580

EN 0.8177 0.7810 0.8542 0.8159 0.9299 0.9452 0.9349 0.9400

ECN 0.7488 0.7048 0.7872 0.7437 0.9465 0.9846 0.9277 0.9553

ViT (w/o GAN) 0.8424 0.8476 0.8476 0.8476 0.9363 0.9781 0.9177 0.9469

COViT-GAN 0.8719 0.8571 0.8911 0.8738 0.9541 0.9803 0.9430 0.9613

For the smaller COVID-CT dataset, it can be seen that the ViT alone has out-
performed all of the CNNs in all the metrics despite the small size of the dataset
with only a few hundred training images and thus are more difficult to classify.
Moreover, with the addition of synthetic images using COViT-GAN, we can see
the improvements over all the metrics (almost 3% improvement in accuracy over
ViT). For the Sars-CoV-2 dataset, we obtained the best accuracy and positive
prediction with ResNet-50. However, we also note that the ViT model has com-
petitive performance to ResNet-50. The COViT-GAN is also very competitive,
outperforming all of the CNN models except the ResNet-50 and ResNet-101 in
some of the metrics. Furthermore, compared to the ViT model, all the metrics
are better for COViT-GAN, with more competitive results than the ResNet-50
(95.41% accuracy compared to 95.80%). With almost 2% accuracy improvement
compared to the best ViT without GAN, COViT-GAN demonstrates its effec-
tiveness on a larger yet still challenging dataset.

These observations are consistent with that of [3], wherein they observed that
when pretrained with a mid-sized dataset such as ImageNet, the performance
of the ViT is similar to ResNets. However, when pretrained on a much larger
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dataset like the JFT-300M, we can see the full benefit of the ViT and COViT-
GAN models, especially the larger ones. We wish to emphasize that there is a
more significant performance improvement on the smaller dataset, despite only
using the smallest ViT variant. This shows that applying COViT-GAN to limited
datasets can be very advantageous.

Visualization of the Salient Parts in COVID CT Images. In this section,
we offer insights on how the model arrives at such predictions by investigating the
attention maps produced by the model. We used images from journals [10,17,21]
and websites that investigate the detection of COVID-19 in CT scan images
and tested it on ViT-B 16 trained on Sars-CoV-2. All the images are correctly
classified and the relevant portions of the image are appropriately highlighted
in the attention map as seen in Fig. 6 (a)–(b). We compared the radiological
features that are indicative of COVID in the original images pointed by the
arrows (first column) with the salient portions in its corresponding attention map
(third column). We can observe that the prominent blue areas in the attention
maps match the portions of the original image that are indicative of COVID-19.

Fig. 6. (a-b) contain covid and (c–d) noncovid images. In (a–b), the prominent blue
areas in the attention maps match the ground glass opacities, characterized by its white
lung appearance, in the original image indicating COVID-19. In column 2, heatmap is
applied on the attention before fusing with the input image but salient portions are
clearer in column 3 where it is applied after fusing attention with input image.

We also investigated the attention maps of normal chest CT images (c) in
Fig. 6. Based on our observations, the amount of blue areas that are prominent
on COVID-19 images are reduced. According to literature [17], the COVID-
19 indications are characterized by ground glass opacities which gives a white
lung appearance in CT images. Since these (c) are normal images, the ground
glass opacities are absent which explains why no large blue sections are present.
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However, note that we do not claim these observations as clinically correct since
we did not consult with a radiologist. Although, these visualized results could
assist the radiologists on the analysis of the scans.

Attention Maps per Layer. In this section, we visualize how attention pro-
gresses across the different layers of the network (Fig. 7). Since ViT-B 16 has 12
attention heads, we only look at layers 1, 6, and 12 for simplicity on randomly
sampled images from Sars-CoV-2 (a–b) and other images with labeled indica-
tions of COVID-19 (c–d). As observed on the figure, the earlier layers have
saturated monotonous colors but the relevant parts of the image are already
slightly emphasized. As discussed in [27], the model is able to integrate the
global information in the image which is shown in the image where some heads
already attend to the image in the earlier layers. As the attention develops from
one layer to another, some elements are getting ignored while others are empha-
sized. As we can see, the more pixels that are ignored, the better the relevant
parts are isolated and highlighted. These observations are more pronounced in
images with labeled COVID-19 indications. Starting from layers 8, the ground
lung opacities are more emphasized in the attention maps.

Fig. 7. Visualization of attention flows from one layer to another. (a-b) noncovid images
from Sars-Cov-2, (c-d) covid image with labeled COVID-19 indications. As the layer
deepens, the better the relevant parts are isolated, as observed on the more emphasized
white lung appearances in COVID images (c-d).

4 Conclusions

We present COViT-GAN, a method that combines the Vision Transformer and
a ResNet-based Self-Attention GAN (SAGAN-ResNet) for data augmentation
for the detection of COVID-19 from CT scan images. We also confirm the capa-
bilities of the self-attention mechanism to capture global and local features.
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With the use of pre-trained models on a mid-sized ImageNet dataset, we
showed that the ViT is competitive against high-performing CNNs, outperform-
ing these models when tested on the much smaller COVID-CT dataset. Since
the datasets we used are limited, we further improved our results by employ-
ing a ResNet-based GAN to generate synthetic images for data augmentation.
With the self-attention mechanism, the SAGAN-ResNet was able to produce
additional training images that helped improve the performance of ViT, with
about 3% and 2% accuracy improvements on the COVID-CT and Sars-CoV-2
datasets, respectively. With fine-tuning, our COViT-GAN was able to obtain a
classification accuracy of about 87.19% and 95.41%, respectively.

As a disclaimer, we emphasize that we do not intend to use GAN for the gen-
eration of realistic medical CT-scan images, but for the performance improve-
ment of ViT for COVID-19 detection. Visualizations generated could be used
to verify the effectiveness of the ViT by showing the areas of the image that
are semantically relevant for classification in each model layer. This visualiza-
tion feature might be essential for radiologists for the analysis of the CT scans.
In the future, we hope to further improve our results by evaluating the pro-
posed method in other datasets and modifying the architecture of transformers
or GANs.
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Abstract. Content creation is a growing field in Artificial Intelligence
(AI) that achieves promising results using generative models. With recent
advances in generative models such as Generative Adversarial Networks
(GAN), videos can be generated according to specific conditions or even
without any conditional settings. In this paper, we propose an end-to-end
model that generates videos according to audio signals using both tran-
script and music. We call our model phonicsGAN since it draws a graph-
ical alphabetic video and animate it given a phonics song. PhonicsGAN
is among the first attempts to create preliminary graphical videos which
can inspire and support graphical designers and educators to save time
and effort. Since available graphical datasets lack acoustic signals, a suit-
able candidate domain for our proposed application is the phonic videos
for children. PhonicsGAN deals with diverse videos in terms of content,
motion and soundtrack by employing Gated Recurrent Units (GRU) lay-
ers to encode the soundtrack. A Convolutional Neural Network (CNN)
is then used to generate a phonics video based on the encoded audio
signal and the provided label. The preliminary results are promising and
show improvements over LSTM and MoCoGAN which are state-of-the-
art frameworks in the video generation domain.

Keywords: Video synthesis · Generative Adversarial Network ·
Audio-to-video mapping

1 Introduction

In 2017, video consumption represents 70% of the internet traffic, and this num-
ber is expected to be increased by 4 folds by 2022 [6]. This trend is supported
by the increase in internet speed, which facilitates using videos in fields such as
education and marketing, in addition to entertainment. However, creating video
content is also more demanding than other forms of media in multiple aspects
such as time, cost, and skills. Thus, there have been increasing efforts that aim
at utilizing generative models to automate the process of generating videos. The
current applications of video generative models range from video predication,
video re-targeting, video synchronization, to reverse video captioning. Mean-
while, this paper aims at building a model that draws graphical videos according
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to audio signals. Audio signals are not descriptive in general cases and may lack
detailed description of a scene. Thus, it is not feasible to train a model on just
an audio signal to draw the content of the frames. However, we chose a domain
where the acoustic signals are effectively conveying the illustrated objects in the
videos. This domain is phonics songs videos. One application for phonicsGAN is
to help teachers in creating customized phonics videos based on children’s pref-
erences. They can also be used to inspire graphical designers by incorporating
different styles and format. In addition, the model can be a baseline for other
video generative models that trained on descriptive audio signals.

GAN is one of few content creation models that synthesize realistic-looking
examples [9]. While generation of images using GAN is quite advanced, video gen-
eration is still at an early stage. The reason is that videos consist of multiple images
with temporal dynamics and it is essential to maintain the coherence between
frames when generating videos. Thus, video creation is more complex when com-
pared with image synthesis. In video GAN frameworks, random synthesized videos
can be generated from noise vectors in unconditional settings, whereas in condi-
tional settings, input signals such as texts, audios, videos or images are provided,
and videos are created based on the given condition. Generating videos according
to audio files has given rise to several applications. One such application is the con-
version of speech to a synchronized moving head [17,30,35]. Transforming a music
file to a video of a person playing a specific musical instrument [5,7] or to a video
of a person dancing to the music [2,8,14,20,27,33] is another application. A pre-
liminary application could use an audio signal to generate a video for non-human
artefacts such as fireworks or beach waves [16]. The music-to-dance applications
rely on key points or optical flow to facilitate maintenance of the coherence between
sound and motion in the generation process. In non-guided motion applications,
the dataset is homogeneous which means that the data samples are from the same
category, and in some datasets, target objects are centered around the same pix-
els in all samples. In this work, we build an application that synthesizes animated
videos fromadataset of videos collected fromYouTube.Ourmodel synthesizes ani-
mated letters videos based on phonics songs. Our proposed dataset has a variety
of objects, as illustrated in Fig. 1. Thus, training a GAN model on such a dataset
can be more challenging especially without key points.

A factor common to video synthesis models is that the models are trained on
photographed datasets such as Kinetics-600 [23], UCF-101 [24], Mug facial expres-
sion [3], Solo-Dancer [34], FaceForensics [21], and YouTube dancing videos [31].
However, there is relatively little work on graphical video datasets. A related work
that utilizes a graphical dataset is storyGAN [15]. However, StoryGAN cannot
be directly applied to our problem, namely song-to-video generation, due to some
substantial differences as follows; StoryGAN generates animated image sequences
that represent stories based on text descriptions, whereas our proposed work syn-
thesizes videos based on songs, which can be a more challenging task. This is
because a song creates a multimodal dataset that contains lyrics and music, and
music in turn can be divided into sub-elements such as beat, rhythm, melody, and
harmony. Besides, songs do not necessarily illustrate the scenes in detail, unlike
text descriptions. Another difference is that StoryGAN’s dataset, Pororo-SV, is
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Fig. 1. Eight samples from the collected dataset. For demonstration purpose, each clip
was sampled 5 Hz to produce 5 frames per second.

collected from a single anime series where all the clips contain a subset of the
same characters, objects and backgrounds [13]. The dataset in phonicsGAN, on
the other hand, was gathered from YouTube. Thus, data samples vary in styles,
motions, backgrounds, and objects. Therefore, song-to-video generation models
require additional attention to the music content as well as varieties in the scene
characters. This paper presents a preliminary model, phonicGAN, to tackle this
problem in the context of phonics song videos.

The main contributions of this paper are as follows. First, collecting a suitable
graphical dataset that has an adequate number of samples. The chosen domain
of the dataset is that of nursery rhyme videos on YouTube. Second, proposing a
framework, namely phonicsGAN, that generates animated videos content from
songs and captures the relationship between the music and the motion of videos.
PhonicsGAN utilizes GRU-blocks to model the changes in the audio signals
over time. The output of the GRU-based audio encoder is used to generate
the video frames that are evaluated by the image discriminator and the video
discriminator. Lastly, the resulting videos from the novel framework phonicsGAN
is compared against LSTM and MoCoGAN. Section 2 categorizes recent models
that are conditioned on audio signals. In Sect. 3, a description of phonicsGAN
is provided. Section 4 illustrates the generated videos and discuss the result.
Finally, the research paper is concluded in Sect. 5, with the provision of possible
applications.

2 Background

GAN is a generative deep neural network model introduced in 2014 which sur-
passed other generative models by producing high-quality images [12]. GAN
models are not limited to image synthesis, they can also produce videos.
Aldausari et al. [4] review the state-of-the-art GAN in the video realm and
categorise video GAN models based on the existence and type of the conditional
signals in detail. Motion Content GAN (MoCoGAN) [29] is one of uncondi-
tional models using N noise vectors to produce N frames. MoCoGAN traverse
the noise vectors first to generate the motion vectors to be combined with a
fixed content vector. Then, the combined representation is utilized to generate
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the video frames. MoCoGAN effective framework has been extended in multiple
architectures such as storyGAN [15]. The main difference between MoCoGAN
and the proposed framework is that our framework is based on two conditions:
one is changing according to a song and the other is a label based on the con-
tent. Audio-to-video deep learning models are another category of conditional
video synthesis that need to keep the coherence between frames and maintain
synchronization between motions and input audio signals. Following subsections
review the recent relevant audio-to-video generation studies.

2.1 Speech to Moving Face

Speech synchronization generative models deal differently with the audio sig-
nals. Vougioukas et al. [30] choose to input to the Facial Synthesizer model
the entire audio waveform file. In contrast, the Disentangled Audio-Visual Sys-
tem (DAVS) [35] disentangles the audios into subject-related information and
speech-related information while Mittal et al. [17] disentangle the audio signals
into content, emotion, and noise using Variational Autoencoder (VAE). These
models [17,30,35] were trained on datasets of talking persons and the data sam-
ples cropped to fit on the desired dataset template. In contrast, our dataset
was collected from YouTube, with objects scattered around the frames, which
makes the learning process more complex. Another difference is that the earlier
models [17,30,35] are conditioned on the first frame, which can be seen as a
prediction problem, while phonicsGAN synthesizes videos without conditioning
on the initial frame.

2.2 Music to Moving Body

Music-to-dance mapping has multiple applications such as virtual reality, games
and robotics. The moving body generative models in the literature can be divided
into four families: unsupervised, semi-supervised, weakly-supervised and self-
supervised.

Many approaches are based on self-supervised methods. An early attempt [27]
uses traditional Long Short-Term Memory (LSTM) based autoencoders. The
model first encodes the music signals, then a predictor is employed to produce
the pose features. More recent papers use adversarial learning. Lee et al. [14] pro-
posed a two-stage model where the first stage is to synthesize the basic dance
movements using VAE, then the second stage organizes the movements based on
the audio signals using GAN. Ren et al. [20] encode acoustic features using bidi-
rectional Gated Recurrent Unit (GRU). The poses are generated using a multi-
layered perceptron according to the hidden states of the music. Sun et al. [25]
also use RNN architecture not only to encode the music features but also to
decode the poses given the hidden states and the initial frame. Zhuang et al. [36]
borrow WaveNet [18], which is a generative adversarial model that was originally
introduced for speech generation, to synthesise dance movements.

Yalta et al. [33] provide weakly supervised signals to a deep RNN to help the
training process with fewer data samples and less effort. The weak labels reflect
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whether there are significant changes between consecutive audio frames to direct
the motion.

Another model [8] uses semi-supervised methods where in the first pre-
training stage, the model is trained on unlabelled data. The model in the
first stage encodes Mel Spectrogram representations and then decodes it into
Mel Spectrogram, melody and rhythm. The second stage uses the pre-trained
encoder and music embedding to generate the skeletons. Ahn et al. [2] also use
the first layers in the pre-trained music genre classifier to produce the music rep-
resentations. Then they use dilated convolution layers to generate the skeleton
sequences.

All the previous models [2,8,14,20,25,27,33,36] use the extracted pose
frames, since these skeletons are a way to emphasize motions. The correlation
between the acoustic features and the motions of the skeletons can be built eas-
ily in the training process. However, in phonicsGAN, it is difficult to extract
skeletons for the objects because there are multiple objects in a frame and the
objects are varied. Thus, phonicsGAN deals with a challenging problem, namely
generation of frames with motion in pixel space rather than in skeleton space.

2.3 Audio to Moving Object

While many methods for generating the moving body are based on key-points,
there are some datasets where it is difficult to detect key-points, such as sea
waves or fireworks. Qiu et al. [19] generate only one photographed image such
as sky, water, mountain or desert based on the sound of that scene. Their model
starts with an GRU structure to extract the features, then DCGAN [28] to
generate one image. Tsuchiya et al. [28] proposed a bidirectional LSTM sound
encoder that is followed by a GAN to generate videos of photographed scenes
such as fireworks and beach waves. The generator is U-net and there are two
discriminators for the image level and the video level. While the model [28] is
trained separately on each dataset that represents one object, phonicsGAN is
trained on a dataset with 26 categories, with each category containing multiple
sub-objects.

3 PhonicsGAN

3.1 Dataset Construction

The goal of this work is to construct a model that can draw graphical video
frames based on songs. The available datasets are either not graphical datasets,
or lack soundtracks or both. One potential domain is phonics songs with their
videos. This domain satisfies specific criteria which are graphics-based videos, a
synchronized soundtrack for each video, and a sufficient number of samples.

The videos were collected based on keywords from YouTube. Possible key-
words are “alphabets songs”, “letters song”, and “phonic songs”. Only videos
that have a segment that consists of a letter and an object that represents that



604 N. Aldausari et al.

letter are chosen. Examples of the selected video transcriptions could be “a is for
apple” or “q q q queen”, and Fig. 1 illustrates different examples of the dataset
samples. The chosen videos were downloaded with the corresponding English
captions where available and otherwise speech-to-text Google API [1] is used to
generate the transcripts. The videos were then trimmed based on the transcripts,
where each trimmed clip contains a letter and an object. The metadata for the
clips was saved in a JSON file. The saved information for a clip consists of the
name of the clip, the name of the main file, the category of the clip, the tran-
script, and the ID of the video in YouTube. The category of the clip refers to the
letter that is displayed in the clip frames. The total number of collected videos
from YouTube is 150 videos. After trimming the videos using the procedure
described, the total number of clips is 1176.

3.2 Problem Formalization

PhonicsGAN maps phonics songs and the target letters to frames while main-
taining the correlation between the changes in the audio signal and the changes
in the motion between the generated frames. PhonicsGAN is trained on a dataset
D = {(V1, A1, L1), (V2, A2, L2), (V3, A3, L3), . . . , (VM , AM , LM )}, where V i =
{v1, v2, v3, . . . , vN} is clip i containing a sequence of frames vj , j = 1, . . . , N .
The corresponding audio segment is Ai = {a1, a2, a3, . . . , aN}, where aj , j =
1, . . . , N . is the audio segment. It is important to note here that the video frame
vj is aligned with the audio features in aj , j = 1, . . . , N . The category of the clip
Li ⊆ S = {”A”, ”B”, ”C”, . . . , ”Z”} where |Li| = 1 and |S| = 26. The main aim
of this paper is to train phonicsGAN to generate a clip V ‘i = {v‘1, v‘2, v‘3, ....v‘N}
that conforms to the audio segment Ai = {a1, a2, a3, . . . , aN} and similar to the
ground truth clip Vi = {v1, v2, v3, . . . , vN}.

3.3 Model Architecture

The overall architecture of phonicsGAN is illustrated in Fig. 2. It can be divided
into three main components: audio encoder, generator, two-level discriminators.

Audio Encoder. The audio signal Ai = {a1, a2, a3, . . . , aN} is first converted to
a Mel Spectrogram because the latter can represent musical information effec-
tively [8,11,32]. The Mel spectrogram tensors are input into fully connected
layers to downscale the dimensions, then the encoded vectors are concatenated
with Gaussian noise vectors E = {e1, e2, e3, . . . , eN} to feed the GRU layer as
described in equation (1). Then another GRU layer receives the hidden states
from the lower layer with the labels as illustrated in equation (2).

ot = GRU((at, et), ot−1) (1)

st = GRU((L, ot), st−1) (2)
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Fig. 2. PhonicsGAN: it consists of two encoders and two-level discriminators

In equation (1), (at, et) represents a concatenated vector that consists of a noise
vector et and an audio segment at at time step t, while ot−1 is the hidden state
from the previous state. In equation (2), the label of the clip L is concatenated
with ot, which is the hidden state of the lower layer. The vector st−1 is accumu-
lated from the previous GRU cells.

Video and Image Generators. The video generator can sequentially map
the encoded audio vectors to a set of frames. It consists of a deep convolutional
neural network to upscale the audio vectors to video frames. The image gen-
erator follows the same architecture as the video generator. However, instead
of receiving multiple encoding vectors based on the desired length of the video
frames, the generator receives one encoding audio vector to generate one frame.

Video and Image Discriminators. The image discriminator judges the static
generated images from the image generator. The image discriminator is trained
to distinguish between a real image i from a fake one i‘. The video discrimina-
tor extends the task of the image discriminator to judge not only the realism
of the generated frames, but also their motion. While the video discriminator
criticizes both the content and motion in the generated frames, the importance
of the image discriminator lies in its facilitating the adversarial training conver-
gence [29]. Both discriminators are implemented as CNN networks.

Training. The overall loss function L for phonicsGAN is:

minGmaxDL = LImageGAN + LV ideoGAN + Lreconstruction (3)

The terms LImageGAN , LV ideoGAN are the adversarial loss functions for Image
GAN and Video GAN, and their defined equations are (4) and (5) respectively.

LImageGAN (D,G) = Ei∼pi
[logD(i|c)] + Ei‘∼pi‘ [log(1 − D(G(i‘|c))] (4)
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Fig. 3. Generated videos from phonicsGAN and the real frames. The lyrics for the top
sample is “o o o orange” and for the bottom sample is “j is for joy”.

LV ideoGAN (D,G) = Ev∼pv
[logD(v|c)] + Ev‘∼pv‘ [log(1 − D(G(v‘|c))] (5)

In equation (4) and (5), i and v are the real images and videos in the datasets,
while i’ and v’ are the synthesized images and videos. Both Image GAN and
Video GAN are conditional GANs [16] where c is the condition added to the
model. The condition in the image and video generators are the audio signal
and the category of the clip or image that are added at different stages. The
reconstruction loss Lreconstruction is the L1 loss between the generated frames
and real frames.

3.4 Implementation

We used PyTorch to implement the model. The length of the generated videos
is 15 frames due to our computational power limitations. However, in theory it
can be set to any video length. The video frames are resized to 64× 64. The
frames are sampled 5 Hz by timestamp (equivalent to a step size of 200 msec).
The corresponding audio segment of the 15-frame video clip is converted to log
Mel Spectrogram, then the overall Mel Spectrogram is divided into 64× 64 audio
segments, and two consecutive segments have 17 × 64 pixels overlap. Because the
dataset contains categorical data, each letter is assigned to an integer value, i.e.
1 is for letter A, 2 is for letter B and so on. One-Hot Encoding is used to encode
the letter labels using 26 bits (one per each letter). In the training phase, a batch
size of 10, and Adam optimizer with learning rate 0.0002 are applied.

4 Results and Discussion

PhonicsGAN is able to generate videos that have the same content as the ground
truth videos but with a different style. For example, in Fig. 3, the song of the
first example is transcribed as “o is for orange” and the generated frames has the
same letter “o” and “orange” as in the training frames but with a style similar to
other training samples. In addition, we notice that phonicsGAN can successfully
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Fig. 4. The generated videos reflect different motion styles such as bending, changing
colour, and appearing/disappearing (left to right).

generate different motion styles such as moving around the image, appearing,
fading, swivelling and changing colour, as illustrated in Fig. 4.

One strategy to evaluate the proposed model is to compare it with main-
stream models. As in works [14,25], the outputs of our model are compared with
generated videos from baseline models such as LSTM and MoCoGAN. MoCo-
GAN [29] is first input a number of noise vectors that represent the changes in
the motion to a GRU layer. Then, the result is concatenated with a fixed vector
that acts as content. Thus, the generated frames of a video have the same con-
tent with different motion in each frame. We use the original implementation of
MoCoGAN while replacing the motion vectors by audio vectors and the content
vector by labels, we called this model Audio MoCoGAN. In addition, as in Lee
et al. [14], we compared our results with LSTM’s outputs that generates frames
based on the audio signal and label. However, we did not present the generated
samples from LSTM because of poor generated frames. Figure 5 illustrates the
generated frames from Audio MoCoGAN and phonicsGAN.

Inception Score (IS) [22] is a quantitative measure that evaluates whether the
images is correctly classified and whether each class has equal proportion in the
generated samples. The main drawback of IS is that it only evaluates the distribu-
tion of the generated samples. In contrast, Fréchet Inception Distance (FID) [10]
can be used in GAN to compute the distance between two distributions, in this
instance the real and fake distributions. The IS and FID score depends heavily
on the number of samples. Fewer samples may yield an inconsistent IS and FID
score. A pre-trained Inception-v3 [26] is used to extract the spatial-temporal fea-
tures to calculate FID and IS. We used 75 samples (due to memory limitation,
we could not test it with larger number of samples) based on randomly selected
songs. The averaged scores of 5 trials and their standard deviation are reported
in Table 1. The quality of the generated images using PhonicsGAN surpasses
MoCoGAN and LSTM as shown by the IS and FID score, as a lower FID score
indicated closer distributions, and higher IS means better quality and diversity.
However, since IS is based on ImageNet embeddings which is different than our
dataset’s representation, the overall IS scores are low. LSTM shows the lowest
results as it lacks having discriminator network and adversarial loss proven to
enhance the generated result. In addition, our model employs three layers to
encode the conditional signals and reserve the changes of the signal over time
while in Audio MoCoGAN the encoding procedure is done through one layer.
Simple concatenation between encoded audio features and the label in Audio
MoCoGAN cannot convey the importance of the encoded features at each time
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Fig. 5. The generated videos using Audio MoCoGAN (left column) and PhonicsGAN
(right column) conditioned on labels from T (top) and N (bottom).

Table 1. The average IS and FID scores for LSTM, MoCoGAN, and PhonicsGAN at
the standard deviations.

IS FID

LSTM 0.0005 (± 0.00006) 146.0 (± 2.0)

MoCoGAN 0.0005 (± 0.00000) 62.2 (± 0.4)

PhonicsGAN 0.0008 (± 0.00002) 46.0 (± 0.2)

step. Even though the IS and FID score is comparable with human evaluation,
the need for subjective evaluation is still necessary since individuals are more
sensitive to undesired motions and artifacts, and that will be addressed in our
future works.

One limitation of the proposed model is that the generated frames do not
illustrate the correct object that is in the song, and sometimes the correct object
is generated but not clear. One reason for this problem is the lack of a sufficient
number of samples of each object in the dataset. The proposed dataset has 26
letters, and each letter has 18 objects on average. The average number of samples
for each object is 3 samples. Besides, each object might be represented differently.
For example, for “p is for purple”, the object might appear as a paintbrush while
in another video as a purple rectangle. We believe enriching the framework by
conditioning on the first frame, the category of the object, or t lyric of the songs
can help to address the issue with not having clear objects in the synthesized
examples which we plan to address in the future extension of this work.

5 Conclusion

Generative models imitate multiple tasks in different domains. In the video
realm, these models automate time-consuming processes such as generating
videos, editing videos, changing the style of videos and predicting future frames.
This research aims to contribute to synthesizing videos based on songs. The
literature provides audio-to-video mapping models that rely on pose extrac-
tor models, initial frames or pre-processing steps. However, phonicsGAN is an
end-to-end model that generates videos that vary in style, motion and objects



PhonicsGAN: Synthesizing Graphical Videos from Phonics Songs 609

according to multimodal data input such as songs. In addition, the empha-
sis of previous studies is the training of generative models on photographed
datasets while phonicsGAN is trained on a graphical dataset. Several techniques
are integrated in developing phonicsGAN, including using GRU layers to repre-
sent changes in the music signal and map it to changes in the motion. Adoption
of two-level discriminators facilitates maintaining the coherence and realism in
the generated frames. The proposed GAN was evaluated with IS and FID met-
rics and compared with LSTM and MoCoGAN. This work can be a first step
towards song-to-graphical content systems where scenes are created based on
musical composition.
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Abstract. Recently, learning-based image inpainting methods have
made inspiring progress with squared or irregular holes. The generative
adversarial networks (GANs) have been able to produce visually realistic
and semantically correct results. However, most existing methods generate
the results by one stage. They may have a slight advantage in computa-
tion time, but more information is lost during the inpainting process. Due
to the lack of sufficient context information, these inpainting approaches
cannot inpaint large holes in natural images very well. This paper proposes
a progressive image inpainting algorithm for solving the above problem.
This algorithm synthesizes different image components in a parallel man-
ner within one stage. Moreover, this paper design a branch, which trans-
mits the image features to the generative model iteratively. In each itera-
tion, we adopt a mask auto-updating mechanism to shrink the boundary
of a hole. Finally, the generative component can shrink the large corrupted
regions in natural images and yield promising inpainting results.

Keywords: Progressive image inpainting · Generative adversarial
networks · Multi-column convolutional

1 Introduction

Image inpainting (also named image completion) targets using the known infor-
mation of the images and a specific algorithm to reconstruct missing areas in
corrupted images. This technique is used in various applications such as object
removal, error concealment, image denoising, etc. A significant inpainted result
should exhibit consistency in both structure and texture between the inferential
pixels and the known area. Hence, it is still challenging for a computer to recover
the details coherent with the human eyes’ visual experience.

There were various solutions for the inpainting task that have been pro-
posed in nearly two decades. One is traditional diffusion-based methods. They
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can utilize the high smoothness assumption of images to reconstruct missing
regions from the known areas. This kind of approach is not suitable for recov-
ering large corrupted regions as they cannot synthesize semantic content. The
others are patches-based approaches. They complete images by copying patches
from known areas. As the high consumption of calculation, they may not suit
for inpainting high-resolution images. In short, the above two kinds of methods
cannot generative pleasantly visible results.

Recently, due to the development of deep learning techniques such as con-
volutional neural networks (CNN) and generative adversarial networks (GAN).
The semantic image inpainting work has caught the eye of the researchers again.
Such as a Context Encoder is proposed by Pathak et al. [8]. This work aims at
reconstructing the semantic information in a large proportion of missing regions.
It uses an encoder-decoder pipeline with an adversarial loss and a pixel-wise loss
to fill the hole in the pictures. A convolutional neural network’s robust feature
learning capability gained remarkable results in restoring corrupted images even
when the missing holes are quite large. Furthermore, on account of an adversar-
ial training strategy, the generated regions are often visually more realistic than
those generated using diffusion-based approaches and example-based methods.
Soon after this work, Yang et al. [13], Yeh et al. [14], and Iizuka et al. [2] extended
this strategy to other semantic inpainting scenarios and achieved good results.

Despite significant progress made by these learning-based approaches in recent
years, most of them are one-stage inpainting methods. So there are two problems;
one is lacking constraints for the hole center. Because the damaged areas become
large and the distances between known and unknown pixels increase, these cor-
relations are weakened. This problem leads to difficultly fill in large continuous
holes. Another one is that the hole center cannot obtain sufficient valid context for
generating visually pleasing results. Hence, the center area will use some invalid
information for inpainting. Finally, the networks generate semantically ambiguous
results. This paper adopts a scheme that progressively is to inpaint from the hole
boundary to the center to tackle these issues (see Fig. 1). Our method is analogous

Fig. 1. Given an image with a large missing region to inpaint, the exterior subregion
(marked with the red rectangle) is undoubtedly much more accessible than to inpaint
the interior subregion (marked with the green rectangle). (Color figure online)



A Progressive Image Inpainting Algorithm with a Mask Auto-update Branch 613

to how humans solve puzzles (i.e., first solve the more accessible parts and then
use the results as additional information to solve complex parts). This paper
uses the implicit diversified Markov random field (ID-MRF) term to strengthen
the central part’s constraint and a multi-column convolution structure to extract
image features in various scales. Finally, this paper came up with a mask auto-
update branch in the test phase, which is our main contribution to solving the
above problems.

2 Related Work

2.1 Image Inpainting

Recently, the learning-based approaches have attracted interest in researchers
again. Iizuka et al. [2] introduced an extra discriminator to ensure local image
coherency and used Poisson blending to refine the image, which achieved more
detailed and sharper results. Yan et al. [12] and Yu et al. [15] devised feature shift
and contextual attention operations, respectively, to allow the model to borrow
feature patches from distant areas of the image. Liu et al. [4] and Yu et al. [16]
devised particular convolutional layers to enable the network to reconstruct on
irregularly masked images. In the aspect of feature extraction, wang et al. [10]
proposed a multi-column convolutional neural network, it has three branches
to capture image features in a different level. The multi-column structure can
decompose the image into components with different receptive fields and feature
resolution. However, as they try to recover the whole target with inadequate
constraints, these methods fail to address the semantic ambiguity.

2.2 Progressive Inpainting

Progressive image inpainting has recently been investigated. Li et al. [3] added
the gradually reconstructed boundary map as an additional training target to
assist the inpainting process of U-net. Zhang et al. [17] used a cascade generator
to fill in the image progressively. Guo et al. [1] used a single-stage feed-forward
network to draw the image of the original size directly. Xiong et al. [11] and Naz-
eri et al. [6] completed the contour of the images step by step to ensure structural
consistency. Oh et al. [7] used an onion-peel scheme that progressively embed-
ded video data using content from reference frames, allowing precise content
borrowing.

These approaches attempted to add structural constraints for inpainting mis-
sions, but they still lack information for restoring deeper pixels in holes. Fur-
thermore, as these methods do not use recurrent designs and render redundant
models, computational costs make these methods less practical. And these meth-
ods trained an excellent model with a progressive repair strategy in the training
stage. However, in the application stage, the model still cannot capture enough
context information. Hence, this paper design a recurrent method with a mask
auto-update branch in the test stage. So, the trained generator can acquire more
boundary information by mask shrinkage in the iterative process and finally com-
plete a remarkable result.
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3 Our Method

3.1 Network Structure

Fig. 2. The network with a mask auto-update branch

Suppose we have an original image X from a training dataset. And then, it
is degraded by a mask M (1 for the known areas, 0 for the missing areas) named
Y (contain the valid and invalid pixels). The aim is to reconstruct the invalid
regions with valid pixels. Meanwhile, the completion images Ŷ are required
semantically reasonable and visually realistic. In order to achieve this goal,
this paper improve the Generative Multi-column Convolutional Neural Network
(GMCNN) [10] and propose a new progressive repair method. The network struc-
ture is shown in Fig. 2. It consists of three sub-networks and a mask auto-update
branch: a generator to produce results, global and local discriminators for adver-
sarial training, and a pretrained VGG network [9] to calculate ID-MRF loss. In
the testing phase, only the generator network and the branch are used.

There are n(here n = 3) parallel encoder-decoder branches to extract features
in different levels from input X with mask M. And then follow a shared decoder
module to transform in-depth features into natural image space. The diverse
branches have various receptive fields to capture different levels of information.
These encoder-decoder branches are trained in a data-driven manner to generate
a better feature. These features are then up-sampled (bilinearly) to the origi-
nal resolution and are concatenated into feature map F. The network further
transform features F into image space via a shared decoding module with two
convolutional layers.

By minimizing the difference between Ŷ and Y with a local and a global
discriminator, the encoder-decoder branches can capture the more appropriate
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feature for inpainting. The pretrained VGG network plays the role of the ID-
MRF loss calculator to strengthen the center hole constraint in a picture. It is
helpful for the encoder-decoder network to select suitable patches for inpainting.
Finally, when the model converges, this paper uses the mask auto-update module
to fill in the missing area’s boundary gradually. This process mainly offers more
context supply for generators to achieve the results we desire.

3.2 ID-MRF Regularization

For semantic structure matching, the scheme takes MRF-like regularization,
which is calculated by the pretrained VGG network only in the training phase.
To calculate ID-MRF loss here is not to directly use cosine similarity measure.
Instead, adopt a relative distance measure [5] to model the relation between local
features and target feature sets. It can inpaint subtle details, as shown in Fig. 3.

Fig. 3. Using different similarity measures to search the nearest neighbors. (a) Inpaint-
ing results using cosine similarity. (b) Inpainting results using the relative similarity.

The left picture shows that directly use cosine similarity measure to calculate
ID-MRF loss. It can be easily observed that the holes are quickly filled with a
patch around them due to the background’s smooth texture. It results in a blurry
hole area that does not produce a sharp texture. Based on the relative position
similarity strategy, the image on the right shows that it can select similar patches
to fill in the missing areas. For example, according to the calculation, the figure’s
white area will be filled with different patches around it instead of one.

Let Ŷg be the generated content for the missing regions, ŶL
g and YL are

the features generated by the Lth feature layer of a pretrained deep model. For
neural patches v and s extracted from ŶL

g and YL respectively, the relative
similarity from v to s is defined as

RS(v, s) = exp
((

μ(v, s)
maxr∈ρv(YL) μ(v, r) + ε

)
/h

)
(1)
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where μ(., .) is the cosine similarity. r ∈ ρv
(
YL

)
means r belongs to YL exclud-

ing v. ε and h are two positive constants. For details, please refer to the ID-MRF
loss of GMCNN [10].

The method proposed in this paper can offer more candidates for inpainting
the hole areas. Since ID-MRF regularization can prevent the missing area from
being quickly filled by a similar patch, the incremental repair strategy proposed
in this paper can provide more accurate information selection for reconstructing.

3.3 Spatial Variant Reconstruction Loss

Pixel-wise reconstruction loss is important for inpainting [15]. The network
design the confidence-driven reconstruction loss to impose constraints based on
spatial position. And we use a Gaussian filter g to convolve M to create a loss
weight mask Mw as

Mi
w =

(
g ∗ M

i
)

� M (2)

where g is with size 64 × 64 and its standard deviation is 40. M
i

= 1 − M +
Mi−1

w and M0
w = 0. � is the Hadamard product operator. The final reconstruc-

tion loss is
Lc = ‖(Y − G([X,M]; θ)) � Mw‖1 (3)

where G([X,M]; θ) is the output of the generative model G, and θ denotes learn-
able parameters. This loss function exploits spatial locations and their relative
order by considering confidence in both known and unknown pixels. It results
in the effect of gradually shifting learning focus from filling the border to the
center and smoothing the learning curve.

3.4 Mask Auto-update Module

The confidence-driven reconstruction loss makes unknown pixels close to the
filling boundary are more strongly constrained than those away from it. The
above work mainly solves the optimization problem of the network in the training
process. Therefore, this method can get a more reasonable generation model in
image reconstruction. And in the test phase, the generator uses the learned
distribution to repair the hole areas. It can inference the appropriate location
where the hole may most like to borrow. However, the location may also be in
unknown regions. So, the generator has to choose the second-best solution to fill
the corresponding missing area.

On account of this problem, this paper proposed the mask auto-update mod-
ule using in the test stage for progressive inpainting (shown in Fig. 4). In the
test phase, the model can make a rough prediction (the prediction result for the
first time) of the broken image Ŷ based on the learned distribution. Meanwhile,
the mask update branch will reduce the mask’s coverage area through image
erosion technology. Then, add the shrank mask to the complete result. Hence,
there is a residual of the boundary between known and unknown areas(the resid-
ual is shown in Fig. 5). It helps the generator achieve semantically richer results.
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Fig. 4. The set of pictures shows a process of mask-updating though our mask shrink
module. (a) The raw mask have not passed the module. (b) The mask have passed the
module three times. (c) The mask have passed the module five times.

Finally, we combine the residual with raw input as a new input transmitting to
the generator again. This residual image will provide the generator with more
context, allowing it always to fill the hole with the optimal solution patch. By
iterating the above process, we can finally get the result we desire in a progressive
way.

Fig. 5. Here are the generated content in the hole areas and the residual with a three-
times shrunk mask. (a) the generated content. (b) the residual context from (a). Which
can offer the generator more information of the hole boundary.

4 Experiments

4.1 Training Procedure

First, we scaled and cropped the original dataset to get the data samples of
128×128. These samples are then enhanced by flipping and other operations. The
mask is also generated randomly. The samples are then fed into the inpainting
network along with the mask. These pictures damaged by the mask are repaired
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by encoding and decoding through the generator. The completed results and the
real images are fed into the discriminator. Through adversarial learning strategy,
the generator and discriminator are iteratively optimized until the model con-
verges. Subsequently, the model’s initial inpainting results and the initial masks
are fed into the mask auto-update branch.

In this branch, the initial mask is shrunk by an edge etc.hing operation.
The cutdown mask is then combined with the original repair result to get a new
damaged image. The new one has a smaller damage area than the initial damage
image. Therefore, when put it into the model for inference, the model can obtain
more practical information to generate better predict results. By iterating the
above steps, the final inpainting results are obtained.

4.2 Quantitative Evaluation

Table 1. Quantitative results on three testing datasets.

Method Pairs street view Places2 CelebA-HQ

PSNR PSNR PSNR

CA [15] 23.78 20.03 23.98

GMCNN [10] 24.65 20.16 25.70

Ours 24.77 20.33 25.92

In the Quantitative Evaluation, the peak signal-to-noise ratio (PSNR) score is
used to evaluate the different methods’ repair results. This paper evaluates our
method on three datasets of Paris street view, Places2, and CelebA-HQ. CA and
GMCNN also executed on the same conditions for reference and completeness.
The comparison results are shown in Table 1. The method presented in this
paper is superior to other methods in PSNR. The progressive inpainting strategy
based on automatic update of the mask has excellent advantages for detailed
information repair, and the results can verify the effectiveness of this method
in Figs. 6 and 7. The results in Table 1 show that the enhancement of the face
dataset by this method is the largest among the three datasets. Because in
the face data set, the face structure is much simpler than that of the building.
The gradual repair strategy can make the transition smoother. However, other
methods ignore the edge filling information which can help repair the center of
the missing area. Moreover, in the experiment, by adding a mask auto-update
branch, there is little effect on the time elapsed.

4.3 Qualitative Evaluation

This paper added the mask auto-update module to GMCNN and the test results
as shown in Figs. 6 and 7. When the mask is not updated by the module auto-
matically, most one-stage repair methods (such as GMCNN) will produce fuzzy
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image repair results because the missing area is large and the hole center cannot
get enough sufficient context information.

Fig. 6. Visual comparisons on Paris street view. (a) Input image with mask. (b)
Inpainting results of GMCNN. (c) Our inpainting results. (d) Ground truth image.

Figure 6 are the inpainting results of the Paris street view. Column (b) are
the results of GMCCN, and column (c) represents the results of this paper. In
the first row, (b) has apparent artifacts in the red box that make the picture
seemingly unrealistic. In contrast, (c) has more nature content, smoother line,
and no artifacts. Hence, (c) making up a more realistic image. In the second row,
(c) shows a more great texture in the center of the mask, making the result closer
to the original appearance. In the third row, (b) shows that the method failed to
restore the whole region, with a severe artifact in the mask area. The picture is
too smooth, especially with only a blur in the center of the mask. However, (c)
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Fig. 7. Visual comparisons on CelebA. (a) Input image with mask. (b) Inpainting
results of GMCNN. (c) Our inpainting results. (d) Ground truth image. (Color figure
online)

performs better in the face of such complex conditions, and (c) can reconstruct
more structural information based on successfully restoring the image. In a few
rare cases, (c) although produce the same failure results show in the last row.
Comparing the middle of the two missing areas, one can observe that (c) still
managed to generate some lines (gaps between the bricks), but (b) only have a
patch.

Figure 7 shows the two methods’ repair results on the Celeba dataset, reflect-
ing the phenomenon similar to the Paris street view dataset results. Columns (b)
and (c) represent GMCNN and the inpainting method in this paper, respectively.
In the red box in the first row, column (b), a prominent black artifact appears
between the woman’s eyebrows and hair. Nevertheless, in the same position, the
result of (c) is accurate and credible. In the second row, the contours of the man’s
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face (column (b)) are distorted to make him look like a monster. By contrast,
(c) can get a more realistic, smooth, and natural facial contour. In the last two
lines, the results of (b) are a complete failure. The reconstruction results of (c),
though not particularly satisfactory, are still much better than that of (b). At
least (c) produces the correct semantic information.

The above examples have two things in common. The first one is that the
method proposed in this paper can achieve better results in terms of texture
and structure. The second point is that, whether or not the method successfully
restores the image in the central area of the mask, the method produces better
results in terms of detail. Because the automatic update branch of the mask is
used to carry out progressive image restoration, the center of the mask region
can get more information step by step, which is the advantage of this method.

5 Conclusion

By analyzing the image repair results of GMCNN, we can find unreasonable
pixels obviously in the inpainting area. Because during the testing phase, the
generator’s talents are still limited by insufficient information. Although the
generator learns an excellent image information distribution with reasonable
constraints, the location of the best similar patches that the generator surmised
may distribute in the missing region, especially when the missing region was too
large. Furthermore, the generator had to borrow other similar patches from the
known region to finish the inpainting work. That is why it results in semantic
conflicts.

The paper proposes a progressive repair module with an automatic mask
update mechanism used in the model testing phase to solve this problem. We
capture the inpainting content from the generator by our module. Then, we
utilize the module shrinking the raw mask by an erosion operation. Finally, we
combine the updated mask with the generated content to get a residual image
of the boundary of hole areas and transmit the residual image to the generator
again with the initial input image. The new input can provide more information
for the generator. Hence, we can achieve more remarkable inpainting results at
the semantic level.

Because the mask-updating rules are simple, the generator will still borrow
a small fraction of the wrong pixels for inpainting. Hence, our next step can
be to optimize the mask update rules. The application of the progressive repair
method in the testing stage has a promising prospect.

Acknowledgment. This research is supported by Sichuan Science and Technology
Program (No. 2020YFS0307, No. 2020YFG0430, No. 2019YFS0146), Mianyang Science
and Technology Program (No. 2020YFZJ016).

References

1. Guo, Z., Chen, Z., Yu, T., Chen, J., Liu, S.: Progressive image inpainting with
full-resolution residual network. In: Proceedings of the 27th ACM International
Conference on Multimedia, pp. 2496–2504 (2019)



622 L. Nie et al.

2. Iizuka, S., Simo-Serra, E., Ishikawa, H.: Globally and locally consistent image com-
pletion. ACM Trans. Graph. 36(4), 107:1–107:14 (2017)

3. Li, J., He, F., Zhang, L., Du, B., Tao, D.: Progressive reconstruction of visual
structure for image inpainting. In: Proceedings of the IEEE/CVF International
Conference on Computer Vision, pp. 5962–5971 (2019)

4. Liu, G., Reda, F.A., Shih, K.J., Wang, T.C., Tao, A., Catanzaro, B.: Image inpaint-
ing for irregular holes using partial convolutions. In: Proceedings of the European
Conference on Computer Vision (ECCV), pp. 85–100 (2018)

5. Mechrez, R., Talmi, I., Zelnik-Manor, L.: The contextual loss for image trans-
formation with non-aligned data. In: European Conference on Computer Vision
(2018)

6. Nazeri, K., Ng, E., Joseph, T., Qureshi, F.Z., Ebrahimi, M.: EdgeConnect: Struc-
ture guided image inpainting using edge prediction. In: 2019 IEEE/CVF Interna-
tional Conference on Computer Vision Workshops, ICCV Workshops 2019, Seoul,
Korea (South), 27–28 October 2019, pp. 3265–3274. IEEE (2019)

7. Oh, S.W., Lee, S., Lee, J.Y., Kim, S.J.: Onion-peel networks for deep video com-
pletion. In: Proceedings of the IEEE/CVF International Conference on Computer
Vision, pp. 4403–4412 (2019)

8. Pathak, D., Krahenbuhl, P., Donahue, J., Darrell, T., Efros, A.A.: Context
encoders: feature learning by inpainting. IEEE (2016)

9. Simonyan, K., Zisserman, A.: Very deep convolutional networks for large-scale
image recognition (2015)

10. Wang, Y., Tao, X., Qi, X., Shen, X., Jia, J.: Image inpainting via generative multi-
column convolutional neural networks. In: NeurIPS (2018)

11. Xiong, W., et al.: Foreground-aware image inpainting. In: Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 5840–
5848 (2019)

12. Yan, Z., Li, X., Li, M., Zuo, W., Shan, S.: Shift-Net: image inpainting via deep
feature rearrangement. In: Proceedings of the European Conference on Computer
Vision (ECCV), pp. 1–17 (2018)

13. Yang, C., Lu, X., Lin, Z., Shechtman, E., Wang, O., Li, H.: High-resolution image
inpainting using multi-scale neural patch synthesis. IEEE (2017)

14. Yeh, R.A., Chen, C., Lim, T.Y., Schwing, A.G., Do, M.N.: Semantic image inpaint-
ing with deep generative models. In: 2017 IEEE Conference on Computer Vision
and Pattern Recognition (CVPR) (2017)

15. Yu, J., Lin, Z., Yang, J., Shen, X., Lu, X., Huang, T.S.: Generative image inpainting
with contextual attention. In: 2018 IEEE Conference on Computer Vision and
Pattern Recognition, CVPR 2018, Salt Lake City, UT, 18–22 June 2018, pp. 5505–
5514. IEEE Computer Society (2018)

16. Yu, J., Lin, Z., Yang, J., Shen, X., Lu, X., Huang, T.S.: Free-form image inpainting
with gated convolution. In: 2019 IEEE/CVF International Conference on Com-
puter Vision, ICCV 2019, Seoul, Korea (South), 27 October–2 November 2019, pp.
4470–4479. IEEE (2019)

17. Zhang, H., Hu, Z., Luo, C., Zuo, W., Wang, M.: Semantic image inpainting with
progressive generative networks. In: Proceedings of the 26th ACM International
Conference on Multimedia, pp. 1939–1947 (2018)



Hybrid Generative Models
for Two-Dimensional Datasets

Hoda Shajari(B), Jaemoon Lee, Sanjay Ranka, and Anand Rangarajan

University of Florida, Gainesville, FL 32611-6120, USA
{shajaris,j.lee1,sranka,anandr}@ufl.edu

Abstract. Two-dimensional array-based datasets are pervasive in a vari-
ety of domains. Current approaches for generative modeling have typi-
cally been limited to conventional image datasets and performed in the
pixel domain which does not explicitly capture the correlation between
pixels. Additionally, these approaches do not extend to scientific and other
applications where each element value is continuous and is not limited to
a fixed range. In this paper, we propose a novel approach for generating
two-dimensional datasets by moving the computations to the space of rep-
resentation bases and show its usefulness for two different datasets, one
from imaging and another from scientific computing. The proposed app-
roach is general and can be applied to any dataset, representation basis,
or generative model. We provide a comprehensive performance compari-
son of various combinations of generative models and representation basis
spaces. We also propose a new evaluation metric which captures the defi-
ciency of generating images in pixel space.

Keywords: Generative models · Image representation bases ·
Normalizing flows · Independent component analysis · Generative
adversarial networks

1 Introduction

The high volume and unique requirements of scientific image datasets neces-
sitate the development of novel approaches for data modeling. The bedrock
assumption of all modeling methodologies is the existence of spatiotemporal
homogeneities in the data which can be exploited. However, in contrast to two-
dimensional image modeling, scientific data are underpinned by unusual geome-
tries and topologies. This “exotic setting” has to be leveraged and addressed
by machine learning methods in their quest to find homogeneities which in turn
can be efficiently exploited using representation bases. Additionally, unlike image
datasets where pixel values are discrete and within a certain range, the elements
of scientific datasets are continuous and can vary for each data point. In this
paper, we propose a novel approach for modeling the probability distribution
of two-dimensional datasets while developing a new measure for evaluating the
models. The proposed approach can be applied to image and scientific datasets,
with elements that are either discrete or continuous valued. Generative models
c© Springer Nature Switzerland AG 2021
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in machine learning have drawn significant attention with many applications in
different fields, including, but not limited to, computer vision, and physics-based
simulations for scientific datasets. The importance of generative modeling and
approximating data distributions stems from the fact that unlabeled data are
relatively abundant compared to labeled data, and this has applications in den-
sity estimation, outlier detection, and reinforcement learning. Deep generative
modeling also has emerged during the bloom of deep learning and takes advan-
tage of advances in computational power [16,18]. However, these models have
not leveraged classical methods of data representation. These models usually
learn the probability distribution of the images directly in pixel space, which is
costly and inefficient while ignoring 50 years of image representation bases used
in the compression literature. Furthermore, learning the distribution of the data
in pixel space does not leverage the correlation information among pixels.

Representation basis techniques aim to transform data in such a way that
useful aspects of data, for example statistical properties, are captured in the
transformed space. Principal Component Analysis (PCA), Independent Com-
ponent Analysis (ICA), and tensor decompositions using the higher order SVD
(which we henceforth encapsulate as the Tucker decomposition for the sake of
convenience) are among the widely used methods in this area. The other utility
of representation bases is dimensionality reduction, which can be considered as a
kind of lossy compression, i.e., it is possible to represent the data with a subset
of coefficients with desired accuracy. Therefore, dimensionality reduction also
brings a compression aspect into our approach.

We propose an approach to integrate image representation basis techniques
in generative image modeling and perform a comparison among three generative
models—generative adversarial networks (GANs), normalizing flows (NFs), and
Gaussian mixture modeling (GMM)—and analyze their performance. The results
suggest that this is a promising direction to pursue for efficient two-dimensional
dataset generative modeling, in particular for applications where resources are
scarce and speed of training matters. We summarize the contributions of our work
below:

– We propose an approach for two-dimensional datasets which exploits rep-
resentation bases to capture the correlation among elements explicitly and
therefore makes the generation process fast and efficient. This approach is
general and can be applied to image and scientific datasets where the under-
lying data are respectively discrete with a fixed range and continuous with a
free range.

– We propose a new quantitative metric to compare the performance of our
approach for different choices of generative models and representation bases.
This metric seems to capture the quality of the learned probability distribu-
tion better than conventional metrics, especially for scientific data.

The rest of the paper is outlined as follows. In Sect. 2, we cover previous work
on generative models utilizing representation bases or compression concepts. In
Sect. 3, we provide an overview of representation basis approaches used in this
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work. In Sect. 4, our methodology for hybrid generative modeling is outlined.
Implementation details and experiments are discussed in Sect. 5. Section 6 con-
cludes the paper.

2 Previous Work

Learning the probability distribution of datasets is a long-standing problem, and
generative models in machine learning constitute an important class of models
with a rich literature. The Gaussian mixture model (GMM) is one of the impor-
tant and classical models for generative modeling [21] while deep generative
models rely on multilayer perceptrons (with deep architectures) for learning the
data distribution.

Despite the importance of image representation bases and their abundant
application in the compression literature, there are very few approaches which
learn image probability distributions by marrying image representation bases
(thereby moving away from pixel space) and deep learning-based generative mod-
els. Our proposed work therefore bridges the gap between image representation
and deep learning-based image generation. As we will demonstrate in Sect. 4, our
approach combines parametric and nonparametric modules where the paramet-
ric component is based on representation bases, while the nonparametric module
is based on machine learning methods.

Generative Latent Optimization (GLO) [3] was proposed as a deep genera-
tive model which learns a deep CNN generator to map latent vectors to data
by a Laplacian pyramid loss function while forcing latent representations to lie
on a unit sphere. In this model, however, it is not possible for the generator
to randomly sample from a known distribution. Implicit Maximum Likelihood
Estimation (IMLE) [20] uses a non-adversarial approach for discovering the map-
ping between two densities. In this model, latent variables are mapped into image
space via a generator and for each training image, the nearest generated image
is found such that the �2 distance between the image and mapping is minimized
and the generator is repeatedly optimized via a nearest neighbor-based loss.
IMLE optimization is costly and the generated images are typically blurry. The
work in [12] proposed the idea of combining GLO and IMLE to learn a map-
ping for projecting images into a spherical latent space and learning a network
for mapping sampled points from latent space to pixel image space in a non-
adversarial fashion. Generative Latent Flow [25] learns the latent space of data
via an autoencoder and then maps the distribution of latent variables to i.i.d.
noise distributions. In the wavelet domain, SWAGAN [8] proposed a wavelet-
based progressive GAN for image generation which improves visual quality by
enforcing a frequency-aware latent representation. Our proposed method is dif-
ferent from the aforementioned approaches because it can be incorporated into
any generative model and therefore allows for sampling from a known distri-
bution whenever necessary. Furthermore, it has a parametric module and when
used within a GAN architecture, it is trained via an adversarial loss.

At the intersection of compression and deep generative models, Agustsson
et al. [2] proposed a framework based on GANs for generating images at lower
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bitrates. The model learns an encoder which includes a quantization module
which is trained in combination with a multiscale discriminator. Kang et al. [16]
proposed a framework for generating JPEG images via GANs. They proposed
a generator with different layers for chroma sampling and residual blocks. Our
approach is also different from these approaches because image compression
concepts are directly used in the form of representation bases (like Tucker etc.)
coupled with dimensionality reduction.

The Tucker decomposition [23], PCA [15], and ICA [14] are among the widely-
used approaches which linearly transform data into a new space where data can
be presented in a more structured way and more efficiently represented. Dimen-
sionality reduction is an important byproduct of representation bases. Choosing
a subset of coefficients corresponding to the representation can result in data
compression and has been extensively used in the literature. As discussed ear-
lier, our use of these methods is for the purpose of converting from the original
data to a new space that captures the correlation between elements as well as pro-
viding an efficient representation for further processing. Therein lies the novelty
of our work. As far as we know, this is the first work that conducts a compre-
hensive comparison at the intersection of generative models and representation
bases while leveraging recent advances in adversarial learning.

3 Representation Bases

Finding a proper representation of random multivariate data is a key to many
domains [14]. Linear transformations have specifically been of interest due to
their conceptual and computational simplicity. The following techniques have
been used in our work:

1. Principal Component Analysis (PCA): PCA linearly transforms the
data by discovering orthogonal projections of high variance. Given a set of
vectors {xi}N

i=1, xi ∈ R
D, a correlation matrix is computed as C = ΣN

i=1xix
T
i ,

which has the following eigen decomposition: C = EΛET = EΛ
1
2 Λ

1
2T ET =

EΛ
1
2 (EΛ

1
2 )T , where Λ is a diagonal matrix of eigenvalues, and their corre-

sponding eigenvectors constitute the columns of E. Dimensionality reduction
is performed by projecting data onto eigenvectors corresponding to the first
d maximum eigenvalues, which captures the maximum variance and is scaled
with corresponding eigenvalues, i.e., yi = Fxi, where F is the top-left block
of (EΛ

1
2 )T with dimension D × d. Data reconstruction is performed via the

operation of F−1 on the obtained coefficients.
2. Independent Component Analysis (ICA): ICA attempts to decompose

multivariate data into maximally independent non-Gaussian components.
Such a representation seems to be able to capture the essential structure
of the data and provide a suitable representation which can be taken advan-
tage of in neural networks [14]. FastICA, used here, introduced a different
measure for maximizing the non-Gaussianity of rotated components [13].

3. Tucker Decomposition: The Tucker decomposition decomposes a tensor T
of order N into a core tensor with the same order and N unitary matrices.
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It is viewed as a higher order singular value decomposition (HOSVD). If we
consider an image dataset as a tensor T ∈ R

d1×d2×d3 of order 3, its Tucker
decomposition is T = T ×1 U (1) ×2 U (2) ×3 U (3), where T ∈ R

d1×d2×d3 is the
core tensor which, as a lower rank approximation of T , gives a representation
basis for it. Unitary or factor matrices are two-dimensional matrices which
help in projecting T into bases T . The Tucker decomposition is widely used
in compression by considering a subset of coefficients which carry most of
the information in the dataset and eliminating lower rank coefficients, which
typically has no adverse affect on tensor reconstruction.

We also utilize the Discrete Wavelet Transform (DWT) as a representation
basis for a “held out” model. We use the DWT to set up a probabilistic model
which can act as a basis for comparison for all generative approaches. The DWT
offers a suitable and general basis for image representation which captures both
frequency and location information. Therefore, it is highly viable as a bench-
mark model. We calculated DWT coefficients of datasets with a symmetric and
biorthogonal 1.3 scaling function. We trained a Gaussian mixture model on all
DWT coefficients (DWT-GMM) except the block of high frequency coefficients.
The DWT-GMM is used as a benchmark for all generative models and is not
used as a separate generative approach (but we plan to explore this possibility
in future work).

4 Methodology

Our two stage approach comprising representation basis projection and deep
learning is applicable to general 2D datasets. Below, we set up a cross-product of
approaches wherein representation bases are paired with deep generative models.
While we have elected not to explore variational autoencoders (VAEs) in the
present work, this can be easily accommodated in the future.

1. Data Projection: We begin by projecting images and two-dimensional datasets
into a representation basis space introduced in the previous section. Depend-
ing on the nature of the dataset, generative model, or representation basis
approach, data preprocessing steps and some model customization are
required to improve the results. In Sect. 5, we explain the preprocessing steps
or model specifications adopted for the datasets used in this study.

2. Generative Modeling: Generative models are applied to learn the distribution
of a subset of transformed coefficients obtained via one of the dimensional-
ity reduction procedures detailed in Sect. 3. This is an efficient use of the
compression aspect of the representation basis which makes the generative
process fast and efficient. This way, the focus of generative modeling shifts
from learning the distribution of data in pixel space to that of the distribution
of coefficients in a more informative and structured space.

The generative models used in this work for structured image generation are
GANs, NFs, and GMMs. The reason for this choice of models is the different
approaches they take towards learning the data distribution. These models are
briefly outlined below. For detailed explanation of generative models and their
variants, please see [9,19].
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GANs are deep generative models which have shown promising results in gen-
erating high-resolution images [9]. GANs are composed of two building blocks:
generator (G) and discriminator (D) networks which are trained in an adversar-
ial fashion to defeat each other. A GAN is formulated as a minimax zero-sum
game in which the generator and discriminator try to optimize the value function
V from their own perspective:

min
G

max
D

V (G,D) = Ey∼py [log D(y)] + Ez∼pz [log(1 − D(G(z)))], (1)

where pz is a predefined prior for the input noise variable z, and py is the true
distribution of the data. Despite their impressive results on learning complex
data distributions and generating natural-looking images, GANs cannot perform
inference and evaluation of the probability density of new images and datasets—
especially important in the domain of scientific datasets.

NFs were proposed as a generative model based on random variable trans-
formations to approximate a tractable probability distribution such that sam-
pling and inference is exact and efficient [22]. The basic idea of NFs is to trans-
form a simple probability distribution (typically Gaussian) into a complex one
via learning a sequence of invertible and differentiable mappings (bijectors).
This is the generative direction. Applying a chain of mappings (bijectors) fk,
k = 1, 2, . . . ,K on the random variable z0 ∼ p0(z0) results in a random variable
zK = fK ◦ fK−1 ◦ . . . ◦ f1(z0) with probability distribution pK :

pK(zK) = p0(z0)
K∏

k=0

∣∣∣∣det
∂fk

∂zk−1

∣∣∣∣
−1

. (2)

In order for these transformations to be practical, determinants of their Jaco-
bians should be easy to compute. Some of the suggested approaches are RealNVP
[7], Glow [17], and FFJORD [10]. To implement NFs, we used the probability
library of TensorFlow [1] and its distributions module. Bijectors were also trained
by the FFJORD module in TensorFlow.

The GMM is a parametric method for probability density function estimation.
The density function is represented as a weighted sum of Gaussian components
[21]. The Gaussian mixture model represents data as normally distributed sub-
populations with a hidden, unknown digital membership. The density of X is
formulated as a weighted sum of K Gaussian distribution N(μk, Σk) as follows:

p(x|π, μ,Σ) =
K∑

k=1

πkN(x;μk, Σk); with
K∑

k=1

πk = 1. (3)

The parameters of the GMM model are estimated by maximum likelihood estima-
tion (MLE). Typically, an iterative Expectation-Maximization (EM) algorithm [6]
is applied which turns out to be reasonably efficient for this MLE problem.
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5 Experimental Results

In this section, we detail the experimental evaluation of the two-step process
described in the previous section on two different datasets, one from image pro-
cessing and the other from scientific computing. To compare the performance of
generative models in representation bases, we executed a set of experiments on
the cross product of models and representation bases for these datasets.

With most image datasets, the pixel intensities range from 0 to 255 and are
frequently normalized to a different range like [0, 1] for training. Unlike image
datasets, scientific datasets are not visually meaningful to human perception.
Hence, measures like FID [11] developed for image quality of GANs based on
the Inception v3 model are not immediately applicable to scientific datasets like
XGC, where each two-dimensional slice has a different range, so there is no
unified range in this dataset like there is in typical image datasets. Based on
this observation, we propose a likelihood-based metric that we believe will be
more suitable for this and other similar scientific datasets.

Datasets. We experimented with two datasets: Fashion MNIST [24] and XGC
[5]. Fashion MNIST is a standard, curated and widely used dataset consisting
of ten classes of clothing items. XGC consists of 16 planes corresponding to a
doughnut’s cross-sections. Each plane consists of 12, 458 nodes with each node
representing a histogram of perpendicular and parallel velocities of photons at
specific checkpoints (please see Fig. 1). The histograms are not necessarily nor-
malized. The velocity histogram of one of these nodes is depicted on the left in
Fig. 1. The goal is to derive a generative model to simulate the two-dimensional
velocity histograms of particles which are represented as images in a compressed
and efficient way.

Fig. 1. Depiction of a node in the XGC dataset (left). The x and y axes of the
histogram represent the perpendicular and parallel velocities of photons, respectively.
Samples from dataset (right).
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Preprocessing. Slightly differing approaches were taken for the two datasets
for projection to the PCA/ICA basis. Since the ICA bases generate an uncon-
strained range of pixel values, for the Fashion dataset, we first project the image
intensities from a discrete range of [0, 255] to the continuous range [0, 1] and then
project these intensity values to a wider range using an inverse sigmoid function
y(x) = log x

β(1−x) , where β is a gradient slope factor. PCA/ICA is then applied
to this new range of values. Since the inverse sigmoid is not defined at 0 and
1, we map all intensities to the interval [ε, 1 − ε] for some value of ε and then
apply the inverse sigmoid before applying PCA and ICA. In our experiments, ε
is set to 0.001. The inverse sigmoid is used because the last nonlinear activation
function in the generator of the GAN architecture for this dataset is sigmoidal,
and therefore, we can match the intensities to the training data.

For the XGC dataset, the values are normalized numbers of particles in sim-
ulation which have a specific perpendicular and parallel velocity at a checkpoint.
These values are normalized by the mean and standard deviation of each image
separately (essentially a per image Z score). Because each image has a different
range, it impacts the choice of architecture and activation function in generative
models.

Generative Models Architecture. Figure 3 depicts the architecture of a
GAN for the XGC dataset. We used upsampling (conv2DTranspose) layers in
the generator with a linear activation function in the last layer to allow for the
range of generated images to be chosen freely for each image. This way, the gen-
erator is constrained to learn coefficients such that, after image reconstruction
(via the transformation matrix), the values follow an acceptable range that is
similar to the training set. The GAN architecture for Fashion is very similar to
XGC, except for the number of filters and the use of sigmoidal activation instead
of linear activation at the last layer of the generator.

The advantage of representation bases and dimensionality reduction is more
tangible in NFs because these models are computationally expensive: when
input/output dimensions are increased, the number of training parameters grows
rapidly. We considered four layer of bijectors and 50 additional nodes in the hid-
den layers of bijectors.

Dimensionality Reduction. Our goal is to learn the distribution of a subset of
coefficients as an efficient approach to data generation. The number of top eigen-
values and corresponding eigenvectors for each dataset was determined based on
the �2 distance between the training dataset and reconstructed images. For Fash-
ion MNIST, more coefficients were needed to meet a certain error threshold: 324
and 400 coefficients were chosen respectively for XGC and Fashion datasets. We
compare the performance of generative models in learning the distribution of a
subset of coefficients for each method via different measures. We observed that
for XGC, PCA, and ICA have similar performance across the board. For Fashion
however, ICA had better performance than PCA, and therefore, we only focused
on the performance of ICA-GAN for this dataset.
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Fig. 2. Fashion generated images via ICA-GAN (left) and pixel-GAN (right) at epoch
10 (upper row) and epoch 50 (lower row). Image samples are randomly drawn and not
cherry-picked. ICA-GAN generates plausible images close to the dataset from early
iterations, with much fewer artifacts in terms of shape and texture. Pixel-GAN takes
many more iterations to converge, with some images having artifacts.
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Fig. 3. The GAN architecture for the XGC
dataset; generator upper row and discrimi-
nator lower row. A subset of representation
bases is chosen.

Metrics. Many qualitative and
quantitative measures have been pro-
posed to evaluate generated images
and learned probability distributions
of generative models [4]. We con-
sider two conventional and widely-
used quantitative metrics—Frechet
inception distance (FID) and average
log-likelihood (entropy) of samples in
kernel density estimation (KDE) [9]
for evaluating the learned distribu-
tions and generated samples from dif-
ferent models. FID was proposed as a
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statistical metric to measure the similarity between two distributions. First, by
running the Inception v3 net on real and generated images, high level features
(pool3 layer) are extracted as an embedding for images, and then a separate mul-
tivariate Gaussian distribution is fitted to real and generated embeddings. FID
does not seem to be a suitable metric for evaluating scientific dataset genera-
tion. The features extracted from a deep learning network trained on real images
which are perceptually meaningful to human vision are not necessarily appropri-
ate for scientific data (where perceptual quality is not used). Furthermore, FID
only provides a single scalar measure for the entire dataset and does not take the
actual likelihood of the training set or generated images into account. For these
reasons, we resort to metrics based on probability distributions and the likeli-
hood of generated samples with respect to a reference model. KDE directly fits
a probability density model to the generated images. We calculated the average
of the negative log-likelihood (NLL) i.e. entropy of images sampled from learned
distributions with respect to this reference density model (Table 1). However,
as mentioned above, it is much more efficient to learn probability distributions
in the space of a representation basis than in pixel space. These considerations
affect our choice as described below. As mentioned in Sect. 3, we consider a refer-
ence model which is essentially a GMM on DWT coefficients. This model serves
as a benchmark and is not used for generation or sampling. The number of coef-
ficients used is 3 × 256 and 3 × 324 coefficients for Fashion and XGC datasets,
respectively. To assess the learned density distributions via different models, we
use the average of NLL values of sampled images from learned distributions via
GANs, GMM, and NFs in the DWT-GMM space—essentially the DWT entropy.
Furthermore, we compute the �1 distance between the density curves obtained
via KDE of the NLL values of generated images in the DWT-GMM model (see
Figs. 4 and 5). Essentially, this distance is computed between the density curve
of each model and the density curve of the real dataset on the interval that
contains most of its density volume.

Results and Discussion. Experimental results for different combinations of
modeling and generative bases are provided in Table 1 for the two datasets.
These results show that ICA-GANs preserve the statistical properties of each
dataset despite higher FID scores compared to equivalent pixel-GANs. The very
high entropy of pixel-GAN for the XGC dataset shows that the learned distribu-
tion of data via pixel-GAN is far from the true distribution despite generating
images which are visually similar to the training set. This indicates that gen-
erating a scientific dataset in pixel space may not be a reasonable approach.
ICA-GAN (at epoch 50) had the best performance on the Fashion dataset which
is a curated dataset with images being approximately registered within classes.
Note that we cannot expect scientific data to be pre-registered. The better per-
formance of the pixel-GAN on Fashion compared to XGC is partly because
of the unified range of pixel intensities for Fashion allowing for the use of a
single sigmoid activation function which confines the generated pixel values
within [0, 1]. Overall, the results also show that GMMs with a representation
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Table 1. Image generative models using representation bases with dimensionality
reduction (324 and 400 coefficients: PCA, ICA, Tucker for XGC and Fashion datasets
respectively). Numbers 10 and 50 in the 4th column denote the learned distribution at
that epoch number. Metrics: DWT and KDE entropies (DWT-E and KDE-E respec-
tively), FID and the �1 distance (scaled by 10−2). For all metrics, lower is better.

Dataset Model Loss Target Dist. DWT-E KDE-E FID �1

XGC GAN ADV ICA −2, 239 −82 5.6 4.0

PCA −2, 261 −76 5.6 4.0

Tucker 25, 745 −33 13.9 5.0

Pixel 311, 895 207 2.8 5.0

NF MLE ICA 3, 241 477 6.0 4.8

Tucker 1, 682 1, 105 26 -

GMM MLE ICA −1, 096 39 5.5 4.3

Tucker −2, 474 −455 2.4 3.0

Fashion GAN ADV ICA 10 −2, 451 −453 4.9 2.7

ICA 50 −2, 550 −450 2.2 2.2

Pixel 10 −1, 576 −307 5.0 3.5

Pixel 50 −1, 841 −346 1.3 2.6

Tucker −1, 146 −333 2.2 4.4

NF MLE ICA −1, 078 −329 2.9 8.9

GMM MLE ICA −1, 033 −361 2.3 5.7

Tucker −2, 660 −480 21 2.6

basis (after preprocessing) are powerful generative models for two dimensional
datasets, regardless of whether the data arise from standard imagery or from
scientific simulation.

Figure 2 shows that with a reasonable and simple architecture of GANs for
learning the distribution of ICA coefficients of the Fashion dataset, it is possible
to generate plausible looking images which are mostly texture and shape artifact-
free from early iterations. Furthermore, Fig. 4 (and the �1 distance in Table 1)
also indicate that the generated images by ICA-GAN has the closest entropy to
the Fashion dataset in both DWT-GMM and KDE benchmark models among
deep generative models and representation bases. The pixel-GAN on the other
hand does not produce close-to-dataset images until later iterations (with an
identical discriminator) while many of the images have artifacts in terms of shape
and texture. From Fig. 5, it might seem that the GMM has a better performance
compared to the ICA-GAN for XGC data. However, it is important to note that
less than 2

3 of the ICA-GMM samples fall in the negative range of NLL while
ICA-GAN shows a more homogeneous behaviour and hence lower entropy.
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Fig. 4. Fashion negative log-likelihood (NLL) density distributions in the DWT-GMM
benchmark model. For better demonstration, only samples with negative NLL are
plotted (data density concentration). ICA-GAN samples depict NLL values near NLL
of Fashion dataset.

Fig. 5. XGC negative log-likelihood (NLL) density distributions in the DWT-GMM
benchmark model. ICA-GMM seems to have better NLLs (lower entropy) however,
GANs perform better on average since ICA-GMM has only part of samples (7K out of
12K) in negative range.

6 Conclusions

We proposed a framework for fast and efficient image generation that combines
a representation basis approach with deep generative modeling. Our rationale
was that learning a basis for data which preserves the statistical structure and
correlation among image pixels can be a useful preprocessing step for the develop-
ment of generative models. Furthermore, representation bases can be deployed
for data compression during generation which is a boon for computationally
intensive generative modeling frameworks. Immediate future work will focus on
using over-complete dictionaries and coefficient compression within generative
modeling.
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Abstract. Deploying GANs (Generative Adversarial Networks) for
Image Translation tasks on edge devices is plagued with the constraints of
storage and computation. Compared to some methods like neural archi-
tecture search (NAS), filter pruning is an effective DNN (Deep Neural
Network) compressing method. It can compressing DNNs in a short time.
The filter importance is measured by the filter norm, the filters with low
norm are pruned. As for image classification, the filter with larger norm
has larger influence on the final classification scores. However, as illus-
trated in Fig. 4, the filter with large norm don’t always have a big impact
on the quality of generated images for GANs. Based on the observation
that the filter close to the filters’ center in the same convolution layer
can be represented by others in [8], we develop a distance-based pruning
criterion. We prune the filters which are close to the filters’ center in
a convolution layer. KD (Knowledge distillation) trains the compressed
model and improves its performance. The most common KD method
ignores the transformation information across the feature maps, which is
important for GANs. We take them as additional knowledge and transfer
it from the uncompressed GAN to the pruned GAN. Our experiments on
CycleGan, Pix2pix, and GauGan achieved excellent performance. With-
out losing image quality, we obtain 51.68× and 36.20× compression on
parameters and MACs (Multiply-Accumulate Operations) respectively
on CycleGan. Our code (We will open source within one week after the
paper being received) will be made available at github.

Keywords: GAN Compression · Pruning · Knowledge distillation

1 Introduction

In recent years, GANs (Generative Adversarial Networks) [6] are frequently pre-
scribed for image generation, image translation, text generation and style trans-
fer. With the development of GANs for image translation tasks, their parameters
and MACs become very large. However, some applications require interaction
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with humans and demand low-latency on-device performance for better user
experience. Edge devices (VR headsets, mobile phones, tablets, etc.) are tightly
constrained by hardware resources. Deploying the GANs for image translation
tasks on edge devices is limited by the device memory and inference speed. As an
example, the frequently-used CycleGan [22] has 11.37M parameters and 56.83G
MACs, making it difficult to deploy directly on edge devices.

With the observation that DNNs have a large parameter redundancy, model
compression methods have been widely studied to reduce the number of param-
eters and MACs in neural networks. The most frequently used methods include
human-designed, neural architecture search (NAS) [4], pruning [7–9,13], and KD
(knowledge distillation) [15,17,18], etc. The above methods mainly compress the
model for image classification and object detection. However, the network archi-
tecture and principle of GANs are different from classical CNN models. As for
GAN compression, the human-designed method can not get rid of a large num-
ber of attempts. NAS consumes large computational complexity due to the huge
search space. However, the pruning method compresses model quickly with a
small amount of manual intervention.

Filter norm is mostly taken as the criterion for CNN model pruning meth-
ods known as the norm-based criterion. For the classification task, neurons with
larger activation contribute more to the final classification scores. This assump-
tion is not suitable for GANs because the GAN’s output is image instead of
classification score. Figure 4(b) verifies that the filter norm can’t represent the
filter importance for GANs. Existing CNN model pruning methods fine-tune the
model by conventional training to improve the model performance. This only
improve part of the compressed model’s performance, which is still far from
the uncompressed model. With the difficulty in restoring the performance of
compressed model to the uncompressed by direct training, KD is proved to be
an effective fine-tuning method for GAN in [14,19]. [14,19] transfer the uncom-
pressed GAN’s knowledge to the compressed GAN. This way is also performance
limited as they simply make the compressed GAN to mimic the feature maps
of the uncompressed GAN. However, mimicking the generated features of the
uncompressed GAN is only a hard constraint in these works. How the output
images are generated layer by layer from the input is very important implicit
information for GANs. These works ignore transferring this kind of transforma-
tion information.

To address the problems mentioned above, we introduce a general GAN com-
pression framework consisting of distance-based filter pruning and KD guided by
transformation information across feature maps in different layers. In our GAN
pruning method, we calculate the filter center in a convolutional or deconvolu-
tional layer. Then the filters whose distance to the filter center less than the thresh-
old are removed. The rest of the filters can achieve the same feature extraction
effect as all the filters because the removed filters are deemed to be represented by
other filters. Our pruning method is used for compressing a small GAN architec-
ture. After that, the KD is applied to fine-tuning the pruned GAN. We regard the
transformation information across the feature maps as the knowledge and transfer
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it from the uncompressed GAN to the compressed GAN. This kind of knowledge
can guide compressed GAN to learn how to generate feature maps and output
images layer by layer.

In summary, the contributions of our paper are summarized as follows:

– Pruning: We propose a filter distance-based pruning method for compressing
efficient GANs. It can correctly measure the importance of the convolutional
and deconolutional filters in GANs.

– Distillation: In order to restore the quality of the images generated from
the GANs after pruning, the feature maps and their transformation informa-
tion are transferred from the original GAN to the pruned GAN. We run the
Pruning-Distillation process iteratively.

– We evaluate our proposed method on three image translation models trained
on four benchmark datasets. We got 51.68× and 36.20× compression on
parameters and MACs respectively without performance dropping for Cycle-
Gan. We compressed the Pix2pix parameters by 22.31×, MACs by 12.46× at
most. The GauGan got 16.49× parameter compression from 93.0M to 5.64M,
meanwhile, the MACs were dropped from 281G to 25.63G with a slight per-
formance decrease.

The rest of the paper is organized as follow. In Sect. 2, we introduce related
methods of GAN compressing, including stacking human-designed modules,
pruning, neural architecture search, and knowledge distillation. Then our pro-
posed method are detailed in Sect. 3. We conduct comparative experiments and
perform extensive analysis of experimental results in Sect. 4. Finally, we conclude
our paper in Sect. 5.

2 Related Work

Generally, existing methods compress a meticulous model architecture with
high performance by stacking human-designed CNN modules, pruning the over-
parameterized network, or neural architecture search. After that, they promote
the compressed network’s performance by training or KD.

Stacking Human-Designed Modules. ShuffleNet [21], SqueezeNet [11], and
MobileNet [10] compress the model by using the efficient modules designed man-
ually. They stack the well-designed modules to get an efficient CNN network
easily in this way. But they need to design the whole architecture including the
number of layer and filter.

Pruning. Pruning methods remove the redundant connections or convolution
filters. As for connection pruning, it leads to sparse networks. This needs specific
hardware or acceleration library for deployment. Filter pruning methods are
widely used in compressing meticulous CNN model. The most common criterion
to calculate the filter importance is the filter norm. [20] compresses GANs by
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pruning filters with low filter norm. This criterion is effective for the classical
CNN model because neurons with larger activation contribute more to the final
classification scores. However, GANs have different kind of modules such as the
deconvolutional layer. They are used for image generation whose outputs are
images instead of classification scores.

Neural Architecture Search. NAS has been applied to design networks that
are on par or outperform hand-designed architectures. Methods for NAS can be
categorized according to the search space, search strategy, and performance esti-
mation strategy used. [19] compresses GANs by developing a co-evolutionary
approach. Generators for two image domains are encoded as two populations
and synergistically optimized for investigating the most important convolution
filters iteratively, obtaining portable architectures of satisfactory performance.
However, this method is designed for specific GANs. GANs compressed by this
method generate images with a poor performance. With the increase of compres-
sion ratio, the metric (FID) drops severely. [5,14] introduce neural architecture
search (NAS) to GAN compression, and transfer knowledge of multiple inter-
mediate representations from the original model to its compressed model. The
large search space leads to big computing resource consumption which is hard
to use in industry.

KD (Knowledge Distillation). KD is used to improve the performance of
compressed model. It extracts the feature maps or outputs and transfers them
from the uncompressed model to the compressed model, aligning them two by
loss function. This method is proven to be effective for GAN compression in
[1,2,5,20], but the insufficiency of knowledge makes the compressed GAN diffi-
cult to restore the performance to the uncompressed model. They simply trans-
fer feature maps from the predesigned student GAN to the teacher GAN. Their
success also depends on the appropriate design of student network architectures.
[1,2] require us to design the compressed GAN’s architecture including the num-
ber of layer and filter manually. However, setting a GAN architecture with an
accurate model capacity is difficult in a trial-and-error fashion.

3 Method

Our method consists of convolution kernel pruning and KD illustrated in Fig. 1.
For one step, we prune the GAN model according to a certain step compression
ratio which means the pruning ratio for this step. Then KD is applied to the
pruned GAN. We run the Pruning-KD step iteratively until the accumulated
pruning ratio reaches the target pruning ratio or KD can’t restore the perfor-
mance of the pruned GAN.

3.1 Notations

Formally, we introduce symbols and notations in this subsection. We assume
that a GAN network has L layers. Input and output channels are represented
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as Ni and Ni+1 respectively for the ith convolutional or deconvolutional layer.
Wi,j ∈ R

Ni×K×K , i ∈ [1, L], j ∈ [1, Ni+1] represents the jth filter of the ith layer,
where K is the kernel size. We regard F i ∈ R

Ni+1×w×h as the output feature
maps of the ith layer, where w and h are the width and height, respectively. f
and fstep are the target and step compression ratio, respectively. G and G

′ are
the generators for uncompressed GAN and compressed GAN. Their outputs are
G(x) and G′(x).

3.2 Filter Distance-Based Pruning Method

Fig. 1. The whole pipeline
of our method. f means the
target compression ratio

Fig. 2. The filter distance-based pruning
method for compressing GANs

As showed in [14,20], some filters are redundant due to their representation
ability can be achieved by other filters. Thus these filters can be pruned. After
pruning, the rest filters can play the same role and get the same performance in
feature extraction as all filters remained.

As illustrated in Fig. 2, We take one pruning step as an example. We calculate
the filter center W∗

i for the filters Wi = [Wi,1,Wi,2, ...,W i,Ni+1
] in the ith

layer, i.e.,
W∗

i = arg minx∈RNi×K×K

∑

j∈[1,Ni+1]

||x − Wi,j ||2. (1)

The distances between the filters Wi and their center W∗
i are used to measure

the importance of filters. They are calculated as d = [d1, d2, ..., dNi+1 ] where

dj = ||Wi,j − W∗
i ||22. (2)

Top(d, N) is a function that can get the top N values in d. It returns an ordered
decreasing list whose length is N . This operation can evaluate and sort the
filter importance. We note the last value in d as the threshold th by Eq. 3. The
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Fig. 3. Our KD loss consists of three parts: regular KD loss, paired learning KD loss,
novel KD loss guided by the transformation information

threshold’s index is N − 1. For one step, we set N = (1 − fstep) × Ni+1. This
achieves pruning the filters in the ratio of fstep.

th = Top(d, N)[N − 1]. (3)

Finally, we remove the filters in the ith layer whose distance to the center W∗
i

is less than the threshold th. The pruned generator for this pruning step are
parameterized with the remaining filters W ′

i = [W ′
i,1,W ′

i,2, ...,W ′
i,fs t e p ×Ni+1

].
We replace the original convolutional filters Wi with the pruned convolutional
filters W ′

i ∈ R
fstep·Ni×K×K . The filters and their parameters are pruned to the

ratio (1 − fstep) of the original.
We run the pruning step some times until the cumulative compression ratio

reaches the target compression ratio f .

3.3 Fine-Tune Compressed GAN via KD

As illustrated in Fig. 3, we introduce transformation information into KD loss as
the additional supervised information. The transformation information can be
defined by the relationship between two intermediate feature maps. The inter-
mediate feature maps are from two different layers in GAN. This kind of rela-
tionship can be represented as the inner product of these two vectors’ directions.
The vectors are flatten from the feature maps of two different layers.

For a GAN framework, assuming F i ∈ R
Ni+1×w×h and F j ∈ R

Nj+1×w×h are
the feature maps for the ith and jth layer, respectively, where Ni+1 and Nj+1

are the number of output channels for the ith and jth layer, and Ni+1 = Nj+1.
F i,m,n ∈ R

Ni+1 and F j,m,n ∈ R
Nj+1 are the (·,m, n) entries of F i and F j .

Then, the transformation information matrix M ∈ R
Ni+1×Nj+1 is calculated by

M =
w∑

m=1

h∑

n=1

F i,m,n × FT
j,m,n

w × h
. (4)
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For a GAN compression task, we can assume that there are N transformation
information matrices denoted as MT

i , i ∈ [1, N ], which are generated by the
uncompressed GAN, and N transformation information matrices denoted as
MS

i , i ∈ [1, N ], which are generated by the compressed GAN. For each pair of
matrices between the teacher and student GANs (MT

i ,MS
i ), i ∈ [1, N ] with the

same spatial size, we align them by the l2 norm where

LT =
N∑

i=1

||MT
i − MS

i ||22. (5)

We also consider the loss of KD proposed in [14] as LF . In the same way, we
transfer the information of the feature maps FT

j , j ∈ [1,M ] in the uncompressed
GAN to the feature maps FS

j , j ∈ [1,M ] in the compressed GAN by

LF =
M∑

j=1

||FS
j − FT

j ||22. (6)

Paired image translation task consists of examples {xi, yi}Ni=1, where the cor-
respondence between xi and yi exists. Unpaired doesn’t have this kind of cor-
respondence. For the unpaired image translation task, we can view the uncom-
pressed generator’s output G(x) as ground-truth and train our compressed gen-
erator G′ with an objective Lrec. For the paired setting, we train our compressed
generator G

′ with ground-truth y. This objective is formalized as:

Lrec =

{
Ex,y||G(x) − y||22 if paried GANs,
Ex||G(x) − G′(x)||22 if unpaired GANs.

(7)

The final loss is a multi-objective loss as showed in Eq. 8 where α1, α2, α3 are
the coefficients, LGAN is the original loss for adversarial training.

L = LT + α1LF + α2Lrec + α3LGAN . (8)

4 Experiments

4.1 Experimental Settings

Models. CycleGan [22] is an unpaired Image-to-Image translation model. It
transforms the image from a source domain to a target domain. Pix2Pix [12] is
used for supervising Image-to-Image translation. U-Net is the backbone of its
generator which can better retain the pixel-level detail at different resolutions.
GauGan [16] proposed a spatially-adaptive normalization method which can
better protect semantic details.

Datasets. Cityscapes has 5000 images of driving scenes in 50 cities. Horse ←→
Zebra collects 1187 horse images and 1474 zebra images from ImageNet. Edges
−→ Shoes consists of 50025 images from UTZappos. Map ←→ Aerial has 2194
images downloaded from the Google map.
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Experimental Evaluation Metrics. Frechet Inception Distance (FID) [3]
uses the 2048-dimensional activations from the Inception intermediate layer.
Then it models the activations from the real and generated images using the
multivariate Gaussian distribution with mean μ and covariance σ. These statis-
tics are then used for calculating the FID. The Lower FID is better.

Implementation Details. We first train a generator from scratch, then we
prune it with the step compression ratio 5% and fine-tune it by our KD method.
We carry out the pruning-distillation step above iteratively until the performance
of the compressed GAN can’t restore to the uncompressed GAN or the total
compression ratio reaches the pre-set target compression ratio. For the Pix2pix
and CycleGan, we use 0.0002 as the learning rate through the training procedure.
The batch size is 1 for Cityscapes, Map ←→ Aerial, and Horse ←→ Zebra as well
as 4 for Edges −→ Shoes, 16 for GauGan. We adopt the Adam optimizer, keeping
the learning rate constant before it linearly decays from the initial learning rate
to 0. We set constant epoch as 100 while decay epoch is 100, 200, 300, or 400
depending on different datasets. Epoch set for compression is the same as from-
scratch training. We use the generator with the best evaluation performance
during training. We adjust α1, α2, α3 to ensure the three loss items are in the
same order of magnitude.

4.2 Detailed Compression Results

Table 1. Experiment results on Pix2pix,GauGan, CycleGan

Model Dataset Method Parameters MACs mAP/FID

Pix2pix cityscaps Original 11.38M 56.80G 35.62

Li et al. [14] 0.71M(16.02×) 5.66G(10.04×) 29.27

Ours 0.58M(19.62×) 3.69G(15.4×) 35.03

edges→shoes Original 11.38M 56.8G 24.18

Li et al. [14] 0.70M(16.25×) 4.81G(11.81×) 26.60

Ours 0.51M(22.31×) 4.56G(12.46×) 25.96

map→arial photo Original 11.38M 56.8G 47.76

Li et al. [14] 0.75M(15.17×) 4.68G(12.14×) 48.02

Ours 0.51M(22.31×) 4.56G(12.46×) 47.32

GauGan cityscaps Original 93.00M 281.00G 58.89

Li et al. [14] 20.40M(4.56×) 31.72G(8.86×) 56.75

Ours 5.64M(16.49×) 25.63G(10.96×) 54.40

CycleGan horse→zebra Original 11.37M 56.83G 61.53

Shu et al. [19] – 13.40G(4.24×) 96.15

Fu et al. [5] 0.98M(11.60×) 6.39G(8.89×) 83.60

Li et al. [14] 0.34M(33.44×) 2.67G(21.28×) 64.95

Ours 0.22M(51.68×) 1.57G(36.20×) 60.49
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As shown in the Table 1, our method obtained better model performance and
compression ratio.

For CycleGan compressed on horse −→ zebra dataset, we achieved 51.68×
compression on parameters and 36.20× compression on MACs. It is worth men-
tioning that, different from other methods [14,19], our method compressed the
CycleGan without FID decreases.

For Pix2pix, we conducted experiments on three datasets. The mAP in
Cityscapes drops only 0.1 with a compression ratio of 19.62×. For Map ←→
Aerial and Edges −→ Shoes, we compress their model size by 22.31×, MACs by
12.46×.

GauGan is hard to be compressed in [14] which compressed it 4.56×. We
compressed it 16.49× from 93.00M to 5.64M on parameters, 11× from 281.00G
to 25.63G on MACs with small FID decrease.

4.3 Ablation Study

Table 2. Ablation Study For KD: Train, KD, and Ours mean fine-tuning the com-
pressed GAN by normal training, the method in [14], and our KD method, respectively.

Model Datast FID

Train KD Ours

CycleGan horse→zebra 67.721 63.5 60.488

Pix2pix edges→shoes 27.37 27.46 25.96

The Effectiveness of Our Pruning Method. As illustrated in Fig. 4(b), we
calculate the distances between some filters in GAN’s certain layer and their filter
center, we remove each of them. Then the normal training is applied to them as a
fine-tuning process. Experiments show if we remove the filter with a large distance
to the filter center, the GAN’s performance is difficult to restore to the original
GAN. This is because the filters far away from the filter center can’t be represented
by other filters. Such filters should not be removed. The Fig. 4(a) shows that the
FID after pruning and fine-tuning is not clearly affected by the L1 norm of the
filters, which indicates the norm-based pruning method is not suitable for GANs.

The Advantage of our KD Method. Table 2 shows that if we fine-tune the gen-
erator after pruning with the normal training method, the generator can’t recov-
ery to the original uncompressed performance. When we apply the KD method in
[14], it can get a better generator while our KD method achieves the best results.

Influence of Step Compression Ratio in Our Experiment Setting. We
set the step compression ratio to 3%, 5%, 7%, and 10% showed in Table 3. The
FID fluctuation along with the different step compression ratio is less than 3,
which means the performance of pruning is not sensitive to this parameter.
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(a) L1 norm Pruning Criterion (b) Our pruning Criterion

Fig. 4. The effectiveness of our pruning method

Table 3. Influence of step compression ratio

Step compression ratio 3% 5% 7% 10%

FID 60.20 60.49 62.87 60.45

5 Conclusion

In our work, we propose a general GAN compression framework. We apply a
filter distance-based pruning method to design a small GAN architecture and
use the KD method guided by transformation information across the feature
maps to improve its image generation ability. Experimental results on different
datasets and models showed that our method compresses GANs to a smaller size
than other methods with minimal model performance dropping.
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