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Preface

We are happy and proud to present this volume of proceedings, which contains the
accepted papers presented at the 25th International Conference on Theory and Practice
of Digital Libraries (TPDL 2021), which was held online at The Open University, UK,
during September 13–17, 2021.

This year TPDL celebrated its 25th edition as a leading scientific forum that brings
together both practitioners and researchers in the field of digital libraries and related
fields. This edition of TPDL was held under the general theme of “Linking Theory and
Practice”, to highlight TPDL’s emphasis on including both researchers and practitioners
and on providing a forum for productive exchange between the groups. To further
strengthen this, this year’s edition introduced the full-length practitioner paper aimed at
allowing the presentation of high-quality, applied work. The interest in and success of
this category was clearly shown by its uptake: 27% of the full-length submissions and
30% of the accepted full-length papers were practitioner papers. We hope that this
strengthens links between the groups and leads to the inclusion of more applied
research in future editions of TPDL.

TPDL 2021 received a total of 53 submissions, divided into 27 research, 10 prac-
titioner, 9 short, 3 poster, and 4 demo papers. The reviewing process was double-blind,
with at least three reviews per paper, combined with a meta-review step. Based on the
outcome of this process a total of 16 papers were accepted (30%), divided into 7
research (26%), 3 practitioner (30%), 3 short (33%), 1 poster (33%), and 2 demo papers
(50%). Additionally, based on the reviewers’ suggestions, we offered 10 papers the
opportunity to submit a shortened poster paper, increasing the overall number of
accepted papers to 26 (49%). In this respect, the overall acceptance rate is in line with
past editions (generally around 45%).

The conference welcomed one keynote speaker: Ulrike Wuttke from the University
of Applied Sciences Potsdam, Germany. In keeping with the general theme of “Linking
Theory and Practice”, her work on digital humanities methods and tools, research
infrastructures, eResearch and research data management, open access and open sci-
ence, and book and library history perfectly encapsulated the conference’s collabora-
tive and interdisciplinary focus.

In addition to the main conference, the program included a pre-conference workshop
on “LinkedArchives – International Workshop on Archives and Linked Data” and a
Doctoral Consortium. To enable the conference’s social aspect, making links between
researchers and practitioners, between disciplines, and between new and experienced
participants, the conference used a technical solution to allow for dynamic,
between-session chats and discussions amongst participants.

This conference was only possible because of all the work put in by many people.
First, we want to thank all researchers for submitting their work and the members of
our Program Committee for their reviews. Thank you also to our Workshop chairs,
Dana McKay and Philipp Mayr-Schlegel, and to our Doctoral Consortium chairs,



Morgan Harvey and Helena Francke, for running their tracks so smoothly. Finally, we
also express our gratitude to the TPDL Steering Committee, who supported us in
experimenting with the online format.

September 2021 Gerd Berget
Mark Michael Hall

Daniel Brenn
Sanna Kumpulainen

vi Preface
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FETD2: A Framework for Enabling Textual
Data Denoising via Robust Contextual

Embeddings

Govind, Céline Alec, Jean-Luc Manguin, and Marc Spaniol(B)

Department of Computer Science, Université de Caen Normandie,
Campus Côte de Nacre, 14032 Caen Cedex, France

{govind,celine.alec,jean-luc.manguin,marc.spaniol}@unicaen.fr

Abstract. Efforts by national libraries, institutions, and (inter-) national
projects have led to an increased effort in preserving textual contents - includ-
ing non-digitally born data - for future generations. These activities have resulted
in novel initiatives in preserving the cultural heritage by digitization. However, a
systematic approach toward Textual Data Denoising (TD2) is still in its infancy
and commonly limited to a primarily dominant language (mostly English). How-
ever, digital preservation requires a universal approach. To this end, we introduce
a “Framework for Enabling Textual Data Denoising via robust contextual embed-
dings” (FETD2). FETD2 improves data quality by training language-specific data
denoising models based on a small number of language-specific training data. Our
approach employs a bi-directional language modeling in order to produce noise-
resilient deep contextualized embeddings. In experiments we show the superiority
compared with the state-of-the-art.

Keywords: Textual Data Denoising · AI · Contextual representations

1 Introduction

1.1 Motivation and Problem

In recent years, natural language processing (NLP) has seen major improvements by the
application of machine learning ranging from “low-level” text (pre-) processing up to
“high-level” semantic enrichment. Each component is an important asset ensuring data
quality along the entire value chain, e.g., when preserving the cultural heritage by digi-
tization of textual documents. Despite all recent achievements in document digitization,
the overall process is still in its infancy. In particular, studies have been primarily con-
ducted on English language text. While the approaches are - in general - conceptually
transferable to other languages, there are several drawbacks to be considered. First,
models of contextual as well as non-contextual word representations have been pre-
dominantly developed for English language text. Second, these models provide dense
representation for the vocabulary tokens but broadly make an assumption that tasks
in NLP do not have to deal with noisy textual data, which is more prevalent in real-
world or digitized documents. Last, but not least, adapting data (pre-) processing for
c© Springer Nature Switzerland AG 2021

G. Berget et al. (Eds.): TPDL 2021, LNCS 12866, pp. 3–16, 2021.
https://doi.org/10.1007/978-3-030-86324-1_1
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less commonly used languages requires a generalized approach in order to overcome
performance drain caused by data scarcity.

1.2 Approach and Contribution

In this paper, we present FETD2: “a Framework for Enabling Textual Data Denoising”.
FETD2 employs a noise-resilient deep contextualized embedding model based on bi-
directional language modeling. Further, language adaptability is supported by emulat-
ing language-specific patterns of spelling-errors (referred to as “Confusion Matrix++”)
by systematically injecting them into high-quality contents for training the model.
Finally, in extensive intrinsic and extrinsic evaluations we demonstrate the superiority
of FETD2.

2 Related Work

2.1 Pre-trained Language Representation Models

Pre-trained language representation models aim at encoding the syntactic and semantic
knowledge about tokens by building their continuous representations in a high dimen-
sional space. Popular context-insensitive models such as Word2Vec [18] and GloVe
[20] learn fixed embeddings of words based on their co-occurrence in large corpora.
Although, these models are prone to out-of-vocabulary (OOV) problem caused by
spelling errors/variations as well as fail to build unique representations of homonyms.
To address this, the idea of deep contextualized representation aims at producing sepa-
rate representations of a token when used in different contexts. ELMo [21] uses multiple
stacked Long Short-Term Memory (LSTM) [9] layers to produce a high-level contex-
tual representation of words with respect to their use in a sentence. BERT [6] proposes
the use of masked language modeling with Transformers [26] to process the natural lan-
guage text in a truly bidirectional way. ELMo and BERT work on sub-word level and
thus have the ability to produce representations for misspelled/OOV tokens. Although, it
has been widely reported that the model performance suffers significantly as representa-
tions of these noisy tokens degrade in quality [12,24]. Recently, there have been several
advancements in LMs via transformers such as XLNet [29], ALBERT [13], Character-
BERT [3] and ELECTRA [5]. Even these approaches have not adequately focused on
dealing with noisy data and the resilient language representation needs further explo-
ration.

2.2 Handling Noise in Textual Data

Real world text often contains noise of various nature such as misspellings, optical
character recognition (OCR) errors, typographical errors, etc. Models trained on clean
data are prone to fail already in the presence of little noise, although being relatively
easily decodeable for a human [2,23]. Multiple studies [12,24,28] have reported that
pre-trained language representation models (e.g. BERT, ELMo) suffer in domains such
as social media and noisy data in general. Further, [15] show the effects of OCR noise
on named entity linking resulting in a considerable drop in performance. Persuaded by
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the ubiquity of noisy text, there have been growing interest in building robust word rep-
resentations recently. [7] propose a fastText based model to learn robust embeddings for
misspellings by mapping the representation of misspelled words closer to their respec-
tive original words in the embedding space. On the other hand, [17] have introduced
a context-informed embeddings model based on RNNs. In [1] embedding subspaces
are exploited to learn word representation in scarce and noisy data, whereas [25] use a
masked language model for denoising. Also, [16] introduce the use of noise-contrastive
estimation to improve language modeling and a data augmentation framework Tele-
phonetic to deal with misspellings is introduced by [14]. Adversarial machine learning
has also received growing attention in the NLP domain recently [8,27], such as train-
ing with adversarial examples in order to build more robust machine learning models
[22,24,30]. It has been noted in aforementioned works that having robust word embed-
dings in-turn helps in building robust models for multiple downstream NLP tasks. To
the best of our knowledge, none of the prior approaches tackle data denoising by system-
atically building a deep contextualized bi-directional language model that is implicitly
noise-resilient.

3 Noise-Resilient Contextual Representations

3.1 Bi-Directional Language Models for Contextual Representation

The task of language modeling aims at assigning probability values to future tokens
given a history of previous tokens. To this end, a forward language model can be utilized
to compute the probability of observing a sequence of tokens as formalized in Eq. 1
and similarly a backward language model in the backward direction as can be seen in
Eq. 2. Given a sequence of tokens t1, t2, . . . , tN , a bi-directional language model tries to
jointly maximize the log-likelihood in the forward as well as in the backward direction
as formalized in Eq. 3.

p(t1, t2, . . . , tN ) =

N∏

i=1

p(ti|t1, t2, . . . , ti−1) (1)

p(t1, t2, . . . , tN ) =
N∏

i=1

p(ti|ti+1, ti+2, . . . , tN ) (2)

N∑

i=1

(
log

(
p(ti|t1, t2, . . . , ti−1;

−→
θ )

)
+ log

(
p(ti|ti+1, ti+2, . . . , tN ;

←−
θ )

))
(3)

3.2 Noise-Resilient Bi-Directional Language Modeling

In order to make language modeling and the underlying token representation robust
towards noise, we propose a novel language modeling objective where the tokens’ his-
tory is perturbed via realistic noise patterns. To achieve this, we introduce a noise func-
tion Γ , which imparts noise in the sequence of history tokens in a controlled manner
as seen in Eq. 4 (cf. Sect. 4.1 for details on the noise generation algorithm). Given a
sequence of tokens T = (t1, t2, . . . , tj), the noise function Γ produces a noisy sequence
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˜T = (˜t1, ˜t2, . . . , ˜tj) with ratio of noisy tokens controlled by the parameter η. To this
end, the new forward and backward language models assign probability to future tokens
based on noisy histories (cf. Eqs. 5 and 6). Now, the bi-directional language model tries
to optimize the joint log-likelihood in the forward and backward direction given the
noise in history tokens. The intuition behind preserving the noisy tokens as a history is
that the model will have to learn the representation of noisy tokens close to their original
versions in order to improve the correct prediction of future tokens.

T̃ = Γ (T, η) (4)

p(t1, t2, . . . , tN ) =
N∏

i=1

p(ti|t̃1, t̃2, . . . , t̃i−1) (5)

p(t1, t2, . . . , tN ) =
N∏

i=1

p(ti|t̃i+1, t̃i+2, . . . , t̃N ) (6)

N∑

i=1

(
log

(
p(ti|t̃1, t̃2, . . . , t̃i−1;

−→
θ )

)
+ log

(
p(ti|t̃i+1, t̃i+2, . . . , t̃N ;

←−
θ )

))
(7)

Note that this language modeling objective is not simply building a LM on noisy
data. Here, the model has to predict correct future token given the noise in previous
tokens. In this way, the model does not intend to generate the noisy text but to recover
from the noise in tokens as it aims to always predict the next correct token. In contrast,
if a LM is trained on noisy text in a brute fashion then it will aim to generate the
noisy text where the goal of predicting noisy future tokens will inadvertently penalize
the learning of quality representations. To this end, the noise-resilient LM objective
implicitly encodes the task of being robust towards noise in tokens and map them closer
to their original version in embedding space (empirically evaluated in experiments, cf.
Sect. 5).

3.3 Character-Aware Word Representation

Traditionally, a fixed vocabulary of tokens has been often employed for the language
modeling without any sub-word level knowledge to build token representations. This
might lead to vocabulary explosion because of noise and thus, a character-aware pro-
cessing is required. Large-scale transformer-based language models such as BERT have
popularized the Byte-Pair Encoding (BPE) tokenization of words into smaller sub-word
units. On the other hand, models like ELMo use convolutional neural network based
kernels in order to extract character level features of a token. Sub-word units based
tokenization itself can be sensitive to the noise in tokens [3,19], which adds further
complexity in building a robust LM. In the scope of this paper, we consider a simple yet
effective setup to process words as a whole on char-level. We employ an “ELMo-like”
character level processing on individual words aiming at capturing sub-word features.

3.4 Language Model Architecture

Concerning the underlying architecture, we employ a bi-directional language model
architecture adopted and modified from the ELMo architecture proposed by
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Peters et al. [21]. The ELMo model extends the ideas from [10] and [11] by introducing
a residual connection between the LSTM layers and building bi-directional language
model. In broad specification, the model has two bi-directional LSTM layers with 4096
units and the residual connection. A character level input processing module is utilized
with 2048 character n-grams convolutional filters and 2 highway layers. It processes
tokens in the input sequence on character level and aims to extract the low-level syn-
tactical features for each of the tokens independently. We modify the model in order to
adjust it to the requirements of our noise-resilient language modeling objective. To this
end, we integrate a noise generation module at the char-level processing layer (Layer 0
in ELMo terminology) to impart desired level of noise in history tokens during the pre-
training process. We discuss the noise generation mechanism in the subsequent section.

4 Noisy Data Generation

4.1 Noise Generation Model

Different noise occurs in texts, e.g. misspellings or erroneous OCR. We focus on noise
induced by the OCR process (but is also applicable to other kind of orthographic noise).
In order to synthetically generate OCR-inspired noisy text, we introduce a noise gener-
ation model in Algorithm 1 based on four parameters: input token sequence T , desired
noise ratio η, the number of transformations per token K, and our transformation matrix
called Confusion Matrix++ (the core of our noise generation model). In our experiments,
we keep K = 1 constant whereas varying η over several values between 0 and 0.99.

Algorithm 1. Noise Generation Model (Γ )
Input: Token sequence T ; Noise ratio η; Confusion Matrix++ M; # transformations per token K
Output: Noisy tokens sequence T̃
1: seq len ← len(T )
2: noise indices ← random sample(T, �seq len ∗ η�)
3: for each index i, token t in T do
4: if noise indices contains i then
5: // get character unigrams and bigrams
6: chars unigrams ← unigrams(t)
7: chars bigrams ← bigrams(t)
8: ngrams = chars unigrams + chars bigrams
9: // filter non-existing noise transformation

10: initialize transforms
11: for each ngram ng in ngrams do
12: if M contains ng then
13: insert ng into transforms

14: // sample K transformations randomly
15: transforms ← random sample(transforms, K)
16: n token ← apply transforms(t, transforms, M)

17: insert n token into T̃
18: else
19: insert token into T̃

4.2 Confusion Matrix++

In order to overcome data-scarcity we introduce the Confusion Matrix++. It differs
from a standard confusion matrix as it goes beyond unigram transformations and aims
at generating synthetically OCR inspired noise. To this end, we construct it from man-
ually corrected ground truth pairs by obtaining the probability values of different pos-
sible erroneous character n-gram transformations (i.e. substitution, deletion, insertion)
as well as no error. We consider unigrams and bigrams (which are extremely sparse)
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by extracting the statistics from the ICDAR2017 Competition on Post-OCR Text Cor-
rection [4] ground truth data in English and French (cf. Table 1 for examples). The
Confusion Matrix++ is then used to inject the OCR inspired noise in any presumably
clean text.

Table 1. Noisy text generated corresponding to clean sentences for English and French

Language Noise (η) Text

English 0
Europe had been hit by the virus shortly before the Americas , although
recently some countries are beginning to announce more positive steps .

English 0.25
Europe had been hit b? the virus shorly before the Americas , altbough
recently some countries ate beginning to announce more positive stes .

French 0
Antoine Meillet devait diriger la thèse de Jean Paulhan sur

la sémantique de le proverbe et c’ est lui qui découvrit Gustave Guillaume .

French 0.25
Antoine Meillet devail diriger la thêse de Jean Paulhan sur

la semantique de le proverbe et cf est lui qut découvrit Gustave Cuillaume .

5 Experimental Evaluation
5.1 Experimental Datasets

Language-Specific Datasets
In order to demonstrate the language adaptability of the FETD2 framework, we perform
extensive experiments on English and French by employing Wikipedia dumps1 (Febru-
ary 2020 for English and March 2019 for French). We train the models on around 5
million sentences from the English dataset by randomly sampling 2M paragraphs and
2.5M paragraphs for French in order to keep the same ratio. As a result, we obtain
121M tokens for English and 130M tokens for French. We put aside 10% data for
model testing while keeping a separate validation set. The intrinsic evaluation is per-
formed on 534K sentences for English and on 540K sentences for French. Further, we
construct the vocabulary by discarding single occurring tokens. As a result, the English
and French dataset vocabulary contain 735K and 759K tokens.

Document Classification Datasets
We perform an extrinsic evaluation on the task of document classification. For that
purpose, we use the 20 Newsgroups2 dataset for English, which contains of 18K doc-
uments categorized in 20 classes. We perform a random split of 80:10:10 (training,
validation, test) by keeping the same percentage of articles from individual categories
in each split. For French, we crawled the L’Express3 newspaper and created a dataset of
2,207 news articles annotated with five different categories maintaining the same split
ratio as before.

1 Wikipedia Dumps https://dumps.wikimedia.org/.
2 20 Newsgroups dataset http://qwone.com/∼jason/20Newsgroups/.
3 L’Express https://www.lexpress.fr/.

https://dumps.wikimedia.org/
https://dumps.wikimedia.org/
http://qwone.com/~jason/20Newsgroups/
http://qwone.com/~jason/20Newsgroups/
https://www.lexpress.fr/
https://www.lexpress.fr/
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5.2 Model Configurations

Assessing the sensitivity of FETD2, we train three different models. They differ in the
strategy of importing noise and the amount of noise while performing the training.
Moreover, demonstrating the applicability across different languages, we train these
models for English and French. To this end, we use two models with noise ratio of
η = 0.10 and η = 0.50 in all of the training sentences, denoted by FETD2(0.1) and
FETD2(0.5). Further, we introduce an additional model, namely FETD2(0.1H), which
is trained with noise ratio of η = 0.10, but only in a random selection of half of the
training sentences while keeping the remaining half clean. For the sake of providing
an extensive comparative analysis of our models, we also train an original ELMo based
model, simply denoted by ELMo. All of the models are trained for 10 epochs and imple-
mented in TensorFlow4 by extending the open source bi-directional LM library bilm-tf5

by AllenAI. FETD2 pre-trained models and evaluation data are publicly available here6.
In addition to evaluating the models performance on clean texts, we perform exper-

iments at various level of synthetic noise (ranging from minor to extreme), specifically
at 0.01, 0.05, 0.10, 0.40, 0.55, 0.70, 0.85, and 0.99. Smaller intervals near the initial
boundary value have been chosen in order to analyze the sensitivity on minor perturba-
tions already. At the same time, we analyze the models’ sensitivity towards higher level
of noise stretching to the extent when almost all the tokens contain noise in some form.

5.3 Noise Sensitivity Study

Embeddings Divergence
We assess the divergence of embedding vectors with respect to the noise imparted
in tokens of the input sequence by using cosine similarity (cf. Eq. 8) and Euclidean dis-
tance (cf. 9). We report the results in Tables 2 and 3. The scores are aggregated by utiliz-
ing micro-averaging as well as macro-averaging. The test sets contain around 500,000
sentences for each language. The original and noisy versions of individual sentence
are passed through the concerned model in order to obtain the contextual embeddings

Table 2. Results on model noise sensitivity evaluation at Layer 2 for English

Models ELMo FETD2(0.1H) FETD2(0.1) FETD2(0.5)

Test
Noise (η)

Micro-Avg Macro-Avg Micro-Avg Macro-Avg Micro-Avg Macro-Avg Micro-Avg Macro-Avg

CosSim Euclidean CosSim Euclidean CosSim Euclidean CosSim Euclidean CosSim Euclidean CosSim Euclidean CosSim Euclidean CosSim Euclidean

0.01 0.967 7.189 0.948 9.304 0.992 3.017 0.985 4.326 0.994 2.689 0.987 3.914 0.997 1.795 0.992 2.692

0.05 0.948 10.089 0.934 11.223 0.988 4.314 0.982 5.190 0.991 3.831 0.985 4.699 0.995 2.571 0.991 3.228

0.10 0.911 14.219 0.901 14.870 0.980 6.216 0.975 6.885 0.984 5.519 0.979 6.208 0.991 3.731 0.988 4.265

0.25 0.800 23.018 0.798 22.863 0.957 10.388 0.952 10.726 0.965 9.236 0.961 9.632 0.981 6.314 0.978 6.640

0.40 0.681 29.763 0.688 29.135 0.932 13.680 0.927 13.886 0.945 12.195 0.941 12.471 0.971 8.381 0.968 8.628

0.55 0.558 35.526 0.569 34.782 0.905 16.512 0.899 16.826 0.924 14.745 0.918 15.114 0.960 10.163 0.955 10.499

0.70 0.441 40.464 0.463 39.302 0.879 18.941 0.873 19.135 0.903 16.948 0.897 17.208 0.949 11.691 0.945 11.966

0.85 0.332 45.023 0.363 43.461 0.850 21.197 0.846 21.263 0.880 19.002 0.875 19.145 0.938 13.096 0.934 13.294

0.99 0.251 48.566 0.292 46.497 0.825 23.011 0.824 22.832 0.860 20.655 0.858 20.577 0.928 14.211 0.925 14.268

4 TensorFlow https://www.tensorflow.org/.
5 AllenAI bilm-tf https://github.com/allenai/bilm-tf.
6 FETD2 data https://spaniol.users.greyc.fr/research/FETD%5e2/.

https://www.tensorflow.org/
https://www.tensorflow.org/
https://github.com/allenai/bilm-tf
https://github.com/allenai/bilm-tf
https://spaniol.users.greyc.fr/research/FETD%5e2/
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Table 3. Results on model noise sensitivity evaluation at Layer 2 for French

Models ELMo FETD2(0.1H) FETD2(0.1) FETD2(0.5)

Test
Noise (η)

Micro-Avg Macro-Avg Micro-Avg Macro-Avg Micro-Avg Macro-Avg Micro-Avg Macro-Avg

CosSim Euclidean CosSim Euclidean CosSim Euclidean CosSim Euclidean CosSim Euclidean CosSim Euclidean CosSim Euclidean CosSim Euclidean

0.01 0.969 7.409 0.950 9.688 0.993 3.151 0.985 4.614 0.994 2.766 0.987 4.096 0.997 1.915 0.992 2.940

0.05 0.948 10.740 0.935 11.916 0.988 4.676 0.982 5.638 0.991 4.097 0.985 4.993 0.995 2.818 0.991 3.554

0.10 0.911 15.121 0.902 15.730 0.980 6.772 0.974 7.480 0.984 5.939 0.979 6.610 0.991 4.068 0.988 4.648

0.25 0.799 24.343 0.799 24.024 0.955 11.301 0.951 11.623 0.965 9.945 0.961 10.266 0.981 6.875 0.978 7.205

0.40 0.681 31.334 0.690 30.502 0.930 14.828 0.926 14.994 0.944 13.084 0.941 13.265 0.970 9.087 0.968 9.327

0.55 0.559 37.297 0.574 36.288 0.902 17.865 0.897 18.126 0.923 15.794 0.918 16.057 0.959 10.994 0.955 11.303

0.70 0.443 42.404 0.469 40.953 0.875 20.462 0.871 20.581 0.901 18.121 0.897 18.257 0.948 12.625 0.945 12.855

0.85 0.336 47.052 0.370 45.202 0.846 22.884 0.843 22.866 0.878 20.298 0.875 20.306 0.937 14.123 0.934 14.272

0.99 0.256 50.619 0.302 48.250 0.820 24.850 0.820 24.548 0.858 22.060 0.857 21.812 0.927 15.320 0.925 15.307

of tokens before and after adding noise in the sentence. Micro-averaging computes
an average over similarity values for individual token versions (i.e. clean and noisy).
Macro-averaging first averages the similarity scores for tokens within a sentence and
subsequently averaging over all the sentences. We perform macro-averaging in order to
capture the influence of sentence lengths stemming from different languages.

CosSim(
−−−→
embt,

−−−→
embt̃) =

−−−→
embt · −−−→

embt̃

||−−−→
embt|| · ||−−−→

embt̃||
(8)

Euclidean(
−−−→
embt,

−−−→
embt̃) =

√√√√
n∑

i=1

(embi
t − embi

t̃
)2 (9)

Cosine Similarity: Table 2 and 3 highlight similarity of embedding vectors where a
higher value quantifies the lesser divergence and demonstrates a higher robustness
towards noise. In Table 2 values vary heavily for the baseline ELMo model. It is worth
noting, that even with as little as 1% (i.e. η = 0.01) of noise, the baseline model embed-
dings diverge quickly. In contrast, FETD2 models perform fairly robust as there is com-
paratively low variance in similarity values. Among the FETD2 models η = 0.5 shows
the highest resiliency. Thus, FETD2 models recover from noise at diverse scale by map-
ping the contextual embeddings of noisy tokens closer to their original versions, while
keeping contextual embeddings of clean tokens fairly unaffected.
Euclidean Distance: Table 2 and 3 show the divergence of contextual embeddings where
the higher the distance value is, the lower the robustness of the concerned model is. As
before, we observe a similar pattern of performance degeneration while FETD2 remain
stable mostly on noisy input. In addition, findings are consistent across languages.

Perplexity
We assess Perplexity (PP) by quantifying “how well a language model predicts the next
token if the history tokens contains noise”. Equation 10 defines the modified robust per-
plexity (RPP) measure for token sequence T of length N . We perform the perplexity
evaluation at different levels of noise for ELMo and FETD2 models (cf. Table 4). ELMo
performs best without noise in the token history and decreases rapidly with increasing
noise-levels. Perplexity values for the English ELMo model differ by over 4,000 as well
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Table 4. Evolution of perplexity values with respect to noise in test set sequences

Test Noise (η) ELMo FETD2(0.1H) FETD2(0.1) FETD2(0.5)

E
ng

lis
h

0.00 65.217 66.846 66.186 69.941

0.01 75.383 68.445 67.347 70.606

0.05 81.933 69.387 68.063 70.974

0.10 96.598 71.241 69.426 71.685

0.25 161.221 77.223 73.833 73.892

0.40 285.483 84.330 79.001 76.326

0.55 416.297 89.250 82.522 77.914

0.70 1303.862 105.626 93.967 82.686

0.85 2177.934 113.727 99.462 84.795

0.99 4174.887 125.227 107.231 87.519

Test Noise (η) ELMo FETD2(0.1H) FETD2(0.1) FETD2(0.5)

Fr
en

ch

0.00 42.073 43.272 43.636 45.189

0.01 48.544 44.257 44.374 45.606

0.05 53.526 44.945 44.907 45.886

0.10 64.027 46.205 45.863 46.380

0.25 112.207 50.330 48.982 47.929

0.40 207.603 55.276 52.629 49.625

0.55 312.278 58.780 55.179 50.748

0.70 1043.002 70.460 63.416 54.076

0.85 1769.731 76.375 67.492 55.566

0.99 3473.314 85.047 73.293 57.546

as over 3,000 for French. Even at low noise levels such as 10% the perplexity of ELMo
increases rapidly. In contrast, FETD2 models remain considerably stable with increas-
ing noise while achieving comparable performance on the clean test set. In addition, we
observe that models trained with lower η perform better at lower noise level whereas
the models with higher η remain more consistent towards higher noise level.

RPP (T ) = N

√√√√
N∏

i=1

1

p(ti|t̃1, t̃2, . . . , t̃i−1)
(10)

5.4 Document Classification

Classification Model
We employ a plain document classification model to study the effect of noise on the
classification performance. The intuition is to observe and demonstrate the robustness
of the contextual embeddings produced by different bi-directional language models on
a higher level NLP task. To this end, we represent a document by averaging the embed-
ding vectors of the tokens it contains. Each of the tokens in a document is represented
by concatenating the token context-insensitive embedding from Layer 0 along with the
contextualized representations from Layer 1 and 2 of LSTMs. We first run the con-
cerned bi-directional language model on individual sentences of the document. Then,
we average over the embeddings of tokens in individual sentences. This way, we first
compute the sentence representations and then average over the representation vectors
of sentences to produce the document representation. By means of macro-averaging the
influence of sentence lengths in the overall representation of the document is incorpo-
rated.

Subsequently, the document representations are fed into the perceptron-based clas-
sification model, which basically consists of a single hidden layer of size 512 with
ReLU activation function. The hidden layer is connected to the softmax output layer.
The number of units in softmax are equal to the class labels in datasets. The English
dataset has 20 output class labels whereas the French dataset has 5 classes. Further, we
do not fine-tune the pre-trained contextual embedding models as part of our document
classification model training process. The model is trained using the Adam optimizer
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Table 5. English documents classification results with model noise sensitivity

Models ELMo FETD2(0.1H) FETD2(0.1) FETD2(0.5)

Test Noise (η) Precision Recall F1 Precision Recall F1 Precision Recall F1 Precision Recall F1

0 0.769 0.765 0.766 0.777 0.772 0.773 0.767 0.765 0.763 0.772 0.770 0.769

0.01 0.738 0.734 0.735 0.758 0.752 0.753 0.760 0.756 0.755 0.758 0.754 0.753

0.05 0.743 0.736 0.737 0.766 0.760 0.761 0.759 0.756 0.754 0.761 0.756 0.756

0.10 0.729 0.721 0.722 0.756 0.749 0.750 0.757 0.752 0.752 0.751 0.746 0.746

0.25 0.680 0.654 0.652 0.744 0.735 0.736 0.745 0.737 0.736 0.754 0.750 0.748

0.40 0.621 0.562 0.555 0.716 0.703 0.704 0.723 0.715 0.714 0.753 0.747 0.747

0.55 0.577 0.465 0.442 0.684 0.665 0.664 0.702 0.686 0.686 0.723 0.716 0.714

0.70 0.491 0.342 0.312 0.661 0.628 0.627 0.684 0.656 0.655 0.718 0.706 0.705

0.85 0.299 0.220 0.192 0.623 0.575 0.571 0.667 0.613 0.615 0.705 0.689 0.687

0.99 0.221 0.150 0.116 0.575 0.521 0.515 0.618 0.570 0.568 0.700 0.680 0.678

Table 6. French documents classification results with model noise sensitivity

Models ELMo FETD2(0.1H) FETD2(0.1) FETD2(0.5)

Test Noise (η) Precision Recall F1 Precision Recall F1 Precision Recall F1 Precision Recall F1

0 0.906 0.841 0.855 0.926 0.843 0.868 0.897 0.839 0.858 0.884 0.785 0.817

0.01 0.909 0.844 0.858 0.938 0.860 0.884 0.900 0.843 0.861 0.907 0.793 0.833

0.05 0.910 0.843 0.855 0.935 0.858 0.882 0.893 0.833 0.851 0.885 0.778 0.811

0.10 0.903 0.840 0.854 0.911 0.853 0.872 0.894 0.837 0.855 0.882 0.782 0.814

0.25 0.870 0.826 0.827 0.904 0.842 0.864 0.921 0.858 0.872 0.885 0.786 0.818

0.40 0.795 0.736 0.718 0.914 0.852 0.874 0.904 0.833 0.852 0.889 0.789 0.821

0.55 0.703 0.643 0.542 0.912 0.855 0.875 0.910 0.828 0.851 0.883 0.787 0.818

0.70 0.659 0.517 0.375 0.913 0.846 0.875 0.890 0.820 0.837 0.887 0.788 0.820

0.85 0.289 0.495 0.316 0.881 0.820 0.842 0.889 0.821 0.838 0.883 0.784 0.816

0.99 0.261 0.352 0.223 0.905 0.816 0.852 0.874 0.793 0.809 0.884 0.789 0.819

with a learning rate of 0.0001 and betas of (0.99, 0.999) for 50 epochs. We use a step
learning rate scheduler with step size of 1 and decay coefficient gamma of 0.95. As we
do not train the pre-trained contextual embeddings model as part of classification model
training, the document representations are pre-computed.

Classification Results
We report the results on the document classification task in Table 5 and 6. Precision,
recall, and F1 measures are macro-averaged in order to give equal weight to each of
the output class labels and avoid a biasing towards more populated classes. Findings
are in-line with the observations from the intrinsic evaluation. From experiments in
English we notice that all of the models have almost similar performance on the clean
text (i.e. η = 0) with FETD2(0.1H) being slightly better than others. The performance
of the baseline ELMo classification model is fragile in nature and, thus, the F1 score
drops from 0.766 for clean text to 0.116 at η = 0.99 noise level. However, the F1 score
of the FETD2(0.5) model performance remains quite robust as it only drops by less
than 10%. Similar to the perplexity, the FETD2 models trained with lower noise level
perform better on test sets with low(er) noise-level, while models trained with higher
η are more robust towards high noise without compromising too much performance



FETD2 13

for low(er) noise levels. In experiments on the French dataset a clear dominance of the
FETD2 models can be observed. Scores are overall higher for French than for English.
This can be attributed to the fact that there are fewer classes in the French dataset, which
makes the problem less complex. In addition, the FETD2(0.1H) model performs best,
although performance differences with other FETD2 models are less compared to the
English dataset.

In summary, extensive experiments on intrinsic evaluation (language-specific data
denoising) along with extrinsic evaluation (document classification in different lan-
guages) confirm our hypothesis that noise robustness can be added to the bi-directional
contextual embedding models without compromising their performance on clean data.

5.5 Success and Error Analysis
Figure 1 depicts the effect of noise on the contextual embeddings of tokens at differ-
ent layers in an example English sequence by comparing the cosine similarity between
embeddings of token pairs from clean and noisy versions of an English sentence with
50% noise. The heatmap color-encodes the scores (yellow ∧= lowest and blue ∧= high-
est). At the context-insensitive Layer 0, it can be seen that the effects of noisy tokens
are isolated. Further, Fig. 1a and 1d show that Layer 0 embeddings of noisy tokens
diverge for both models but the effect is more visible in ELMo than FETD2. On Layer
1, noisy tokens degrade their own embeddings and neighboring tokens in case of ELMo
(cf. Fig. 1b). In contrast, a dark blue colored diagonal in Fig. 1e for FETD2(0.1) can
be observed, while some of the light colored diagonal boxes from layer 0 have already
become darker. This means that FETD2(0.1) recovers from noise in contrast to ELMo,
which becomes even more evident at Layer 2 (cf. Fig. 1f and 1c).

(a) ELMo Layer 0 (b) ELMo Layer 1 (c) ELMo Layer 2

(d) FETD2(0.1) Layer 0 (e) FETD2(0.1) Layer 1 (f) FETD2(0.1) Layer 2

Fig. 1. Cosine similarity of token pairs between a clean and noisy (50%) sentence
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6 Conclusion and Outlook

We presented FETD2, mitigating noisy input data (e.g., from digitization) by utilizing
robust contextual embeddings. FETD2 tackles two aspects of digital preservation at the
same time: improving the data quality of digitally and non-digitally born data as well as
by providing a language-adaptable framework. While deep neural networks, suffer from
performance drop for languages with less ample resources, our Confusion Matrix++
overcomes sparsity issues. In our extensive experiments on English and French datasets,
we prove the superiority of FETD2 compared with the state-of-the-art implementations.

In future, we intend to apply FETD2 as part of a content semantification pipeline
for digitized documents by employing it on OCRed data of historical texts with a
subsequent step of named entity recognition and disambiguation utilized for semantic
retrieval afterwards. In addition, we consider further adaptations of our noise-resilient
bi-directional deep contextualized embeddings framework in the context of other lan-
guage modeling objectives such as masked or autoregressive language modeling.
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research project ASTURIAS contract no. 18E01661. We thank our colleagues for the inspiring
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Abstract. The expansion of institutional repositories involves new chal-
lenges for autonomous agents that control the quality of semantic anno-
tations in large amounts of scholarly knowledge. While evaluating meta-
data integrity in documents was already widely tackled in the literature,
a majority of the frameworks are intractable when confronted with a big
data environment. In this paper, we propose an optimal strategy based on
feature engineering to identify spurious objects in large academic reposi-
tories. Through an application case dealing with a Brazilian institutional
repository containing objects like PhD theses and MSc dissertations, we
use maximum likelihood estimations and bag-of-words techniques to fit
a minimalist Bayesian classifier that can quickly detect inconsistencies
in class assertions guaranteeing approximately 94% of accuracy.

Keywords: Semantic metadata · Institutional repository · Spurious
objects · Bayesian classifier · Statistical inference · Bag-of-words

1 Introduction

Classification is an old concern that dates back to ancient times. The issue of
classifying is consubstantial with the approach of many sciences because a good
classification allows not only the summarization of knowledge but also their
enrichment by revealing similarities and differences. Aristotle was one of the
first to systematically classify knowledge and concepts by observing criteria of
resemblance about living beings [29]. Since then, classifying represents a common
abstraction for human knowledge and an informational consolidation for various
repositories. For example, during the early modern period marked by the inven-
tion of moveable type printing, institutions were overwhelmed with information.
Thus, clerks invented new ways to index and catalog such an expanding world
by archiving both probative and administrative materials [11]. The classification
became an autonomous agent-based challenge with the industrial revolution.
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For instance, on a conveyer belt, robots inspect and classify parts by accepting
or rejecting them [26]. When confronted with textual corpus, autonomous clas-
sifiers assume constructions of a priori metadata for retrieving objects stored
in digital libraries [see 33]. From the statistics maintained by the Directory of
Open Access Repositories1 of the University of Nottingham, it is possible to
monitor the expansion of the academic repositories around the world, between
the years 2005 and 2018. In 2015, there were 2,989 repositories, while in 2017,
this number reached 3,633 and in 2018, 3,783 repositories were counted. Within
this perspective, an important challenge appeared in order to tractably iden-
tify spurious objects in digital repositories. The integrity of a semantics-based
repository ensures that the contents are accurately represented through its meta-
data [19]. It is commonly recognized that manual annotations often result in a
highly qualitative description [25]. Nevertheless, in order to be able to ensure
trustable and quantitative semantic annotations, the frameworks usually require
manual annotations to build training datasets and supervise machine learnings
in a semi-automatic way. In the literature, a common challenge is to release
systems performing fair trade-offs with human efforts resulting in acceptable
accuracies in the classification tasks [see for example 22]. While the majority of
the machine learning techniques parse whole documents to perform the predic-
tion slowing the computational time, some feature engineering-based strategies
can considerably alleviate the classification task by minimizing the inputs dur-
ing the learning and the predictions tasks. In this paper, we propose a trade-off
by selecting optimal features of a document that will fit a minimalist classifier.
Our approach is illustrated through the institutional repository of the Federal
University of Esṕırito Santo called RiUfes2. A recurrent issue for this repository
concerns the imperfections in the information retrieval process due to an unfair
usage of the metadata. Here, we will focus on the classification inconsistencies of
two kinds of digital objects: MSc thesis and PhD thesis. While only two classes
(MSc and PhD) were used in this work, it is worth noting that the method-
ology is scalable to a larger number of classes. For this, statistical inferences
and Bayesian modeling techniques were used, both applied to the development
of an autonomous agent which pointed out the spurious objects in the insti-
tutional repository. In our multi-agent system, specialists are called to classify
object’s samples in order to train and fit a classifier. Naturally, a naive proposal
for solving this problem requires an exhaustive procedure in which one or more
specialists go through each object of the collection to examine their natures. As
the repository contains 4.723 objects, such a manual scan would require approx-
imately 158 h leaving a time gap of at least 2 min per object. By applying our
minimalist classifier such a task can be reduced to less than 1 h, identifying 1.847
spurious items and guaranteeing approximately 94% of accuracy.

The organization of this paper is structured as follows. In Sect. 2, we detail
some works which have some similarities with our approach in this paper.

1 https://v2.sherpa.ac.uk/opendoar/.
2 http://repositorio.ufes.br/.

https://v2.sherpa.ac.uk/opendoar/
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In Sect. 3, we describe our methodology. In Sect. 4, we present our results. Finally,
we put our closing remarks in Sect. 5.

2 Related Works

Digital repositories store, systematize, display and support retrieval of digital
objects, allowing for efficient dissemination of knowledge. Metadata are com-
monly employed as crucial markers for such infrastructures. However, a lack of
information about repositories, doubts and insecurities in self-archiving opera-
tions are the main factors that inhibit the academic publication of data [5].

Neither a manual nor an automated approach alone is sufficient to effectively
assess and address issues of metadata quality and repository integrity [21]. Asso-
ciating meta information to learning objects by humans is a labour intensive
activity. The manual annotation often results in a very high quality metadata
but is a very time consuming activity [25]. For a complete review regarding semi-
automatic metadata generations, the authors in [23] examine a range of 39 tools
while providing an analysis of their techniques. In [10], the authors complete the
aforementioned review by highlighting research initiatives from the Metadata
Generation Research Projects.

In terms of evaluation, there exist different frameworks that support funda-
mental principles for assessing semantic metadata such that SemRef [18]. In [13],
the authors measure the level of metadata integrity being produced from textual
documents in order to ascertain whether the data contained in the original docu-
ment are represented with an accurate reflection. Feature engineering represents
the act of extracting features from raw data and transforming them into formats
that are suitable for fitting the machine learning models [34]. Feature engineer-
ing promotes features as first-class objects throughout data processing [32]. The
key idea behind feature selections is to identify a feasible subset of features by
evaluating them, through some indicators [28].

In bag-of-words representation, documents can occupy a maximum feature
space with one dimension for each term, posing a problem for many machine
learning algorithms that suffer from overfitting when the number of features
greatly exceeds the number of training examples [14]. To address this issue,
a subset of relevant features must be selected. A relevant feature is one that
increases the performance when included in the set of features utilized by a
particular machine learning algorithm [4]. In [7], different feature-sets can be
used in conjunction with each other to improve performance and reduce the
number of documents that need to be labeled.

A large part of features reduction are based on hotspots selecting inputs that
maximize the information gain in relation to a specified cut-off value [see for
example 8]. A method called Combined Feature Selection supports effective cat-
egorizations of web pages by selecting the optimum number of attribute features
to improve the classification accuracy [28]. In [9], a document is classified by
extracting one feature vector per page and by computing one score per page per
class before aggregating the page-level scores into document-level scores for each
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document class. In [20], a novel technique called Learning Feature Engineering
is released for automating feature engineering in classification tasks by applying
changes to numerical features from past feature engineering experiences. In rela-
tion to the Bayesian inferences, different approaches exist to classify or annotate
documents. In [31], Paper-Base predicts likely keywords for the preprints based
on a controlled vocabulary of keywords. In [27], the authors propose an automatic
Bayesian classification of learning resources on a given taxonomic organization
of the knowledge. In [6], JADE was released as a platform to semi-automatically
classify learning contents through Bayesian methods in the virtual e-learning
environment Moodle.

Finally, to the best of our knowledge, the most similar approach to our pro-
posal was proposed in [15]. The system proposed in this work performs extrac-
tions from the first page of 100 scientific papers in PDF formats that contain
all available metadata in the majority of the cases. Then, the features serve to
evaluate classifiers by using cross validations on a manually annotated corpus.

3 Methodology

In a context of massive production of information contained in digital objects,
the use of statistical inferences and machine learning allows for the treatment of
data storage, description, representation and preservation [see for example 3].

3.1 Repository

Until RiUfes came online in 2010, our central library servers were publishing
data to the Brazilian Digital Library for Theses and Dissertations (BDTD)3

containing approximately 1,500 objects. In 2016, data migrated from BDTD to
RiUfes, a period in which duplications of records and usage of various description
standards generated inconsistencies. Even with an insufficient staff to keep the
integrity constant, RiUfes has continued to register strong growth in the past
decade. Currently the repository contains 5.686 items, namely: 116 books, 183
scientific articles, 450 theses and 4,920 dissertations. Our first intention was to
build a probability distribution representing the chance of finding a certain type
of object according to its number of pages. To obtain such a distribution, we first
automatically extracted from the metadata of the objects both their numbers
of pages and the type of document registered as thesis and dissertations. This
initial inspection of RiUfes generated the distributions illustrated in Fig. 1. In
the center of the aforementioned graph, there is an overlap of the bell curves,
occupying a significant area in relation to the one another. Thus, we detected
the existence of some objects of both natures with numbers of pages in the same
range of values (above 100 and below 200 pages).

3 http://bdtd.ibict.br/vufind/.

http://bdtd.ibict.br/vufind/
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Fig. 1. Distributions in RiUfes: Dissertations in blue and Theses in red. (Color figure
online)

3.2 Maximum Likelihood Estimations Based on Metadata

The Maximum Likelihood Estimation (MLE) is a statistical estimator used to
infer the parameters of a given probability distribution by searching for the
values of the parameters and by maximizing a likelihood function in relation to
a given sample. This method is largely used when the objective is to estimate
the parameters of a distribution modeling a statistical phenomenon.

Normal Distribution Modeling. The normal distribution is a well-known
representation of situations in which there are several independent, non-trivial
and realistic factors, which together generate randomly distributed data [30]. Let
a sample (x1, ..., xn) of a normal N (μ, σ) population from which the approximate
values of parameters μ and σ have to be evaluated, its maximum likelihood
method requires the maximization of the log-likelihood function4:

ln LN (μ, σ | x1, ..., xn) “ ln
nź

i“1

fN (μ, σ | xi) “
nÿ

i“1

ln
1

σ
√

2π
e´ 1

2 p xi´μ

σ q2

Taking derivatives with respect to μ and σ the maximum likelihood estimates:

μ “ 1
n

nÿ

i“1

xi σ “
√
√
√
√

1
n

nÿ

i“1

(xi ´ μ)2

4 the likelihood function and the log of the likelihood function both peak at the same
values for σ and μ.
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Gamma Distribution Modeling. In 1755, Euler published a treatise about
differential and integral calculus and released the so-called Eulerian functions
containing the so-called function Γ . Many probability distributions are defined
by using the gamma function, naturally the Gamma distribution is one of them.
Gamma distributions are used to model a wide variety of phenomena, and par-
ticularly phenomena occurring over time where, in essence, the elapsed time is
a positive real quantity. Thus, the gamma distribution is a distribution used in
reliability work to fit failure data, because it is sufficiently flexible to deal with
decreasing, constant and increasing failure rates [17]. Let a sample (x1, ..., xn) of
a gamma distribution G(κ, θ) population from which the approximate values of
parameters κ and θ (the shape and the scale) have to be evaluated, its maximum
likelihood method requires the maximization of the log-likelihood function:

ln LG(κ, θ | x1, ..., xn) “ ln
nź

i“1

fG(κ, θ | xi) “
nÿ

i“1

ln
xκ´1

i

θκΓ (κ)
e´ xi

θ with κ, θ ą 0

where Γ (α) is the gamma function Γ (α) “ (α ´ 1)!.
Taking derivatives with respect to κ and θ the maximum likelihood estimates:

κ « 1
2(ln 1

n

řn
i“1 xi ´ 1

n

řn
i“1 ln xi)

θ “ 1
nκ

nÿ

i“1

xi

3.3 Bag-Of-Words

A bag-of-words strategy generally tries to map a document to a vector using
a dictionary of words [16]. A document is represented by a vector of the same
size as the dictionary. The i-th component of a vector indicates the number
of occurrences of the i-th word of the dictionary and can be standardized in
different ways: reduced to a unitary norm by dividing each component by the
norm of the vector, binarized by indicating only the presence or absence of a
word from the dictionary or weighted according to a different strategy. It is
generally necessary to pre-process words in order to normalize them by means
of lemmatization and stemming and removing words from a stop words list. It is
also possible to consider combinations of words, called n-grams. Naturally, such
combinations increase the size of the dictionary. Let a document d be a finite
sequences of words d “ xwd

1 , . . . , w
d
N y wd

i P V where V represents a vocabulary
which is represented as a set of integers V “ {1, . . . , |V |} “ {1, . . . , V }, x P R

V n

is defined by:

x(w1,...,wn) “ 1
N ´ n ` 1

N´n`1ÿ

i“1

nź

k“1

δ(wd
i`k´1, wk)
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where δ(a, b) “ 1 if a “ b and 0 otherwise. In the case of 1-g the above rep-
resentation is reduced to x(wj) “ 1

N

řN
i“1 δ(wd

i , wj) which is simply the relative
frequencies of the different words in the document. Smoothed versions can also
be considered. For example, a smoothed 1-g representation is:

x(wj) “ 1
Z

Nÿ

i“1

c ` δ(wd
i , wj) c ď 0

where Z is a normalization constant such that
ř

x(wj) “ 1.
A representation of a document based on bags-of-words employs parsimo-

nious vectors, because each document frequently contains only a tiny part of the
possible words in the dictionary. In practice, n is chosen to be smaller than N,
often taking the values 1, 2, or 3. The specific case of n “ 1 is a classical bag-
of-words representation. Frequently occurring word patterns being considered,
such practices allow word-sense disambiguations. For the sequence of words that
are greater than to n, the information is lost.

3.4 Bayesian Classifier

The classification of data deals with the task of stipulating labels for unclassi-
fied items from a set of predefined classes [2]. Naive Bayes Classifiers (NBCs)
have been remarkably successful in information retrieval as powerful probabilis-
tic model used to classify objects in relation with predefined categories. Usually
the parameters of the classifier are learnt from a sample of labeled objects, and
support the classification of new objects. Naturally, we consider our issue here as
a classification problem based on statistical and computational techniques allow-
ing to identify spurious elements and increase the integrity of the repository.

Let a document di P D, a class cj P C and a function F returning the features
of a given document, the document-conditioned class probability is defined as
follows:

p(cj | F(di)) “ p(cj) p(F(di) | cj)
p(F(di))

In practice, the interest stands only on the numerator, because the denom-
inator does not depend on any class and only depends on the values of the
features. Such denominators denoted Z are constant within the class. The naive
conditional independence assumptions assuming that all the features in F(di)
are mutually independent aims to apply a joint probability model as described
below:

p(cj | F(di)) “ 1
Z

p(cj)
ź

fkPF(di)

p(fk | cj)
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The use of a priori information from data is an important conviction of
NBC [1]. The training of the model is performed applying the so called Bayes’
theorem based on the information available about a given phenomenon rep-
resenting a priori knowledge. New data can appear and modify the learning
deriving new logical consequences from the model and the data. NBCs pick the
hypothesis that is most probable [24], i.e. for a document di, it is the maximum
a posteriori probability assigning a given class label ŷi such that:

ŷi “ argmax
cjPC

p(cj)
ź

fkPF(di)

p(fk | cj)

4 Experiments

In this section, we will present our attempts to fit a minimalist Bayesian classi-
fier through the different feature engineerings employed to support the machine
learnings. We will also present the evaluations of these different approaches.
We asked students to observe and classify objects from a sample of the reposi-
tory RiUfes. The interface used is available at http://rii.lcad.inf.ufes.br/wpsilva/
repo-meia/. The reported experiment was carried out on 500 human observations
and classifications. We built a training dataset containing 80% of the objects and
a test dataset containing 20% of the objects.

(a) MLE Normal (b) MLE Gamma

Fig. 2. MLE Normal and Gamma distributions (500 observations)

In a first trial, we used only one feature namely the number of pages such that
FPAG(di) “ (pages(di)) where pages is a function returning the number of pages
of a given document.We proceeded to MLEs based on Gaussian and Gamma
distributions for each type. Figure 2(a) presents the MLE based on Gaussian
distribution while Fig. 2(b) presents the MLE based on Gamma distribution. The
both figures present the models generated from a sample of 500 observations.
The X axis of the graph symbolizes the scale of the number of pages for each
item and the Y axis symbolizes the relative density of the distributions. In both

http://rii.lcad.inf.ufes.br/wpsilva/repo-meia/
http://rii.lcad.inf.ufes.br/wpsilva/repo-meia/
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figures, we note the overlapping tails of the bell curves. This informs us that
analysis of a single feature is not sufficient to accurately characterize the objects
in RiUfes. Table 1 refers to the sum of squared residuals scaled between 0 and 1
for each MLE. It represents the likelihoods between the distribution models and
the observations. The metrics clearly show that the best distribution in terms of
likelihood is the distribution Gamma for both kinds.

Table 1. Scores of the MLE based on Normal and Gamma distributions

N G
MSc 103.397708 65.301993

PhD 100.848804 72.411722

In a second trial, we used a reduced set of features through a bag-of-words
technique allowing us to obtain the best possible tradeoff between a fair accuracy,
a minimum number of features and retrieval range. To define a vocabulary we
used three parameters as thresholds: the α first words will be considered in
the construction of the vocabulary; the β most frequent n-grams (in the α first
words) will constitute the vocabulary; γ the maximum values n for the n-grams
that have to be considered as possible occurrence of the vocabulary.

Fig. 3. Evolution of the accuracy in function of (αi, βj)

Figure 3 describes the level of accuracy in relation with different pairs of val-
ues (αi, βj) for γo = 3 (identified as the optimum value for γ). We obtained an
optimum pair value (αo, βo) “ (25, 500) for the parameters α and β such that:

FBOW(di) “ (xdi
1 , . . . , xdi

βo
) with xdi

j “ x
(w

di
kj

,...,w
di
kj `nj ´1)

, xdi
j P R and nj P v1, γow.
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Building the two previous sets of features through the documents from riUfes,
a natural trial is to combine them in a minimalist features-based approach such
that: FMIN(di) “ FPAG(di)YFBOW(di). Table 2 presents the evaluation metrics values
obtained by the aforementioned strategies. We can observe that our minimalist
features approach outperforms the others. The dataset and code for replicating
our experiments are accessible at https://gitlab.com/rii lcad/riufes.

Table 2. Evaluation metrics values of the different fitted Bayesian classifiers

PAG BOW MIN

accuracy 0.865072 0.867609 0.939928

precision 0.832952 0.838721 0.938310

f1 0.827319 0.836224 0.935511

5 Conclusion

Automated text classification has been considered to be a keystone when process-
ing a large amount of digital documents [12]. When used improperly, metadata
can cause problems for the integrity of a digital repository. The metadata are
essential elements for information retrieval systems because they are used to
support the interoperability. Thus, the quality of the repository depends on the
data maintained, as well as the correct use of the metadata over the contents.
For delivering accurate information, traditional methods of data processing are
no longer compatible with large repositories. Strategies based on statistical infer-
ences through the training of a small portion of documents reduce the human
effort in maintaining quality by classifying automatically the rest of the base.

In the repository RiUfes, it is known that the metadata do not adequately
represent the contents. Thus, this work proposes a minimalist approach for auto-
matic indication of the nature of a record supported by Bayesian inferences,
which makes possible to tractably identify the inconsistencies with high accu-
racy. The originality of our approach in relation to the existing literature about
text classification and machine learning lies in a proposal for performing a pre-
processing phase before the training in order to identify a set of features in
which the classification performs the best. Moreover, our approach proposes a
hybrid usage of features based on a document metrics (e.g. number of pages) and
bag-of-words. The repository containing 4.723 objects, a manually scan would
require approximately 158 h by requiring 2 min from a human to analyze the
item. By applying our minimalist classifier such task can be reduced to less
than 1 h, identifying 1.847 spurious items and guaranteeing approximately 94%
of accuracy. Our solution is able to support identifications in large volumes of
items by helping experts to classify exhaustive sets of documents, rationalizing
their efforts and reducing the time needed to complete such tasks.

https://gitlab.com/rii_lcad/riufes
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Abstract. Grammatical descriptions of languages of the world form a
sub-genre of scholarly documents in the field of linguistics. A document
of this genre may be modeled as a concatenation of table of contents,
sociolinguistic description, phonological description, morphosyntactic
description, comparative remarks, lexicon, text, bibliography and index
(where morphosyntactic description is the only mandatory section). Sep-
aration of these parts is useful for information extraction, bibliomet-
rics and information content analysis. Using a collection of over 10 000
digitized grammatical descriptions and an associated bibliography with
document-level categorizations, we show that standard techniques from
text classification can be adapted to classify individual pages. Assuming
that the divisions of interest form continuous page ranges, we can achieve
the sought after division in a transparent way. In contrast to previous
work on similar tasks in other domains, no use is made of formatting
cues, no additional annotated data is needed, high-quality OCR is not
required, and the document collection is highly multilingual.

Keywords: Scholarly document processing · Text classification ·
Bibliography identification

1 Introduction

Grammatical descriptions are documents written in some (meta-)language (typi-
cally a major European languages) describing the grammatical make-up of some
(object-)language—typically one of the approximately 7 000 minority languages
of the world. They form a sub-genre of scholarly documents in the field of lin-
guistics. Some example of works in this genre are:

– Evans, Nicholas D. (1995) A Grammar of Kayardild: With Historical-
Comparative Notes on Tangkic (Mouton Grammar Library 15). Berlin: Mou-
ton de Gruyter. xxiv+837 pp.

– Krumm, Bernhard. (1912) Grundriß einer Grammatik des Kimatuumbi. Mit-
theilungen des Seminars für Orientalische Sprachen XV. 1–63.

c© Springer Nature Switzerland AG 2021
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– Yu, Cuirong . (1980) Buyiyu jianzhi [A brief description
of the Buyi language]. Beijing: Minzu Chubanshe. 113 pp.

– Grasserie, Raoul de la & Nicolas Léon. (1896) Langue Tarasque: Gram-
maire, dictionnaire, textes traduits et analysés (Bibliothèque Linguistique
Américaine XIX). Paris: Librairie-Éditeur J. Maisonneuve. 293 pp.

The defining characteristic of this genre is a substantial section on mor-
phosyntax [8]. Grammatical descriptions may also include (and often do) longer
or shorter sections on sociolinguistic-ethnographic description, phonological
description, comparative remarks, lexicon and texts [24]. Like other scholarly
documents they may also include a table of contents, bibliography and index.

The separation of the sections mentioned is useful for a number of downstream
tasks. In Information Retrieval/Extraction [7,12,20,22,23], noise can be reduced
by only searching in the appropriate section. Bibliometric studies—which promise
interesting historical trends to be discovered in this domain [1,10]—naturally need
the bibliography section separated, but can also be sharpened by knowing in which
section(s) the citations occur. For automated analysis of the amount and type of
grammatical description [16,17] that is contained in a document, section segmen-
tation is the starting point.

In this paper we focus on distinguishing only the sections lexicon, text, bib-
liography and grammar (subsuming the remaining prose-based categories) since
these are the most important divisions for information extraction and are the
ones most readily distinguished by text type. Table-of-contents and index sec-
tions are most probably also distinguishable by similar techniques, but are not
targeted due to lack of training data and their lesser importance.

2 Related Work

We are not aware of any previous work on content-analysis of the specific domain
of grammatical descriptions. Within the large body of work targeting scientific
texts more generally, at least two lines of work are relevant for our task [13].

The first line of work seeks to extract the bibliography and metadata (such as
title, year, author etc.) from a given document, typically an article. Disregarding
metadata-extraction (which is not needed in our case), a large variety of cues and
supervised Machine Learning techniques have been brought forward to isolate
and parse the bibliography (see [2,13,19] and references therein). These methods
are typically used for source documents which are richer in terms of layout,
OCR quality and training data. The subproblem tangential to the present study
is much simpler—to isolate the pages of the bibliography—and, we argue, can
be solved with simpler means. However, the existing bibliography parsing tools
can, with high probability, be used also for the present collection when the turn
comes to actually parse the bibliography.

The second line of work (see [3,4,11,15] and references therein) indeed seeks to
divide scientific articles into different segments using supervised Machine Learning
techniques. So far these approaches have sought to address the type of discourse
in various segments (title, experiment, conclusion, etc.) and have therefore chosen
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the sentence as the basic unit. For the present task, we rather address the text type
(prose, dictionary, vernacular text—one could even say genre) of a larger unit (such
as a paragraph or page) which makes frequency-intense techniques such as TF-
IDF available. Again, most extant techniques require richer layout, OCR quality
and foremostly training data to work well. In our setting, however, it is possible
to use document-level annotation to bootstrap page-level classification, and thus
to short-cut the need for page-level annotated data. Nevertheless, extant work on
article segmentation is similar in spirit to the approach in the present paper in
that the problem is modeled as a sequence classification problem over smaller units
amenable to text-classification. The difference is that we are targeting a simpler
problem which can be addressed with simpler machinery on poorer data.

3 Data

The data for the experiments in this paper consists of a collection of over 10
000 raw text grammatical descriptions digitally available for computational pro-
cessing [21]. A listing of the collection can be enumerated via the open-access
bibliography Glottolog (glottolog.org, [6]). For each reference pertaining to the
present study, this catalogue features manually curated annotations of

(i) the language it is written in (the meta-language, usually English, French,
German, Spanish, Russian or Mandarin Chinese, see Table 1),

(ii) the language(s) described in it (the vernacular, typically one of the thou-
sands of minority languages throughout the world), and

(iii) the type of description (comparative study, description of a specific feature,
phonological description, grammar sketch, full grammar etc., see Table 2
and Table 3 for examples).

The typology of description types was devised with the goal of measuring the
description of minority languages in mind, before the prospect of computational
content division appeared on the horizon [8]. It is important to understand that
the description type labels the qualified majority content of the document, and
thus does not exclude some amount of other content. For example, a grammar
typically also contains some lexicon, text and a bibliography. Dictionaries and
text collections often have introductions with a phonological outline. If there is
roughly equal content, the document may carry several labels, such as the Usila
Chinantec dictionary and grammar sketch in Table 3. What we wish to achieve
leveraging these document-level labels for majority type (that have already been
manually curated) is a finer labelling of the contents which distinguishes different
sections of the same documents.

The collection has been OCRed using ABBYY Finereader 14 using the
meta-language as recognition language. The original digital documents are of
quality varying from barely legible typescript copies to high-quality scans and
even born-digital documents. In essence, the OCR correctly recognizes most
tokens of the meta-language but is hopelessly inaccurate on most tokens of
the vernacular being described. This is completely expected from the typical,

https://glottolog.org/
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Table 1. Meta-languages of the grammatical descriptions in the present collection.

Meta-language # languages # documents

English eng 3 497 7 284

French fra 826 1 323

German deu 620 813

Spanish spa 394 808

Russian rus 288 498

Mandarin cmn 180 234

Portuguese por 141 274

Indonesian ind 130 210

Dutch nld 113 171

Italian ita 92 141

. . . . . . . . . . . .

Table 2. Description types in the Glottolog bibliography and content types used in
the present study.

Content
type

Description type # docs in digital
collection

GRAM Grammar A description of most elements of the
grammar (≈150 pages and beyond)

5 129 10.0%

GRAM Grammar sketch A less extensive description of many elements
of the grammar (≈50 pages)

7 975 15.6%

GRAM Specific feature Description of some element of grammar (i.e.,
noun class system, verb morphology, etc.)

3 486 6.8%

PHON Phonology A description of the sound inventory utilizing
minimal pairs

1 977 3.8%

LEX Dictionary ≈75 pages and beyond 2765 5.4%

LEX Wordlist ≈100–200 words 4 216 8.2%

TEXT Text Text material 1 024 2.0%

CMP Comparative A comparative-historical study 6 546 12.8%

CMP Dialectological Dialectological study 254 0.4%

BIB Bibliographical Bibliography 619 1.2%

MIN Minimal A small number of morphemes 2 107 4.1%

MIN Socling Sociolinguistic information 1 646 3.2%

MIN Overview Meta-information about the language (i.e.,
where spoken, non-intelligibility to other
languages, etc.)

8 420 16.5%

ETHNO Ethnographic Ethnographic description 4 859 9.5%

38 675
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Table 3. Examples of description types and associated languages in Glottolog.

Language Description
Type

Bibliographic Reference

Bolon [bof] grammar Zoungrana, Ambroise. (1987) Esquisse phonologique et
ànoitubirtnoc-)osaF-anikruB(noloBudelacitammarg

la dialectologie mandé. Université de la Sorbonne Nou-
velle (Paris 3) doctoral dissertation. 336pp.

Usila Chinantec [cuc] grammar
sketch, dictio-
nary

Skinner, Leonard E. & Marlene B. Skinner. (2000) Dic-
cionario Chinanteco de San Felipe Usila, Oaxaca (Serie
de vocabularios y diccionarios ind́ıgenas Mariano Silva

ocitsı́ügniLotutitsnI:ocixéM,nácaoyoC.)34sevecAy
de Verano. xxix+602.

Norwegian Sign
Language [nsl]

specific fea-
ture

)0102(.alimugoB,redörhcSakswokiwolS Imperativ i
norsk tegnspr̊ak — en eksplorerende studie av et
fenomen innen et visuelt-gestuelt spr̊ak [Imperative in
Norwegian sign language an explorating study of a phe-
nomenon in a visual-gestural language]. University of
Oslo MA thesis.

Sobei [sob] phonology Sterner, Joyce K. (1975) Sobei phonology. Oceanic Lin-
guistics 14. 146–167.

Northern Tujia [tji] dictionary Zhang, Weiquan. (2006) năidı́cŭyāijŭtŭynàH
[Chinese-Tujia dictionary]. Guiyang Shi:

Guizhou Minzu Chubanshe. 6+20+3+436pp.

Nisga’a [ncg] text Boas, Franz. (1902) Tsimshian Texts (Bulletin of Amer-
ican Ethnology 27). Washington: Government Printing
Office. 254pp.

,]inc[aknináhsA
Yine [pib],
Shipibo-Conibo [shp]

wordlist Carrasco, Francisco. (1901) Principales palabras del id-
ioma de las tribus de infieles antis, piros, conibos, sipi-
bos –402.11amiLedacfiárgoeGdadeicoSalednı́teloB.
211.

Dizin [mdx] minimal Conti Rossini, Carlo. (1937) Il Popolo dei Magi
nell’Etiopia Meridionale e il suo linguaggio. In V
Sezione: Etnografica-Filologica-Sociologica (Atti del
Terzo congresso di Studi Coloniali VI), 108–118.
Firenze: Centro di Studi Coloniali, Instituto Coloniale
Fascista.

Busuu [bju], Bikya [byb],
Akum [aku], Kutep [kub],
Beezen [bnz], Naki [mff],
Bishuo [bwh], Yukuben
[ybl]

overview Breton, Roland. (1995) Les Furu et leurs Voisins:
Découverte et essai de classification d’un groupe de
langues en voie d’extinction au Cameroun. Cahiers des
Sciences Humaines 31(1). 17–48.

dictionary/training-heavy, contemporary techniques for OCR, and cannot eas-
ily be improved on the scale relevant for the present collection. However, some
post-correction of OCR output very relevant for the genre of linguistics is possible
(see [9]). Given the variable amounts of vernacular tokens in any given document,
we know of no automatic way to determine the OCR quality of an individual docu-
ment. Hence, the bottom line is that, for this collection as a whole, we cannot rely
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on headings, page numbers, layout, specific keywords, vernacular dictionaries or
other OCR-sensitive single items to anchor a division into sections.

4 Method

To divide grammatical descriptions into sections, we propose the following simple
strategy:

1. Train a page-level text classifier using the document-level labels (available
from an external database) projected onto all pages as training data

2. Group labeled pages into continuous sections using a naive maximum likeli-
hood divider

To motivate the first step, we note again that the document-level labels do
not correctly describe every single page, but they are designed to do so for
a qualified majority of pages. Some references have multiple labels, reflecting
roughly equal content, and for them an assumption of a qualified majority does
not hold. Hence, to train a page-level text classifier, we take only the references
with a single label and project that label to all pages for training, assuming
that the vast majority are correct. For the categories lexicon, text, grammar and
bibliography, there are documents with this single label. But, of course, there
are no documents labeled entirely as table-of-contents or index, so training data
for such sections cannot be obtained the same way.

To motivate the second step, we need only note that the section types as
defined nearly always come in one coherent sequence. This very strong assump-
tion leaves only the matter of possible overlap to resolve. Since each possible label
C has a probability of misclassification mC from the text classifier, the natural
solution is to choose the section division which maximizes the probability of the
observed classifications. Formally, if lk is the label predicted for page k and Ci, Cj

are the start and end pages of text type C ∈ {LEX,GRAM,BIB, TEXT},
we seek the non-overlapping (possibly empty) page ranges that maximize∏

Ci≤k≤Cj ,lk �=C mlk

∏
¬(Ci≤k≤Cj),lk=C mC for all C.

5 Experiments

As described above, we trained a Naive Bayes classifier over word token1 TF-IDF
vectors of dimension 5 000 for each page of 200 references of each text type2.
1 For Chinese characters, the Jieba tokenizer https://github.com/fxsjy/jieba was

employed, otherwise tokens were split simply by whitespace.
2 Essentially equivalent variations is to include punctuation tokens and capitaliza-

tion, use Doc2Vec vector embeddings, another classifier (e.g. Logistic Regression)
or different size vectors (e.g., 500, 10000). No interesting variations in accuracy was
found across these variations, although no exhaustive search with significance tests
were carried out. We stay with Naive Bayes and TD-IDF vectors since they have no
additional parameters and have no convergence issues.

https://github.com/fxsjy/jieba


Content Separation in Grammatical Descriptions 35

The experiments were implemented and carried out in Python 3.8 using the
scikit-learn package [14]. The accuracy was tested on each page of a fresh set of
100 references of each text type. All experiments were done separately for each
meta-language.

A confusion matrix using the full set of labels for English is shown in Fig. 1.
We should not expect close to full accuracy on this test set since it carries the
document-level label for each page of the document. In particular, grammars
contain bits of lexicon, text and bibliography which is readily reflected in the
confusion matrix. In addition, it shows that the other descriptive prose categories
are difficult to distinguish from grammatical description. Better prospects, while
retaining the most important distinctions, are therefore to be expected with
only the text, lexicon, dictionary and grammar categories. Figure 2 shows the
corresponding confusion matrix for only these categories. Again, we observe the
expected overlap between grammar and the other categories since they are typ-
ically contained in grammars. (Even if the test set were perfect we should still
not expect total correspondence in this matrix since many pages of a grammar
contain text examples and a good dictionary has many example sentences.)

Fig. 1. Confusion matrix for English page-level classification using the full set of labels.
The “True” labels are projected from the document-level labels.
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Now, for the actual task, AppendixA shows the predicted labels for the
pages of Evans’ grammar of Kayardild [5]. Given the assumption of up to four
single continuous sections, there will be maximally only four transitions between
sections, so an HMM or CRF sequence labeling approach looks unnecessary.
From the confusion matrix of Fig. 2 we can gauge probabilities of mislabeling
in either direction. To obtain the final section-division we simply search for
the start-end page pairs for each category that maximize the probability of the
predicted labels. In principle, this search is quadratic in the number of pages, but
only endpoints of different blocks actually need to be checked, which yields an
effective speed-up in practice. With only four labels, a full check of all possibilities
is tractable, but in practice an order of precedence (bibliography, grammar,
dictionary, text) can be imposed without loss towards the ultimate goal. In the
example of [5], the resulting divisions are shown in Table 4, which match up quite
well (97.1%) with the actual content.

Fig. 2. Confusion matrix for English page-level classification using only four labels.
The “True” labels are projected from the document-level labels.

As a formal evaluation, we annotated the sections of 10 grammars each for the
10 languages with the most training data. The resulting accuracies, with caveats
on training data sizes, are shown in Table 5. The differences in accuracies across
these meta-languages, not surprisingly, relate to differences in category-balanced
training data at hand.
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Table 4. Actual and predicted sections of [5].

Pages Actual content Predicted section

1–10 Title pages –

11–19 Table-of-contents ⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

9-595 GRAM

20–27 Abbreviations

27–76 Sociolinguistics

77–109 Phonology

110–595 Grammar

596–661 Text 596-660 TEXT

662–826 Dictionary 665-824 LEX

827–845 Bibliography 826-844 BIB

846–851 Plates –

852–864 Indices –

Table 5. Training data sizes (number of items, number of pages) and accuracy of
section division of grammars across meta-languages.

Language Training Test

GRAM # Pgs TEXT # Pgs DICT # Pgs BIB # Pgs # Pgs % Acc

English eng 100 19470 100 20373 100 11497 100 6078 1244 93.1%

Russian rus 100 19262 20 4043 100 49234 3 90 1152 88.9%

Indonesian ind 100 16079 5 491 84 15121 3 844 1553 76.4%

Spanish spa 100 19730 41 5933 100 15511 65 4238 1489 80.0%

Portuguese por 100 17886 13 2833 100 13606 29 2275 2394 83.8%

French fra 100 25007 48 8856 100 19951 71 5200 1230 84.3%

German deu 100 20705 59 10818 100 12445 35 1892 1557 74.7%

Dutch nld 100 15911 23 4286 100 17539 4 395 2097 89.5%

Italian ita 100 20657 4 347 57 16116 6 582 1631 93.7%

Chinese cmn 100 21423 11 3410 41 21175 1 4 1768 60.4%

6 Conclusion

We have presented the first section division method for the domain of grammat-
ical descriptions. The task is narrowed down to the tractable division of lexicon,
text, bibliography and grammar (“rest”) sections for which we can obtain high
accuracy scores with only light machinery and impoverished input data. The
task may be generalized to other domains of scholarly text as well as sharpened
to distinguish more section types.
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A Appendix: Pages and Predicted Labels for Evans’
Grammar of Kayardild [5]
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NER

Xiaorui Jiang(B)

Centre for Computational Science and Mathematical Modelling,
Coventry University, Coventry, UK

xiaorui.jiang@coventry.ac.uk

Abstract. Little evaluation has been performed on the many modeling options
for span-based approaches. This paper investigates the performances of a wide
range of span and context representation methods and their combinations with
a focus on scientific named entity recognition (science NER). While some most
common classical span encodings and their combination prove to be effective, few
conclusions can be derived to context representations.

Keywords: Scientific named entity recognition · Span-based model · Span
representation · Context representation · SciBERT

1 Span Modeling Options

Span-based models have been proposed for a wide range of natural language processing
(NLP) problems such as keyphrase extraction [1], semantic role labeling [2], extractive
question answering [3, 4], constituency parsing [5], coreference resolution [6], rela-
tion extraction [7], aspect-based sentiment analysis [8], and etc. Recently, span-relation
modeling was proposed as a general NLP methodology for these different tasks [9].

This paper focuses on the design options of span modeling and targets at span-
based NER [10–15] in science domains. Closest to mine is [16], which investigated span
representations on six NLP tasks including NER. I extensively extend the span modeling
options compared to [16]. Parallel to this study witness the probing of token embeddings
[17], domain transferability [18] and different deep learning architectures [19].

Table 1 summarises the potential span and context representationmethods. For a sen-
tence of tokens t1, . . . , tN , pretrained token embeddings e of each token will be encoded
by BERT [15] to a token representation vector h. Candidate spans are enumerated. The
feature vector for each span s = [

i, j
]
is f = [s; cl; cr;w], where s is the span repre-

sentation for ti, . . . , tj, cl and cr are two optional context representations with regard to
t1, . . . , ti−1, and tj+1, . . . , tN respectively, and w is a learnable vector for span length.

2 Probing Task and Results

Experimental setup is in the Appendix. Below summarises the main findings.

© Springer Nature Switzerland AG 2021
G. Berget et al. (Eds.): TPDL 2021, LNCS 12866, pp. 41–48, 2021.
https://doi.org/10.1007/978-3-030-86324-1_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-86324-1_4&domain=pdf
http://orcid.org/0000-0003-4255-5445
https://doi.org/10.1007/978-3-030-86324-1_4
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Table 1. Span and context representation options tested.

SPAN_ENDS SPAN_SUMM END_COMB CONTEXT
CONCAT [11,14]: [hi, hj] MAX_POOL DIFF_SUM [22]: [hi – hj, hi + hj] CLS [12]

SELF_ATT [20] COHERE* [11, 20]: hi hj MAX_POOL
OFFSET_DIFF* [23]: [hi – hj+1, hj – hi-1] SELF_ATT

Note: Max pooling (MAX_POOL) is surprisingly effective and widely adopted [24, 25]. Self
attention (SELF_ATT) was also compared in [9]. The encoding of the special BERT symbol
“[CLS]” is the only global context tested [12]. Un-common span modelling methods marked by
“*” are left to future work

Probing Question 1: Which is the most effective single feature method? From the
NONE columns in Table 2, MAX_POOL is a surprisingly strong single feature for
span-only representation (c.f. [9] as well). CONCAT is also promising followed by
DIFF_SUM.However, the performance of SELF_ATTdrops drastically onboth datasets,
but it seems to complement context encodings well (see Line 13–16 in Table 4).

Probing Question 2: Whether SPAN_ENDS is the most useful feature? Most of
the time, CONCAT is a promising feature, either as a span-only representation or used
together with context representation (see the CONCAT columns in Table 2 and 3),
although more experiments are necessary to derive a conclusive statement on its role.
This reasonably justifies the fact that most span-based models only used CONCAT.
When combined with DIFF_SUM, however, its impact becomes more random (see the
two downward arrows in Table 3 and Line 9–12 in Table 4). In particular, DIFF_SUM
does not seem to go perfectly well with CONCAT: no clear trend can be observed.

Probing Question 3: Whether END_COMB helps improve science NER perfor-
mance? From the DIFF_SUM columns in Table 3, it can be seen that when the span
representation is “weak” adding DIFF_SUM also results in a performance boost (see the
10 rows with SPAN_END= NONE). For both datasets, the best performing models (in
boldface) appear in the END_COMB = DIFF_SUM category. The best micro F1 value
47.13%on ScienceIE2017 is significantly better than BERT-NER (using SciBERT [26]).
This partially justifies that comprehensive span representation, in combination with an
appropriate context representation, indeed has significant importance.

Probing Question 4: Whether and how CONTEXT can be promising for science
NER? To conclude on CONTEXT is the hardest. However, it seems to be a prominent
phenomenon that CONCAT alone usually does not get alongwell with CONTEXTwhile
MAX_POOL is more agreeable with context representations (see Line 5–8 in Table 4).
[CLS] is a surprisingly good CONTEXT feature when combined with CONCAT and
MAX_POOL (or SELF_ATT) (see Line 10 and Line18 in Table 4).
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3 Conclusions

This paper investigates the performances of spanmodeling options on twodecent Science
NER datasets. Simple classical methods, e.g., concatenation of span end points and
max pooling based span summary, perform surprisingly competitively. On the contrary,
self-attentive span summary, though being very popular, is significantly poorer. Span
representation combination introduces further improvements. In most cases, additional
NER power is added when certain context encodings are combined with span encodings.
Context encodings do complement when span endpoints are not used. However, no
conclusion can be made as to which context encoding is consistently better.

Appendix (Experimental Setup)

Probing experiments are done on two recent challenging scientific information extraction
datasets popular among the NLP community. The first is SciERC [11] – 2687 sentences
from 500 abstracts of AI papers annotated with entity, relation and coreference informa-
tion with a 1861/275/551 train/dev/test split. Only the 8089 entity annotations are used.
The six entity types are Problem, Method, Material, Metric, OtherScientificTerm and
Generic (term). The second is the dataset published with SemEval 2017 Shared Task
10 [28]–3432 sentences from 500 abstracts of computer science, materials sciences,
and physics papers with a 2293/371/768 train/dev/test split, named as ScienceIE2017.
The raw data was preprocessed by tokenizing using Stanford’s Stanza1 and removing
entity annotations which start in the middle of a meaningful word. Both datasets are
transformed into the JSON format used by SpERT [12].

The codes are written in PyTorch using HuggingFace’s Transformers library2 by
modifying SpERT [12], i.e., by adding the span and context representations and turning
off the relation extraction component. Because SciBERT is used, the dimensionalities of
h, cl and cr are all fixed to 768. The dimensionality of s depends on choices of span and
context encoding. The length of w is typically set to 25 (choice of this paper, not tuned)
or 30. To make results comparable, most hyperparameter choices follow the SpERT
paper, except that 40 epochs are run for model selection and a larger batch size B = 16
is chosen to speed up training. The attention hidden size, i.e., the size of the FFN output
in Eq. (1) is set to half of SciBERT hidden size; it is not tuned. As in [9], micro F1 is
averaged over five runs, with standard deviation underscripted to save space.
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Abstract. The paper addresses the problem of automatic identification
of phrases to be included in back-of-book indexes. We analyzed books
in Polish and English published with subject indexes compiled by their
authors. We checked what kinds of phrases are placed in those indexes
and how often they actually occur in the corresponding books. In the
experiments, we use existing terminology and keyphrase extraction tools.
For Polish, the first tool is better than the second one, but for English
texts, the results are inconclusive.

Keywords: Back-of-book index · Extraction tools · Polish

1 Introduction

Scientific and technical books in their traditional printed form need indexes.
They help readers to find a description of a term, identify groups of related
terms, and recognize synonyms. The importance of book indexes is well sup-
ported by practice – most publishing houses have their own guidelines for prepar-
ing indexes, there are courses for teaching how to prepare the most informative
ones, and there are books describing these issues, e.g., [14,23,26]. Issues strictly
related to the index phrase extraction for English are discussed, among others,
in [7,28], and [9]. The problem was considered also for other languages, e.g.,
Chinese [3,11], or Thai [4].

As preparing an index is a laborious task, there are quite a few tools which
facilitate this job, but only for selected natural languages. For English, several
systems are listed on the page of the American Society for Indexing. But, we
are not aware of such tools for Polish and we were only able to find a few
publications on this subject concerning Polish texts, e.g., [19,27]. However, there
are applications for the related tasks, i.e.: for extracting terminology phrases
[13] and for multilingual keywords extraction [2]. In both tasks, candidates (n-
grams/phrases) are selected from texts and, the most representative sequences
for the analyzed data are chosen from among these candidates to create a list
of keyphrases and terminological vocabulary. The goal of the work presented in
this paper was to analyze if these tools are adequate for identification of index
entries. Although we are mainly interested in using these tools for Polish books,
we also check their performance for a few books in English.
c© Springer Nature Switzerland AG 2021
G. Berget et al. (Eds.): TPDL 2021, LNCS 12866, pp. 49–54, 2021.
https://doi.org/10.1007/978-3-030-86324-1_5
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2 Processing of Polish Books

For the experiments, we selected eight copyright books from linguistics (MJ [22],
AP [20], EH [6], MO [17]) and economics (EE [10], ZR [18], KI [24], ZW [29]).
All the books were available in pdf format. For each one, we prepared three
separate files: the table of contents, the main content, and the index. To allow
us to recognize different inflectional forms of the index entries, we analyzed the
text files using Korpusomat [8]. The books length varies from 50,000 to 100,000
tokens.

Table 1. POS of words in the indexes: substantives, gerunds, adj ectives, ppas – passive
adj. participle, adja – ad-adjectival adjective, adverbs, prepositions, conjunctions, preat
– l-participle, pact – active adj. participle, xxx – uninterpreted words, rest types of POS.

POS subst ger adj ppas adja adv prep conj preat pact xxx rest

# 2748 110 932 66 12 22 113 45 13 19 34 53

% 65.9 2.6 22.4 1.6 0.3 0.5 2.7 1.1 0.3 0.5 0.8 1,3

The statistics of the index phrase length shows that the vast majority of
phrases are up to 4 words long, up to 10% of them are longer than 4 words.
The majority of phrases have two words, the statistics of the POS is given in
Table 1. Most phrases consist of nouns (substantives) and adj ectives, which can
appear before or after a modified noun, as Polish is a free word order language,
e.g., strukturysubst mentalneadj ‘mental structures’ and etyczneadj kwestiesubst

‘ethical issues’. The index entries can consist only of nouns, e.g., teoriasubst.nom

wymianysubst.gen darówsubst.gen ‘gift exchange theory’. Both types of phrases
make up at least 75% of indexes. There are also quite a few gerunds and ppas
as they play the role of nouns and adjectives in phrases, respectively. Indexes
contain also some more complex constructions. Depending on the book, up to
14% of index phrases contain prepositions. These phrases are usually longer
than 3 words, e.g., [automatsubst skończonyadj] [zprep wyj́sciemsubst] ‘finite-state
machine with the output’. Conjunctions only appear in few entries in the linguis-
tics books (which is less than 1.5%), but in the economics books they constitute
up to 7.3% index phrases. Conjunctions usually combine very simple phrases,
i.e., wariancja [mi ↪edzygrupowa iconj wewn ↪atrzgrupowa] ‘intergroup and intra-
group variance’. A relatively small number of phrases contains adverbs, e.g.,
t�lumaczeniesubst wspomaganeppas maszynowoadv ‘machine-assisted translation’.
It should also be mentioned that in almost all the analyzed Polish indexes, there
are terms in English, acronyms and some named entities.

We identified about 0.65–0.82 of all index entries within the text, but only
half of them appear in the text in the same form as in the index. The indexes
from the linguistic books were covered in a greater degree than those from the
economics books (more than 10% difference). On average, index phrases occur
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Table 2. Index entries found for STD and EXT lists

Book MJ AP EE ZR EH MO KI ZW

Index size 217 429 309 200 369 53 51 178

STD terms 17428 10471 15999 17241 15135 8188 10552 16039

found 179 271 158 168 251 38 47 135

EXT terms 23372 13488 21803 24887 19237 10609 15635 23724

found 181 283 177 171 255 38 48 149

Table 3. Precision and recall for Polish books for the top part of the TermoPL lists
and for YAKE! keywords. The number of tested terms is adequate to the length of the
book, without dividing groups terms with the same TermoPL score; # – number of
index entries in the selected top part of the terms list.

Book Index size TermoPL YAKE!

STD EXT

terms # P R terms # P R terms # P R

MJ 224 479 62 0.13 0.28 436 57 0.13 0.25 479 7 0.01 0.03

AP 429 491 69 0.14 0.16 466 67 0.14 0.16 491 31 0.06 0.07

EH 369 571 97 0.16 0.36 530 87 0.16 0.32 571 21 0.04 0.06

MO 54 107 6 0.05 0.11 93 4 0.04 0.07 107 3 0.03 0.06

EE 309 468 53 0.11 0.17 526 62 0.12 0.20 468 1 0.00 0.00

ZR 238 419 54 0.13 0.23 435 52 0.12 0.22 419 24 0.06 0.10

KI 51 176 23 0.14 0.46 174 19 0.11 0.38 176 15 0.09 0.29

ZW 181 194 31 0.16 0.17 192 35 0.18 0.19 194 8 0.04 0.04

quite frequently within the text, but quite a few of them (16 to 30%) occur only
once.

We use a publicly available tool, TermoPL [13], for extracting domain-specific
terminology from texts. For each book, we extracted two lists of terms. The first
one (STD) consists of phrases recognized by the standard grammar of TermoPL,
which accepts adjective-noun phrases, possibly modified by other adjective-noun
phrases in the genitive case. The second list (EXT) is the extension of the STD
list augmented by simple prepositional phrases, adverbial phrases and conjunc-
tions connecting two adjectives or two nouns. These lists were compared with
indexes, the results are shown in Table 2. As we can see, extending the STD list
with extra terms does not increase the number of found index entries.

Testing if using TermoPL could be an adequate solution to the problem of
index phrase extraction, we assumed that on average there could be about one
and half index entries per an average page. We took the top of the TermoPL
output of this size and compared it with the index entries. The precision and
recall in all cases were quite similar and rather low – about 0.2. Low recall is
mainly caused by the absence or low frequency of terms within the text. The
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reasons of low precision is mainly caused by the presence of the phrases from
general language and too general domain phrases.

We compared the performance of TermoPL with YAKE! [2], a language
independent keyword extraction tool that uses an unsupervised method based
on numerous local text features and statistics, such as term frequencies, co-
occurrence, position in a text or even a text case. The authors of YAKE! com-
pared their method with several other tools using an unsupervised approach to
the task and proved that YAKE! significantly outperforms them [2]. The results
depicted in Table 3 show that for Polish data, YAKE! keywords are not good
candidates for index entries. Only with the KI book the results seem slightly
better than others, but in this case, the total number of index entries is very
small.

3 Experiments on English Indexes

To compare the results obtained for Polish with similar experiments for English,
we collected five, recently published, open access books with indexes. We selected
three economics books: PE [5], PPE [21], OB [1], and two linguistic: GT [16],
and MM [12]. We check how many index entries can be found within the text of
the books. The results are similar to those obtained for Polish, i.e., 60%–90%.
Then, we used TermoPL with a grammar of English nominal phrases to extract
index candidates. The results are given in Table 4. For the linguistics books, the
results are similar to the Polish books – a relatively small number of index terms
(about 10%) are in the top part of the terminology list. But for the economics
books, the results are better – even a quarter of the index entries can be found
with similar precision. We also extracted English key phrases with the help of
YAKE! (the last three columns of Table 4). The results for the linguistics books
are better for YAKE! than TermoPL. For the economics books, the results of
TermoPL are better.

Table 4. Precision and recall for English books counted for the different top segments
of the TermoPL (the list length defined as in Table 3) and YAKE! (1000 elements) lists.

Book Index size TermoPL YAKE! top 1000

Approx. size Top 1000 Entire list

terms # P R terms # P R #-total R # P R

GT 790 2475 115 0.04 0.15 1237 95 0.07 0.12 10402 0.44 95 0.10 0.13

MM 92 245 9 0.04 0.10 1312 22 0.02 0.24 5892 0.74 36 0.04 0.39

OB 759 1214 137 0.11 0.18 1008 123 0.12 0.16 36257 0.68 76 0.08 0.10

PE 836 2306 308 0.13 0.37 1010 215 0.21 0.26 41794 0.67 132 0.13 0.14

PPE 863 1569 241 0.15 0.28 1049 184 0.18 0.21 27708 0.67 147 0.15 0.19
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4 Conclusion and Further Work

For the top part of the TermoPL list of extracted Polish phrases, the average
F-measure for 8 books is 0.16, which is similar to the results reported in [9]
for English. The comparison of the results obtained for TermoPL and YAKE!
confirms the conclusion of the paper [25], that linguistically motivated methods
gives better results. The results obtained by TermoPL for English are slightly
worse than for Polish. The results for YAKE! are better for English texts than for
Polish ones, probably due to a much smaller number of phrase variants. Results
for the linguistics books in English are better for YAKE!, while for the economics
book are better for TermoPL.

The analysis of the TermoPL results shows that it is useful to add information
about named entities and acronyms related to them as we saw quite a few such
entries in the book indexes. We also plan to check if it is possible to increase the
efficiency of the automatic index creation methods by applying machine learning
algorithms, in particular neural networks. We plan to use and enhance methods
for general terms identification proposed in [15] among other things.
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Zagadnienia Informacji Naukowej (2), 32–49 (2006)
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Abstract. In this paper, we present a dataset and a baseline evalua-
tion for multilingual epidemic event extraction. We experiment with a
multilingual news dataset which we annotate at the token level, a com-
mon tagging scheme utilized in event extraction systems. We approach
the task of extracting epidemic events by first detecting the relevant
documents from a large collection of news reports. Then, event extrac-
tion (disease names and locations) is performed on the detected relevant
documents. Preliminary experiments with the entire dataset and with
ground-truth relevant documents showed promising results, while also
establishing a stronger baseline for epidemiological event extraction.

Keywords: Epidemiological surveillance · Multilingualism · Sequence
labeling

1 Introduction

While disease surveillance has in the past been a critical component in epidemi-
ology, conventional surveillance methods are limited in terms of both prompt-
ness and coverage, while at the same time requiring labor-intensive human input.
Recently, approaches that complement the traditional surveillance methods with
data-driven approaches which rely on internet-based data sources such as online
news articles have been advanced [1,3]. With the progress in natural language
processing (NLP), processing and analyzing news data for epidemic surveillance
has become feasible. Although this research is promising, the scarcity of available
annotated multilingual corpora for data-driven epidemic surveillance is a major
hindrance.

Online news data contains critical information about emerging health threats
such as what happened, where it happened, when, and to whom it happened [11].
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When processed into a structured and more meaningful form, the information
can foster early detection of disease outbreaks, a critical aspect of epidemic
surveillance. News reports on epidemics often originate from different parts of
the world and events are likely to be reported in other languages than English.
Hence, efficient multilingual approaches are necessary for effective epidemic
surveillance [2].

Several works have tackled the detection of events related to epidemic dis-
eases. For example, the Data Analysis for Information Extraction in any Lan-
guage (DAnIEL) was proposed as a multilingual dataset and a news surveillance
system that leverages repetition and saliency (salient zones in the structure of
a news article), properties that are common in news writing [9]. Models based
on neural network architectures which take advantage of the word embeddings
representations have been used in monitoring social media content for health
events [8]. Other methods were based on long short-term memory networks
(LSTMs) [12] that approached the epidemic detection task from the perspective
of classification of documents (in this case, tweets) to extract influenza-related
information.

In this study, we formulate the problem of extracting the disease names and
locations in the text as a sequence labeling task. We use the DAnIEL multilin-
gual dataset (Chinese, English, French, Greek, Polish, and Russian) comprising
news articles from the medical domain with diverse morphological structures.
We establish a baseline performance using a specialized baseline system and
experiment with the most recent neural sequence labeling architectures.

2 Dataset

Due to the lack of dedicated datasets for epidemic event extraction from multi-
lingual news articles, we adapt a freely available epidemiological dataset1, called
DAnIEL [9]. The dataset consists of news articles in six different languages,
namely French, Polish, English, Chinese, Greek, and Russian. In this dataset,
an epidemiological event is represented by a disease name and the location of
the reported event.

However, the DAnIEL dataset is annotated at document level, which differ-
entiates it from typical datasets (token or word level annotations) utilized in
research for the event extraction task (i.e., ACE 20052, TAC KBP 2014–20153).
A document is either reporting an event of interest (a disease-place pair appears
in a relevant document) or not (an irrelevant document).

An example of a relevant document is contained in the following sentence:
Ten tuberculosis patients in India described as having an untreatable form of the
lung disease may be quarantined to thwart possible spread, a health official said
[ . . . ].

1 The dataset is available at https://daniel.greyc.fr/public/index.php?a=corpus.
2 https://catalog.ldc.upenn.edu/LDC2006T06.
3 https://catalog.ldc.upenn.edu/LDC2020T13.

https://daniel.greyc.fr/public/index.php?a=corpus
https://catalog.ldc.upenn.edu/LDC2006T06
https://catalog.ldc.upenn.edu/LDC2020T13
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In this case, the document is annotated with Tuberculosis as the disease
name, and India as the location.

We begin by performing sentence segmentation, thus obtaining the individual
sentences from the text corpus. The data is then annotated using the Doccano
annotation tool4, a collaborative annotation tool that provides annotation fea-
tures for various tasks, among them sequence labelling task. The annotation
guidelines required the annotators to identify and mark the spans for the key
entities from the text. The occurrence of an epidemic event is characterized by
mentions of disease name and the location of the disease outbreak, labeled DIS
and LOC, respectively. Three native speakers annotators were recruited for each
language.

The annotations were then transformed into IOB (Inside, Outside, Begin-
ning) tagging scheme. For example, each token of a disease name, based on the
spans, is assigned the tags B-DIS, I-DIS, and O, marking the beginning (B-),
intermediate (I-), and out-of-span markers (O). We then compute the Inter-
annotator agreement (IAA) using the Kappa coefficient introduced by Cohen [4].
The average IAA for all languages was of 0.66.

Table 1. Number of relevant tokens and sentences per dataset split per language.

Split Sentences Tokens French English Polish Chinese Greek Russian

Training 6,638 201,043 156,221 13,404 11,741 4,853 7,028 7,796

Validation 861 26,022 19,427 2,321 1,453 346 819 1,656

Test 862 26,134 21,634 1,221 1,498 434 687 660

Table 1 presents the statistics for this dataset from which we can observe
the particularities and challenges of this dataset. DAnIEL dataset is not only
multilingual, but it is also imbalanced considering the low-resourced languages
(Chinese, Greek, and Russian).

3 Experiments and Results

We first consider the specialized event extraction system, DAnIEL [9], which
we consider as a strong baseline. Then, we experiment with deep learning mod-
els based on a bidirectional LSTM (BiLSTM) [7,10] that use character and
word representations5. Additionally, due to the multilingual characteristic of the
dataset, we use the multilingual BERT pre-trained language models [6] for token
sequential classification and fine-tune them on our dataset. We will refer to these
models as BERT-multilingual-cased6 and BERT-multilingual-uncased7. We also

4 https://github.com/doccano/doccano.
5 The hyperparameters for both models are detailed in the papers [7,10].
6 https://huggingface.co/bert-base-multilingual-cased.
7 https://huggingface.co/bert-base-multilingual-uncased.

https://github.com/doccano/doccano
https://huggingface.co/bert-base-multilingual-cased
https://huggingface.co/bert-base-multilingual-uncased
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experiment with the XLM-RoBERTa-base model [5] that has shown significant
performance gains for a wide range of cross-lingual transfer tasks. We consider
this model appropriate for our task and dataset due to the multilingual nature
of the data8.

As shown in Table 2, BERT-multilingual-uncased recorded the highest F1,
recall and precision scores with 80.99%, 79.77% and 82.25% respectively, on the
dataset comprising both relevant and irrelevant examples. We observe in Table 2
that all the models significantly outperform our DAnIEL baseline.

Table 2. Evaluation results for the detection of disease names and locations on all
languages and all data instances (relevant and irrelevant documents).

Models P R F1

All data instances (relevant and irrelevant)

BiLSTM+LSTM 79.68 70.07 74.57

BiLSTM+CNN 73.38 71 72.17

BERT-multilingual-cased 80.66 79.72 80.19

BERT-multilingual-uncased 82.25 79.77 80.99

XLM-RoBERTa-base 82.41 76.81 79.52

Only relevant documents

BiLSTM+LSTM 91.32 85.38 88.25

BiLSTM+CNN 87.29 84.45 85.85

BERT-multilingual-cased 85.40 90.95 88.08

BERT-multilingual-uncased 87.16 89.79 88.46

XLM-RoBERTa-base 88.53 89.56 89.04

When evaluating the ground-truth relevant examples only, the task is obvi-
ously easier, particularly in terms of precision. Overall, XLM-RoBERTa-base
attained the best F1-measure score of 89.04%. The model with the best recall
was BERT-multilingual-cased (90.95%), while the BiLSTM+LSTM model had
the highest precision.

4 Conclusions

In this paper, we present a token-level dataset and a strong baseline evalua-
tion for multilingual epidemic event extraction. The results of the preliminary
experiments suggest that the approaches based on pre-trained language models
performed better than other deep learning models, thus, they can be utilized as
strong baselines for epidemic event extraction. As future work, a further inves-
tigation of these preliminary results could reveal the underlying reasons of the

8 XLM-RoBERTa-base was trained on 2.5TB of CommonCrawl data in 100 languages.
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different performance values, and thus, further work will focus on a more fine-
grained analysis of the methods. Moreover, we also propose to further examine
the classification of relevant and irrelevant documents, in order to ascertain the
level of error propagation from the document classification.
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Abstract. A very large number of historical manuscript collections
are available in image formats and require extensive manual process-
ing in order to search through them. So, we propose and build a search
engine for automatically storing, indexing and efficiently searching the
manuscript images. Firstly, a handwritten text recognition technique is
used to convert the images into textual representations. In the next steps,
we apply the named entity recognition and historical knowledge graph
to build a semantic search model, which can understand the user’s intent
in the query and the contextual meaning of concepts in documents, to
return correctly the transcriptions and their corresponding images for
users.

Keywords: Handwriting transcription · Named entity · Knowledge
graph

1 Introduction

Every year, the great collections of historical handwritten manuscripts in muse-
ums, libraries and other organisations are digitised as electronic images. The
digitisation makes the manuscripts available to a wider audience, and preserves
the cultural heritage. The automatic recognition of textual corpora and named
entities generated from medieval and early-modern manuscript sources with
high accuracy is a challenge [2,20,22]. Manuscript images are often processed
through keyword spotting or word recognition to be accessed and searched, such
as [4,8,14,17] and [18]. There are some papers build a search system for hand-
written images, such as [1,5,15,16,21] and [23]. However, their systems only offer
keyword search.

Unlike keyword search, semantic search improves search precision and recall
by understanding the user’s intent and the contextual meaning of concepts in
documents and queries [3,12,19,24]. This paper proposes a semantic search
engine for full-text retrieval of historical handwritten document images based
c© The Author(s) 2021
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on named entity (NE), keyword (KW) and knowledge graph (KG). This would
help not only in processing, storing and indexing automatically, but also would
allow users to access quickly and retrieve efficiently manuscripts.

2 System Architecture

The Public Record Office of Ireland (PROI) was destroyed on 30 June 1922,
resulting in the loss of 700 years of Irish history. The Beyond 2022 Project
(https://beyond2022.ie) is combining historical research, archival discovery, and
technical innovation to create a virtual reconstruction of the PROI. There are
over 300 volumes of surviving and collected handwritten copies of lots docu-
ments, with some 100,000 pages containing 25 million words of text.

Fig. 1. The system architecture

Our system architecture of the search engine is illustrated in Fig. 1 which has
four separate processing modules being Handwritten Text Recognition, NE
Recognition, KW-NE Indexing and KW-NE-Based IR Model. Firstly, the his-
torical handwritten document images are digitised to transcriptions through the
Handwritten Text Recognition module. Then, the transcriptions are anno-
tated by NEs through the NE Recognition module. This module needs to con-
nect to the Knowledge Graph to extract the classes and identifiers of NEs. Next,
KWs and NEs of the annotated transcriptions and the respective original images
are presented and indexed by the KW-NE indexing module and stored in KW-NE
Annotated Text and Image Repository. The raw text query is also annotated
NEs through the NE Recognition module to become a KW-NE annotated query.
Finally, the KW-NE-Based IR Model module compares the annotated query and
the annotated documents to return the ranked transcriptions and images.

3 Image Representation and Knowledge Graph

Transkribus [13] is used for training and deploying Handwritten Text Recog-
nition (HTR) models to derive text transcription from image scans. Given the
rate at which transcriptions can be generated, NE Recognition (NER) and Entity

https://beyond2022.ie
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Linking (EL) are required to automated annotate all instances of entities occur-
ring in the transcription text. We used SpaCy [11] for NER and had highly
results on 18th century English text. To provide flexibility, an NLP pipeline has
been implemented as a thin layer over a number of standard NLP tools. The
output of the pipeline is a NLP Interchange Format [10] in which a NER tool
has annotated classes of entities and, where possible, an EL tool has connected
the recognized entities to KG.

The KG collects structured data from various historical sources. Part of the
data is manually curated by historians through spreadsheets. Other data sources
(e.g. geographical data from OSi [6]) are imported automatically as RDF for
direct insertion into KG. The schema (or ontology) used to structure KG, is
mainly based on the popular CIDOC-CRM ontology [7]. A short excerpt of KG
is depicted in Fig. 2. It shows a few main entities and relationships related to
a person (of type CIDOC-CRM:E21 Person) named “William Sutton”, who was
member of a few relevant offices in Ireland.

Fig. 2. A portion of our historical KG about “William Sutton”.

4 Information Retrieval Model and Demo

A search engine needs to not only return the best documents, but also be fast.
We implemented the index and search functions based on Elasticsearch to have
a real-time search engine [9]. The Okapi BM25 model was proposed to find
and rank the relevant handwritten manuscripts for queries. In the model, docu-
ments and queries are presented by sets of concepts being NEs or KWs. Figure 3
presents an image of a handwritten medieval historical manuscript, its transcrip-
tion and its concept set d, applied in the model. In the transcription, there are
three kinds of words determined by our NER tool: (1) stop-words being the, to,
of, we and you; (2) NEs being sheriff, Meath, clerk and William Sutton; and (3)
KWs being king, &c, greeting, direct, pay, shilling and silver. The stop-words are
not added into the concept set d.
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”... The King &c to the Sheriff of Meath greet-

ing We direct you to pay to William Sutton

clerk ... 40 Shillings of silver ...”

d = {..., king, &c, occu sheriff, coun meath,

greeting, direct, pay, william sutton/person,

occu clerk, 40, shilling, silver, ...}

Fig. 3. An example about NE and KW annotation of a medieval historical manuscript

q1 = {coun meath}

AND

q2 = {silver, shilling}

Fig. 4. User interface of our deployed search engine

Figure 4 presents the interface of our search engine1, and the concept sets of
q1 and q2. In that, coun meath is the identifier of an entity named Meath and
classed Country, which is determined by our NER algorithm. While, silver and
shilling are keywords. To exploit the features of NEs for semantic search, a NE
needs to be presented by its most specific meaning in the concept set d. It means
that, with a NE in the transcription,

– If our NER can determine its identifier, the NE will be presented by its iden-
tifier in d. For example, occu sheriff, coun meath and occu clerk are identifiers
of entities named sheriff, Meath and clerk, and added into d.

– If our NER only determines its most specific class, the NE will be presented by
a combined information including its name and class. For example, the entity
named William Sutton does not exist in our historical KG, so its identifier
cannot be extracted. However, the NER determines its most specific class
being Person. So william sutton/person is added into d.

5 Conclusion

We proposed a novel semantic full-text search system for images of historical
handwritten manuscripts. Unlike the existing approach only using KW extracted
from images, we exploited NE, KW and KG of increase search performance. In
that, NER and HTR tools were built to recognise transcriptions and NEs from
the manuscript images. Besides, to increase the precision of our NER tool, the
historical KG was designed and proposed. Then, we implemented the index and
1 https://by2022.adaptcentre.ie/conf demo.

https://by2022.adaptcentre.ie/conf_demo
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search functions for transcriptions based on Elasticsearch and Okapi BM25 to
search images in real-time. Finally, the semantic search engine was also imple-
mented and deployed.
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Abstract. In this paper, we study the wars fought in history and draw
conclusions by analysing a curated temporal multi-graph. We explore the
participation of countries in wars and the nature of relationships between
various countries during different timelines. This study also attempts to
shed light on different countries’ exposure to terrorist encounters.

Keywords: Temporal network analysis · War networks · Data
visualization

1 Introduction

Wars are one of the most important factors in deciding the state of the world.
Several literature study about cause [5,9,11], damage [2,10] and outcomes [8,12]
associated with interstate and civil wars. In the network of military alliances,
wars and international trade, the relation between the international trade and
wars happening among the countries have been studied [3,6]. In [7], authors have
done a neural network based analysis of militarized disputes. Network theoretic
analysis for international relations is done in [3]. A similar work to this paper [4],
analysed temporal network of international relations based on the wars fought
between 1816 and 2007. In this paper, we carry out a temporal analysis of the
wars that have been fought in the history and report the inter-country relation-
ships during different timelines. We focus only on the wars fought after 1500 CE
due to availability of data and with the assumption that wars fought before 1500
CE might have only minor effects on the present inter-country relationships. We
use temporal multi-graph to analyze the wars fought during 1500–2020 timeline.

2 Data Collection

One of the main reasons for limited related research is the limited availability
of data-sets. A data-set maintained by Sarkees and Wayman[13] covers the wars
from 1816–2007 timeline. It only covers a small portion of time-line that we
plan to cover. Therefore, we create a data-set for more wider timeline which we
collect based on the data available on Wikipedia pages [1]. These set of pages
list war history of 165 different countries. Each country has a page listing wars
and conflicts that the country has participated in. The temporal multi-graph
was built based on the data available on these pages. Requests and Beautiful
Soup libraries available with Python3 are used for scraping the web pages.
c© Springer Nature Switzerland AG 2021
G. Berget et al. (Eds.): TPDL 2021, LNCS 12866, pp. 66–70, 2021.
https://doi.org/10.1007/978-3-030-86324-1_8
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(a) Considering all nodes (b) Ignoring terrorist units (c) For each continent

Fig. 1. Year-wise number of wars (Color figure online)

3 Network Description

Nodes in the network represent the fighting entity which could be a nation (e.g.
India), an empire which existed in past (e.g. Ottoman empire), terrorist organi-
sations (e.g. ISIS), inter-governmental country alliances (e.g. NATO). Edges of
the network represent the wars fought between nodes. Network is in the form of
a temporal multi-graph with a total of 3000 nodes and 27721 edges. The aver-
age degree of the graph, considering edges over the whole timeline, is 18.5. The
maximum degree is 1321 and the minimum degree is 1. Here, the degree of a
node represents the number of wars that country/empire/terrorist organization
was a part of.

4 Results and Discussion

We have considered wars that have happened between 1500 CE and 2020 CE.
It is a period of 520 years. Analysis of the whole timeline at once doesn’t give
us good results as an ally in the fifteenth century might be enemy in the twenty
first century. It is also difficult to do analysis on each year separately as there are
a total of 520 years. To decide the segments, we created a plot Fig. 1a between
years and number of wars fought in a specific year. After analyzing the plot in
Fig. 1a and b, we concluded to divide the timeline from 1500 CE to 2020 CE into
three parts and study all of them separately as well. The first one is labelled as
Early wars [1500–1800], part in the graph which has almost same number of wars.
The wars are mostly dominated by European countries. The second is labeled
as During and pre-world wars [1801–1945] the part that covers the incidents of
World wars. Both the world wars fall in this timeline. The last one is labelled
as Post world wars [1946–2020], the part which is closest to the present state of
different countries. We drew, another plot, given in Fig. 1b, similar to Fig. 1a,
but without the terrorist encounters. In the new plot total wars fought reduced
heavily, which shows impact of war against terrorism in modern world. We also
plot the number of wars fought by countries from different regions/continents
in Fig. 1c. Only the nodes having degree more than 40 are only considered for
making this plot.
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MostDominating andArch-RivalCountries:The nodes having high degrees
in the constructed network correspond to the countries or empires fighting most
number of wars in that timeline. The powerful countries generally become con-
descending and fight more wars. Ottoman Empire, Russia, and United States are
the top degree nodes in [1500–1800], [1801–1945], [1946–2020] timelines respec-
tively. For the overall timeline [1500–2020], Russia is the top degree node followed
by United Kingdom and France. We can observe that for all the timelines, countries
having top degrees were indeed the most dominating countries.

The nodes having highest number of edges between them in our graph corre-
sponds to the pair of countries fighting most number of wars against each other
during a timeline. List of pair of nodes with highest number of edges between them
gives us the list of countries with strong rivalries between them. United Kingdom-
France, United Kingdom-Germany, and United States-Russia are the top arch-
rivals in [1500–1800], [1801–1945], [1946–2020] timelines respectively. For the over-
all timeline [1500–2020], United Kingdom-France are the arch rival countries.

Inter-Country Relationship: We studied the inter-country relations between
different countries by analyzing the number of wars they fought against each
other and number of wars they fought along the same side. Analysis of some
inter-country relationship pairs are plotted in Fig. 2. In these figures, we plotted
two lines of blue and orange color for each pair of nodes. The blue line is at
1 when two nodes fought a war along the same side in that year, where as the
orange line touches 1 when two nodes fought against each other in that year. For
example, in Fig. 2b, show the relationship between United Kingdom and France.
Orange line has value 1 for almost all the time between 1500 CE and 1820 CE due
to the Anglo-French war. Blue line has value 1 for some time between 1550CE to
1650 CE due to the long war in which France and UK both fought against Spain
from 1568 CE to 1648 CE. In 1830 France accepted Britain as ally as orange line
doesn’t touch y = 1 value for long duration after that. Blue line touches y = 1
constantly after 1970 as both developed nations were helping other countries in
fighting civil wars and in mitigating terrorism.

(a) UK and France (b) USA and Russia (c) UK and USA

Fig. 2. Relations between two countries
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(a) United States (b) United Kingdom (c) Ottoman Empire

Fig. 3. Number of wars participated by countries/Empires over timeline

Analysis of Countries’ History: Some of the major events in the history of
a country can be predicted by analysing its degree in the temporal network.
This sections sheds light on the year-wise number of war-fronts in which some
countries and empires were involved in while ignoring wars involving terrorist
organizations for clear understanding of inter-country wars. The plot for few
countries are given in Fig. 3. We can note that in the case of Ottoman Empire,
the curve takes significant value after 1520 CE, as Ottoman Empire came in the
total power. Empire starts loosing power after 1710 CE but the curve has a huge
spike in 1914 CE during the first world war. The Empire was defeated in 1918.

(a) Against all countries
(b) For most involved ter-
rorist organization

(c) Against most exposed
countries

Fig. 4. Year-wise number of wars involving terrorist organizations

Wars involving Terrorist Organisations. In this section, we analyse the
wars involving terrorist organization. These wars consider both: the attacks by
terrorist organization on a country and attack by nations on the hubs of terrorist
organizations. All the plots in this section is for timeline 1950 CE to 2020 CE
because before 1950 CE, there is very limited number of such wars. Figure 4a
shows year-wise number of wars involving terrorist organization. Figure 4b shows
the distribution of number of wars fought by top 5 terrorist organisations which
have been involved in most wars. Figure 4c shows the distribution of terrorist
engagements by top 5 countries which have been involved in most wars against
terrorism.
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5 Conclusion

Temporal analysis of wars fought after 1500 CE is done by curating data available
on Wikipedia. The analysis results comply with the historical events. The pow-
erful and dominating nations are identified during different timelines. Rivalries
and allies based on wars explain the inter-country relationships during different
timelines. Most active terrorist organizations and most active countries against
terrorism were also identified using this analysis. The data did not include the
damage associated with wars, considering which is a possible future direction.
The full version of this paper is available at https://arxiv.org/abs/2107.01098.
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Abstract. To perform a longitudinal investigation of web archives and
detecting variations and changes replaying individual archived pages,
or mementos, we created a sample of 16,627 mementos from 17 public
web archives. Over the course of our 14-month study (November, 2017–
January, 2019), we found that four web archives changed their base URIs
and did not leave a machine-readable method of locating their new base
URIs, necessitating manual rediscovery. Of the 1,981 mementos in our
sample from these four web archives, 537 were impacted: 517 mementos
were rediscovered but with changes in their time of archiving (orMemento-
Datetime), HTTP status code, or the string comprising their original URI
(or URI-R), and 20 of the mementos could not be found at all.

Keywords: Web archives · Memento · Archive-It.

1 Introduction

Web archives are established with the objective of providing permanent access
to archived web pages, or mementos. Mementos should be accessible in web
archives even after the corresponding live web page is no longer available. The
Uniform Resource Identifier (URI) [12] of the archived web page should not
change over time, otherwise this defeats the purpose of using archived URIs.
When web archives change their infrastructure, resulting in new base URIs for
mementos, there should be machine-readable breadcrumbs left so that the older
mementos still work.

We wanted to study the fixity of captured web pages, so we gathered a
diverse set of mementos from 17 web archives distributed over 1996–2017. Our
longitudinal experiment involved replaying the same mementos over the course
of 14 months [7–10]. During our study, we noticed that we were no longer able
to access any mementos from four web archives (Library and Archives Canada,
the National Library of Ireland, the Public Record Office of Northern Ireland,
and Perma.cc) at certain points, and there was no machine-readable redirection
to the new URIs. This paper outlines our discovery of the disappearance of these
mementos and our efforts to find their new locations.
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2 Background

Memento [19] is an HTTP protocol extension that allows for content-negotiation
of web resources in the time dimension. The Memento protocol is supported by
most public web archives, including those included in this study. In the Memento
framework, the identifier of an original resource from the live Web is a URI-R,
and the identifier of an archived version of that resource at a particular point in
time is a URI-M, or memento.

When a request is made to a Memento-compatible web archive for a URI-M
that the archive holds, the archive will include Memento headers in the HTTP
response. In particular, the Memento-Datetime HTTP Response header (e.g.,
Memento-Datetime: Sun, 08 Jan 2017 09:15:41 GMT) is sent by the archive
to indicate the datetime at which the resource was captured.

A request for a URI-M indicates both the URI-R and the Memento-Datetime
requested. If an archive does not have a memento for the requested URI-R at that
particular Memento-Datetime, the archive may return an HTTP 30x Redirect
status with a Location response header indicating the temporally closest URI-M
that the archive does have available.

Many, though not all, Memento-compatible web archives construct URI-Ms
that contain both the URI-R and the Memento-Datetime. For example, for
the URI-M http://www.collectionscanada.gc.ca/webarchives/20060208075019/
http://www.cdc.gov/, the URI-R is http://www.cdc.gov/ and the Memento-
Datetime is represented by the 14-digit date string 20060208075019, which is
Wed, 08 Feb 2006 07:50:19 GMT.

Web archives can differ in how they handle URI-Ms that returned an HTTP
404 Not Found or 503 Service Unavailable status code during capture. Some
archives will return an HTTP 200 OK status code and include the archived
error page in the HTTP response body. Other archives, such as the Internet
Archive and Archive-It, will respond with the original status code; they return
an archived 404 Not Found for URI-Ms that returned a 404 Not Found upon
capture.

When a new archive receives an archived collection from the original archive,
it may apply some post-crawling techniques to the received files (e.g., WARC
files) including deduplication, spam filtering, and indexing. This may result in
mementos in the new archive that have different values of the Memento-Datetime
compared to their corresponding values in the original archive.

3 Methodology

Our original study accessed 16,627 mementos from 17 public web archives 39
times over a period of 14 months (Nov 2017–Jan 2019); the details of data
selection are described elsewhere [10]. For each URI-R chosen, we used the
LANL Memento Aggregator [13] in Nov 2017 to discover URI-Ms in different
web archives. The data set is available in GitHub [18]. Our goal was to study
the fixity of mementos. We would expect that replaying the same memento over

http://www.collectionscanada.gc.ca/webarchives/20060208075019/http://www.cdc.gov/
http://www.collectionscanada.gc.ca/webarchives/20060208075019/http://www.cdc.gov/
http://www.cdc.gov/
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time should result in the same representation, but that is not always the case.
During the time period of this study, we found instances where none of the
mementos from particular archives were available. This led us to the investiga-
tions we report in this paper.

We used the Squidwarc headless crawler [11] to load each URI-M (including
executing JavaScript to ensure loading all embedded resources) and download
the contents into a WARC file [16]. Saving the data in WARC files allowed us
to record all HTTP response headers and content for all of the resources that
made up the composite memento [1].

In our analysis, we refer to the archive from which mementos have moved as
the original archive and the archive to which the mementos have moved as the new
archive. We are strict in our approach to determine if a memento in the new archive
is the same as a corresponding memento in the original archive: we compare the
Memento-Datetimes, the URI-Rs, and the final HTTP status codes, and if any of
these values do not match, we declare that it is a missing memento.

4 Findings

Table 1 shows the original and new archives, if the Memento-Datetimes matched,
if the HTTP status codes matched, and if the URI-Rs matched, along with the
number of mementos in each category. The number of mementos we consider

Table 1. Web archive changes based on how mementos changed. The number of missing
mementos is shown in bold.

Original archive → New
archive

Same Memento-

Datetimes?

Same status
codes?

Same
URI-Rs?

URI-Ms

collectionscanada.gc.ca →
bac-lac.gc.ca

Yes Yes Yes 302

NO Yes Yes 28

NO Yes NO 18

NO NO Yes 1

NO NO NO 2

europarchive.org/NLI →
internetmemory.org/NLI

Yes Yes Yes 979

internetmemory.org/NLI
→ archive-it.org

Yes Yes Yes 787

Yes NO Yes 1

Yes NO NO 2

NO Yes Yes 184

NO Yes NO 5

proni.gov.uk →
archive-it.org

Yes Yes Yes 355

Yes NO Yes 2

NO Yes Yes 106

NO Yes NO 6

perma-archives.org →
perma.cc

NO Yes Yes 164

NO NO NO 18
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as missing are in bold. We studied a total of 1,981 mementos from these four
archives (we only count the NLI mementos once), classified 537 as missing (i.e.,
different Memento-Datetimes, status codes, or URI-Rs), and were unable to
rediscover any version of 20 mementos in their corresponding new archives (these
have NO in all columns in the table).

4.1 Library and Archives Canada

In our study, we had 351 mementos from collectionscanada.gc.ca, maintained
by Library and Archives Canada (LAC). In July 2018 we discovered that all
351 URI-Ms from this archive were redirecting to http://www.bac-lac.gc.ca/eng/
discover/archives-web-government/Pages/web-archives.aspx, the main webpage
of the Government of Canada Web Archive. By viewing that live webpage, we
discovered that the contents of this web archive had moved to webarchive.bac-
lac.gc.ca. Additional details of our findings regarding LAC can be found in our
blog post [4].

(a) In collectionscanada.gc.ca (b) In webarchive.bac-lac.gc.ca

Fig. 1. An example of a memento moved from collectionscanada.gc.ca to
webarchive.bac-lac.gc.ca.

Because LAC still controls the domain of the original archive (collectionscan
ada.gc.ca), it would be possible for requests to the original archive to redirect to
the corresponding URI-Ms in the new archive using Apache mod rewrite rules,
for example. This would maintain link integrity via “follow-your-nose” [15] from
the old URI-M to the new URI-M. But since we found that every memento
request to the original archive redirected to the home page of the new archive,
we had to manually intervene to detect the corresponding URI-Ms of the memen-
tos in the new archive. This was done by replacing www.collectionscanada.gc.ca/
webarchives with webarchive.bac-lac.gc.ca:8080/wayback in the URI-Ms of the

http://collectionscanada.gc.ca
http://www.bac-lac.gc.ca/eng/discover/archives-web-government/Pages/web-archives.aspx
http://www.bac-lac.gc.ca/eng/discover/archives-web-government/Pages/web-archives.aspx
http://collectionscanada.gc.ca
http://collectionscanada.gc.ca
http://collectionscanada.gc.ca
www.collectionscanada.gc.ca/webarchives
www.collectionscanada.gc.ca/webarchives
http://www.webarchive.bac-lac.gc.ca:8080/wayback
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original archive. For instance, http://www.collectionscanada.gc.ca/webarchives/
20051228174058/http://nationalatlas.gov/ is now available at http://webarc
hive.bac-lac.gc.ca:8080/wayback/20051228174058/http://nationalatlas.gov/

Many of the mementos from LAC have been archived by the Internet
Archive, meaning that the URI-Ms are archived, not just the URI-Rs. For
instance, http://web.archive.org/web/20160720232234/http://www.collections
canada.gc.ca/webarchives/20071125005256/http://www.phac-aspc.gc.ca/publi
cat/ccdr-rmtc/95vol21/index.html is a URI-M captured in the Internet Archive
in July 2016 of a URI-M captured by LAC in Nov 2007. Because of this, we
were able to estimate when LAC made the change from www.collectionscanada.
gc.ca to webarchive.bac-lac.gc.ca. It appears that LAC began using the new
archive around Dec 2011, with http://web.archive.org/web/20111211144417/
http://www.collectionscanada.gc.ca/ linking to http://web.archive.org/web/
20111207015200/http://www.bac-lac.gc.ca/eng/Pages/default.aspx. Starting in
Feb 2017, the Internet Archive was capturing mementos from both webarchive.
bac-lac.gc.ca:8080/wayback/ and collectionscanada.gc.ca/webarchives/, indicat-
ing that LAC had two separate archives operational concurrently, but only URI-
Ms from collectionscanada.gc.ca were being returned to the Memento LANL
Aggregator.

We classified 49 out of 351 mementos from www.collectionscanada.gc.ca as
missing because they cannot be retrieved exactly from the new archive as they
were in the old archive. Instead, the new archive responds with other memen-
tos that have different Memento-Datetimes. For example, when we requested
the URI-M http://www.collectionscanada.gc.ca/webarchives/20060208075019/
http://www.cdc.gov/ from the original archive on Feb 27, 2018, we received the
HTTP status 200 OK and a Memento-Datetime of Wed, 08 Feb 2006 07:50:19
GMT. Then, we requested the corresponding URI-M, http://webarchive.bac-
lac.gc.ca:8080/wayback/20060208075019/http://www.cdc.gov/, from the new
archive. This request is redirected to another URI-M, http://webarchive.bac-lac.
gc.ca:8080/wayback/20061026060247/http://www.cdc.gov/, which has a differ-
ent Memento-Datetime (Thu, 26 Oct 2006 06:02:47 GMT), resulting in a delta
of about 260 days. In addition, the content of the memento in the new archive
is different from the content of the memento from the original archive.

Additionally, as of this writing, it appears that all URI-Ms in the new
archive are redirecting to https://www.bac-lac.gc.ca/eng/discover/archives-
web-government/Pages/web-archives.aspx which states that “the Government
of Canada Web Archive is currently not available”. This message has been dis-
played on the webpage since April 20201.

4.2 National Library of Ireland

In May 2018, we discovered that 979 mementos from the National Library of
Ireland (NLI) collection that were originally hosted by The European Archive

1 Although this is outside of our 14-month study, this effectively means that all 351
LAC mementos are currently missing.

http://www.collectionscanada.gc.ca/webarchives/20051228174058/http://nationalatlas.gov/
http://www.collectionscanada.gc.ca/webarchives/20051228174058/http://nationalatlas.gov/
http://webarchive.bac-lac.gc.ca:8080/wayback/20051228174058/http://nationalatlas.gov/
http://webarchive.bac-lac.gc.ca:8080/wayback/20051228174058/http://nationalatlas.gov/
http://web.archive.org/web/20160720232234/http://www.collectionscanada.gc.ca/webarchives/20071125005256/http://www.phac-aspc.gc.ca/publicat/ccdr-rmtc/95vol21/index.html
http://web.archive.org/web/20160720232234/http://www.collectionscanada.gc.ca/webarchives/20071125005256/http://www.phac-aspc.gc.ca/publicat/ccdr-rmtc/95vol21/index.html
http://web.archive.org/web/20160720232234/http://www.collectionscanada.gc.ca/webarchives/20071125005256/http://www.phac-aspc.gc.ca/publicat/ccdr-rmtc/95vol21/index.html
www.collectionscanada.gc.ca
www.collectionscanada.gc.ca
http://web.archive.org/web/20111211144417/http://www.collectionscanada.gc.ca/
http://web.archive.org/web/20111211144417/http://www.collectionscanada.gc.ca/
http://web.archive.org/web/20111207015200/http://www.bac-lac.gc.ca/eng/Pages/default.aspx
http://web.archive.org/web/20111207015200/http://www.bac-lac.gc.ca/eng/Pages/default.aspx
http://collectionscanada.gc.ca/webarchives/
http://collectionscanada.gc.ca
www.collectionscanada.gc.ca
http://www.collectionscanada.gc.ca/webarchives/20060208075019/http://www.cdc.gov/
http://www.collectionscanada.gc.ca/webarchives/20060208075019/http://www.cdc.gov/
http://webarchive.bac-lac.gc.ca:8080/wayback/20060208075019/http://www.cdc.gov/
http://webarchive.bac-lac.gc.ca:8080/wayback/20060208075019/http://www.cdc.gov/
http://webarchive.bac-lac.gc.ca:8080/wayback/20061026060247/http://www.cdc.gov/
http://webarchive.bac-lac.gc.ca:8080/wayback/20061026060247/http://www.cdc.gov/
https://www.bac-lac.gc.ca/eng/discover/archives-web-government/Pages/web-archives.aspx
https://www.bac-lac.gc.ca/eng/discover/archives-web-government/Pages/web-archives.aspx
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at europarchive.org were moved to internetmemory.org, hosted by the Internet
Memory Foundation. This appears to have just been a domain name change,
as The European Archive announced its name change to the Internet Memory
Foundation in 2011 (Fig. 2b), but had been still returning URI-Ms with the
domain europarchive.org to the LANL Memento Aggregator. Although there was
a human-readable notice that the domain name would be changing, there was no
machine-readable notice provided. In addition to using mod rewrite to provide
automatic redirects, another option would be to use the Sunset HTTP response
header [20] on requests for URI-Ms from the original archive. In September
2018, we found that the collection of mementos had been moved to Archive-
It (archive-it.org) in collection https://archive-it.org/collections/10702. Figure 2
shows a single memento represented in the three different archives. Additional
details of our findings regarding NLI can be found in our blog post [5].

(a) In europarchive.org (b) European Archive announcing their
name change to IMF

(c) In internetmemory.org (d) In archive-it.org

Fig. 2. An example of a memento moved from europarchive.org to internetmemory.org,
and then to archive-it.org

http://www.europarchive.org
http://www.internetmemory.org
http://www.europarchive.org
http://www.archive-it.org
https://archive-it.org/collections/10702
http://www.europarchive.org
http://www.internetmemory.org
http://www.archive-it.org
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There were no changes in the 979 mementos (other than their URIs) when
they moved from europarchive.org to internetmemory.org, thus our assump-
tion that this was only a domain name change. In addition, as shown in
Fig. 2, the archive banner appears to be the same. As with LAC, the European
Archive did not use URL rewriting to automatically redirect requests for URI-Ms
with the collection.europarchive.org domain to collections.internetmemory.org;
we had to manually make the changes in our dataset. In addition after the
changeover, the main webpage for europarchive.org itself was no longer main-
tained, and by August 2018 it had been taken over by an apparent spam site.
Currently, the main website for internetmemory.org does not respond, and it has
not been archived by the Internet Archive’s Wayback Machine since January
2019. The movement of mementos from these archives will affect link integrity
across web resources that contain links to mementos from europarchive.org and
internetmemory.org.

We found that upon moving to Archive-It, 192 of the original 979 mementos
were missing and cannot be retrieved from the new archive. For these missing
mementos, the new archive responds with other mementos that have different
values for the Memento-Datetime, the URI-R, or the HTTP status code. One
example shows a memento that cannot be found in the new archive with the same
Memento-Datetime as it was in the original archive. When requesting the URI-M
http://collections.internetmemory.org/nli/20121221162201/http://bbc.co.uk/n
ews/ from the original archive on September 3, 2018, the archive responded
with 200 OK, and the Memento-Datetime was Friday, 21 December 2012 16:22:01
GMT. Then, we requested the corresponding URI-M, http://wayback.archive-
it.org/10702/20121221162201/http://bbc.co.uk/news/, from the new archive.
The request redirected to another URI-M, http://wayback.archive-it.org/10702/
20121221163248/http://www.bbc.co.uk/news/. Although the representations of
both mementos are identical (except for the archival banners), we consider the
memento from the original archive as missing because both mementos have dif-
ferent values for Memento-Datetime (i.e., Friday, 21 December 2012 16:32:48
GMT in the new archive) for a delta of about 10 min. Even though the 10-
minute delta might not be semantically significant, we do not consider it to be
the same since the values of the Memento-Datetime are not identical.

Another change we found was in the way the archives handle archived HTTP
4xx/5xx status codes. The replay tool in the original archive was configured so
that it returns the status code 200 OK for archived 4xx/5xx. As described in
Sect. 2, Archive-It properly returns the status code 503 Service Unavailable
for an archived 503 response.

Finally, we found that some HTTP status codes of URI-Ms in the new
archive might not be identical to the HTTP status code of the correspond-
ing URI-Ms in the original archive. For example, the HTTP request of
the URI-M http://collections.internetmemory.org/nli/20121223031837/http://
www2008.org/ to the original archive resulted in 200 OK. The request to the
corresponding URI-M http://wayback.archive-it.org/10702/20121223031837/
http://www2008.org/ from Archive-It results in 404 Not Found.

http://www.europarchive.org
http://www.internetmemory.org
http://collection.europarchive.org
http://collections.internetmemory.org
http://www.europarchive.org
http://www.internetmemory.org
http://www.europarchive.org
http://www.internetmemory.org
http://collections.internetmemory.org/nli/20121221162201/http://bbc.co.uk/news/
http://collections.internetmemory.org/nli/20121221162201/http://bbc.co.uk/news/
http://wayback.archive-it.org/10702/20121221162201/http://bbc.co.uk/news/
http://wayback.archive-it.org/10702/20121221162201/http://bbc.co.uk/news/
http://wayback.archive-it.org/10702/20121221163248/http://www.bbc.co.uk/news/
http://wayback.archive-it.org/10702/20121221163248/http://www.bbc.co.uk/news/
http://collections.internetmemory.org/nli/20121223031837/http://www2008.org/
http://collections.internetmemory.org/nli/20121223031837/http://www2008.org/
http://wayback.archive-it.org/10702/20121223031837/http://www2008.org/
http://wayback.archive-it.org/10702/20121223031837/http://www2008.org/
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We note that the move to Archive-It included a change of web archiving
platform, which can affect the replay of mementos. Therefore, when the original
WARC files were moved to the new platform, differences in indexing, replay, URI
canonicalization, and handling of HTTP redirections may explain some of the
differences in the values of Memento-Datetime, URI-R, and HTTP status code
in the new archive.

4.3 Public Record Office of Northern Ireland (PRONI)

The Public Record Office of Northern Ireland (PRONI) Web Archive was
also hosted by the European Archive/IMF, but using a custom domain,
webarchive.proni.gov.uk. In October 2018, mementos in the PRONI archive were
moved to Archive-It (archive-it.org) in the collection at https://archive-it.org/
collections/11112. After the move, we found that 114 of the original 469 memen-
tos in our study were missing. Additional details of our findings regarding PRONI
can be found in our blog post [6].

As with LAC and NLI, requests for URI-Ms in PRONI do not automati-
cally redirect to mementos at Archive-It. In fact, every request to a URI-M in
the PRONI archive now returns a 404 Not Found status code. However, users
of the archive can indirectly find the corresponding URI-Ms because https://
webarchive.proni.gov.uk provides a list of the URI-Rs for which mementos have
been created. Let us consider finding the corresponding memento in Archive-
It for the PRONI memento http://webarchive.proni.gov.uk/20150318223351/
http://www.afbini.gov.uk/, which has a URI-R of http://www.afbini.gov.uk/
and a Memento-Datetime of Wed 18 Mar 2015 22:33:51 GMT. From the index at
webarchive.proni.gov.uk, we can click on the URI-R www.afbini.gov.uk, which
will redirect to an Archive-It HTML page that contains all available memen-
tos for the selected URI-R. Then, we choose 2015-03-18, the same Memento-
Datetime as in the original archive. In addition, once the Archive-It collection
ID (11112) is known, URI-Ms from PRONI can be transformed to corresponding
Archive-It URI-Ms. For example, the memento http://webarchive.proni.gov.uk/
20100218151844/http://www.berr.gov.uk/ is now available at http://wayback.
archive-it.org/11112/20100218151844/http://www.berr.gov.uk/.

Even though the PRONI collection was hosted by the European Archive,
its URI-Ms did not change when europarchive.org became internetmemory.org.
It appears that PRONI served mementos under proni.gov.uk while using the
hosting services provided by the European Archive/IMF. Thus, the regular users
of the PRONI archive did not notice any change in URI-Ms. We do not believe
custom domains are available with Archive-It, so PRONI was unable to continue
to host their mementos in their own URI namespace.

Unlike the European Archive and IMF, PRONI still owns the domain name
of the original archive, webarchive.proni.gov.uk. Therefore, to maintain link
integrity via “follow-your-nose”, PRONI could issue redirects (even though it
currently does not) to the corresponding URI-Ms in Archive-It.

For the 114 missing mementos, the new archive responds with other
mementos that have different values for the Memento-Datetime, the URI-

http://webarchive.proni.gov.uk
http://www.archive-it.org
https://archive-it.org/collections/11112
https://archive-it.org/collections/11112
https://webarchive.proni.gov.uk
https://webarchive.proni.gov.uk
http://webarchive.proni.gov.uk/20150318223351/http://www.afbini.gov.uk/
http://webarchive.proni.gov.uk/20150318223351/http://www.afbini.gov.uk/
http://www.afbini.gov.uk/
http://webarchive.proni.gov.uk
www.afbini.gov.uk
http://webarchive.proni.gov.uk/20100218151844/http://www.berr.gov.uk/
http://webarchive.proni.gov.uk/20100218151844/http://www.berr.gov.uk/
http://wayback.archive-it.org/11112/20100218151844/http://www.berr.gov.uk/
http://wayback.archive-it.org/11112/20100218151844/http://www.berr.gov.uk/
http://www.europarchive.org
http://www.internetmemory.org
http://proni.gov.uk
http://webarchive.proni.gov.uk
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R, or the HTTP status code. For example, when requesting the URI-M
http://webarchive.proni.gov.uk/20160901021637/https://www.flickr.com/ from
the original archive on December 1, 2017, the archive responded with 200
OK, and a Memento-Datetime of Thu, 01 September 2016 02:16:37 GMT.
When we requested the corresponding URI-M http://wayback.archive-it.org/
11112/20160901021637/https://www.flickr.com/ from the new archive, the
request was redirected to another URI-M, http://wayback.archive-it.org/11112/
20170401014520/https://www.flickr.com/. The representations of both memen-
tos are identical (except for the archival banners). However, these mementos have
different Memento-Datetime values (i.e., Friday, 21 April 2017 01:45:20 GMT in
the new archive) for a delta of about 211 days.

We found that 63 of the 114 missing mementos have Memento-Datetime val-
ues with a delta of less than 11 s. For example, the request to the memento
http://webarchive.proni.gov.uk/20170102004044/http://www.fws.gov/ from
the original archive on Nov 18, 2017 returned a 302 redirect to http://
webarchive.proni.gov.uk/20170102004044/https://fws.gov/. The request to the
corresponding memento http://wayback.archive-it.org/11112/20170102004044/
http://www.fws.gov/ from the new archive redirects to the memento http://
wayback.archive-it.org/11112/20170102004051/https://www.fws.gov/. There is
a 10-s difference between the values of the Memento-Datetimes, which might
not be semantically significant, but we do not consider the mementos identical
because of the difference in the Memento-Datetime values.

Since PRONI used the same replay engine as NLI (when both were hosted
by the European Archive/IMF), it returned the status code 200 OK for archived
4xx/5xx responses. Archive-It properly returns the status code 403 for an
archived 403 response.

Mementos may disappear when moving from the original archive to the new
archive. For example, the request to the URI-M http://webarchive.proni.gov.uk/
20140408185512/http://www.www126.com/ from the original archive resulted
in 200 OK. The request to the corresponding URI-M http://wayback.archive-it.
org/11112/20140408185512/http://www.www126.com/ from Archive-It results
in 404 Not Found. Before transferring collections to the new archive, it is pos-
sible that the original archive reviews collections and removes URI-Rs/URI-Ms
that are considered off-topic [2,3,17] or spam (e.g., the URI-R www.www126.
com is about auto insurance).

4.4 Perma.cc

The Perma.cc archive [21] is maintained by the Harvard Law School Library
and has the goal of providing permanent URIs for archived webpages for use in
academic publications. When a user archives a webpage in Perma.cc, the user is
provided a unique “Perma Link” as the URI-M (e.g., https://perma.cc/T8U2-
994F. This is different than the URI-Ms from many other archives that include
the 14-digit Memento-Datetime and URI-R in the URI-M.

http://webarchive.proni.gov.uk/20160901021637/https://www.flickr.com/
http://wayback.archive-it.org/11112/20160901021637/https://www.flickr.com/
http://wayback.archive-it.org/11112/20160901021637/https://www.flickr.com/
http://wayback.archive-it.org/11112/20170401014520/https://www.flickr.com/
http://wayback.archive-it.org/11112/20170401014520/https://www.flickr.com/
http://webarchive.proni.gov.uk/20170102004044/http://www.fws.gov/
http://webarchive.proni.gov.uk/20170102004044/https://fws.gov/
http://webarchive.proni.gov.uk/20170102004044/https://fws.gov/
http://wayback.archive-it.org/11112/20170102004044/http://www.fws.gov/
http://wayback.archive-it.org/11112/20170102004044/http://www.fws.gov/
http://wayback.archive-it.org/11112/20170102004051/https://www.fws.gov/
http://wayback.archive-it.org/11112/20170102004051/https://www.fws.gov/
http://webarchive.proni.gov.uk/20140408185512/http://www.www126.com/
http://webarchive.proni.gov.uk/20140408185512/http://www.www126.com/
http://wayback.archive-it.org/11112/20140408185512/http://www.www126.com/
http://wayback.archive-it.org/11112/20140408185512/http://www.www126.com/
www.www126.com
www.www126.com
https://perma.cc/T8U2-994F
https://perma.cc/T8U2-994F
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Prior to 2020, mementos were accessible via long-form URI-Ms, for
instance http://perma-archives.org/warc/20170731024959/https://www.tmall.
com/. These long-form URI-Ms were what had been returned to the LANL
Memento Aggregator and are the form we used in our longitudinal study.

On Feb 5, 2020, Perma.cc deployed new support for Memento, which involved
changing the endpoints for Memento services and the URI-Ms provided [14].
Some of the changes included removing access to the URI-Ms of the form
http://perma-archives.org/warc/... that we had been using and only returning
mementos with the Perma Link URI-Ms, such as https://perma.cc/T8U2-994F.
Another change removed embedded resources from Memento access and began
only providing access to top-level pages that were public, user-initiated captures.
Requests for mementos of non-top level pages would return 404 Not Found.

Our original study included 182 long-form URI-Ms from Perma.cc. After the
change, we were able to find only 164 corresponding short-form URI-Ms, result-
ing in 18 mementos that could not be found at all. It is possible that these missing
mementos were not top-level URI-Ms or that they were private Perma Links,
both of which are no longer replayable. However, in all 164 cases, the corre-
sponding mementos had different Memento-Datetime values, with delta ranging
from one second to three years. Figure 3 shows each URI-M and the difference
between the original Memento-Datetime and the new Memento-Datetime.

Fig. 3. Difference between the Memento-Datetimes for the long-form Perma.cc URI-Ms
and the corresponding short-form URI-Ms.

http://perma-archives.org/warc/20170731024959/https://www.tmall.com/
http://perma-archives.org/warc/20170731024959/https://www.tmall.com/
http://perma-archives.org/warc/...
https://perma.cc/T8U2-994F
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5 Conclusion

The main goal of web archives is to provide permanent access to web resources
using consistent URIs. Links to such archived resources are used in academic
publications so that the information cited remains available even if the resource
on the live Web changes or disappears. Our study provides a cautionary tale for
archives that have to change domains or web archiving platforms. In a study
of 16,627 mementos over 17 public web archives, we found that four archives
changed their domains without providing a machine-readable notification, affect-
ing 1,981 mementos from our study. Of these, we were not able to find 537 iden-
tical mementos in the new archives, 20 of which had disappeared completely.
The data set is available in GitHub [18].
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Abstract. Digital libraries have matured rapidly in recent years: practical large-
scale libraries are now ubiquitous, and many fundamental problems are resolved.
This paper addresses the future of one area of DL theory and practice, identifying
common requirements and needs that are found in contemporary DLs. This shows
that a new wave of research and engineering problems need to be solved, and
that corresponding theories and principles need to be developed. We draw on both
the current literature and four ongoing data DL projects to demonstrate the next
generation of data DL systems, and where new DL theory is needed.

Keywords: Data digital libraries · Digital repositories · Digital infrastructure

1 Introduction

Digital libraries are now so ubiquitous as to appear to bemature and unremarkable pieces
of technology [1]. Similarly, digital repositories [2] are commonplace and their use is
routine [3]. The two technologies are very similar, with libraries emphasising access, and
repositories storage. Both are primarily focussed on conventional text documents, with
occasional excursions into supporting music, audio, and multimedia—there are several
exemplar collections of the latter to be found at the Internet Archive, for instance. Data
digital libraries for storing and accessing large datasets—from scientific data to mass-
scale social media—are now emerging. This new type of library provides a need for
revolutionary sea-change: existing approaches are entirely inadequate to deliver effective
tools for data digital library users, librarians and administrators.

There have been widespread claims that data sharing will accelerate progress in the
sciences, social sciences, the humanities, and government, however this acceleration
requires facilities to store, access, and manage data—data digital libraries [4, 5]. This
white paper outlines some of the key pain-points in data digital libraries that require
urgent research attention to realise the vision of data sharing. We start, in Sect. 2, by
introducing four key specifics to data digital libraries that are driving the need for change:
dynamic content, access control, presenting datasets, and maintenance/administration.
Next we place these driving forces in context through a review of the literature, before
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presenting four use-cases: the first focuses on social media; the second on enriched
research repositories; the third on worksets; and the last on in-situ data analysis. We
round out the paper with a discussion that reflects on the factors that have led us to the
current situation, and an agenda for future work in data digital libraries.

2 Data Digital Libraries: Data not Documents

Data digital libraries provide access to collections of data, rather than of documents.
While what counts as ‘data’ is contested, storing new forms of content—e.g. sensor data,
databases of scientific measurements, social media streams and astronomical observa-
tions—create new challenges for digital libraries (DLs). For the purposes of this paper
we take data tomean all information that is not in long-form linear text, with an emphasis
on databases of all forms.

Fundamental assumptions of DL architecture, such as text-based retrieval, long con-
tinuous text strands and low frequency updates to individual items, are turned on their
heads, and new DLs need to account for:

• Retrieval based on metadata and non-textual data forms
• Data in many formats, often within a single item
• Frequently updating or dynamic items

This leads to major changes in how users might plausibly expect to find items in a
library, the ways in which items in the library can be read, the rate of change of individual
items, and the needs of administrators and users alike to identify and engage with the
library’s content. While systems exist that claim to match these needs (e.g. DataDryad,
Invenio) these have not received systematic analysis in the literature, and in fact have
very similar architectures, and suffer very similar problems, to mainstream DL systems.

2.1 Dynamic Content

Even state-of-the-art DLs perform poorly when handling content that changes regularly.
This stems from several sources, including: poor (often no) support for multiple doc-
ument versions, or version control; expensive re-indexation time costs when content
changes; little or no support for administrative oversight and management; and a high
dependence on manual intervention for providing descriptive metadata.

However, digital data is dynamic in ways that far exceed current DL systems: first,
existing data changes frequently as it is updated; second, version control and support
can be fundamental user needs; and third, data may be being extended continually as
new information arrives from monitoring stations or social media streams, for example.

It is not clearwhat problemsmay emerge for users or administrators from this change,
but there are significant technical challenges to ensure data is properly indexed, and users
can retrieve not only the current, but previous versions of a document. The ability to
choose versions will itself create usability problems in the interface, ensuring that users
can retrieve the version that they expect with ease.
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2.2 Access Controls

While early conventional DLs struggled to provide access control, state-of-the-art sys-
tems provide some support for embargoing documents, or allowing access to users based
on what type of user they are (e.g. staff or student at a university). However, data digital
libraries create a much more challenging set of constraints. Users may require individ-
ual accreditation to gain access to an item, and items may come with more complex
constraints on who has potential access, for what purposes, for how long and in what
volume. Research data, for example, may be limited only to the original team, or those
from their wider research group, or only for very specific purposes, though available to
others with permission.

Providing unfettered access to the raw data may itself be inappropriate due to the
terms of access, and as a result the library may only be able to allow users access via a
mediated process. In practice, this will mean embedding analytical tools in the library,
and allowing access to summative reports and analyses, rather than the raw data itself.

Most archival and library policies have been shaped around a few key principles of
access. In general, access to physical archives may be restricted to those with a strong
need for, rather thanmerely curiosity in, the available materials. However, once someone
is given access to an archive, they can access almost all of thematerial. Some acquisitions
will be embargoed for a period of time before being available to archive users, and some
material may need to be withheld to ensure its conservation. New research on policy
making for repository and library services, and how to support the created policies in
operating services, needs to be urgently undertaken.

Datasets in data digital libraries and repositories can hold data that addresses or
relates to issues that are of concern due to human privacy, political debates around the
data, or as a result of societal emergencies such as pandemics or natural disasters. As
a result, there is a significant threat of a loss of authority due to failure to disclose data
appropriately, and conversely disclosing data inappropriately. Technology alone cannot
address these concerns. A rethinking of library and information science and practice
is required to both enable the successful administration of data access, and to develop
appropriate technologies to enact access policies effectively.

2.3 Presenting Datasets

In traditional digital libraries, most documents are a mixture of text and images, often
presented in HTML or PDF format. In cases where video or audio is a major component
of the collection this is presented through standard multimedia players in a web browser.
However, complex data is not simply accessed in the same manner; further, while PDF,
MP4 and other media have standard formats, this is not true of data. As a result, unless
users are simply allowed to download entire datasets, presentation tools are required.
These may be generic, or specific to particular formats. DL systems that are designed
to support a wider range of data formats, such as Greenstone, could be extended appro-
priately [6, 7]. However, many production DL systems and digital repository systems
are not designed to be extensible in this way. As a result, existing DL and DR systems
cannot meet the needs of Data Digital Libraries and Repositories.
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2.4 Maintenance and Administration

Conventional libraries and repositories have relatively fixed needs for administering and
maintaining collections. To date, digital libraries and repositories have provided only
limited facilities for collection administration, preservation, and gaining an overview
of the collection for administrative purposes. This can be indirectly seen in the fact
administrative interfaces only began to be systematically developed and evaluated after
15 years of DL research [8]. However, the need to administrate diverse data formats
and types, dynamic collection content, with flexible access controls, plus other factors,
adds significant complexity to the administrative work of DLs and DRs. This raises both
policy-making and technical questions.

3 Literature Review

The question of what is a digital library has been the subject of long debate. Tefko
Saracevic [9] noted several differing and contested definitions twenty years ago. While
the agendamapped out here in this paperwill no doubt fuel this debate further, remember-
ing the previous contributions to the dialogue is important, to avoid repetition, but also to
inform the ongoing discussion in this paper. In this section we draw upon literature from
the areas of digital rights access, continuous data, and content analysis. Digital libraries
have still not been precisely defined, but the digital library research community has been
active in many circumstances where large digital collections of searchable material have
been required, including the digital humanities [10, 11], institutional repositories [12]
and—key to this paper—data digital libraries [13, 14].

3.1 Mandatory Digital Data Access

A number of major changes in the information policy landscape have altered the context
in which organisations set their accession and holding policies. For example, the U.K.’s
Engineering and Physical Sciences Research Council (EPSRC) adopted a framework in
2011 that obliged institutions to make research data publicly available after the original
researchers have benefitted from a “limited time of privileged access…to work on and
publish their results”1. The EPSRC are far from unusual, and many research funders
in the UK, Europe and globally have taken the same approach. As a result, institutions
increasingly need to store andmake discoverable their research data, aswell as the papers
that their researchers have produced. Ideally, papers should be linked to the research data
that they are built on [15, 16]. This brings the digital library closer to the age of digital
scholarship anticipated byChristine Borgman [17], where publication and dissemination
of original data become closely coupled.

Searching across collections of data overlaps with fundamental challenges in infor-
mation retrieval: run-time merging collections is computationally expensive, and neg-
atively impacts search results; searching in tabulated datasets has not yet established
conceptual foundations; and searching of short texts is hard to optimise [18].

1 https://epsrc.ukri.org/about/standards/researchdata/.

https://epsrc.ukri.org/about/standards/researchdata/.
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Furthermore, an individual project or paper may itself build on multiple datasets in
different digital and conceptual formats. In a given institution, more significant differ-
ences will occur between research domains, even where all data is kept in one store.
This readily produces a fragmented set of data silos, all of which makes reproducing
science, reusing data, and providing transparent and accountable research more difficult.
Clear connections ideally need to be made between long-form text research papers and
complex digital data that is likely best stored in a different database that optimises for
content other than text.

3.2 Continuous Data

For the first DLs, document indexes were built for the entire collection. When it was
re-indexed, a new indexwas built from scratch [6]. This was known to be sub-optimal for
continuously changing collections [18]. However, most DLs were archival, and the need
to support continuous, daily or hourly, changes was not seen, at the time, as a critical
requirement [19]. Furthermore, the most likely changes to an existing document was
replacementwith a newversion, or deletion.Betweenperiodic re-indexations, documents
were static. However, this is no longer an accurate depiction of the material that libraries,
archives, and researchers work with. Live feeds from field observations [20] are just one
example of data that is inherently fluid. In such cases, while some of the metadata may
be changing slowly, or not at all (e.g. title), both the content and some metadata (e.g.
the last capture time) can be changing rapidly. This stretches even the known efficient
solutions for document re-indexation, such as Brown [19].

Social media is one particularly thorny issue, as the content of each ‘document’
is often short, the rate of change in an observed collection may be very high. Older
approaches to changing indexes still anticipated a much less frequent rate of change,
larger documents, and larger volumes of data for each additional re-indexation run. Fur-
thermore, streamdata is highly contextual, and treating a single data point or socialmedia
post in isolation is potentially meaningless. Entries are not simply discrete documents,
but an interconnected graph of items.

Time-frames of data are often needed in these contexts [21], yet DL tools for sup-
porting date-range browsing and searching are known to be limited [22]. Furthermore,
recency is often desirable, but the trade-off between recency and relevance is complex,
and poorly understood both technically and in terms of user needs and preferences [23].
Practical libraries cannot simply take general-case tradeoffs that may not fit well with
their users or data: new skills of librarianship and DL administration are needed.

3.3 Supporting Data and Collection Analysis

Analysis can be performed and presented in many different ways, e.g. visualisation or
automatic summarisation. While there was extensive early work on visualising digital
libraries, there was only weak evidence for the efficacy of those visualisations [24].
There has been continuing interest in automatic extraction of textual patterns such as
keyphrases [25, 26].However,major gaps remain in the toolset.Worksets of user-selected
documents need to be supported by DL systems (none of the major systems do), and
then be analysed by user-chosen analytical tools: ideally within the DL infrastructure so
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this cannot be used to bypass access and copyright controls. While existing DL systems
provide limited gateways for textual analysis and visualisation,wenow require structured
gateways to analysis of arbitrary worksets of documents and data.

3.4 Controlling Access

DLs have long needed to control access to content for copyright and licensing reasons.
However, there are increasingly other constraints. For example, research data can be
embargoed, with staged release to different communities, and retain restrictions in the
long term. Furthermore, cultural sensitivities of communities can be equally important.
Images of the deceased are unacceptable to Australian Aboriginal communities [27],
and New Zealand Māori strongly associate access to cultural material with membership
of particular groups [28, 29]. While rights-based access controls are common, they are
typically binary and use a few user types that apply across whole collections [6, 30].
Finally, researchers may want or need to restrict access to ensure data is being used in a
way consistent with the principles under which it is gathered [31]. In data DLs, access
varies between individual users, and between documents, or even parts of a dataset. This
complexity is far beyond the range of previous work.

3.5 Summary

This section has shown that many of our key requirements have already been noted
in the literature (e.g. administrative interfaces and access control). The need for future
development was recognised at the time, but then seemed to be required only by a few
DLs. We now examine use-cases to see how frequently requirements overlap.

4 Use Cases

Digital library software design has built on known requirements for library systems [7,
25, 32]. In this section, we reflect on a number of ongoing data digital library projects that
demonstrate the shortcomings of existingDL systems andDL systemdesign.Wedrawon
example projects involving the Universities of Melbourne and Waikato, to demonstrate
the overlap of needs between superficially dissimilar areas. Each use case describes the
purpose of the system, and briefly highlights some functional requirements. We then list
key requirements currently unsupported by established DL systems.

4.1 Digital Libraries of Social Media

The University of Melbourne is undertaking a strategic initiative on social media digital
libraries, with support from the Australian Research Data Commons (ARDC). Across
the University, research teams are collecting different social media streams, with the
agreement of the specific platforms involved (e.g. Twitter, Facebook, Reddit). Each
stream involves the ingest of social media posts on a regular and frequent basis, with
hourly captures being run of the most recent data. The library users are mostly social
media researchers who want to search for and analyse social media content.



What’s Data Got to Do with It? An Agenda for a New Generation of Digital Libraries 91

The emerging integrated DL will provide a central point-of-service for all these
groups, providing built-in analysis of the social media data, as well as conventional
search facilities. As the project advances, it will form a national infrastructure.

The DL indexes hashtags (e.g. “#covid”), user ids (e.g. “@TheBBC”) and text, plus
URLs of any links in the post. This allows users to identify multiple posts related to the
same external image, or hashtags. Users regularly wish to partition posts into time-frame
buckets, and track changes over time–e.g. how often a hashtag is used per week over
several months. Social network analysis is often used on the social network structures
that underpin discussions. However, the different platform licence terms mean that this
must be done within the DL, rather than exported or transmitted to a third party. While
posts can be identified using their unique identifier, and related identifiers supplied to
a third party, they then will also have to gain permission to process and abstract data
separately. Analysis must occur within the platform, to ensure compliance with the terms
of use. Traceability of content use is critical, to comply with terms of use.

Social media content posts are short-form text, but a post may respond to a previous
one, and be responded to by further posts. This leads to a collection of trees, and a user
may want to return individual posts, posts and responses only, the entire message tree,
or some other fragment. There is a strong demand for the latest social media content,
and hence reindexations for search should be done as frequently as possible.

• Large collection (several terabytes) of short-form social media.
• Tree structures of social media posts and responses.
• Hourly re-indexation.
• Social network analysis support.
• Support for selective access controls.
• Provision of summary data, but not raw data.

4.2 Enriched Research Repositories

Research repositories have conventionally used simpler deposit digital library systems
such as ePrints or DSpace. These provide for static documents, and today primar-
ily address the need for ‘green’ open-access, where the publisher permits the origi-
nal author’s institution to provide a pre-print of a journal article or conference paper.
However, increasingly there are requirements to enrich institutional repositories by also
providing access to the original datasets used in research, or at least some summary data
to facilitate meta-analysis, checking of the original work, or re-analysis for a different
purpose. The University of Melbourne is constructing a future series of repositories,
including support for both published and unpublished research papers, diagrammatic
content from ongoing and previous research using FigShare, plus a range of databases
of research data across the University’s many disciplines.

While in theory FigShare could provide many of Melbourne’s requirements, evalua-
tions have shown that users struggle to find material, and many datasets can be indexed,
but not stored in, FigShare. The university aims to link datasets and the original papers
they provided source material for, and between diagrams in FigShare and the datasets
from which they were abstracted, whether kept in FigShare or separately. The original
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papers already have established repositories with superior search and browsing facili-
ties. Support for consistent management of datasets, diagrams and paper, supported by
validation and automated checks for missing material is a necessity, in order to minimise
operational costs and realise greater benefits. FigShare has received a limited degree of
analysis from DL researchers, and our experience in practice is that it is in many ways
much more primitive than DL systems such as Fedora and Greenstone.

As seen in the previous subsection, datasets may have restrictions placed on access,
due to ethical considerations, licencing of data sources, or in some cases legal constraints.
There are also cases where the raw data may be stored in the library, but only summative
data provided to external users on demand. This mirrors the needs of the social media
libraries, where privacy, legal or licencing considerations constrain the information that
can be provided to a user. A classic context for this is medical data, where raw data runs
particular risks of, and consequences from, de-anonymisation.

This provides new problems, such as the following:

• Interconnected (sub-)collections of long-form text and raw digital data
• Support for selective access controls
• Analysis across larger collections of related datasets (e.g. visualisation)
• Provision of summary data, not raw data

4.3 Digital Humanities Worksets

While enriched repositories and social media DLs stretch different elements of DL
infrastructure, there are also novel use cases in what are at first sight conventional digital
libraries. DLs of historic publications see low rates of change, and have no separate
datasets to complement the text. However, digital humanists of various forms of expertise
often need to createworksets for their research, deploy analysis over selected documents,
and do so automatically or semi-automatically, and at scale. This is an avenue of work
being pursued by work at the HathiTrust Research Center, where Waikato University is
a partner, which gives scholars access to their 17+million volume (6+billion page) DL
collection [33]. Using the tools they are developing a scholar can produce a workset that
can be shared with others, and—notably—be directly imported into the Data Capsule
environment they have devised for non-consumptive research [34].

While the sole scholar was once the epitome of humanities work, a more contempo-
rary picture is one where they work on large-scale scholarly projects as part of a research
team working together on shared artefacts. However, the integration of that approach,
and its broadening to other forms of digital collaboration, to open gateways to multiple
tools in established DL systems is almost unknown.

4.4 In-Situ Data Analysis

The previous use-case touches on the benefits of being able to undertake data analysis
once items of interest within the DL have been established. In the HathiTrust this is
currently done using tools that are external to the DL. Going beyond this, the integration
of tools into the digital library is not simply a matter of convenience, but one of better
research management, and means the tools are available to the full set of users.
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In the (Unofficial) Eurovision Linked Open Data DL project2, at the University. Of
Waikato, we have developed an experimental version of the Greenstone3 architecture
that maps, at ingest-time, document and browsing-related metadata to linked data, which
is stored in the DL alongside the more traditional activities of full-text indexing, and
database storage of metadata. Configuring the DL this way means it is possible for a user
of the DL to perform in-situ data analysis, which can in turn be visualized if desired.
For example, in addition to viewing the list of winners over the years—information
that is relatively easy to locate in static form elsewhere on the web—the user is able to
adjust the data analysis undertaken by the DL to list the Top 3 performances, control
the date-range of the information display, and have (where alignment with Linked Open
Data in MusicBrainz is possible) the DL include musical content analysis features such
as displaying the time-signature and musical key the song was in.

Targeting voting data in the DL, Sankey plots that tally how countries have voted
over a given time-period can be generated, as can Treemaps that help bring out where
differences occur between a country’s Jury votes and Televote, cast by viewers in their
country watching the contest. While there is some support in the user interface for non-
expects to develop these forms of analysis, here is much room for improvement, and
consequently where attention is currently focussed.

5 Discussion

Expectations and requirements of digital libraries have grown since the genesis of the
field over 25 years ago. While in the last few years, DL system innovation has appeared
to be static, the call for extended functionality has been growing. However, the question
that rebuts these calls is whether any new requirements are enduring and common to
many use cases. As we have seen in our four example cases, in fact there are considerable
overlaps for data digital libraries. Many requirements appear in two or more of the four
cases, e.g. the need for workset support. This is one requirement that has been suggested
before [33], but it is pertinent across our scenarios, and yet not seen in general purpose
DL architectures such as Greenstone, DSpace, etc.

However, to understand how to construct DLs with these new facilities is not merely
implementation. We need to return to the whole range of stakeholders.

A key stakeholder group is librarians, who must contribute the metadata schemas
needed to helpmanage and provide access to data. There are no current general standards
equivalent to Dublin Core for research data [35], though some field-specific ones have
emerged out of necessity [36, 37].

Researchers need to participate in generating requirements for worksets; there has
been some work already (e.g. [38]), however it has generally been about rather than
with researchers. They key contribution needed from research communities though is
the development of credit and attribution mechanisms, to incentivize the publication of
datasets, making an often time-consuming and complex activity worthwhile. [12, 39].

If librarians and researchers represent the users of data DLs, we need to consider the
technical problems too.While search is awell-understood problem in the context of long-
form text, as we noted above, indexation is often only done periodically, and short-form

2 https://so-we-must-think.space/eurovision-let-it-sparql.

https://so-we-must-think.space/eurovision-let-it-sparql.
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text search has multiple known problems [18, 23]. Research now needs to prioritise table
retrieval, and the searching and filtering of large-scale collections of datasets, among
other challenges. Subjectively, we do not yet know how readily users find data worth
using, but the initial data suggestsmuchmore remains to do [40].Developers ofDLs now
have a new suite of requirements to organise, and new solutions to design, implement
and test. While the existing DL software landscape has been stable for many years, it is
clear new initiatives are needed to provide unmet needs.

Our examples here are only that. Other fields have similar needs: e.g. digital human-
ities collections require hyperlinking and annotation, and digital artwork support is
embryonic. While some of these needs will be domain specific, image analysis for
example will likely be as relevant to the arts as they are to geographers and physical
scientists.

The development of Greenstone in its three versions resulted in extensive support
for a flexible digital library system for the early 21st century. It remains, alongside oth-
ers such as Fedora, the backbone of many practical DLs. However, the needs of users
have expanded. While individual features presented here could be added ad-hoc to such
software architectures, there is a fundamental difference between making an implemen-
tation that functions, and a systematic theoretical and practical approach that can readily
implement specific libraries for particular uses. Just as Greenstone contributed plugin
architectures for document processing, and communication support to connect separate
libraries, we now need gateways for analytical tools and workset construction. Similarly,
even with Greenstone3’s use of Solr to provide incremental indexing, its current imple-
mentation lacks agility and needs to be supplemented by indexation that better supports
fluid rather than fixed streams of data, and search that discovers datasets large and small,
and interconnected social media content as well as PDF documents.

6 Conclusions

Digital libraries have advanced significantly in the last thirty years. While the needs of
gradually growing collections of seldom-changing text documents are generally well-
addressed, many other forms of digital libraries remain challenging. Libraries are now
expanding to support research andother original data, collect dynamic streamsof content,
address complex access issues, and the preservationof complex content. Thegapbetween
those needs and our current technologies is at least as large as that of the early years of
DL research. The DL research community needs clarity about what the research agenda
now is, and this paper provides a starting point for that future discussion. The current
status of DL research should more be viewed as the end of the beginning, than as the
beginning of the end.
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Abstract. Digital curation requires substantial human expertise in
order to achieve and maintain document collections of high quality. This
necessitates usually expert knowledge of a librarian or curator in order
to interpret the content and categorize it accordingly. This process is at
the same time expensive and time-consuming. With the advent of knowl-
edge bases and the plenitude of information contained within them new
opportunities emerge at the horizon. In particular, entity-level analytics
allows to semantically enrich contents via linked open data (LOD). To
this end, we assess in this paper the approach of concise content annota-
tion as a means of supporting the process of digital curation. In partic-
ular, we compare various entity-level annotation methods and highlight
the importance of concise semantic tagging based on qualitative as well
as quantitative evaluations.

Keywords: Digital curation · Linked open data · Entity-level analytics

1 Introduction

Concise content annotations are an indispensable prerequisite for efficient and
effective digital curation. In particular, it is crucial to capture the essence of
a document by extracting its semantic. To this end, experts such as librar-
ians or curators index contents by keywords and (potentially) connect them
with an underlying taxonomy (or ontology) in order to facility structured search
and retrieval. However, this process is time-consuming and labor-intensive. At
the same time, digital preservation and digitization leads to a sheer abundant
amount of data to be curated. In an era of artificial intelligence (AI) the question
therefore arises: how to support digital curation and assist curators in concisely
annotating the data? One the hand side, we observe a need for an a flexible
as possible tagging-like content annotation [18] while, on the other hand side,
a way of linking these annotations with an underlying taxonomy (or ontology)
is desired in order to support “guided” retrieval. With the availability of auto-
matically generated knowledge bases knowledge (KBs) such as DBpedia [2] or
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YAGO [24] software for named entity disambiguation such as Open Calais [23]
or AIDA [12] has emerged. Thus, it becomes now possible to “distill” the seman-
tic of a document by identifying the named entities contained and analyzing
them. As a result, a document might be “summarized” by its named entities and
the type(s) they belong to. For instance, a document containing entities of type
ATHLETE and PLAYER might be associated with SPORTS, while another document
holding entities of type POLITICIAN and LAWYER might be linked with POLITICS.
However, YAGO contains around half a million of types. Thus, digital curation
requires the right balance between too fine-grained and too abstract annotations
by focusing onto the most concise types. We therefore employ our PURE frame-
work [13] in order to identify the most concise types out of the abundance of
information captured in KBs about (prominent) entities such as Kamala Harris
or the International Monetary Fund. To this end, we address in this paper the
assessment of concise content tagging based on entity-level analytics.

2 Related Work

Semantic content annotation has been widely investigated in the digital libraries
(DL), information retrieval (IR) and natural language processing (NLP) commu-
nities. An overview over approaches that are aligned along four key sub-tasks, i.e.,
Named Entity Recognition, Relation Extraction, Entity Linking, and Ontology
Development can be found in [15]. However, these approaches are not suitable for
a coherent semantic annotation of an entire document. In [1], the authors propose
an annotation method for research papers presented in JCDL and ECDL based
on the Digital Library Evaluation Ontology. However, neither a demonstrator nor
an API has been released. GoNTogle [3,8] generates semantic annotation of the
document. It utilizes kNN text clustering and is strictly fixed to the ACM ontol-
ogy classes. WebAnno [4] is a generic web-based annotation tool for distributed
teams. As such, it supports semantic annotation tasks, but not document tag-
ging. ANNIE [5] is an information extraction system build on top of the GATE
[6] framework. Supported are, e.g., tokenization, named entity recognition, part-
of-speech tagging and semantic tagging of annotated entities. However, there is
no type-specific semantic content tagging that might assist in digital curation.
Support for document annotation through semantic tagging is not supported.
Open Calais provides services for named entity recognition, instance recognition
and facts for certain predefined properties with a focus on News contents [23].
It is ontology-based and returns extraction results in RDF, however the cover-
age with links to other Linked Open Data sets is very limited. AIDA [12,26]
provides an online interface for named entity recognition and disambiguation.
Similar to ANNIE, AIDA does not provide contextual support for digital cura-
tion. STICS [10], however, supports semantic retrieval via named entities, but
does not provide typed annotations. TagTheWeb [21] and CALVADOS [9] aim at
generating semantic fingerprints of Web documents for analysis and comparison
purposes, only. The first based on Wikipedia category graph, the latter based
on YAGO. The generation of RDF collections and containers is proposed in [7].
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Fig. 1. Steps in entity-driven semantic tagging

However, this is an application specific solution and a minimal extension to the
R2RML language, only. Semantator [25] is a Protégé [22] plug-in that attempts
to convert biomedical text to linked data. In particular, it provides facilities for
creating and removing ontology instances, managing instance relationships, and
annotating relationships. In [19], RDF-enabled cataloguing tool for a university
library is presented. It aims at generating bibliographic records so that Metadata
Object Description Schema (MODS) [16] and Metadata Authority Description
Schema (MADS) [17] contents can be published and interlinked. NAISC [20] is
an interlinking approach for the library domain. In particular, it supports the
creation of interlinks between entities, such as people, places, or works, stored
in a library dataset to related entities held in another institution.

The aforementioned approaches offer only to a very limited extent support for
digital curation (if at all). Apart from that, these approaches are usually appli-
cation specific solutions and, thus, limited to a dedicated domain. In contrast,
our assessment of concise semantic tagging is purely semantic and solely based
on the information related to named entities contained in a document. Hence,
additional contextualization becomes possible due to seamless linkage with data
in the LOD cloud.

3 Conceptual Approach

In the following, we introduce the conceptual approach of entity-driven semantic
tagging. Figure 1 presents the consecutive steps employed in entity-driven seman-
tic tagging. The process begins with a document upload (cf. 1 in Fig. 1) to a
collection or a digital archive. The two main steps relevant for digital curation
follow then subsequently by automatically exploiting the document’s inherent
semantic from the named entities contained. To this end, we employ the named
entity disambiguation tool AIDA [12] (cf. 2 in Fig. 1). Thus, we are able to
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Fig. 2. Excerpt of an annotated example document

extract the named entities contained in YAGO [11,24]. Apart from the informa-
tion about the canonicalized named entities themselves the KB contains a wealth
of additional facts about them, too. In the context of digital curation, the under-
lying ontology’s type hierarchy is of particular interest, because it gives insights
for a more fine-grained content annotation. Considering the example highlighted
in Fig. 1, we observe, for instance, for US vice-president Kamala Harris a total
of 39 types derived from the transitive closure or a total of 16 types for the
International Monetary Fund stored in YAGO. These types “stem” from only 10
directly associated types for Kamala Harris and 3 directly associated types for
the International Monetary Fund. Considering the “inflation” of types obtained
when computing the transitive closure, it becomes evident that a concise type
annotation is required. To this end, the most relevant types should be selected
from the extensive type set contained in the transitive closure. For this pur-
pose, we employ as a third - and optional - step the PURE (Pattern Utilization
for Representative Entity type classification) framework [13] (cf. 3 in Fig. 1),
which builds upon more than 300 types structured by the 5 top-level types from
the YAGO ontology. By doing so, we derive the most representative types of
each named entity and a concisely annotated pseudo document as indicated by
the dotted overlay of types in step 3 of Fig. 1. A resulting example document
is shown in Fig. 2. It consists of RDF triples (subject-predicate-object). ‘rdf-
schema#member’ and ‘owl#sameas’ are used as the predicates in the annotated
document. The object part of the triple represents the generated concise anno-
tations where predicate is ‘rdf-schema#member’. These annotations are based
on the AnnoTag system [14]. In order to ensure best possible interpretability of
the types a reference to their instances in YAGO and (exploiting the sameAs
link also directly to) DBpedia is provided so that they can be understood in
the context of the underlying ontology. A fully annotated document is available
provided via the Website1. Ultimately, the resulting automatically annotated
document (like the example mentioned before) can then be refined or revised by
a human annotator.

1 Annotation of an example document https://spaniol.users.greyc.fr/research/Anno
Tag/Example_Annotation.txt.

https://spaniol.users.greyc.fr/research/AnnoTag/Example_Annotation.txt
https://spaniol.users.greyc.fr/research/AnnoTag/Example_Annotation.txt


Semantic Tagging via Entity-Level Analytics 101

4 Semantic Content Tagging Assessment

4.1 Assessment Dataset and Measures

The performance of semantic content tagging was assessed by conducting a qual-
itative and quantitative analysis on the goodness of the automatically generated
semantic tags and report results on Precision and Mean Reciprocal Rank (MRR).
To this end, we compared three variations of entity-driven semantic tagging:

• Transitive Entity Types: all types obtained from computing the transitive
closure of a named entity

• Direct Entity Types: the types that are directly linked with a named entity
• Concise Entity Types: the concise types derived for a named entity by employ-

ing PURE [13]

Experiments were performed by utilizing a large data set2 consisting of 3,824 arti-
cles for annotation. Out of the aforementioned documents, we drew a random
sample of 50 documents. The 50 documents in the evaluation data set contained
on average slightly more than 500 words and 25 entities, each. Based on the
entities from this evaluation data set, there were in total 811 types identified for
annotation with the Transitive Entity Types method, 430 for the Direct Entity
Types method and 114 for the Concise Entity Types method of AnnoTag. In
order to provide a more detailed overview about the corresponding types related
to our experimental data set, a detailed list is provided on our Website3. The
actual assessment was manually performed based on an individual evaluation
and a three-level grading scheme (2: “highly concise annotation(s)”, 1: “concise
annotation(s)”, 0: “unsuitable annotation(s)”). Evaluation data are publicly avail-
able here4. Based on these evaluations, we computed the following measures:

1) “Hard” Precision: 2 � relevant, 1 or 0 � irrelevant
2) “Soft” Precision: 2 or 1 � relevant, 0 � irrelevant
3) “Emulated” MRR: 2 � 1st rank, score = 1

1 � 2nd rank, score = 0.5
0 � no rank, score = 0

4.2 Qualitative Assessment

The evaluation results of our qualitative assessment are summarized in Table 1.
It can be observed that those methods that limit the perimeter of annotations
(i.e. Direct Entity Types and Concise Entity Types) achieve the highest scores in
both, Precision and emulated MRR. In particular, Concise Entity Types achieves
2 Harvard Dataverse News Articles https://doi.org/10.7910/DVN/GMFCTR.
3 List of possible annotation types in DBpedia and YAGO https://spaniol.users.greyc.

fr/research/AnnoTag/Annotation_Types.zip.
4 Semantic Tagging Assessment https://spaniol.users.greyc.fr/research/AnnoTag/

Evaluation_Data.zip.

https://doi.org/10.7910/DVN/GMFCTR
https://spaniol.users.greyc.fr/research/AnnoTag/Annotation_Types.zip
https://spaniol.users.greyc.fr/research/AnnoTag/Annotation_Types.zip
https://spaniol.users.greyc.fr/research/AnnoTag/Evaluation_Data.zip
https://spaniol.users.greyc.fr/research/AnnoTag/Evaluation_Data.zip
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Table 1. Qualitative assessment over 50 randomly sampled documents

Entity-level analytics method Measure
“Hard” Precision “Soft” Precision “Emulated” MRR

Transitive entity types 0 0.28 0.14

Direct entity types 0.4 0.78 0.59

Concise entity types 0.72 0.92 0.82

92% in “Soft” Precision. Considering the fact, that the automatically generated
semantic tags are supposed to be used as an assistance in a (semi-)automatic
digital curation process involving a human curator, the remaining annotation
errors might be easily corrected while saving valuable human time and labor
due to the high quality of the automatically generated annotations.

4.3 Quantitative Assessment

In a second evaluation we now study the quantitative dimension of entity-level
semantic content tagging. Not surprisingly, the number of created tags differs
significantly for the various methods (cf. Table 2 for details). Exploiting the
information by computing the transitive closure as in Transitive Entity Types
leads to an “explosion” of tags. Inline with the observations from the qualitative
assessment in Sect. 4.2 it becomes clear that this methods somewhat overshoots
the target. This is due to the fact, that at the upper part of the ontology very
generic types (such as ORGANISM, LIVING_THING or ABSTRACTION) are located. As
these types are not sufficiently specific, they lead to an overall decay in Precision
and MRR. In contrast, the order of tags assigned by Direct Entity Types and
Concise Entity Types are about 3 to 10 times less and, thus, leading to a more
concise result with higher Precision and emulated MRR scores. In particular,
the method of Concise Entity Types extraction by PURE [13] shows that a few
(concise) types are best suited in order to capture a content’s semantic. At the
same time, an Average of 9.28 and a Median of 8 implies that the amount of
tags to be verified and/or corrected by a human curator is manageable.

Table 2. Quantitative assessment over 50 randomly sampled documents

Entity-level analytics method Annotated type counts
Total Average Median

Transitive entity types 5,161 103.22 99.5
Direct entity types 1,760 35.2 32
Concise entity types 464 9.28 8
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5 Conclusion and Outlook

In this paper we presented an assessment of semantic tagging via entity-level
analytics. From our evaluation it can be observed that entity-level analytics is
capable of achieving a high annotation quality based on a considerable small, but
concise, amount of tags. To this end we believe, that a method utilizing tagging
such as Concise Entity Types might become a valuable asset in digital curation.

In future work, we aim at deploying the approach of Concise Entity Types
and making the system available to the scientific community. To this end, we have
just released a Web-based demonstrator [14] and provide an API subsequently.
In addition, we plan to study the performance of entity-level analytics when
applying it to a specific application domain, e.g., by concept matching.
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Abstract. Digital, and born digital, collections in libraries and archives
are growing. Managing growing backlogs of unprocessed and inaccessible
digital content they cannot afford to manually process and make accessi-
ble requires automation. To support users in both creating useful setups
covering a relevant set of objects as well as choosing from a list of avail-
able setups for a given object, tool support is required. In this paper,
we propose a method based on co-occurrence of file formats to automate
the selection of ready-made software setups for a given artifact to be
accessed through emulation.

Keywords: Emulation · File formats · Access automation

1 Introduction

Digital, and born digital, collections in libraries and archives are growing at a
incredibly fast rate. With the growth in collections has come an accompanying
growth in complexity of file types and software dependencies. Archives in par-
ticular are also often put in a position where they are acquiring collections that
are 10–30+ years old at the point of acquisition. This can mean that the digital
objects they are acquiring are often in practically-obsolete formats that depend
on legacy software that is no longer available on the market. Unfortunately the
budgets of archives and libraries have not kept pace with their acquisition rate
and libraries and archives are increasingly faced with huge and growing back-
logs of unprocessed and inaccessible digital content that they cannot afford to
manually process and make accessible. Hence, automation is crucial.

To automate analysis of born-digital content, a wide range of tools for file for-
mat identification [2], metadata extraction, and file format validation are avail-
able as well as file format registries and frameworks combining various tools to
increase coverage. For media objects (e.g., hard disk images) also a variety of
tools from the domain of digital forensics have been adapted [5,6].

To provide access to a digital artifact rendering software, e.g., a viewer appli-
cation is required. For text or audio-visual content, there are many viewer appli-
cations available, usually already part of the catalog or repository software and
c© Springer Nature Switzerland AG 2021
G. Berget et al. (Eds.): TPDL 2021, LNCS 12866, pp. 106–111, 2021.
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already association with file format IDs. Container formats that wrap multiple
sub-files into one “container file”, such as media objects, can also be accessed,
e.g., though an automated file-system viewer [7].

These viewers, however, are usually not suitable for interactive multi-media
content or for presenting the full experience of digital artifacts. In addition, it can
be equally difficult to find and select appropriate (rendering) software for the sup-
plementary digital material often provided with scientific publications and con-
taining multiple files in different (obsolete) file formats. Earlier approaches of man-
aging large multi-media collection relied on manual review [1], (semi-)manual for
a limited selection of media [3], or had a limited selection of software installed to
choose from [8].

With growing acceptance of emulation as access strategy, the necessity and
availability of installed software setups is increasing too. To support users in
both creating useful setups covering a relevant set of objects as well as choosing
from a list of available setups for a given object, tool support is required. In this
paper we propose a method based on co-occurrence of file formats to automate
the selection of ready-made software setups for a given artifact to be accessed
through emulation.

2 Building and Maintaining Rendering Software Setups

The EaaSI program of work1 is building infrastructure and tools to create
and provision configured machines with different sets of software applications
installed on them. EaaSI is also creating both a network of connected EaaSI
installations between which configured machines can be shared and a commu-
nity of organizations to support each other. This community of organizations
is pre-configuring such machines/environments with installed and documented
software applications. In addition, as part of the EaaSI program of work Yale
University Library alone is committed to configuring and sharing at least 3000
pre-configured software applications running in configured environments. These
environments all contain an operating system and at least one software appli-
cation such as a word processor, CAD program, or music composition software.
The environments are being thoroughly documented with information captured
about, e.g., the file formats that each application can interact with (open, save,
import, export, etc.).

Given the diversity of environments and software applications becoming avail-
able in networks like EaaSI and the often broad overlap in interaction capabilities
of these applications, it can be challenging for users to manually identify the best
environment or environments to use when interacting with digital archives. How-
ever selecting the “best” environment to use for interaction is essential. Using an

1 Emulation as a Service Infrastructure (EaaSI),
https://www.softwarepreservationnetwork.org/emulation-as-a-service-infrastructu
re/.

https://www.softwarepreservationnetwork.org/emulation-as-a-service-infrastructure/
https://www.softwarepreservationnetwork.org/emulation-as-a-service-infrastructure/
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inappropriate environment can lead to content, context, and look-and-feel changes
to the digital objects being interacted with2.

3 Selecting a Configured Interaction Environment

To solve the problem of automatically finding system environments to render
digital objects, a statistical approach was chosen. The resulting model can be
seen as an experiment to see if it is possible to make sensible recommendations
solely based on the distribution of file formats in digital objects.

3.1 Modeling File Format Co-occurrence

The proposed model is based upon what is often referred to as the distributional
hypothesis. This hypothesis is motivated by the works of Harris (1954) [4] in the
field of linguistics and could be translated to the aforementioned problem set as:
File formats that occur in the same context, i.e., digital objects or directories,
tend to have similar uses or similar scopes of application. We argue that this
hypothesis should hold because files conceptually belonging together are grouped
as compound objects and within objects organized further in directories, usually
with specific purposes or applications in mind.

Following the model, we calculate co-occurrence scores for pairs of file for-
mats. These scores can be seen as the distance between the file formats, i.e., the
strength of the connections between the formats. Visually this can be depicted
as a graph. This graph G(V,E) is defined by a set of formats represented by its
nodes v ∈ V and by a set of co-occurrences in a specific context represented by
its edges e ∈ E. Such a specific context can, e.g., be occurrences in directories.
The shorter the edges (i.e., the higher their weight), the higher the co-occurrence
score. Formats which are packed densely should imply format clusters which rep-
resent specific scopes of applications. The rationale of the model is that if an
environment can handle a format of a cluster, it should also be able to handle
the other formats of the same cluster. Given such a representation of a digital
object, the model chooses the environment u out of a set of environments U
which can best render the format clusters of the digital object.

Given a set of formats Y contained in the digital object d, G(Y,E) is the
graph representing the digital object d, and Z(u) is the set of formats the envi-
ronment u can handle. Then let S(Y ∩ Z(u), Ẽ ⊂ E) be the subgraph S of G
which is induced by the environment u. The model then chooses the environment
û which induces the heaviest subgraph Ŝ in graph G:

û = arg max
u∈U

weightOf(S(Y ∩ Z(u), Ẽ ⊂ E))

Where weightOf(G) is the sum over all the weights of the edges in the graph
G. Hence, the crucial issue for the environment recommendation of the model is
the construction of the graphs representing the digital objects.
2 cf. https://web.archive.org/web/20130207025446/http://archives.govt.nz/resource

s/information-management-research/rendering-matters-report-results-research-digi
tal-object-r.

https://web.archive.org/web/20130207025446
http://archives.govt.nz/resources/information-management-research/rendering-matters-report-results-research-digital-object-r
http://archives.govt.nz/resources/information-management-research/rendering-matters-report-results-research-digital-object-r
http://archives.govt.nz/resources/information-management-research/rendering-matters-report-results-research-digital-object-r
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3.2 Implementation

Every graph can be represented by an adjacency matrix. Thus, the technical
representation of a digital object is translated to co-occurrence matrices.

The model uses four types of co-occurrence matrices. The matrices Lo and
Ld form a description of a digital object. The matrix Lo represents formats co-
occurring within the digital object. The interpretation of the matrix Lo is a rough
indication of the potential scope, purpose, or field of the digital object. Matrix Ld

stores the number of directories the respective formats co-occur within the digital
object. This matrix represents a more nuanced view on potential applications.
The matrices Go and Gd store co-occurrence values on object and directory level
learned from objects known to the system so far.

Usually, the entries of co-occurrence matrices simply count the co-occurrences
of terms in a specific context. If the model would use these kind of co-occurrence
matrices, then the model would give too much weight to very common file for-
mats like, e.g. plain text files. There are two reasons these formats should not
have such an impact on the co-occurrences. Firstly, these formats are very com-
mon and therefore most of the configured software environments should be able
to read or render them anyway. The other reason is that the underlying idea of
this model is to implicitly create format clusters which reflect scopes of applica-
tion. If formats, i.e., nodes in the co-occurrence graph, sit closely together and
are highly connected, then these closely connected formats form a cluster. If a
specific format is part of most of these implicit clusters, then the information gain
through these formats is rather limited. Therefore, the co-occurrence matrices
describing the digital objects need to be corrected to account for the occurrence
of common file formats. To achieve this, each of the co-occurrence matrices is
normalized: the values of a co-occurrence matrix M will first be normalized over
the individual columns of the matrix

∑
j Mij = 1, resulting in a matrix M ′. Each

column j represents a distribution over the formats i co-occurring with format
j. Consequently, the resulting matrix M ′ contains two relative values M ′

ij ,M
′
ji

for the co-occurrence of two formats i, j. The geometric mean of M ′
ij and M ′

ji

is used to create a co-occurrence score for the formats i and j, resulting in a
scoring matrix S as Score(i, j) = Sij = Sji =

√
M ′

ij · M ′
ji.

Applying these corrections to the matrices Lo, Ld, Go, Gd and combining the
resulting matrices, a matrix D describing a digital object can be written as:
D = ((αGo + βGd)�+�(γLo + δLd)) + ωO, where (G�+�L)ij = Gij + Lij if
Lij �= 0 and 0 otherwise and where ω � α, β, γ, δ are weighting parameters. The
matrix O is a diagonal matrix which is only used so that the model can handle
digital objects which contain a single file format only.

The environments are then ranked according to the overlap of matrix D with
the readable formats of the environments, i.e., the weight of the sub-graphs of the
graph represented by the matrix D which are induced by the readable formats
of the environments.
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3.3 Preliminary Evaluation

To verify that the model makes reasonable recommendations, the co-occurrence
model is compared with a baseline model based on an adaption of the
Okapi BM25 [9] using a data set containing 5584 digital objects (CD-ROM ISO
images).

The basic assumption is that if there is a set of handcrafted software envi-
ronments and a set of randomly generated (nonsensical) environments, a useful
recommendation model should overall prefer the handcrafted environments. For
this, three environments were constructed by hand and seven are generated ran-
domly. The first handcrafted environment is made of a Windows 10 system with
the following software: Microsoft Access, Microsoft Excel, Microsoft Word and
Microsoft PowerPoint (in total containing 107 readable file formats). The sec-
ond handcrafted environment is made of a Windows 7 system with the following
software: Adobe Photoshop, Adobe Reader, Adobe GoLive and Windows Media
Player (in total containing 108 readable file formats). The third handcrafted
environment was constructed by using file formats found in a collection of sci-
entific data sets and combining them into a software environment, i.e., the file
formats found correspond to the readable file formats of the constructed environ-
ment (in total 101 file formats). The seven random environments are generated
by respectively picking 107 file formats out of the file formats occurring in the
test data set randomly and combining them to an environment. For each digital
object in the data set, the three handcrafted and seven random environments
were ranked 50 times by both the co-occurrence and the BM25 model. In each
run, the random environments were regenerated.

In around 10.5% of the cases, none of the environments can read any of files
of the digital objects. In the remaining cases, the co-occurrence model ranked
a handcrafted environment as the highest ranked environment in 60.1% of the
cases whereas the BM25 model ranked a handcrafted environment in 46.6% of
the cases as the highest ranked environment. In comparison with a random rec-
ommender, i.e., an algorithm which chooses an environment randomly, a hand-
crafted environment should be chosen in about 30% of the cases as best match.
In some cases though, a random environment might actually be a suitable choice,
especially since the handcrafted environments have limited format coverage and
cannot read seldom file formats. In all cases where a random environment was
ranked first by the co-occurrence model, the model ranked one of the hand-
crafted environments as second best in 46.5% of the cases whereas the BM25
model only ranked one of the handcrafted environments as second best in 35.8%
of the cases.

Since we lack a fully labeled data set and a sophisticated set of rendering
environments, the results do not fully reflect the quality of the recommendations
generated by the model. But since overall the handcrafted environments should
be ranked better than the random environments, the results at least indicate
that the proposed model is superior to a classical approach based on a TF-IDF
scheme like the BM25 model.
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4 Conclusion

This work proposes a model which can recommend software rendering environ-
ments for born-digital data-sets based on the co-occurrences of file formats. The
model is further enhanced by looking at how common the co-occurrence of two
formats is in general and calculating biases. It is most useful for defining an
order among environments which are not fully covering an object’s file formats
but are able to render a similar number of formats. Further work is needed to
test the model on a larger set of user-labeled data.

As a future extension, the model could also be used to solve the described
problem from the other end: instead of recommending environments from a given
set of environments, an appropriate set of potential environments for a repository
of digital objects can be recommended by creating semantic clusters of file for-
mats. These clusters can then be used to compile suitable system environments
for a given repository of digital objects. This set of environments should cover
a large variety of born-digital objects while minimizing the number of software
environments required.
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Abstract. We explore and evaluate the Colabo.Space ecosystem as a
basis for conducting literary (and, by extension, other) research. The
key principle of the ecosystem is to support participatory design at each
stage to enable visual, declarative and co-creative design and evolution
of the ecosystem, its infrastructure, data types and contained (research)
knowledge.

Accompanied with specialized platforms, it supports describing
research workflows; collecting data; distant reading research; publish-
ing and visualizing the findings.

We argue for supporting the continuous evolution of the ecosystem,
the findings and publishing content, with reference to the ecosystem and
its publishing process (both the content and meta-data).

We evaluate the constituting components of the Colabo.Space ecosys-
tem within three collaborative research projects.

Keywords: Research workflow · Participatory design

1 Introduction

This paper presents a research platform for a full research workflow, focusing on
literary research, including presenting and publishing findings [3,7,18,21].

This study is supported by (i) ChaOS cha-os.org, (ii) Inverudio inverudio.com, (iii)
Milutin Bojić Library milutinbojic.org.rs/, (iv) Creative Multilingualism, University of
Oxford, (prismaticjaneeyre.org), (v) Retracing Connections (retracingconnections.org),
Uppsala University.
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Addressing the challenges [6,9,12,20] of collaborative research, we augment it
through an infrastructure that enables continuous participatory design practice
and supports co-design and co-creation of workflows and knowledge artefacts by
all stakeholders. The workflow is described through a set of flexible phases that
support dialogical processes and semantic knowledge. This infrastructure enables
processes designed through workflows that (i) accurately fit particular research
needs, (ii) enable a fluent flow between different research phases, (iii) can easily
evolve and adapt to new community needs. Conventional tools and platforms
that focus on a particular phase of the research workflow often limit knowledge
and findings to the tool itself and to that research phase [1,14] which introduces
considerable research friction (enforced with the “silo” research culture [5]), espe-
cially when participants reiterate through the workflow (for example, through
different hypotheses).

By supporting a holistic research workflow, we are able to publish both the
final and intermediate results and metadata on the findings and the research
process. This enables research augmentation and its transparency, allowing to
identify potential flaws and support reproducibility/replicability, transparency,
and objectivity [3]. We approach these challenges from both technological and
behavioral aspects [15,16], helping researchers to change their culture toward
collaborative knowledge and process management and reusability across research
phases and projects [5,10,19].

2 The Research Workflow

Research workflows we address are primarily DH workflows in literary study [8],
with the following characteristics: (i) workflows “solidify” - starting as concep-
tual ideations the stakeholders co-evolve them into an executable workflows, (ii)
workflows (should) evolve significantly to support new hypotheses, (iii) data and
knowledge structures are initially unknown and evolve over time, (iv) literary
scholars are not necessarily tech savvy or at least not IT experts, (v) stakeholders
from different disciplines with different working methodologies should be able to
unify and integrate their work, (vi) research depends on previously published
literary texts and corpora either in print or digitalized/digitally-born content
residing in digital repositories, (vii) the final work outcome has to be published
and efficiently interlinked with the original corpora, (viii) the published work is
open to continuous evolution.

Participatory design (PD) [17] is a fundamental methodology that drives
our design of the whole workflow and even motivates most of our infrastructure
design as it “asks for” an infrastructure that the community can co-design and
implement. We found that community engagement (after communicating the
benefits of such a process) was the next most important aspect of our mutual
work that provided them with full trust and power of shaping the workflow and
infrastructure according to their needs [2].

This was the main motivation behind introducing the following components:
TopiChat, ColaboFlow, KnAllEdge and DataTalks. Together, they provide
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Fig. 1. Generic research workflow

dialogical and declarative support for designing, describing and executing the
workflow. Therefore, the underlying workflow implementation tasks support the
collaborative building of knowledge, ideas and hypotheses through the dialogical
and brainstorming activities (Fig. 1).

The novel approach we propose through the Colabo.Space ecosystem1

includes three major components (i) ColaboFlow - a declarative (and executable)
language and visual interface for designing workflows in a collaborative man-
ner, (ii) DataTalks - semantic and declarative (both human and machine inter-
pretable) mechanism for describing knowledge artefacts and interaction inter-
faces, (iii) KnAllEdge - a triplestore for semantically organizing knowledge
that supports knowledge ambiguity and evolution and unifies knowledge arte-
facts across the whole workflow. These three components support the necessary
aspects of visually co-designing a declarative, transparent and low-friction infras-
tructure through a process receptive to all stakeholders.

The last three activities in the workflow are related to the publishing process.
Our novel contribution consists in providing a continuous link between research
practice, writing and publishing findings that can co-evolve and reflect the latest
state across the mesh of digitized and digitally born publications cross annotated
and available through the publishing infrastructures and standards.

3 Evaluations

We have (i) evaluated our platform at the formative phase [4] - we have surveyed
prospective users to understand the general pains and needs of such platforms
[13], (ii) worked with three communities (their representatives are co-authors of
this study) to understand current DH research problems, (iii) conducted events
where we described and modelled original workflows through ColaboFlow nota-
tion. There are two evaluation levels; (i) platform level - if our notation is

1 https://Colabo.Space.

https://Colabo.Space
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suitable as a lingua franca for describing such workflows and (ii) application
level - if the current implementation of our platform suits particular workflows.

Evaluation 1: Prismatic Jane Eyre - This evaluation focuses on the PJE
project [11]. This group of researchers works on prismatic variation in trans-
lations of “Jane Eyre” into 26 languages2. For example, we have traced the
translations of several key words. The original workflow included selecting the
key words during an in-person event. Each researcher then tracked thw key words
and provided back-translations. The group leader then selected and analyzed the
material across languages and results were visualized for the website.

The model of this workflow when hosted within our ecosystem looks like fol-
lowing: (i) with dialogue and brainstorming support, the platform supports two
paths for this workflow’s initial steps: virtual and face-to-virtual; in either case,
the discussion is now not limited in time. (ii) Multi-annotation support ensures
a streamlined path: researchers annotate the novel, nominate key words, discuss
and vote in dialogue bubbles. (iii) Results are exported, visualized, augmented
with the knowledge generated and published, all through the same platform.
One advantage is flexibility. For example, we found that a translation was made
from an intermediary text post-factum; in Colabo.Space, such discoveries do not
disrupt the workflow and are automatically propagated to the published content.

Evaluation 2: Retracing Connections - The project “Retracing connec-
tions” deals with materials in 4 medieval languages with over 20 interdisci-
plinary researchersThe project requires overlapping the system co-design and
practice. We thus had to introduce an innovative methodology which combines
lean, agile, co-designing (Participatory Design) methodologies and Participa-
tory Action Research practice. This enabled the concurrent process of designing,
implementing and practising the ecosystem but also required a paradigm shift in
DH infrastructure design itself; we had to introduce declarative system design,
both (i) at the level of data structures through DataTalks and (ii) process work-
flows (BPMN standard) through ColaboFlow. This helped us to create core data
types; manuscript, feasts, collections, and texts and to continue to evolve them
through our critical investigation.

Evaluation 3: Milutin Bojic Collection - The digitized collection of poet
Milutin Bojic consists of books, manuscript, photograph and studies about his
work and the letters of Radmila Todorovic, his fiance. With the original plat-
form (Islandora, Tesseract, Kraken HWR) there was no possibility for multi-
and cross-annotations between the transcription and the related section of the
scanned image. There was also no possibility to initiate dialogue about a par-
ticular transcribed word. Finally, the pipeline was not replicable as there was
no possibility to preserve transcriptions and correlations within images if the
images would get reprocessed. Similarly, we didn’t have the possibility to show
scholar essays that would address the genealogy of Bojic’s work.

2 https://prismaticjaneeyre.org/people/.

https://prismaticjaneeyre.org/people/
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4 Conclusion

We presented and evaluated Colabo.Space, an ecosystem for collaborative pro-
cesses and a platform for conducting continuous research and publishing. We
evaluated the Colabo.Space ecosystem and accompanying components in terms
of three collaborative research projects.
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Abstract. Archives are evolving. Analog archives are becoming increas-
ingly digitized and linked with other cultural heritage institutions and
information sources. Diverse forms of born-digital archives are appearing.
This diversity asks for systematic ways to characterize existing archives
managing physical or digital records. We conducted a systematic review
to identify and understand how archives are characterized. From the
885 identified articles, only 15 were focused on archives’ characterization
and, therefore, included in the study. We found several characterization
features organized in three main groups: archival materials, provided
services, and internal processes.

Keywords: Archives · Cultural heritage · Web archives ·
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1 Introduction

The increasing amount of available information has been one of the drivers of
the evolution of archives. Both national and international standards are defined
for archival description [5]. On the contrary, other traditional processes, such
as appraisal, selection, disposal, transfer, storage or physical space management,
access control, and security, are less likely to be standardized. In these processes,
each institution is developing its guidelines, methodologies, and definitions [5].

The proposal of a systematic way to characterize archives, their collections,
and processes can foster works that could reveal an assortment of practices in
physical and digital archives. This work is the first step towards this goal. We
conducted a systematic literature review of works that analyze physical and
digital archives. When we refer to archive description in this work, we mean
archive characterization in a broad sense and not how records in the archive are
described/indexed/enriched (e.g., which standards are used) for future access.

2 Methodology

We selected the Web of Science and Scopus databases as information sources for
our systematic review because of their relevance and comprehensiveness in many
scientific fields. Our final query involved conjunction of (archive OR archival OR
collection OR repository), (description OR characterization OR analysis OR
c© Springer Nature Switzerland AG 2021
G. Berget et al. (Eds.): TPDL 2021, LNCS 12866, pp. 118–122, 2021.
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study), and (“cultural heritage” OR historical OR Web OR ISAD OR “Interna-
tional Standard Archival Description” OR EAD OR “Encoded Archival Descrip-
tion” OR standard). The search was limited to the title, thus ensuring greater
precision. We adapted this query for each database, identifying 364 articles in
Scopus and 521 in Web of Science.

The screening had four major subsequent stages focusing on analyzing: title,
abstract, introduction/conclusion, and full-text. All stages followed the same
strategy of identifying the articles with: (1) analysis of the element under focus;
(2) identification of articles to exclude; (3) identification of articles to the sec-
ond author to revise. Some of the excluded articles were either related to soft-
ware/data repositories or focused on the characterization of user behaviors while
accessing archives, or only focused on describing metadata standards.

In the end, we selected 15 articles for assessment, 4.2% of the initial set of
results, which shows that this is an understudied theme. We read the articles in
two stages. First, we identified the dimensions that were the focus of analysis in
the studies. In the second stage, we reread the articles to register the dimensions
involved in each study.

3 Analysis of Articles

The analysis of the articles led us to identify characterization features organized
in three main groups: archival materials, services, and internal processes. In each
group, we arranged features according to their function, as showed in Figs. 1, 2,
and 3. The double contoured boxes represent groups of features in these figures,
and single contoured boxes represent features.

As represented in Fig. 1, the materials that archives hold can be depicted
regarding their characteristics [1,3,4,8,10,12–14,17] and organization [3,7,13,
15,16]. Archive contents can differ in size (e.g., object dimensions or the size of
the file); content type (e.g., text, audio, video, or MIME types); last modification
date for digital records; and age, that conveys the temporal scope of the archive,
through, for example, its oldest record. Contents can be organized by time period,
scope (e.g., records from companies, personal records), source (e.g., a specific
notary office), or function (e.g., current or historical documents).

Fig. 1. Characteristics of archival materials.

The most commonly found services provided by the archives were divided into
six groups, as seen in Fig. 2. The first group, Collection [2,3,7,8,12–15], is used
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whenever archives provide artificial assemblages of documents based on some com-
mon characteristic without regard to their provenance. Collections can also be
associated with specific services: searching within collections and links to external
collections and archives. Archives can also provide Finding Aids [11,14] in diverse
formats (e.g., text or hypertext), searchable or not. Reference Services [14] are
provided if the archive allows online searching of records or if it allows the user to
request access to documents. Archives can also offer a Search & Retrieval Inter-
face [2,6,8,13,14,17], possibly letting the user browse the existing indexes and
know more about the retrieval process (e.g., if authority control was used, that
is, if standardized names and index terms were used). User Information [14] can
also be provided or received from the user. Finally, archives can also share their
Institutional Information & Policies [1,3,6–8,12–14,17] such as annual reports,
mission statement, rules of acquisition, access, copy, the development policies for
new collections, and policies for growth control.

Fig. 2. Characteristics of archival services.

Figure 3 concerns the internal processes that take place within an archive.
It portrays the availability of metadata [1,6,8,10,17] as well as the standard
used [2,13], the existence of analysis of logs [1] and crawlers [4,6,9,10,13,17].
In archives that do so, the analysis of logs involves storing user access logs to
the systems and analyze them to understand their users and necessities better.
Crawlers are only used by web archives and can differ on harvesting, files used
to store information, the seeds that trigger the process, rules and limits of the
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algorithm, and frequency. In cases where third-party crawlers are used, the name
of the crawler can be used to detail this process.

Fig. 3. Characteristics of archival internal processes.

4 Conclusion

This work is a first step towards the systematization of how archives can be
characterized. For this purpose, we conducted a systematic review and analyzed
the features identified in the articles. These features were later organized into
three main groups: materials, services, and internal processes. Most of the fea-
tures apply to both analog and digital archives. Only the feature related to the
crawling process is specific to web archives.

Some features are used most often than others in the characterization of
archives. As expected, the type of content is the characteristic that is used most
often to characterize archives. Regarding services, the availability of access poli-
cies stands out as the most popular feature. On the other hand, the description
of contents through metadata is the feature most often used to characterize the
internal activities of an archive.

In conclusion, besides existing a gap in the literature regarding the character-
ization of archives, we found that characterization approaches are very heteroge-
neous. Thus, in the future, it would be interesting to create a model that would
allow this analysis and that would systematize and standardize this process,
making it easier to compare the archives.
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122 M. F. Araújo and C. T. Lopes

2. Bojars, U.: Case study: towards a linked digital collection of Latvian cultural her-
itage. In: CEUR Workshop Proceedings, vol. 1608, pp. 21–26. CEUR-WS (2016)

3. Gordon, R.S.: Suggestions for organization and description of archival holdings of
local historical societies. Am. Arch. 26(1), 19–39 (1963). https://doi.org/10.17723/
aarc.26.1.h30vg72g2141m667

4. Holzmann, H., Nejdl, W., Anand, A.: The Dawn of today’s popular domains:
a study of the archived German Web over 18 years. In: Proceedings of the
ACM/IEEE Joint Conference on Digital Libraries, pp. 73–82. Institute of Elec-
trical and Electronics Engineers Inc., September 2016. https://doi.org/10.1145/
2910896.2910901

5. International Council on Archives: ISAD(G): General International Standard
Archival Description. Technical report, ICA (1999)

6. Maemura, E., Worby, N., Milligan, I., Becker, C.: If these crawls could talk: study-
ing and documenting web archives provenance. J. Assoc. Inf. Sci. Technol. 69(10),
1223–1233 (2018). https://doi.org/10.1002/asi.24048

7. Moreno, A.V., Ortiz, M.G.P.: Los archivos diocesanos: análisis de series documen-
tales e importancia para la investigación histórica. Investigacion Bibliotecologica
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Abstract. Providing access to protected media archives can be difficult
due to licensing restrictions. In this paper, an alternative way to examine
video content without violating terms of use is proposed. For this pur-
pose, keyframes of the original, archived videos are replaced with images
from publicly available sources using person recognition and visual sim-
ilarity search for scenes and locations.

Keywords: Visualization · Person recognition · Geolocation similarity
search · Place similarity search · Historical video archives

1 Introduction

The historical collection of the former German Democratic Republic (GDR) at
the German Broadcasting Archive (DRA) offers a solid foundation for many
research questions on East German history. Researchers who want to access
videos have to submit requests and visit the archive in person. Though the
archive is almost entirely digitized, showing the audiovisual content to users via
a Web interface is not possible due to licensing restrictions. In contrast, there
are many freely available image sources such as Flickr or Wikimedia Commons
that can be used to mimic the video material. Such material could be useful to
preview potentially relevant archive content to interested researchers and help
them in deciding to pursue research questions in the original archive, e.g., does
a historical figure occur in certain target environments and scenes?

In this paper, we suggest an novel approach to visualize copyright-protected
archives without showing the original content. The visualization approach
presents alternative visual content from open access repositories that is simi-
lar to the original content in terms of persons, scenery, and the location-specific
setting. To the best of our knowledge, a comparable approach that addresses the
problem of visualizing protected archive contents using similar images does not
exist. A few proposals exist that facilitate the exploration of large media archives
or tackle the problem of video summarization by recognizing persons, scenes or
objects [7,9]. However, these approaches have not dealt with the problem of
directly replacing visual contents with suitable substitute images.
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Fig. 1. Proposed system for replacing copyrighted broadcast video keyframes with
similar images from publicly available datasets.

2 Visual Alternatives for Copyright-Protected Content

Figure 1 illustrates the building blocks of our system for replacing copyright-
protected broadcast video keyframes with publicly accessible image data. In the
first step, suitable public image collections are acquired that represent general
scene setups, geolocations, and faces. While public person images are used to
represent classes of a person classifier, image collections for the other modalities
are fed into suitable CNN (convolutional neural network) models to extract rel-
evant features. Subsequently, the features are indexed and constitute individual
collection indexes. Finally, similarity searches with each index and face classifi-
cation are performed for each given video keyframe, and keyframes are replaced
with their visually nearest neighbors in terms of scene structure, location, and
detected persons.

Scene Similarity Search: In order to capture the general scene structure of an
image and extract meaningful features, the ResNet-152 model pre-trained on
the Places365 dataset [12] is used. The dataset consists of around 1.8 million
images corresponding to 365 scene categories based on urban, nature, or indoor
categories. We use this dataset as our public reference collection for scenes and
extract features for each image. Based on the extracted feature representations,
an index is built using the FAISS library [3]. The index is based on product
quantization [2]. It allows for efficient comparisons between query vectors and
stored vectors based on cosine similarity and returns nearest neighbors.

Geolocation Similarity Search: For a location-based feature representation, a
pre-trained ResNet-152 model for geolocation estimation [8] is used. The model
was trained on the MP-16 dataset [6], which consists of 4.7 million images from
all around the world. The reference dataset for the similarity search is formed
from images primarily taken in area of the former GDR. For this purpose, a list
of landmarks and relevant cities in the area of the former GDR is compiled using
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Wikidata [11]. The resulting list is then used to crawl images from Wikimedia
Commons, Flickr, and Google Images. Additionally, we use a subset of the MP-16
dataset covering the area of the GDR and worldwide landmarks. This collection
results in a total number of around 915,000 images. Similar to scenes, a FAISS
index is built to retrieve similar location images based on the stored features.

Person Recognition: In contrast to scenes and locations, we define a lexicon of
public figures and employ a classification approach to identify faces. For the lex-
icon, 92 public figures of different fields of interest like politics or entertainment
such as “Angela Merkel” or “Erich Honecker” are chosen. The person recognition
approach consists of the following steps: face detection, face alignment, feature
extraction, and face recognition. We used RetinaFace [1] to detect faces in images
and aligned the detected faces using the Dlib shape predictor [4]. Face images
are then represented by feature vectors extracted using FaceNet [10]. Lastly, a
Support Vector Machine (SVM) classifier with a linear kernel is trained to iden-
tify the detected face. For training, face images from the GDR archive annotated
by archivists are used. In contrast, the substitute images for the visualization
are retrieved from Web sources. Each person from the lexicon is assigned a fixed
image retrieved from Wikimedia Commons and Google Images.

Visualization of Face Recognition and Similarity Search Results: The scene,
geolocation similarity search, and person recognition components are applied to
available keyframes of videos from the DRA archive. After pruning results with
low confidence scores, close-ups and indoor images, remaining results are used
to visualize the original video content. The graphical user interface of the result-
ing visualization is shown in Fig. 2. The GUI allows for selecting a broadcast
video (left), sliding across available keyframes for the video (bottom), displaying
recognized persons and the retrieved scene, and location-specific images.

Fig. 2. Similarity results for selected frame (left bottom) of exemplary broadcast video.
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Table 1. Annotation accuracies for sub-
stitute images proposed by the similarity
approaches.

Participant Face Location Scene Overall

1 0.90 0.85 0.74 0.83

2 0.74 0.77 0.58 0.70

3 0.74 0.86 0.67 0.76

Table 2. Inter-coder agreement of par-
ticipants measured by K’s α’s.

Face Location Scene Overall

0.663 0.754 0.584 0.667

3 Evaluation

We evaluate the person and similarity search results of our system. The exper-
iment examines whether the evaluators (three co-authors of the paper, non-
historians), given an original keyframe and several substitute images, select the
top-1 ranked reference image of the system. To ensure a fair evaluation, a list of
100 keyframes were randomly sampled from available videos for each of the sim-
ilarity search tasks: scene, location, and person. The evaluators were presented
with five options to choose the most similar image to the shown keyframe. In
addition to the top-1 reference image, other four images were chosen from the
ranking list of the respective method. In total, 300 keyframes were annotated
in the study. The resulting accuracies, i.e., in how many cases the participants
selected the top-1 image suggested by the similarity search and the classifier,
are shown in Table 1. On average, the evaluators preferred the reference image
for face and location over the other image options with high accuracies. Scene
reference images were selected with lower accuracies, suggesting that the results
are less accurate in representing the correct image content. We also measured
the inter-coder agreements using Krippendorff’s alpha (K’s α) coefficient [5] as
given in Table 2. K’s α for the location images indicates a high agreement between
evaluators. While both agreement and accuracy values are moderate for scenes,
there are stronger discrepancies with respect to persons. This suggests that opin-
ions among the false positives (i.e., images ranked lower by the classifier) were
more divergent. This could be explained by discrepancies between the public and
historical images in terms of appearance and age of the persons.

4 Conclusions

In this paper, we have presented a system for replacing copyright-protected
video archive content through similarity search for scenes and locations as well
as person recognition with image collections retrieved from publicly accessible
sources. We have presented an experiment to investigate whether image substi-
tutes through similarity search and person recognition are sufficiently accurate to
replace keyframes of the protected archive videos. Outcomes of the study showed
that location and person-specific substitute images could reasonably replace the
historical video archive content.
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Abstract. To fully reap the benefits of digitisation and sustainably create value for
their audiences, cultural heritage institutions (CHI) need to implement and moni-
tor digital, data-driven strategies that touch upon all aspects of how organisations
operate. This can range from staffing and skills development to adoption of meta-
data models, novel audience engagement approaches and methods for collecting
and using user data. We introduce the concept for the CHI Self-Assessment Tool
that enables institutions to assess their strategy and plan against several aspects
of digital transformation. The tool proposes a novel approach on how CHIs can
continuously gather data on their activities and use insights from this data to adjust
their strategies and increase their digital maturity. Equally, this data can be used
by policy-makers to implement more effective policies and support the sector with
targeted capacity building.

Keywords: Digital transformation · Impact · Self-assessment

1 Introduction

Since the cultural heritage (CH) sector started engaging with large-scale digitization
projects, many institutions realized that they needed to implement integrated, data-driven
digital workflows and strategies in order to make the most out of digital assets [6]. It
soon became clear isolated projects with digital collections often result in momentary
engagement and require deeper organizational and leadership changes to deliver sustain-
able impact to target communities [3, 5]. The currently used concept of digital trans-
formation tries to encapsulate this more comprehensive and integral digital approach.
Europeana provides the following definition: “Digital transformation is both the process
and the result of using digital technology to transform how an organisation operates and
delivers value. It helps an organisation to thrive, fulfil itsmission andmeet the needs of its
stakeholders” [2]. This definition implies rethinking of business models, value chains as
well as participatory relationships between the CHIs and their audiences. Additionally,
it highlights that digital transformation is an ongoing process with a constantly moving
target rather than a set goal [4]. Thus data needs to be collected not only to define targets
and track progress towards them but also to monitor trends and signals in the sector

© The Author(s) 2021
G. Berget et al. (Eds.): TPDL 2021, LNCS 12866, pp. 128–132, 2021.
https://doi.org/10.1007/978-3-030-86324-1_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-86324-1_16&domain=pdf
http://orcid.org/0000-0003-1254-8869
http://orcid.org/0000-0003-1750-6801
http://orcid.org/0000-0001-6291-3663
https://doi.org/10.1007/978-3-030-86324-1_16


Self-assessment and Monitoring of CHI Performance 129

and use them to further update digital strategies and inform decision-makers (funding
bodies, European and national policy makers, networks and umbrella organisations) on
appropriate actions.

The CHI Self-Assessment Tool (SAT) was conceived in this context to empower cul-
tural heritage professionals and decision-makers to implement effective digital strategies.
It presents a data-driven approach for enabling CHIs to continuously monitor their per-
formance and becomemore confident in using insights from data to adjust their strategies
and increase the impact of their activities. The innovation of the tool lies in its unique
proposition to (1) iteratively gather data from a wide range of CHIs, (2) educate organi-
zations on how such data can be translated into concrete actions, and (3) closely monitor
trends in the sector that can inform decision makers regarding innovation, funding and
capacity building needs. In this poster paper, we present the state of the art formonitoring
and assessment activities in the heritage domain and describe the early concept of the
SAT.

2 State of the Art in Assessment and Monitoring Strategies

Over the last few years, numerous online assessment and monitoring tools have been
developed. We examined four examples that are widely adopted in the CH sector. All the
tools start by asking users to fill out a survey of varying length and detail. The Tracker
provides 93 questions divided into 12 areas, including Strategy & Governance, Market-
ing & Communications, and Finance & Operations. Microsoft’s Digital Transformation
Framework for libraries and museums uses 16 questions to assess digital transforma-
tion across four areas: Enhanced Visitor Experience, Advanced Discovery, Dynamic
Operations and Intelligent Environments. Both tools utilize rating systems to determine
the current level of digital maturity and allow users to define target goals. The Digital
Transformation Framework gives very specific examples for each level of maturity. For
instance, one of the advanced levels in the Advanced Discovery area is “Computer vision
and optical character recognition automatically generate additional metadata for real-
time tagging”. Such descriptions make this framework only applicable for very specific
cases and provide a snapshot of the state of technology.

A scoring system is commonly used to present the results of the survey. Digitale
Maturiteit uses a percentage from 1–100 to assess the digital maturity of each organiza-
tion. Users are given a ranking in each category and can compare their performance with
other organizations. Similarly, the Quick Innovation Scan used in the DEN Academy
asks users to calculate their score out of a maximum of 20 points in four categories and to
compare their results to a static chart. Such strict classification creates a false impression
that all CHIs need to reach very specific goals and targets in order to succeed-it does not
take into account the diversity of CHIs and the different paths available to them in order
to reach digital maturity. This can be particularly discouraging for smaller organizations
that target niche communities and do not see the need to offer the same services as
internationally established CHIs.

All the examined tools provide insight about the status quo in an organization but
do not offer concrete suggestions for follow up actions, hence their applicability is
limited. For example, the Quick Innovation Scan offers generic guidelines such as “Seek
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opportunities to find collaboration partners inside and outside the organization to gain
new knowledge and find new solutions”. This can be useful to initiate a conversation
about the necessary operational changes but more specific pointers are needed to ensure
that appropriate measures and decisions are taken to achieve the envisioned targets, as
well as make use of knowledge already available in the sector.

3 CHI Self-assessment Tool

Improving on the state of the art, the SAT is conceived as an interactive environment
where CH professionals can collaboratively learn how to convert digital ambitions into
digital strategies and continuously monitor their performance. The concept of the tool
visualized in Fig. 1 presents its four components.

Fig. 1. CHI Self-assessment tool concept.

Survey. The users start by filling out a survey. In the first part, they are asked to answer
general questions about their organization (size, target audiences, size and type of collec-
tions, participation in (inter)national networks, etc.) which help to situate each CHI in a
specific context and domain. Based on these answers, the second part of the survey uses
Likert scale questions to assess an organization’s confidence with various aspects of dig-
ital transformation applicable to them, including adopted standards, skills and resources
available in the organization, strategies for managing intellectual property rights and
experience with online publication platforms. The survey sets out to give participants a
rounded perspective of what digital transformation in the CH sector looks like and its
many possible components. This is a learning experience in itself, and something that
can be used for planning.

Self-assessment Report. The results of the survey are presented via data visualizations
that showcase each CHI in relation to other organizations in the sector as well as focus
on a particular domain or region/country. It is important to note that the report is not



Self-assessment and Monitoring of CHI Performance 131

meant to give a rating or a grade on each question as this tends to favor larger, more
advanced organizations with a wide outreach. Instead, the report is meant to highlight
areas of high potential where further investment could lead to significant improvements.
The aggregated results are available publicly for consultation by policy-makers and
decision-makers to monitor the activities in the sector. All the examined already existing
self-assessment tools stop at this stage.

Domain Knowledge. Based on the strengths and goals of each CHI as highlighted by
the survey results, SAT provides targeted, domain-specific resources to support digital
transformation processes (for instance, a media archive would be pointed to resources
related to standards for audiovisual data enrichment). These resources have been either
created specifically by the inDICEs project or aggregated fromotherweb sources andCH
communities. Additionally, SAT provides resources on what data collection strategies
CHIs could use tomonitor the impact of their activities and how to draw practical insights
from this data. A complementary MOOC course will provide further guidance.

Participatory Space. SAT is embedded in the inDICEs Participatory Space that facil-
itates active engagement and knowledge sharing between CH professionals on topics
related to digital transformation. It is specifically designed to engage participants in
debates, brainstorming and community building activities. Again, a data-driven app-
roach is used - topics discussed in the Participatory Space are visualized via embedded
data visualizations that help to observe more granular trends in the sector. As new trends
emerge, the initial survey questions are iteratively updated to reflect these changes.

As Fig. 1 indicates, SAT is meant to be used iteratively. Users receive notifications
as new relevant resources are added and are encouraged to update the survey answer at
regular intervals. Time-series data is used to visualize progress over time. Importantly,
the SAT serves not only individual CHIs but also policy-makers who require monitoring
tools to implement effective policies and capacity building activities [1].Using the results
of the SAT, they can monitor the effectiveness of their instruments over time and adjust
them based on the data provided by the CHIs.

4 Conclusions and Future Work

This paper presented the concept of the CHI Self-Assessment Tool. During the confer-
ence, wewill demonstrate the first prototype of the tool and present specific scenarios for
its usage. Our further work will focus on testing this prototype with a diverse group of
cultural heritage professionals as well as investigating strategies to ensure their sustained
engagement with the tool.

Acknowledgements. This project has received funding from the EuropeanUnion’s Horizon 2020
research and innovation programme under grant agreement No 870792.
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Abstract. Multilinguality is of particular interest for digital libraries
in Cultural Heritage (CH), where the language of the data may not
match users’ languages. However, multilingual access is rarely imple-
mented beyond the use of multilingual interfaces. We have run an exper-
iment using the Europeana CH digital library as a use case. We evaluate
the effectiveness of a multilingual information retrieval strategy using
machine translations to English as pivot language. We conducted an
indirect evaluation that should be considered preliminary. Yet, together
with a manual analysis of the query translations, it already shows (or
confirms) some of the benefits and challenges of deploying such systems
in CH.

Keywords: Multilinguality · Cultural Heritage · Machine translation

1 Introduction and Related Work

Multilingual access to metadata and contents is of particular interest for interna-
tional digital libraries (DL) in the area of Cultural Heritage (CH), which have col-
lections in multiple languages, and users from different countries and with differ-
ent cultural backgrounds. However, Multilingual Information Retrieval (MLIR)
is rarely implemented in this domain beyond the interface language [9,15]. Only
a few practical cases have been reported in the literature (see extensive reviews
in Vassilakaki and Garoufallou [19], Diekema [3], and Chen [2]), and most of
them use human translations and specialized vocabularies. This is the case
for example of the World Digital Library [11], or the International Children’s
Digital Library1, where contents are manually translated. In query translation,
Bonet et al. [5] obtained good results using specialized dictionaries, while Kools
et al. [7] obtained satisfactory results using machine translation. Matusiak et
al. [9] reports an experiment using Google Translate to translate to English a
collection of Chinese artworks, but they finally opted for human translation given
1 http://en.childrenslibrary.org/.
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the limitations found. In other domains machine translation seems to work well
for the most widely spoken languages [4], with only a decrease of performance
of 5–12% compared to the monolingual setting [13]. This lack of use of machine
translation in DLs could be explained by the translation ambiguity and the
insufficient lexical tools’ coverage, considered to be among the most prominent
problems in MLIR [12].

Europeana, a European digital library that aggregates content from libraries,
archives and museums from all around Europe2, is also a good example of this
situation. It provides access to more than 60 million objects, from textual doc-
uments, like books or newspapers, to multimedia objects like audio, videos and
paintings, which are primarily associated with 38 different languages. The data
of these objects (i.e. metadata and content) is indexed in a search engine that
provides a search functionality over all collections, however, in most cases, this
data is only available in one language. Europeana performs data enrichment,
adding persons, locations and concepts described in multiple languages to its
metadata records. Yet the coverage of this approach is incomplete: there is no
wide-spread translation of metadata, content and/or queries.

We have run an experiment using part of Europeana’s collections to see the
effectiveness of a MLIR system in this domain. We have focused on the con-
tent, not the metadata, and we have adopted a mixed approach where queries
and object content are automatically translated to English as a pivot language,
following the Europeana Multilingual Strategy [10]. Although document trans-
lation is considered more effective [12,13,17], this hybrid approach has outper-
formed other strategies in an experiment conducted [13], and it is more scalable
when the number of different languages is considerable. Also, English is the most
present language in these collections, and its effectiveness in machine translation
is higher [4,13]. We have used the CEF translation service [1] as it is intended
as a free, secure service for public bodies, which can be appealing for CH insti-
tutions, especially in Europe. The repository with the data of the experiment [8]
and the client [6] used to get the translations are publicly available.

2 Data and Evaluation

We have selected a sample of 18,257 handwriting transcriptions of documents
from the Europeana 1914–1918 thematic collection3, obtained from the Tran-
scribathon crowdsourcing platform [18]. This collection includes many World
War I related objects contributed by members of the public all over Europe, like
soldiers’ diaries or letters. After removing 18 transcriptions that lacked indication
of the original language, and those originally in English, we submitted 13,996
transcriptions to the service for translation to English. We received errors for
404 of them (2.9%), either because the language is not supported or because
the text is too long and a different interface should then be used (this is part

2 http://europeana.eu.
3 https://www.europeana.eu/en/collections/topic/83-1914-1918.

http://europeana.eu
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Table 1. Original language of the transcriptions and queries (assuming for the queries
it is the same as the language of the portal), and number of successful English trans-
lations.

Language tag de en fr it ro nl el lv bs cs da sl hu es pl sk hr Total

Transcriptions 9300 4243 1669 992 578 455 364 226 215 90 90 7 3 2 2 2 1 18239

Translated 9151 0 1659 973 577 454 356 226 0 90 90 7 2 2 2 2 1 13592

Queries 12 0 13 29 2 2 0 0 1 0 0 0 3 6 0 0 0 68

Translated 12 0 13 29 2 2 0 0 1 0 0 0 3 6 0 0 0 68

of our future work). As a result, we obtained 13,592 transcriptions translated to
English from 15 different languages (see Table 1).

Regarding queries, we successfully translated a small sample of 68 queries
issued in languages other than English from the logs of Europeana’s 1914–1918
collection between January and August 2019.

We manually assessed the quality of translation of the queries, as they play
a major role in the cross-lingual system. We also conducted a quantitative eval-
uation to answer the following research question: is it possible to obtain similar
results as those obtained with the original query, when searching on the same
collection using translations? Our assumption is that the results obtained in a
monolingual system for a specific query and collection in that language, should
also appear when searching with the translated query in the same collection
translated to English. In order to answer this question, we compare two lists of
retrieval results per query q in original language l: a) the set sqo obtained when
searching with the original query qo in the transcriptions in l, and b) the set sqt
obtained when searching with the English translation of qo, qt, in the transcrip-
tions in l translated to English. The precision and recall of sqt with respect to sqo
is then computed. Finally, we calculate the additional number of transcriptions
retrieved when using qt in the whole corpus of English transcriptions (translated
or not).

3 Results

After a manual assessment of the queries, we discovered that in a number of cases
the input to the translation tool was wrong because the queries contain typos
or have the wrong language assigned (i.e., our assumption that its language is
the language of the portal is wrong). The first issue happened 6 times, while the
second happened in 18 queries, with two of them having both issues at the same
time. After removing them, and an additional 3 for which the user’s intention
was not clear to us, we manually analyzed the translation of the remaining 43
queries. In 37 cases the query was an entity that had to be left unchanged (e.g.,
‘Bernhard Stiens’ is to be left unchanged, while ‘Italia’ must be translated to
‘Italy’). The service correctly translated (that is, left unmodified) 20 of those
entities (54%). In the remaining 6 cases, where the translation was supposed to
be different from the original, the translation service did it correctly in 5 cases
(83%).
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The incorrect translation of named entities is the main source of problems as,
setting aside other issues, there are more queries with entities than without: 42 of
the 68 queries are (or include) named entities (62%). The problem is especially
hard to solve as the named entities present and queried in the World War I
context are very specialized (less-known authors, small villages) and sometimes
incompletely referred to (e.g., ‘Tonale’ refering to ‘Passo del Tonale’), or are
formulated with typos (e.g., ‘san elia’ refering to Antonio Sant’Elia). In some
other cases they include common nouns that are not correctly disambiguated
(e.g.,‘Antonio Sordi’ and ‘Fogliano’ are translated from Italian as ‘Antonio Deaf’
and ‘sheet’ respectively). This ambiguity issue is also observed in queries not
involving named entities. For example, ‘carnet de route’ is correctly translated
from French as ‘journey log’ in the transcriptions, however the query ‘carnet’ is
translated as ‘notebook’, so no relevant results are retrieved.

For the quantitative evaluation, we obtained precision, recall, and new trans-
lations found for the queries with search results, that is, 31 queries out of the 68
originally considered (see Table 2). The recall indicates that 67% of the objects
in sqo are retrieved when using the translations. As a negative counterpart, we
have on average 49% of results that are not in sqo. Given the poor quality of
the translation of the queries, we would have to assume that those results are
more likely to be noisy: in our case, on average 337 of those new transcriptions
retrieved are less likely to be relevant. This could be however compensated in
some cases by the new transcriptions found. When using qt in the whole corpus
of English transcriptions we retrieve an average of 687 new transcriptions per
query. A quick review shows that some of those new results are relevant. For
example, for the query ‘domov’ in Czech (‘home’ in English) we only retrieve 2
results, however if we search by ‘home’ in the English translations we retrieve
more than 1500 transcriptions in 9 additional languages.

Table 2. Precision and recall obtained when comparing sqt and sqo per language, as
well as additional transcriptions retrieved when searching on the translations of any
language.

Language tag cs de it fr ro Average

Queries 1 8 16 4 2 6.2

Precision 0.15 0.57 0.44 0.74 0.5 0.51

Recall 1 0.87 0.57 0.70 0.5 0.67

New transcriptions 1527 397 823 851 1 687
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4 Conclusions and Future Work

This experiment in a real scenario shows (or confirms) some of the benefits and
the challenges of deploying MLIR systems in this specific domain. Albeit focused
on a rather small set of queries, our case illustrates the problem of performing
query translation in the CH context: the number of queries that we are sure the
service should actually translate is way smaller than the number of queries that
it should leave unmodified, so the selection of a high quality translation service is
important. Additional techniques like controlled vocabularies and named entity
recognition tools are also needed [16], although they need to be adapted to the
specific domain and updated regularly.

We have observed a significant number of cases where the queries had typos
or there was a mismatch between the language of the query and the language
assigned according to the language of the portal. These cases are especially
harmful as the translation service was not given appropriate input. A spelling-
correction system could mitigate the first problem, while for the second, language
detection based on various signals [14] could improve the results.

This work shows that without addressing these issues, the drawbacks of a
multilingual system in a CH domain could easily exceed its benefits. The next
step will be to address those challenges and complement the evaluation con-
ducted with a more balanced sample of queries in terms of languages to see its
impact in the results. A qualitative analysis of the retrieval results is also due
to better account for additional benefits of the translation (e.g. synonyms).
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Abstract. Scientists always look for the most accurate and relevant
answers to their queries in the literature. Traditional scholarly digital
libraries list documents in search results, and therefore are unable to pro-
vide precise answers to search queries. In other words, search in digital
libraries is metadata search and, if available, full-text search. We present
a methodology for improving a faceted search system on structured con-
tent by leveraging a federation of scholarly knowledge graphs. We imple-
mented the methodology on top of a scholarly knowledge graph. This
search system can leverage content from third-party knowledge graphs to
improve the exploration of scholarly content. A novelty of our approach
is that we use dynamic facets on diverse data types, meaning that facets
can change according to the user query. The user can also adjust the
granularity of dynamic facets. An additional novelty is that we leverage
third-party knowledge graphs to improve exploring scholarly knowledge.

Keywords: Knowledge graph · Scholarly knowledge · Information
retrieval · Search system · Faceted search · Digital libraries

1 Introduction

A knowledge graph (KG) is a knowledge base that uses a graph-structured data
model or topology to combine data [3]. Knowledge graphs are often used to
store interlinked information about entities with free-form semantics. In recent
years, knowledge graphs have been presented and made publicly available in the
scholarly field, in particular bibliographic metadata including information about
entities such as publications, authors, and venues [4].

Scholarly Knowledge graphs are knowledge bases for representing scholarly
knowledge [11]. If scholarly knowledge graphs represent the key content pub-
lished in papers about the addressed research problem, employed materials,
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methods, and obtained results, then accurate information can be retrieved from
such graphs to satisfy user queries and questions. Due to the rise of knowl-
edge graph usage among scientists, it is predictable that researchers’ method
of searching and exploring data is moving in that direction over the next few
decades [9,10].

One of the essential applications of scholarly knowledge relies on data
retrieval. Various search systems are implemented to help scientists for explo-
ration of accurate data. An example of that is faceted search. Faceted search
is a high-efficiency search method with various applications. Faceted search is
a method that augments traditional search systems with a faceted exploration
system, allowing users to narrow down search results by applying multiple filters
based on the classification of the properties [7]. A faceted classification system
lists each knowledge component along various dimensions, called facets, facili-
tating the classifications to be reached and managed in multiple forms. Faceted
search is widely implemented on bibliographic metadata. However, on data, i.e.
the actual content of a paper, it simply cannot be implemented because this
data is not structured properly.

Facets are defined in two categories: Static Facets and Dynamic Facets [14].
Facets in which the values for a facet are taken from a list of predefined values
are called static facets. Static facets are useful for categories such as resource
type that have a limited number of possible values [21]. In contrast, dynamic
facets in which the values for each facet category are derived from the values
stored in the knowledge graph are flexible [6]. Once the system determines which
values to display for each category, it will show the matching items accordingly.
This means that facets are not fixed and will be defined while search [2].

The rest of the paper is organized as follows: Sect. 2 describes the background
and related work; Sect. 3 illustrates our methodology, proposed conceptual model
and workflow for improving dynamic faceted search to explore data in federated
knowledge graphs; Sect. 4 describes our implementation of the conceptual model
in ORKG1; In Sect. 5 we discuss our work and challenges that we faced; In Sect. 6
we propose some directions for future work; Finally, in Sect. 7 we conclude the
work with a glance to the future work.

2 Related Work

Search Systems. Nowadays, many databases contribute scholarly knowledge
such as papers. Although faceted search is exceptionally beneficial for knowledge
retrieval, search engines have used it almost at the level of metadata for the
scholarly literature. In some disciplines, people also described content in articles
in a structured manner and they have built search systems, but their work is
limited to one research field.

Google Scholar2 is a well-known example that renders a huge number of
results fast and most results are not precise to the user information need.
1 Open Research Knowledge Graph.
2 https://scholar.google.com/.

https://scholar.google.com/
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Although it has a vast database, static facets are just defined on the publishing
date and, thus, limited support for refining queries. Furthermore, it does not
search the content of a paper. Solely a full-text search on the abstract part of a
paper when the full text is available.

Publishers such as IEEE3 and Springer4 show better results via their search
system. Their search results are more accurate and using facets they can limit
a huge number of unwanted papers to a more relevant set. But there are still
limitations to their search system. The most prominent is that their database
is limited to their publications. Therefore a large number of results would be
missed. Moreover, while they offer faceted search, their facets are static and
identical for all queries.

TIB portal5 is a meta catalogue, so it provides more relevant answers to the
search. Hence, the results would be more accurate. But the problem of the static
facets, however, exists there.

Research on Knowledge Graphs and Search Systems. Most of the
scientific discoveries depend on searching and re-using the results of former
researchers. Although data and metadata of publications always have been avail-
able easily, exploring content of a paper remained inaccessible. Scientists tried
to explore how developments in web technology might support that method by
implementing semantic improvements to journal articles.

S. Fathalla et al. claim that research contributions must be transparent
and comparable. They designated surveys for research fields in a semantic way
and introduced a knowledge graph that defines the specific research problems,
approaches, implementations and evaluations in a structured and comparable
way. They offered an ontology to capture the content of survey papers [5].
D. Poole et al. worked on semantic science. They focused on having machine-
accessible scientific theories that can be used in making data comparable [17].

Some researchers extend the current concept of nanopublications—small
items of scientific results in RDF description—to expand their application range.
Nanopublications have been introduced to make it more findable [12,15].

Y. Tzitzikas et al. introduced features and standards for surveying the prod-
ucts in the area of browsing and exploring RDF/S data sets. They introduced
information requirements and structures. They provided a generalization of the
main faceted exploration/browsing approaches using a small model including
states and transitions between states [20].

Some researchers provide theoretical foundations for faceted search in the
context of RDF-based knowledge graphs enhanced with OWL ontology [1]. Oth-
ers in addition to faceted search implementation, proposed a ranking system to
order facets, and filtered the answer size to avoid numerous answers on statistical
properties of their data set, as well [13].

3 https://www.ieee.org/.
4 https://www.springer.com.
5 https://www.tib.eu/de/.

https://www.ieee.org/
https://www.springer.com
https://www.tib.eu/de/


144 G. Heidari et al.

Shotton et al. published downloadable spreadsheets containing data from
within tables and figures and enriched them with information from other articles.
They published machine-readable RDF6 metadata both about the article and
about the references it cites [19].

LINDASearch presents a middle ware structure to produce information about
some of the Open Linked Data Projects such as DBpedia, GeoNames, Linked-
GeoData, FOAF profiles, Global Health Observatory, Linked Movie Database
(LinkedMDB) and World Bank Linked Data [18].

The next section briefly describes how implementing a faceted search over
scholarly knowledge supports granular refinement of search queries and would
leverage federated knowledge graphs.

3 Methodology

The main idea is to work on different data types to leverage faceted search
systems on knowledge graphs. The scholarly knowledge graph which is used
for the infrastructure of the faceted search system should not only contain the
metadata of the publications, but also semantic, machine-readable descriptions
of scholarly knowledge [16]. Therefore, the knowledge graph would represent
some of the content of a publication in a structured manner using inter-linked
properties i.e., study date, study location, method, approaches, research problem,
etc. Figure 1 shows how some of the information contained in a scholarly article
would be defined in a scholarly knowledge graph.

Fig. 1. An example of semantically representing some of the information contained in
a paper in a scholarly knowledge graph.

6 Resource Description Framework.
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3.1 Exploratory Search

Our search system not only explores the exact data indicated in a paper but also
processes some data to narrow down the search results by defining innovative
facets. We treat each data type differently. For string data (i.e., properties that
have strings for values), a user can select one or more values among all. This
is also supported by an auto-complete feature to suggest candidate options. For
properties such as method and approach, all methods used in the papers and
all approaches related to them are proposed to the user and can be filtered.
For numerical data, users may not only want to filter data by a distinct value
but also by a range. Hence, different operators can be selected for the filtering
process, specifically greater or smaller than a specific amount. Furthermore, a
user can exclude values or even filter data for an interval. Similarly, operators
can be applied for values of type date. In addition to including or excluding a
date, a duration of a study can be selected as a valid filtering criterion. A date
picker is activated on date properties so a user can easily select the date on a
calendar.

In order to have smarter facets to better filter the search results for some data
types, we need other knowledge graphs’ data. Here is the point that exploration
will flow from one knowledge graph to another one. For taxonomic data such as
location, we search for the hierarchy in a related knowledge graph. Using API,
a third-party knowledge graph can be explored to find the hierarchy of that
location. Getting the hierarchy, exploration at various levels of a taxonomy can
be done. In other words, different levels of facets will define.

3.2 Defining Facets

Facets are defined not only on the metadata of a paper but also on the data,
which is essential for each publication. Since facets are defined according to the
semantic contribution descriptions for each paper, they are not static and would
differ for each query. They are defined dynamically according to the query, and
their granularity level can be chosen by the user while querying. For instance,
looking for a paper about Covid-19, one would find R07 amounts as a facet. Such
facet would not appear when searching mathematics research contributions. As
our focus is on approaching a high-quality search on taxonomic data, these facets
are defined in various granularity levels. For instance, Location can be explored
at the continent level, region level, country level, city level, or even a compound
level.

Our system is supporting such dynamic facets, which are inferred automati-
cally from the respective data types and values. Facets can be different for each
query, in contrast to other search systems which use just a predefined set of
static facets.

7 The basic reproduction number (R0) is the average number of infections produced
by a single infectious person in a population with no immunity.
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4 Implementation

The Open Research Knowledge Graph (ORKG)8 is an online resource that
semantically represents research contributions (from papers) in the form of an
interconnected knowledge graph [16]. It provides machine-actionable access to
scholarly literature that habitually is written in prose [5], and enables the genera-
tion of tabular representations of contributions as comparisons. Given described
papers and their research contributions, it is possible to compare the contri-
butions addressing a specific problem, across the scholarly literature. Figure 2
shows a comparison in ORKG. We implemented our faceted search system for
ORKG comparisons.

Some research contribution descriptions in the ORKG are specified by pre-
defined templates. These templates support the dynamic and automated con-
struction of facets for ORKG comparisons. Facets are defined on the different
properties in a comparison.

In order to illustrate how we can leverage other knowledge graphs, we use
Geonames9 for the Location property. Each instance of the Location class in
ORKG has a link to the corresponding resource in the Geonames knowledge
graph. Querying Geonames is done via this link. According to its schema,
the Geonames knowledge graph offers a variety of relations for the described
resources. We are interested in the parent feature which annotates the parent
entity of any given other entity (i.e., show the hierarchy of locations in Geon-
ames). We propose to implement the solution, using API request to find the
hierarchy of the location. Getting the hierarchy, exploration at various levels of
a region taxonomy can be done. Figure 3 shows a subset of RDF triples from
the Geonames representation of the City of Bonn entity indicating the parent
feature as well. By querying the Geonames graph, the hierarchy of locations
can be discovered. After obtaining this hierarchy, the information can be lever-
aged in a faceted search system to support searching on broader locations and
thus support a form of qualitative spatial reasoning10. Figure 4 demonstrates the
workflow between the ORKG and Geonames knowledge graphs.

For instance, if a user filters a contribution comparison for studies con-
ducted in Europe (e.g., studies involving a European population or an ecosys-
tem in Europe), for each paper’s study location, our system checks the (RDF)
description of the study location in Geonames. After evaluating in the hierarchy,
whether the location has Europe in its parent features, the location is shown as a
facet. If now a user chooses this facet, the correspondingly matching contribution
descriptions would be displayed in the results. Therefore, a query for exploring
paper contribution descriptions that refer to a special method of research and
have specific values in a specific duration of a particular region, can easily be
answered.

8 https://www.orkg.org/orkg/.
9 https://www.geonames.org.

10 Hierarchy of Geonames: https://www.geonames.org/export/place-hierarchy.html#
hierarchy.
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https://www.geonames.org/export/place-hierarchy.html#hierarchy
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Fig. 2. Comparison and faceted search UI showing a comparison of studies on the
COVID-19 reproductive number estimates and corresponding scholarly knowledge
managed by the ORKG. The upper part (A) highlights the tabular comparison of the
individual contribution descriptions (B) extracted from scientific papers that employ
knowledge graph properties shown on the left-most side of box A. Numbered bounding
boxes illustrate the search facilities that are available to users. 1) Filter icons to select
the value for the properties. 2) Upon clicking a filter icon certain dialogue boxes like
(3) or (4) appear. 3) A selection prompt of location candidate facets. 4) A selection
prompt of study date facets. Different facet types call for different selection options. 5)
Currently activated filters on the comparison.



148 G. Heidari et al.

Fig. 3. A subset of RDF triples from the Geonames representation of the City of Bonn
entity indicating the parent feature as well.

Fig. 4. The workflow between the ORKG and Geonames knowledge graphs.

Figure 2 depicts an example of the faceted search performed on a COVID-
19 contribution comparison, which consists of 31 papers. When a filter icon is
selected, a dialogue box containing the relevant values for the property appears,
thus enabling the user to choose some of the candidate values. When applying a
filter, the colour of the filter icon changes to be recognizable, and a tool-tip about
the selected values is displayed when hovering over the filter icon. Additionally,
all applied filters are indicated clearly on top of the table. The results are directly
reflected on the screen.

Furthermore, the system provides the opportunity to save these configura-
tions and the subset of retrieved data as a new comparison to the database,
with a permanent URL that can be shared with other researchers and users. We
provide a link to the system to enable independent testing and investigation.11

The code of the system is publicly available and documented on GitLab.12

5 Discussion

Faceted search, as a search system, became popular with e-commerce services.
During recent years, this search and exploration paradigm was increasingly used
for developing scholarly knowledge databases, since it could better filter the
search results and support the retrieval of more relevant data. It also improves
data findability and reduces null-result searches. However, these benefits are not
11 https://www.orkg.org/orkg/comparisons.
12 https://gitlab.com/TIBHannover/orkg/orkg-frontend.

https://www.orkg.org/orkg/comparisons
https://gitlab.com/TIBHannover/orkg/orkg-frontend
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enough for a researcher who is looking for knowledge. We discuss next the key
factors in evaluating a search system.

Precision matters. The problem with the knowledge graphs mentioned in the
related work section is that despite having a huge database, the data indicated
in a paper is not searchable. Therefore, scientists mostly would not achieve an
accurate and relevant answer to their scientific queries. The key point is that,
search on structured content, rather than full text, is likely to result in higher
precision. However, it makes formulating queries also more complicated.

Recall is essential. The few knowledge graphs with structured content have
limited databases and struggle to satisfy recall (e.g., limited to a particular
research field and missing potentially relevant work outside the particular field).
Hence, relevant answers to a query may not appear in the results.

Moreover, facets are normally defined on the metadata of a publication. Few
knowledge graphs with a limited database defined facets on the content of a
paper. Also, the facets are fixed and static and have no flexibility according to
the users’ query.

While the Scholarly knowledge graph describes papers in a structured man-
ner, the content of each paper is explorable to discover the accurate data related
to a search. As the number of contributions described in a knowledge graph
increases so does recall.

Our faceted search system leverages a federation of knowledge graphs. That’s
why the facets are defined dynamically according to the users’ query. So the
results of a query can be narrowed down into a precise set of answers.

Challenges. What made the problem of faceted search challenging for us are
the following points:

– Knowledge graphs are heterogeneous by nature. Different knowledge graphs
have different structure. Thus, they are not compatible with a strict search
system. Various schemas and APIs make the exploration of federated systems
even harder.

– Completeness matters. The more complete the database is, the more data
would be discovered. Unfortunately, some well-structured systems suffer from
an incomplete data source [8].

– Each paper could be related to one or more research fields. Therefore, finding
the appropriate facet according to the user’s search expression is challenging.

– Facets which are defined according to the data obtained from other knowledge
graphs e.g., location facets, could be defined on two different occasions. The
first one was during the search process. We could run an API request when
a user searches for a location. The advantage of this approach is that the
data is current and there is no need to prepare data beforehand. However,
the disadvantage is the increase in the response time and the fragility in
regard to network connectivity and service availability. The second option is
to cache data from the second knowledge graph to allow for faster processing.
An important advantage of this approach is better performance. We propose
to implement the first approach not to cache unnecessary data.
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6 Future Work

For future work, we plan to evaluate the proposed approach with user study
(precision and recall), in particular user friendliness. We also plan to leverage
more knowledge graphs for even smarter faceted search. We suggest that smart
faceting may be defined for numerous data types, e.g., taxonomies, units, space
and time, and numeric ranges which we briefly discuss next. Similarly to the
approach described here with Geonames locations, for taxonomic data more
generally we can leverage corresponding knowledge graphs to obtain hierarchies,
e.g., about species, materials, chemicals, ecosystems, language, etc.

Also we plan to integrate a smart unit conversion. For example, if the user
is looking for the data in meter and the data in the knowledge graph is defined
in kilometre, an automatic conversion would be applied before processing and
displaying the results.

Our focus here was on demonstrating how knowledge graphs can be leveraged
to improve faceted search for the special case of qualitative spatial data. In future
work, we will extend the approach to quantitative spatial data in order to enable
users filtering by regions on a map and support quantitative spatial reasoning
in faceted search.

Of interest are also smart faceting on numeric ranges, such as Confidence
Interval (CI) or types with well-defined boundaries, such as time intervals, pH
or degree Kelvin. Smart faceting is aware of such constraints and prompts users
accordingly with additional functionality (e.g., filtering by duration) or warnings
(e.g., if a given value is invalid such as -300 degrees Kelvin).

Finally, we will explore applying ontologies for resolving the synonyms of
the queries and defining facets according to them. For instance, if somebody
is looking for the word covid, data using synonymous terms such as corona,
covid-19, sars-cov-2, etc. should appear in results.

7 Conclusion

Nowadays, knowledge graphs are central to the successful exploitation of knowl-
edge available as a steadily growing amount of digital data on the web. Such
technologies are essential to lift traditional search systems from a keyword search
to smart knowledge retrieval, which is crucial for obtaining the most relevant
answers for a user query, especially in digital libraries. Despite improvements of
scholarly search engines, traditional full-text search remains ineffective in many
use cases. In this paper, we demonstrate a methodology for developing a faceted
search system leveraging a federation of scholarly knowledge graphs. This search
system can dynamically integrate content from further remote knowledge graphs
to achieve a higher order of exploration usability on scholarly content, which can
be matched and filtered to better satisfy user information needs. In future work,
we will implement better support for various taxonomies and data types. In
addition, we will work on integration query expansion features for discovering
abbreviations and synonyms of terms in a query to further improve dynamic
faceted search.
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7. Feddoul, L., Schindler, S., Löffler, F.: Semantic relatedness as an inter-facet metric
for facet selection over knowledge graphs. In: Hitzler, P., et al. (eds.) ESWC 2019.
LNCS, vol. 11762, pp. 47–51. Springer, Cham (2019). https://doi.org/10.1007/978-
3-030-32327-1 10

8. Heist, N., Hertling, S., Ringler, D., Paulheim, H.: Knowledge graphs on the web -
an overview (2020)
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faceted search system for linked open datasets. Wireless Netw. 26(8), 5645–5663
(2020). https://doi.org/10.1007/s11276-019-02029-z

19. Shotton, D., Portwin, K., Klyne, G., Miles, A.: Adventures in semantic publishing:
exemplar semantic enhancements of a research article. PLoS Comput. Biol. 5(4),
e1000361 (2009)

20. Tzitzikas, Y., Manolis, N., Papadakos, P.: Faceted exploration of RDF/S datasets: a
survey. J. Intell. Inf. Syst. 48(2), 329–364 (2017). https://doi.org/10.1007/s10844-
016-0413-8

21. Zheng, B., Zhang, W., Feng, X.F.B.: A survey of faceted search. J. Web Eng. 12(1
& 2), 041–064 (2013)

https://doi.org/10.1007/978-3-030-62466-8_42
https://doi.org/10.1007/978-3-030-62466-8_42
https://doi.org/10.1007/978-3-030-64452-9_35
https://doi.org/10.1007/978-3-030-64452-9_35
https://doi.org/10.1007/978-3-540-89765-1_2
https://doi.org/10.1007/978-3-540-89765-1_2
https://doi.org/10.1007/s11276-019-02029-z
https://doi.org/10.1007/s10844-016-0413-8
https://doi.org/10.1007/s10844-016-0413-8


A Comprehensive Extraction of Relevant
Real-World-Event Qualifiers for Semantic

Search Engines

Guillaume Bernard(B) , Cyrille Suire, Cyril Faucher, and Antoine Doucet
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Abstract. In this paper, we present an efficient and accurate method to
represent events from numerous public sources, such as Wikidata or more
specific knowledge bases. We focus on events happening in the real world,
such as festivals or assassinations. Our method merges knowledge from
Wikidata and Wikipedia article summaries to gather entities involved
in events, dates, types and labels. This event characterization procedure
is extended by including vernacular languages. Our method is evaluated
by a comparative experiment on two datasets that shows that events are
represented more accurately and exhaustively with vernacular languages.
This can help to extend the research that mainly exploits hub languages,
or biggest language editions of Wikipedia. This method and the tool we
release will for instance enhance event-centered semantic search engines,
a context in which we already use it. An additional contribution of this
paper is the public release of the source code of the tool, as well as the
corresponding datasets.

Keywords: Event · Information retrieval · Linked and open data

1 Introduction

Analysing and characterising events in natural language processing has multiple
applications. One of them is semantic search engines, used to browse large dig-
ital libraries or press articles [1,2,24]. To build an efficient event based query,
the event representation and description are crucial. It is necessary to collect
exhaustive information from data sources in order to be as precise as possible
when qualifying events. This means being able to answer some simple questions,
such as where the event happened, and when and who or what was involved
[5,25]. The answers to these questions are often named entities [33], and con-
sidered as event qualifiers. To the best of our knowledge, the state of the art is
missing a method to extract an as comprehensive as possible representation of
real-world-events. Research projects often propose their own definition of events
and adopt their own representation that fulfill their needs. Reference data sources
are numerous and nothing exists to exploit them in a unified way.
c© Springer Nature Switzerland AG 2021
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The purpose of this paper is to overcome these limitations by taking advan-
tage of past experiments and to provide an efficient representation of events by
addressing two different issues. We first wish to know how to qualify, in any
language, real-world-events based on publicly available resources. Subsequently,
we propose an approach to obtain an almost comprehensive event qualification
by exploiting vernacular languages, that is to say, the languages spoken where
the events happened. We try to demonstrate the most spoken languages are not
sufficient to accurately extract event qualifiers and that vernacular languages
must be processed as well.

2 Related Work

In the recent years, a lot of publicly available data sources emerged to provide
a universal access to multilingual information. A lot of them took benefit from
Wikipedia, the largest knowledge base in the history of human kind. Through
the years, many ontologies projects aimed at extracting the semantic knowl-
edge of Wikipedia articles. Back in 2007, the DBPedia project [16] was the first
knowledge graph (KG) to gather data from Wikipedia articles, infoboxes and
lists. Released a few years after, YAGO2 [11] inherits the same characteristics.
It is built from Wikipedia and supplemented with WordNet [19] and GeoNames
information. YAGO2 is linked to DBPedia entities. A year after, the Wikimedia
Foundation unveiled Wikidata [31], a community maintained knowledge graph.
This one is used as a reference graph to harmonize content across versions of
Wikipedia. Recent projects investigate automatic writing of Wikipedia articles in
low endowed Wikipedia linguistic versions [30]. The AbstractWikipedia project
aims at solving an automated text generation task from semantic knowledge
hosted on Wikidata. This is made possible as Wikidata is one of the highest
qualitative multilingual knowledge repository, even if the amount and quality
of its knowledge is not always connected to the number of worldwide native
speakers [13]. A survey [6] compared these knowledge graphs in terms of quality
according to many metrics and gives criteria to find the most suitable graph for
the needs of researchers.

None of these graphs is dedicated to events. EventKG [10] fills this gap. It
is based on the Simple Event Model [29] (SEM) ontology and intended to store
events. SEM focuses on events elementary characteristics: types, dates, locations
and participants. It defines a simple model to represent real-world-events. The
role of entities associated to events is to point out who, what, where and when
the event happened [32]. EventKG aggregates data from multiple sources and
connects them in a graph to ensure easy communication through the semantic
web. EventKG is good to represent major events such as happenings, festivals
and disasters [21].

Characterizing real world events has become an important research issue for
a few years. While a lot of work has been made to detect and extract events from
news articles [15,17], another trend consists of extracting the semantic knowledge
from data sources in order to connect real world events to news and press articles.
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This purpose is striven towards the usage for digital libraries by providing for
instance semantic or event based search engines to explore historical news [24].
Wikipedia articles lead sections offer qualitative data and give an overall picture
of events [21]. They often contain elementary event information: dates, places,
and participating entities. The latter have also been used to extract events from
real time news, with a particular focus on people, organisations, places and
dates when semantically enriching documents [14]. Semantic labeling thanks to
Wikidata and Wikipedia [5] has been proven useful in semantic search engines
[22] with annotated press articles.

We notice in the state of the art that exploiting Wikidata and Wikipedia enti-
ties and elementary event knowledge is useful, especially with specific use cases
as exploring digital libraries. We propose to associate Wikidata and Wikipedia
to exhaustively collect real-world-event qualifiers which are dates, places and
participating entities. Ontologies such as EventKG do not provide comprehen-
sive data, some entities may miss. We propose to collect knowledge where it is:
from encyclopedias. On another hand, we know Wikimedia projects are multi-
lingual. Some studies on event mentions tracking suggested to focus on hub
languages [23] (languages with a high number of articles and significant overlap
in article coverage) to qualify events, we will propose another approach, based
on vernacular languages.

3 Representing Events from Wikidata and Wikipedia

At first, we address the first question: we wish to qualify, in any language, real-
world-events based on publicly available resources. We present the method we
developed to collect event qualifiers from Wikidata and Wikipedia. We consider
they both provide sufficient data to characterize real world events. We act in
the continuation of the Automated Content Extraction program [3] and existing
event ontologies [25,29]. Our event qualifiers are used in the same context as
ACE’s event arguments. We benefit from Wikidata to extract elementary event
information and use Wikipedia to aggregate all the entities involved in it.

3.1 The Extraction of Elementary Event Information

Wikidata supplies two different event identifiers, which point subtleties: some
apply for breaking events, others for event with premisses. In this paper, we
conform to the Wikidata Event Type (WET) [22] definition which accepts both.
We refer to events as happenings in the real world which have spatio-temporal
anchors and additional entities involved in it. From Wikidata entities, we only
collect the event type and date, the locations, participants and labels. We con-
sider these properties discriminate two events: it is unlikely that two distinct
events have the same label, type, and occurred at the same place at the same
time. As a community project, Wikidata is not an exhaustive data source. Table 1
shows that expecting a comprehensive event qualifiers collection is not possible
when only capitalizing on Wikidata. For instance, almost all events miss the
involved participant property.
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Table 1. The proportion of WETs with location, date and participants qualifiers.
There is a total of 952.351 events.

Named entities category [28] Wikidata property Number of events Percentage

PER[SON] Participant (P710) 58,885 6.18%

DATE Time (P585, P580, P582) 511,312 53.69%

LOC[ATION] Location (P7, P276) 524.532 55.08%

Table 2. Properties of the different language editions of Wikipedia. Sorted by decreas-
ing number of articles (Data collected in Oct. 2020 ).

Language Articles Modified pages Contributors Active contributors Article depth

in millions in thousands
English 6.151 1200 386 32 1026.81

German 2.475 241 50 5.5 93.6

French 2.246 280 54 5.1 237.67

Russian 1.657 173 40 3.4 135.94

Italian 1.631 183 44 2.5 169.03

Spanish 1.622 270 87 4.2 208.81

Polish 1425 113 14 1.3 30.99

3.2 Entities Involved in the Event

To go beyond, we propose to analyze Wikipedia lead sections in search of partic-
ipating entities. A lead section (i.e., a summary) on Wikipedia contains a lot of
important information, a synthesis of the article itself and reports the main topic
[9]. On Wikipedia, internal links connect articles to Wikidata. We use Wikipedia
lead section internal links to detect entities involved in the event. We assume
it is possible to add time, location and participant information, when they are
absent from Wikidata.

There are, in April 2021, 310 active language editions of Wikipedia. First, and
in the interest of efficiency, we presume we can only focus on some languages with
the most articles, hub languages (Table 2). In addition to the number of articles,
we included the number of modified pages, of contributors (and active ones)
and the Wikipedia article depth [8]. The latter is a Wikipedia article quality
indicator based on content edits. From the top-ten language list, Cebuano (2nd),
Swedish (3rd) and Dutch (6th) are mainly bot written and therefore excluded. In
case of conflict, the higher Wikipedia depth, the higher priority. We decided to
arbitrarily select five languages. Following the criteria mentioned earlier, we kept
English, German, French, Italian and Spanish, covering native languages of 30%
of the world’s population [4] and 25.14% of all Wikipedia articles (14.125 [7] over
56.615 million articles). We suppose this set of Wikipedia editions is sufficient
to accurately gather event qualifiers. Nevertheless, this selection is biased and
excludes most Asian and African languages with large speaker communities, as
Mandarin and Hindi, whose Wikipedia versions are smaller. They respectively
gather 1.120 billion and 128 thousands of articles [7].

From articles lead sections, we keep people, locations and organisations or
geopolitical entities. The number of occurrences found for each entity in all
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lead sections is counted and represents the entity weight in relation to the event.
This weight shows the relevance of the entity in relation to the event. We assume
the entities found in multiple lead sections are important entities in the event
description.

Let us take the example of the assassination of Rasputin event on Wikidata
(identified by Q2882749 ). From Wikidata, we retain the date, locations, partic-
ipants and entity labels in multiple languages. We ignore, for the time being,
other properties associated with the event type, such as the target for a polit-
ical assassination. Participants and locations are linked entities and identified
by their URIs in the ontology. We supplement the event characterization with
entities found in Wikipedia articles. There only exists Wikipedia articles writ-
ten in French and Spanish for this event. After processing, we obtain, among
others, these triples: (PER, Q312997 [Felix Yusupov, perpetrator], 3), (PER,
Q43989 [Grigori Rasputin, target], 2), (PER, Q34266 [Stanislas Lazovert], 1).
The weights, respectively 3, 2 and 1 show that Yusupov is a major player in the
event, while Lavozert has a limited implication, even if he is a known plotter.
Weights synthesize historical knowledge and give an unbiased information about
entities implication in the event. The Lavozert entity is absent from Wikidata
and was extracted from the French lead section.

3.3 Localizing Event Qualifiers

The event description consists of an association of absolute properties such as
the date and labels with links to knowledge bases. The description is fundamen-
tally multi-lingual. In most cases, Wikidata provides multiple names in different
languages (i.e. with different spellings) for each entity. To continue with the
previous example, in French the entity Q312997 on Wikidata is equally written
Félix Youssoupoff or Felix Youssoupov.

This final step transforms abstract entities, identified by their Wikidata URIs
to a language-dependent description. It takes all the alternative spellings for
every entity involved in the event and saves them in the targeted language. Our
approach makes it possible to get the event description in Italian even if, in this
example, only French and Spanish Wikipedias were analyzed.

3.4 Conclusion

In this section, we proposed a method to characterize real-world events with qual-
ifiers. Our method relies on the Wikidata ontology and Wikipedia to extract all
the event participating entities. Our approach is multi-lingual: entities are iden-
tified by URIs but can be turned into any existing language. By selecting a
subset of all the available Wikipedia languages, we assume we can efficiently col-
lect most of the event entities. With this paper, we release the wikivents tool1

1 The package is a Python 3 library called wikivents on Pypi.org and available on
the Software Heritage repository at https://archive.softwareheritage.org/swh:1:dir:
ef325a054ba6f7eb1121807da7b1c92b9ecde8f8.

https://archive.softwareheritage.org/swh:1:dir:ef325a054ba6f7eb1121807da7b1c92b9ecde8f8
https://archive.softwareheritage.org/swh:1:dir:ef325a054ba6f7eb1121807da7b1c92b9ecde8f8
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that implements the method described in this section. It is able to automati-
cally extract the event representation and participating entities with a Wikidata
identifier as input. The package can be customized in order to gather data from
other resources, out of Wikimedia projects. More information about its API and
tutorials are available in the project archive.

4 Enhancing the Event Representation with Vernacular
Languages

Although we introduced in Sect. 3 our method to collect most of the event qual-
ifiers, the arbitrary selection of some hub languages is biased. Widely spoken
languages that are less present on Wikipedia are ignored. Numerous languages
(i.e. Arabic, Mandarin, Hindi, Bengali, Portuguese or Russian) are concerned.
We intend to discover whether the language influences the event representation
when processing Wikipedia articles. To answer this second question, we propose
to extend the list of processed languages with vernacular languages.

In this section, we carry out a comparative experiment to know how use-
ful and pertinent it is to benefit from vernacular language when processing
Wikipedia articles. First, we introduce the dataset we built, then the evalua-
tion process and our results. We conclude with a short error analysis.

4.1 Datasets Description

Selected Events. In order to compare the influence of language, we built two
distinct datasets with the same events. As the nature of an event is ambiguous
[27], we qualify of indisputable an event that is considered as such for people with
various backgrounds (history scholars [26], psychologists [20] or NLP reseachers
[18], for instance). This led us to restrict events to only three categories, taken as
examples: assassinations and attacks, natural disasters and political happenings.
On Wikidata, the first two concern breaking events while the last gathers events
with premisses. We randomly selected two event types for each category.

– Assassination and attacks: political murder (Q1139665 ) and terrorist
attack (Q2223653 ).

– Natural disasters: earthquake (Q7944 ) and volcanic eruption (Q7692360 ).
– Political happenings: ceremony (Q2627975 ) and election (Q40231 ).

We express the same reserve about the exhaustiveness of Wikidata. The
number of events reported is not uniform over the years but tends to grow
since the beginning of the 21st century. This increase must not be interpreted
as an increase of events happening in the world but as a better data quality,
especially with events now better anchored in time [22]. Therefore, we decided
to only focus on events happening in the last fifty years, from January 1970 to
December 2019. This ensures to exclude poorly documented events. For the sake
of the experiment, it is necessary to process events which are described in at
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Table 3. The number and ratio of events with at least one Wikipedia article in any
language (even not a hub language), from 1970 to 2019.

Category Event type Events With an article Ratio

Assassinations and attacks Political murder 44 24 54.55%

Terrorist attack 905 806 89.06%

Natural disasters Earthquake 1,102 987 89.56%

Volcanic eruption 23 18 78.26%

Political happenings Ceremony 11,428 11,233 98.29%

Election 29,236 24.488 82.10%

least one Wikipedia article. Thus, we exclude events without any articles. The
number of found events is reported in Table 3.

The process of gathering participating entities described in Sect. 3 may be
slow for some events. It produces numerous API calls and can take from a few
seconds to a significant amount of time depending on the number of lead sec-
tions to be processed. Consequently, we randomly select a maximum of fifty
events for every event type. Selected events all satisfy the previously mentioned
requirements: they have a date property and at least one related article.

Vernacular Languages. The difference between the two datasets resides in
the number of languages processed to gather participating entities. The first one
is called “base language” and built from the five languages mentioned above. We
call the other one “all languages” for which vernacular languages are processed
in addition to those from the base dataset. In case a Wikipedia project in this
language is missing, we fall back to its standard dialect. For instance, American
English is “en-us” which does not exist on Wikipedia, but is a dialect of “en”.

This process introduces another bias: temporality. French was an official lan-
guage in Algeria before 1950. This information is missing from Wikidata which
only provides current information. Moreover, the ontology sometimes provides
the languages spoken in the countries, including the non official ones. We state
the hypothesis that if an event occurs somewhere, the event will be better
reported on Wikipedia in one of the languages spoken where it happened.

It may happen that the political entity changed through the years: the Easter
Rising occurred in the United Kingdom of Great Britain and Ireland. This coun-
try does no longer exist, as the current United Kingdom exists since 1922. This
is not an issue as Wikidata still informs about official or spoken languages. In
any case, our dataset comprises events from 1970 to 2019, which limits this risk.
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Table 4. The four metrics for the selected languages about the assassination of JFK.

Characteristic Language

Italian Spanish German English French

M1: participating entities in the lead section 40 42 13 47 35

M2: tokens found in the lead section 218 125 179 316 279

M3: ratio between the two previous metrics 0.183 0.336 0.073 0.149 0.125

M4: alternative names for each Wikidata entity 83 130 166 224 115

Conclusion. With this paper, we release the datasets we built.2,3 They com-
prise 241 events divided up among six events types, in three categories. The first
dataset is produced with selected languages, the other with selected and vernac-
ular languages. Events were processed using the wikivents tool we described in
Sect. 3. For each of them, we also provide the content of the lead section that was
used to extract entities and we saved each event in all the processed languages
to simplify any further analysis.

4.2 Experimental Metrics

The comparison between the two datasets is based on four metrics we con-
sider as relevant to evaluate our hypothesis: processing vernacular languages on
Wikipedia supplies additional and more precise information about participating
entities. Metrics respectively are the number of participating entities found in
the lead section of Wikipedia articles (M1), the number of tokens in the lead
section, to the exclusion of tokens shorter than two characters (M2), the ratio
between the two previous metrics (M3) and the number of alternative names
found for each Wikidata entity, as mentioned in Sect. 3.3 (M4).

Table 4 records the results for the assassination of John Fitzgerald Kennedy
in 1963. As the assassination took place in the USA, an English speaking country,
no additional language gets processed in addition to the five default ones. We
notice the English version of Wikipedia provides more information about this
event. More entities are found in the lead section, the lead section length is
longer and we have more alternative names in English than in order languages.

In a second phase, languages are sorted in decreasing order, the higher value
in Table 4, the first. Sorts for this events are shown in Table 5 and demonstrate
the English version of Wikipedia is the most accurate to describe the event
participating entities. English is in first place in terms of participating entities,
tokens and number of alternative names found. The ratio is sometimes erroneous
due to the different writing styles adopted by the multiple language Wikipedia
communities. This may explain why Spanish is in first place for this metric.

2 The dataset is hosted on Zenodo: https://doi.org/10.5281/zenodo.4733506.
3 Available on the Software Heritage repository at https://archive.softwareheritage.

org/swh:1:dir:ef325a054ba6f7eb1121807da7b1c92b9ecde8f8.

https://doi.org/10.5281/zenodo.4733506
https://archive.softwareheritage.org/swh:1:dir:ef325a054ba6f7eb1121807da7b1c92b9ecde8f8
https://archive.softwareheritage.org/swh:1:dir:ef325a054ba6f7eb1121807da7b1c92b9ecde8f8
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Table 5. Ranked languages that best represent the assassination of JFK

Characteristic 1st 2nd 3rd 4th 5th

Participating entities en es it fr de

Tokens in the lead section en fr it de es

Ratio es it en fr de

Alternative names en de es fr it

Table 6. Number of events excluded because of a missing spoken language, or because
of missing Wikipedia articles.

Event type Events Without spoken
language given

Without article

Base
language

All
languages

Political murder 24 0 1 0

Terrorist attack 50 13 5 2

Earthquake 50 11 17 11

Volcanic eruption 17 1 3 2

Ceremony 50 29 9 6

Election 50 10 11 2

4.3 Experiment Evaluation

Although when building the dataset in Sect. 4.1 we excluded events without
any Wikipedia article, it may happen that some selected events do not exist on
Wikipedia in any of the processed languages. They were not filtered out in the
first step because they have at least an article, but written in a language which
is not a hub or a vernacular language, which we were unaware of at the first
step. It is also a necessity to exclude events for which we do not know either
any official or spoken language. The two overlap in most cases. We report in
Table 6 the number of events excluded by this final selection. When considering
vernacular languages, the number of events to analyze increases. This is the first
argument in favour of our hypothesis that events are better described in their
vernacular languages.

In order to compare the description of events in the two datasets, we apply,
for each event, the same computations as shown in Table 4 and Table 5. For each
metric, we check whether one of the official languages spoken in the event place
is in the best three languages to characterize it. Results shown in Table 7 show,
for each metric, for how many events a vernacular language is in the top three
of language that best represent the event. Results are significant with only the
first language but selecting the best third languages tends to limit the issue
described with the Kennedy’s assassination example. By doing so, we state that
the five languages we previously identified as core languages are not sufficient
to accurately extract event qualifiers. This statement refutes the hypothesis we
assumed in Sect. 3 that led us to only consider only five hub languages.
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Table 7. Comparison of how many events are better described by a vernacular lan-
guage. The top-three languages that best represent the event are taken into account.

Event type Dataset Number of events Events better described by a vernacular language

M1: entities M2: tokens M3: ratio M4: alt. names

Political murder Base 23 14 14 13 12

All 22 22 20 18

Terrorist attacks Base 34 25 25 25 27

All 30 30 29 28

Earthquake Base 25 13 13 12 11

All 24 24 23 20

Volcanic eruption Base 14 12 12 12 12

All 13 13 13 13

Ceremony Base 18 12 13 13 15

All 15 15 15 17

Election Base 31 27 27 26 26

All 30 30 29 26

4.4 Error Analysis

For the majority of events that contradict the hypothesis, the main reason is
a lack of resources in the vernacular languages: we miss Wikipedia articles so
cannot extract any lead section. Missing articles are due to a small community
of speakers and then results in a small Wikipedia edition or may be explained
by cultural bias. The latter is mainly true for assassination and attacks events
which are treated, or not, differently in the Wikipedia language editions. For few
events, the vernacular language is in fourth position or even further away and is
not the best at representing the given event.

We mainly processed Indo-European languages for which the tokenization
procedure is quite uniform, then comparable. This is a noticeable limit of our
analysis regarding some of our metrics.

5 Conclusion

In this paper, we described a method to gather event qualifiers coming from
Wikidata and Wikipedia. We analysed and described its shortcomings and pro-
posed to include vernacular languages. Our experiments demonstrate that this
approach is greatly beneficial when describing events. We release an implemen-
tation of our approaches, and actually hereby make publicly available the source
code, the analysis as well as the datasets, to be updated regularly. In the near
future, we will add features to encode the event model into SEM [29] or LODE
[25]. Researchers working on real-world events may already take advantage of
our tool to fulfil their needs. It can be used to qualify events for their semantic
search engines. We already use the library as the entry point of an event based
search engine for a historical news digital library. It uses the event representa-
tion from the wikivents library in order to forge queries to retrieve documents
associated to events [12].
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Abstract. Citation recommendation for research papers is a valuable
task that can help researchers improve the quality of their work by
suggesting relevant related work. Current approaches for this task rely
primarily on the text of the papers and the citation network. In this
paper, we propose to exploit an additional source of information, namely
research knowledge graphs (KGs) that interlink research papers based
on mentioned scientific concepts. Our experimental results demonstrate
that the combination of information from research KGs with existing
state-of-the-art approaches is beneficial. Experimental results are pre-
sented for the STM-KG (STM: Science, Technology, Medicine), which
is an automatically populated knowledge graph based on the scientific
concepts extracted from papers of ten domains. The proposed approach
outperforms the state of the art with a mean average precision of 20.6%
(+0.8) for the top-50 retrieved results.

Keywords: Information retrieval · Research knowledge graph ·
Research paper citation recommendation

1 Introduction

Citations are a core part of research articles as they enable the reader to posi-
tion the novel contribution in the scientific context. Moreover, relating own
contributions with relevant research via references can also improve visibility.
In consequence, it is in the interest of authors to provide complete and high-
quality citation links to existing research. However, this task becomes ever more
complicated since the number of published research articles has been growing
exponentially in the recent years [5].

Consequently, the recommendation of suitable references for a piece of scien-
tific writing is an important task to (a) improve the quality of future publications,
(b) help authors and reviewers to point out additional relevant related work, and
(c) discover interesting links to other areas of research. Färber and Jatowt [14]
distinguish between local citation recommendation which aims to provide cita-
tions for a short passage of text, and global citation recommendation which uses
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the documents’ full text or abstract as the input. Here, we focus on the task of
global citation recommendation.

Current best-performing approaches for global citation recommendation
[4,9,32] leverage primarily the articles’ text and the citation network as informa-
tion sources. In this paper, we explore another source of information, that is the
set of scientific concepts which are mentioned in the article. The assumptions are
(1) that additionally to the article’s text, these provide condensed evidence to the
described problem statement, used methodology or evaluation metrics, and (2)
that research papers which should be citing each other usually share a similar set
of concepts. Consequently, we investigate whether research KGs interconnecting
research papers based on the mentioned scientific concepts are instrumental in
improving citation recommendation. For this purpose, we propose an approach
which combines automatically extracted scientific concepts from the research
articles with existing approaches for citation recommendation. The approach is
evaluated on a KG that has been automatically populated from papers of ten
scientific domains [6]. The experimental results demonstrate that our proposed
approach consistently improves the state of the art with a MAP@50 (mean aver-
age precision of top-50 results) of 20.6% (+0.8). To facilitate further research, we
release all our corpora and source code: https://github.com/arthurbra/citation-
recommendation-kg.

The remaining of the paper is organised as follows: Sect. 2 reviews exist-
ing research KGs and approaches for citation recommendation. In Sect. 3 we
describe our proposed approach. The experimental setup and results are reported
in Sect. 4 and 5, while Sect. 6 concludes the paper and outlines future work.

2 Related Work

Here, we briefly review research KGs and approaches for citation recommendation.

2.1 Research Knowledge Graphs

Various KGs interlink research papers through metadata (e.g. authors, venues)
and citations [13,22], or through research artefacts (e.g. datasets) [1,23]. Other
initiatives organise scientific knowledge in a structured manner with community
effort, such as Gene Ontology [10], WikiData [28] with encyclopaedic knowledge,
or Papers With Code [24] and Open Research Knowledge Graph [16] for research
contributions.

Furthermore, various KGs have been populated automatically from research
articles. Computer Science Ontology (CSO) is a taxonomy for computer science
research areas [27]. Kannan et al. [19] create a multimodal KG for deep learning
papers from text and images and the corresponding source code. The AI-KG has
been generated from 333,000 research papers in the field of artificial intelligence
(AI) [11]. It contains five concept types (tasks, methods, metrics, materials,
others) linked by 27 relations types. The COVID-19 KG [30] has been populated

https://github.com/arthurbra/citation-recommendation-kg
https://github.com/arthurbra/citation-recommendation-kg
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from the Covid-19 Open Research Dataset [29] and contains various biological
concept entities. Brack et al. [6] generate a KG for ten science domains with the
concept types material, method, process, and data.

2.2 Citation Recommendation

In the following, we outline recent approaches for global citation recommendation.
For local recommendation, we refer to the survey of Färber and Jatowt [14].

Bhagavatula et al. [4] propose a neural network-based document embed-
ding model to retrieve candidate documents for a query document via similarity
search [18] and a ranking model to rerank the top-k candidates. The document
embedding model is trained via a triplet loss with the papers’ abstract and title
using a Siamese architecture. It learns a high cosine similarity between embed-
dings of papers citing each other. The reranker estimates the probability that a
query document should cite a candidate document using the abstract, title, and
optional metadata (e.g. author, venue) as features. Cohan et al. [9] propose a doc-
ument embedding model named SPECTER (Scientific Paper Embeddings using
Citationinformed TransformERs). It is trained with an approach similar to Bha-
gavatula et al. [4]. However, they use a BERT encoder [12] pre-initialised with
SciBERT embeddings [3]. Furthermore, Cohan et al. omit the reranking step and
obtain the ranked results directly via the document embeddings’ cosine similarity.

Graph-based approaches learn document embeddings via graph convolution
networks on the citation graph [15,20,31]. However, they require the citation
network also at inference time. Other approaches [7,17,32] frame citation recom-
mendation as a binary classification task: given a query and a candidate paper,
the model learns to predict whether the query paper should cite the candidate
paper. The models learn rich relationships between the contents of the two doc-
uments via various cross-document attention mechanisms. However, in contrast
to the document embedding models [4,9], such binary classification models can
not be used for retrieval but only for reranking the top k results, since a query
paper has to be compared with all other documents [8].

To the best of our knowledge, approaches for citation recommendation that
exploit KGs with scientific concepts have not been proposed yet.

3 Citation Recommendation via a Research Knowledge
Graph

As the discussion of related work shows citation recommendation approaches
have not exploited research KGs yet. To leverage research KGs, we propose an
approach to combine document embeddings learned from textual content and
the citation graph together with scientific concepts mentioned in the document.

Let KG = (D,E, V ) be a KG, D the set of documents, E the set of concepts,
V ⊆ D × E the set of links between papers and concepts, and Ed ⊆ E the set
of concepts mentioned in a paper d ∈ D. Let one hot(ei) ∈ R

|E| be the one-hot
vector for concept ei in which the i-th component equals 1 and all remaining
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components are 0. Now, we construct the concept vector cd ∈ R
|E| for a paper

d ∈ D as follows:
cd =

∑
ei∈Ed

one hot(ei) (1)

Furthermore, let sd be a document embedding of a paper d obtained via an exist-
ing document embedding model (e.g. SPECTER [9]). The vector representation
�d of a paper d is the concatenation of the concept vector cd and the document
embedding sd:

�d = [cd, sd] (2)

For a query paper q ∈ D the task is to retrieve the top k results such that
papers to be cited appear at the top of the list. We use cosine similarity for
retrieval and ranking where �q for the query paper q is constructed in the same
way as �d for a paper d:

rank(q, d) = cos(�q, �d) = �q ᵀ·�d
||�q||·||�d|| (3)

4 Experimental Setup

In this section, we describe the experimental setup, i.e. the used benchmark
dataset, baseline approaches, and the evaluation procedure.

Benchmark Dataset: Existing benchmark datasets for research paper citation
recommendation (e.g. [4,9,22]) do not provide a research KG that interlinks
papers with scientific concepts. Therefore, we use the STM-KG [6] as our bench-
mark dataset whose characteristics are depicted in Table 1. It has been populated
from 55,485 abstracts in ten different scientific, technical, and medical domains
and comes in two variants: (1) in-domain KG that shares scientific concepts only
between papers of the same domain to avoid ambiguity of scientific terms (e.g.
neural network in medicine vs. computer science), and (2) cross-domain KG that
shares scientific concepts also between domains.

The KG contains 15,395 citation links within the KG in total, of which 2,200
citation links are across papers from different domains. For evaluation, analogous
to related work [4,9], we use only papers that cite at least four papers within the
KG which results in 720 query documents and 4,069 citations links. In contrast
to Cohan et al. [9], we pursue a realistic approach like Bhagavatula et al. [4], i.e.
we retrieve top-k documents from all documents in the corpus instead of using
predefined candidate sets of 30 documents (5 cited and 25 uncited papers) for
each query document.

Baseline Approaches: We compare our approach with two simple (1 & 2) and
three strong baselines (3, 4 & 5):

1. Random: We use randomly initialised document embeddings with dimension
200.

2. Concept vector: Only the concept vector is used for ranking (see Eq. 1).
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Fig. 1. Boxplot for cosine similarities between concept vectors of papers citing each
other (15,395 links) for cross-domain and in-domain KG, respectively, and papers citing
random papers (15,395 links). The green triangles depict the mean values. (Color figure
online)

3. GloVe: Document embedding of a paper is the average of GloVe [25] word
embeddings obtained from the abstract of the paper.

4. SciBERT: Document embedding is also the average of the contextual word
embeddings obtained from the abstract of the paper via SciBERT [3] that
is based on BERT [12] and has been pre-trained on scientific text. It has
demonstrated superior performance in various downstream tasks on research
papers [3].

5. SPECTER: Document embedding is obtained via SPECTER [9] from the
title and the abstract. The SPECTER model has been trained on the textual
content and the citation graph of research papers, and is the current state of
the art.

To compute GloVe and SciBERT document embeddings, we use the sentence
transformers library [26]. For SPECTER we use the implementation of Cohan
et al. [9].

Evaluation: To evaluate the quality of the ranking results for the top k citation
recommendations, we use Mean Average Precision (MAP@k) [2,21] as in related
work [9]. MAP@k is the mean of the Average Precision at k (AP@k) scores over
the query documents. The metric AP@k assumes that a user is interested in
finding many relevant documents and is thus an appropriate evaluation metric
for citation recommendation:

AP@k(q) =
∑k

k′=1 Precision@k′(q) · rel(k′)
# relevant documents for q

(4)

Precision@k is the fraction of relevant documents among the top k retrieved
documents, and rel(k) equals 1 if the document at position k is relevant, 0
otherwise.
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Table 2. Experimental results (in percent) for citation recommendation with random
vectors, only the concept vector as well as document embeddings obtained from GloVe,
SciBERT and SPECTER with and without using the concept vector.

MAP@10 MAP@20 MAP@50

Random 0.0 0.0 0.0

Concept vector (cross-domain KG) 7.5 8.0 8.5

Concept vector (in-domain KG) 8.1 8.7 9.3

– Material 3.7 4.1 4.4

– Process 3.6 3.9 4.2

– Data 1.9 2.1 2.2

– Method 1.1 1.2 1.4

GloVe 9.1 10.0 10.8

GloVe + concept vector (cross-domain KG) 11.4 (+2.3) 12.5 (+2.5) 13.4 (+2.6)

GloVe + concept vector (in-domain KG) 11.3 (+2.2) 12.5 (+2.5) 13.5 (+2.7)

SciBERT 10.2 11.5 12.6

SciBERT + concept vector (cross-domain KG) 12.1 (+1.9) 13.3 (+1.8) 14.4 (+1.8)

SciBERT + concept vector (in-domain KG) 11.9 (+1.7) 13.2 (+1.7) 14.4 (+1.8)

SPECTER 16.5 18.3 19.8

SPECTER + concept vector (cross-domain KG) 16.9 (+0.4) 18.9 (+0.6) 20.5 (+0.7)

SPECTER + concept vector (in-domain KG) 17.0 (+0.5) 19.0 (+0.7) 20.6 (+0.8)

5 Results and Discussion

The boxplots in Fig. 1 depict the distribution of cosine similarities of concept
vectors between citing and non-citing papers. It can be seen that papers citing
each other have on average a higher cosine similarity than papers not citing
each other. This underlines our hypothesis that papers citing each other share a
common set of scientific concepts.

Table 2 shows the results of the evaluated approaches. Using only the concept
vectors for ranking outperforms the random baseline noticeably. When using only
certain concept types (i.e. process, method, material, or data), we can observe
that material and process concept types contribute most to the results. However,
using all concept types together yields the best results.

Baseline ranking approaches via document embeddings learned from the
text (GloVe and SciBERT), or text and the citation graph (SPECTER) out-
perform the ranking only via concept vectors noticeably, while SPECTER per-
forms best as expected. This indicates that concept vectors alone do not con-
tain enough information for the task of citation recommendation. However, our
proposed approach combining document embeddings and concept vectors con-
sistently improves all baseline approaches. For SPECTER, the in-domain KG
yields slightly better results than the cross-domain KG. However, in our error
analysis we found out that concept vectors from the cross-domain KG provide
more accurate rankings for cross-domain citations.
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Our results indicate that the exploitation of a research KG as an additional
source of information can improve the task of citation recommendation.

6 Conclusions

In this paper, we have investigated whether an automatically populated research
KG can enhance the task of citation recommendation. For this purpose, we
have combined document embeddings that have been learned from text and
the citation graph together with concept vectors representing scientific concepts
mentioned in a paper. The experimental results demonstrate that the concept
vectors provide meaningful features for the task of citation recommendation. In
future work, we plan to evaluate our approach on further datasets and develop
approaches that can learn document embeddings jointly from text, the citation
graph, and the research KG. Another possible direction of future research is to
optimise for particular research fields.
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Abstract. Digital libraries build on classifying contents by capturing
their semantics and (optionally) aligning the description with an under-
lying categorization scheme. This process is usually based on human
intervention, either by the content creator or a curator. As such, this
procedure is highly time-consuming and - thus - expensive. In order to
support the human in data curation, we introduce an annotation tag-
ging system called “AnnoTag”. AnnoTag aims at providing concise con-
tent annotations by employing entity-level analytics in order to derive
semantic descriptions in the form of tags. In particular, we are generating
“Semantic LOD Tags” (linked open data) that allow an interlinking of
the derived tags with the LOD cloud. Based on a qualitative evaluation
on Web news articles we prove the viability of our approach and the
high-quality of the automatically extracted information.

Keywords: Data curation · Linked open data · Entity-level analytics

1 Introduction

Tagging is a widely adopted and popular method of content classification [14],
e.g., in cataloging books online1 or for classifying Web news articles2. Its suc-
cess can be summarized by its simplicity as well as due to its intuitive human
interpret-ability. Nevertheless, the main drawback is the required effort in creat-
ing the annotations. In parallel automatically generated knowledge bases knowl-
edge (KBs) such as DBpedia [1] or YAGO [17] have been developed. Concep-
tually, these approaches are located on the other side of the “spectrum”. Here,
information are highly structured and based on a predefined ontology. From an
annotation point of view this implies that data annotation is very concise, but
requires a non-negligible expertise about the underlying ontology.

In order to bridge the gap between both worlds we introduce AnnoTag: a sys-
tem that provides automatically generated concise content annotation via LOD
1 LibraryThing Tags https://blog.librarything.com/main/category/tags/.
2 BBC Tags https://www.bbc.co.uk/blogs/aboutthebbc/tags.
c© Springer Nature Switzerland AG 2021
G. Berget et al. (Eds.): TPDL 2021, LNCS 12866, pp. 175–180, 2021.
https://doi.org/10.1007/978-3-030-86324-1_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-86324-1_21&domain=pdf
https://blog.librarything.com/main/category/tags/
https://www.bbc.co.uk/blogs/aboutthebbc/tags
https://doi.org/10.1007/978-3-030-86324-1_21


176 A. Kumar and M. Spaniol

tags derived from entity-level analytics. For that purpose, AnnoTag addresses
two problems at the same time: it provides concise human-interpretable content
annotations by simultaneously providing links with semantic concepts of the
LOD cloud.

2 Related Work

Semantic content annotation has been widely investigated in the digital libraries
(DL), information retrieval (IR) and natural language processing (NLP) com-
munities [13]. In the following, we give an overview on those approaches that
offer public interfaces for automatic content annotation. GoNTogle [2,6] gener-
ates semantic annotation of the document based on the ACM ontology classes.
WebAnno [3], ANNIE [4] and GATE [5] are tools that support annotation such
as tokenization, named entity recognition, part-of-speech tagging and semantic
tagging of annotated entities, but do not provide type-specific content annota-
tion with links to the LOD cloud. Open Calais [16] and AIDA [10] mainly focus
on named entity recognition and disambiguation, but are not suitable for con-
cise document annotation. STICS [8], however, supports semantic retrieval via
named entities, but does not provide typed annotations. TagTheWeb [15] and
CALVADOS [7] aim at generating semantic fingerprints of Web documents for
analysis and comparison, only. Semantator [18] serves for the conversion of text
to linked data in the biomedical domain.

Annotations by the approaches mentioned before are either highly application
specific (e.g. limited to a specific domain) or extremely generic (i.e. part-of-
speech tags or named entities). In contrast, our approach is generally applicable
(no domain constraints by employing YAGO as a general purpose knowledge
base) and concise (focus on the most relevant type(s) derived from entity-level
analytics) at the same time. Furthermore, we provide the annotation as an RDF
file in order to allow a seamless linkage via sameAS links with the LOD cloud.

3 Conceptual Approach

In the following, we introduce the conceptual approach of AnnoTag. Figure 1
presents the four consecutive stages in the annotation pipeline of AnnoTag
employing state-of-the approaches in named entity disambiguation and concise
entity classification. The first step is the document upload (cf. 1 in Fig. 1).
Here, we allow either the provisioning of a URL or a set of documents to be
uploaded to the server for subsequent processing. In the second step, we derive
the document’s semantics from the named entities contained. In order to do so,
we utilize the named entity disambiguation tool AIDA [10] (cf. 2 in Fig. 1).
As a result, we obtain the canonicalized named entities in YAGO [9,17] and a
plenitude of information about them contained in the KB via the computation
of the transitive closure. For instance, there are 42 types for Emmanuel Macron
or 14 for the European Banking Authority (EBA) stored in YAGO. In order to
ensure a highly concise tagging, we focus on the most “representative” type(s)
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only. To this end, we employ as a third step the PURE (Pattern Utilization for
Representative Entity type classification) framework [11] (cf. 3 in Fig. 1), which
builds upon more than 300 types structured by the 5 top-level types from the
YAGO ontology. By doing so, we derive the most representative types of each
named entity. In a final step (cf. 4 in Fig. 1), the LOD Tags are generated. These
tags are generated in RDF and provide a reference of each representative type in
DBpedia and YAGO. As a result, the document can now be linked to the LOD
cloud and the underlying ontology may be used for a fine-grained classification.

Fig. 1. Conceptual approach of the AnnoTag pipeline

4 Demonstration

4.1 AnnoTag Demonstration

The AnnoTag demo presents the concise annotation of documents with semantic
LOD tags. Figure 2 depicts the steps of the AnnoTag demonstration. Figure 2a
shows the initial interface for document upload (cf. step 1 in Fig. 1). Here, a choice
can be made between uploading a local file to the server and providing a URL. In
addition, two configurations can be chosen: an annotation with LOD tags (only)
or an annotation with LOD tags including the named entities. After that, the doc-
ument is processed and the named entities contained are identified by employing
AIDA [10] (cf. step 2 in Fig. 1). The result of this process is then shown as an
overview (cf. Fig. 2b). Subsequently, the concise tags per entity are extracted, for
which we employ our PURE framework [11]. Figure 2c shows the obtained types
in the AnnoTag user interface. Finally, the semantic LOD tags are generated and
exported as RDF triples (cf. step 4 in Fig. 1). An example excerpt of a result-
ing document is highlighted in Fig. 3. It can be observed, that the RDF triples
provide links of the assigned concise types to the LOD cloud, in particular, to the
corresponding concepts in YAGO and (exploiting the sameAs link also directly to)
DBpedia. The overall process including a demonstration video, live demonstrator
and the assessed documents can be found at the AnnoTag Website3.

4.2 Evaluation

We assessed AnnoTag through a comparative qualitative and quantitative anal-
ysis of the automatically generated semantic LOD tags (cf. [12] for details).
3 AnnoTag Website https://spaniol.users.greyc.fr/research/AnnoTag/.

https://spaniol.users.greyc.fr/research/AnnoTag/
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Fig. 2. Steps of the AnnoTag demonstration

Fig. 3. Excerpt of a file annotated by AnnoTag

We report here our qualitative results on Precision and Mean Reciprocal Rank
(MRR), which are “de facto standards” measures in information retrieval. The
study was performed by utilizing a large data set4 consisting of 3,824 articles for
annotation. Out of the aforementioned documents, we drew a random sample of
50 documents and performed manually an individual assessment (accessible via
the AnnoTag Website) based on a three-level grading scheme (2: “highly concise
annotation(s)”, 1: “concise annotation(s)”, 0: “unsuitable annotation(s)”). Based
on these evaluations, we computed the following measures:

4 Harvard Dataverse News Articles https://doi.org/10.7910/DVN/GMFCTR.

https://doi.org/10.7910/DVN/GMFCTR
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1) “Hard” Precision: 2 � relevant, 1 or 0 � irrelevant
2) “Soft” Precision: 2 or 1 � relevant, 0 � irrelevant
3) “Emulated” MRR: 2 � 1st rank, score = 1

1 � 2nd rank, score = 0.5
0 � no rank, score = 0

The evaluation results are summarized in Table 1. AnnoTag shows very good
performance for both, Precision and emulated MRR. In particular, the results
of “Soft” Precision achieve 92%. Considering the fact, that the automatically
generated semantic tags are supposed to be used as an assistance in a (semi-)
automatic data curation process involving a human curator, the remaining anno-
tation errors might be easily corrected while saving valuable human time and
labor due to the high quality of the automatically generated annotations.

Table 1. Qualitative assessment over 50 randomly sampled documents

Measure Score

“Hard” Precision 0.72
“Soft” Precision 0.92
“Emulated” MRR 0.82
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Abstract. Review articles summarize state-of-the-art work and provide
a means to organize the growing number of scholarly publications. How-
ever, the current review method and publication mechanisms hinder the
impact review articles can potentially have. Among other limitations,
reviews only provide a snapshot of the current literature and are gener-
ally not readable by machines. In this work, we identify the weaknesses
of the current review method. Afterwards, we present the SmartReview
approach addressing those weaknesses. The approach pushes towards
semantic community-maintained review articles. At the core of our app-
roach, knowledge graphs are employed to make articles more machine-
actionable and maintainable.

Keywords: Article authoring · Knowledge graphs · Living
documents · Review articles · Scholarly communication

1 Introduction

The number of published scholarly articles remains to grow steadily [5]. Scholarly
communication mainly relies on document-based methods, often using PDF files
to communicate and share knowledge. This traditional document-based commu-
nication method has several limitations either caused by the PDF format itself or
by the document-based approach in general [7]. We distinguish research articles
and review articles. The former presents original research contributions while the
latter reviews contributions from other work [18]. Review articles, in particular,
are severely limited in their scope and reach due to the static nature of publi-
cations. They give extensive overviews of research for a particular domain, but
do so merely for a period of time up to when the review is conducted. Because
of the static nature of published articles, updating reviews is either cumbersome
or not possible at all [11,19]. This results in review articles being outdated soon
after they are published, especially in research domains that face rapid (tech-
nology) evolution. In this work, we reimagine scholarly publishing for reviews
by presenting a collaborative and community-maintained approach that aims
to address the limitations and weaknesses of document-based communication.
c© Springer Nature Switzerland AG 2021
G. Berget et al. (Eds.): TPDL 2021, LNCS 12866, pp. 181–186, 2021.
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At the core of our approach, we leverage knowledge graphs for representing con-
tent of articles in a semantic machine-actionable manner. The approach and its
main concepts are summarized in Fig. 1. A prototype of the approach is imple-
mented in the Open Research Knowledge Graph (ORKG) [4] and is available
online1. In summary, this work makes the following research contributions: (i)
Analysis of the limitations and weaknesses of the current review method. (ii) Pre-
sentation of the SmartReview concept and approach to address the limitations.

Fig. 1. Overview of key concepts of the SmartReview approach. Review articles are
built on top of a knowledge graph.

2 Weaknesses of Current Approach

The current approach of authoring and publishing review articles has multiple
weaknesses. The weaknesses are identified based on previous work, in particular
from [12].

Lacking Updates. Once an article is published, it is generally not updated [9].
This is caused either by lacking incentives from the author’s perspective or due
to technical limitations. For most research articles, this is acceptable. After all,
if new results are available, it provides an opportunity to publish a new article
building upon previous work. However, specifically for review articles this implies
that the articles are outdated soon after they are published.

Lacking Collaboration. Reviews include research articles created by numerous
authors. With the current review method, only the viewpoint of the review
authors is considered and not from the community as a whole. This potentially
imposes biases and hinders the objectiveness of the discussion of the reviewed
work. Schmidt et al. found that a considerable amount of evaluated narrative
review articles for the medical domain was severely biased [13].

1 https://www.orkg.org/orkg/smart-reviews.

https://www.orkg.org/orkg/smart-reviews
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Limited Coverage. Authoring review articles is a resource intensive activity,
which is generally more cumbersome than writing a research article [18]. There-
fore, reviews are often only conducted for relatively popular domains and are
lacking for less popular domains. Since review articles are an important factor
for the development of research domains [17], the lack of review articles can
potentially hinder the evolution of a domain.

Lacking Machine-Actionability. The most frequently used format for pub-
lishing scholarly articles is PDF, which is hard to process for machines [6]. PDF
files focus on visual presentation specifically designed for human consumption.
Nowadays, machine consumption of PDF files relies on machine learning tech-
niques and is often limited to parsing the article’s metadata [8,10].

Limited Accessibility. Documents published in PDF format are often inac-
cessible to readers with disabilities [1]. PDF documents focus on the visual rep-
resentation of documents instead of a structured representation, which hinders
accessibility [3].

Lacking Overarching Systematic Representation. Generally, there is no
systematic representation of concepts used in articles, which means scholarly
publishing does not use related web technologies to their full potential [15]. This
has several implications and potentially causes redundancy and ambiguity across
scholarly articles.

3 The SmartReview Approach

Based on the identified weaknesses, we devise the SmartReview approach
and determine its six definitorial dimensions. Each dimension presents system
requirements that define how the dimension is addressed. Requirements are for-
mulated using the FunctionalMASTeR template [16].

Article Updates. It should be possible to update review articles once pub-
lished, resulting in “living” documents [14]. The individual versions should be
citable and it should be clear which version of the article is cited. Additionally,
readers should be able to see which parts of the articles have changed across
versions. Based on these criteria, we formulate the following requirements:

R1 SmartReviews shall provide researchers the ability to update articles.
R2 SmartReviews shall persist all versions of published articles.
R3 SmartReviews shall provide researchers with the ability to compare different

versions of the same article (i.e., diff view).

Collaboration. To fully support community collaboration for review articles,
they should be editable by anyone within the community. To ensure no work is
getting lost (e.g., removed by another author), it should be possible to go back
in time and compare different versions (as described in R3).
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R4 SmartReviews shall provide any researcher with the ability to contribute to
articles.

R5 SmartReviews shall list all contributors in the acknowledgements.

Coverage. To increase the review coverage for less popular domains, the entry
barrier for creating and updating SmartReviews should be low (related to R4).
SmartReviews can be created even if only a limited amount of articles are
reviewed. This is achieved by decoupling publishing (i.e., peer-reviewed pub-
lishing in a journal or conference) and authoring of articles.

R6 SmartReviews shall provide researchers with the ability to create articles
without the need for an a priori peer review.

Machine-Actionability. In order to improve machine-actionability, a system-
atic and structured representation in a knowledge graph should be used for
knowledge representation. The resources defined within the knowledge graph
serve as building blocks to create the article. This structured data is supple-
mented by natural text sections. To improve machine-actionability, natural text
sections are complemented by types describing their contents.

R7 SmartReviews shall use a knowledge graph as data source for articles.
R8 SmartReviews shall semantically type and structure natural language text

sections.
R9 SmartReviews shall provide machine-actionable formats (i.e., RDF,

JSON-LD).

Accessibility. Most accessibility issues originate from the PDF format in which
most articles are published. By publishing the articles in HTML instead, the
article is already more accessible. Furthermore, by adhering to the Web Content
Accessibility Guidelines (WCAG) [2], the accessibility is further improved.

R10 SmartReviews shall publish articles in HTML format.
R11 SmartReviews shall follow WCAG guidelines.

Systematic Representation. Review articles often use tabular representa-
tions for comparing research contributions from different articles. SmartReviews
should focus on these comparison tables, and encourage researchers to use these
tables to devise a structured description of the reviewed articles.

R12 SmartReviews shall devise a structured comparison of reviewed work.
R13 SmartReviews shall support linking existing resources and properties from

the knowledge graph.

4 Conclusion

The current review method suffers from numerous weaknesses which we
described in this work. Based on the identified weaknesses, we devised the
SmartReview approach. This approach proposes a collaborative community-
maintained method for authoring review articles. It employs a knowledge graph
to support machine-actionable articles. Future work will focus on evaluation and
implementation of the SmartReview approach.
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Abstract. Users searching for different topics in a collection may show
distinct search patterns. To analyze search behavior of users searching
for a specific topic, we need to retrieve the sessions containing this topic.
In this paper, we compare different topic representations and approaches
to find topic-specific sessions. We conduct our research in a double case
study of two topics, World War II and feminism, using search logs of a
historical newspaper collection. We evaluate the results using manually
created ground truths of over 600 sessions per topic. The two case studies
show similar results: The query-based methods yield high precision, at
the expense of recall. The document-based methods find more sessions,
at the expense of precision. In both approaches, precision improves sig-
nificantly by manually curating the topic representations. This study
demonstrates how different methods to find sessions containing specific
topics can be applied by digital humanities scholars and practitioners.

Keywords: Digital libraries · User interests · Log analysis

1 Introduction

Analysis of search logs is an unobtrusive technique for large-scale investigations
into user behavior in digital libraries. Users interested in different topics might dis-
play different search behaviors. For example, the work presented in [34] demon-
strated different search patterns of users searching for five major religions. In a
previous study, we observed a distinct search pattern for users searching for doc-
uments related to World War II (WWII) [5]. For these types of studies, we need
to be able to retrieve those user interactions from the search logs that relate to a
user interest in a specified topic. In this paper, we propose and compare generally
applicable methods to find user interactions that relate to a specified topic from
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a larger set of logged search interactions. We work at the level of sessions (coher-
ent sequences of user interactions with the collection) as they capture the context
in which individual user actions occurred and connect search actions to clicks on
documents. We address two research questions:

(RQ1) How can we represent a specified topic?
(RQ2) How can we use the topic representation to retrieve relevant sessions?

To answer the first research question, we look into different, consecutive ways
to build a term list as a representation of a topic: i) using semantic relations
in an explicit knowledge resource, ii) applying local word embeddings trained
on the documents in the collection, and iii) in each step, by manual curation
of the term lists by domain experts. To answer the second research question,
we look into matching the different term lists to user sessions. We match them
to either a) the user queries, or b) the contents of the clicked documents. We
compare and discuss the combined methods in terms of number of retrieved
sessions as well as estimated precision scores. We conduct our research using
data from the National Library of the Netherlands, focusing on search in their
historical newspaper collection1. In previous work [4,5], the search logs of the
digital library were already split into user sessions, and we consider this session
identification step outside the scope of this paper. We present a double case
study in the context of two historical topics with societal relevance: WWII (a
pivotal period in Dutch and global history), and feminism (a movement that has
had and still has an impact on Dutch society). We evaluate our methods on a
ground truth of over 600 manually assessed sessions per topic.

This study contributes insights into how different topic representations and
matching approaches perform when retrieving topic-specific sessions. Our results
show that when sessions are retrieved based solely on user queries, the precision
is high, however, the set of sessions remains small. When the document-based
matching approach is used, the set of sessions retrieved increases, but at the
expense of precision. Moreover, we find that by manually curating the term lists
we improve precision while still preserving a larger set of sessions. The two topics
investigated in this paper show similar general patterns in their results, however,
we observe a higher overall precision for the more popular topic (WWII). Finally,
our study demonstrates how different methods can be applied and combined by
digital humanities scholars and practitioners to retrieve topic-specific sessions.

2 Related Work

We discuss work on detection and analysis of user interests; and how knowledge
resources and word embeddings have been used to enrich queries and documents.

1 The National Library of the Netherlands has granted us access to user logs from
their search platform https://www.delpher.nl, providing access to collections from
the National Library of the Netherlands and other heritage institutions.

https://www.delpher.nl
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2.1 Topic-Specific Search Log Analysis

Search behavior in digital libraries and archives has been studied frequently, e.g.,
[7,10,18,21,29,33]. Topics have been detected in search logs for various reasons;
for example, to determine user interests [16,19,23,26], to uncover topic-specific
search patterns [4,34], or to recognize changes in topic within a session [17].
Other studies observe topic-specific search patterns by analyzing logs from a
specific search interface, such as a health portal [8], or a media archive [19,20].

In most cases, topics are detected in search logs by investigating the queries
that users entered. Sometimes, in addition to the query, the contents of what
was clicked in sessions is also taken into account. For example, query analysis
has been combined with mouse-fixation behavior and the metadata of clicked
documents [16]. In previous work, we used the metadata of clicked documents,
as well as the use of facets to filter search results, to understand search behavior
in different parts of a digital library collection [4,5]. In this study, we investigate
and compare how query-based and content-based approaches perform.

We represent a topic as a list of terms. This is similar to the work presented
in [34], where users searching for five large religions were identified by matching
queries to five respective lists of professionally curated terms. The authors of
[13] used a list of terms and phrases that signify specific types of questions, and
matched these to queries in order to analyze how people learn within sessions.

2.2 External Resources to Enrich Queries or Documents

In previous work, knowledge resources have been used to classify documents in
collections, e.g., by finding relevant Wikipedia categories [35]; or by finding rele-
vant concepts [24] for the documents in the collection. In other cases, knowledge
resources have provided a semantic enrichment of user queries, e.g., to catego-
rize queries [20,26,36]; or for query expansion during search, e.g., by searching
related concepts in Wikipedia [1,2,15]. In the present study, we use Wikipedia
as a knowledge resource to expand a single term topic representation. Wikipedia
is widely used, publicly available and has a broad coverage, making it applicable
to many use cases beyond the ones studied in this paper. This makes Wikipedia
an attractive option, even though we are aware of the fact that Wikipedia is
biased both with respect to which topics are represented in the articles and the
contents of the articles [9,30].

Word embeddings have been used by researchers in several query expansion
applications, such as search, text classification, plagiarism detection [3]. In this
type of distributed representation, words with similar meanings are more likely
to be close together [28]. The semantic associations between words that thus
emerge, have been shown to be effective in tackling the query-document vocab-
ulary mismatch problem [14]. We use word embeddings to expand on the terms
representing a topic, and as such to be able to increase the number of sessions
found. Specifically, we use local embeddings, following [12], where it was demon-
strated that corpus-specific embeddings perform better than global embeddings
for query expansion.
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3 Data

We use collection and log data from the National Library of the Netherlands.
As a knowledge resource for the topic representations we use Wikipedia.

3.1 Document Collection and Search Logs

Our research is conducted using a document collection and search logs from the
National Library of the Netherlands. The library maintains a number of digitized
historic collections, our focus is on the historical newspaper collection spanning
almost four hundred years (1618–1995). Within this collection, users can search
using full-text search and facets (filters based on the metadata attributes of the
collection). The logs used in this study were collected between October 2015 and
March 2016 (raw data 200M records). They record the user interactions with the
search system. These interactions have previously been grouped in sessions, to
be able to study search behavior in context. The log records have been cleaned
and processed, and sessions have been identified based on a clickstream model
as described in [4,5], using the IP address as identifier and connecting sequential
HTTP requests to follow a user navigating the search system. For this study, we
have retained all sessions which include clicked documents within the newspaper
collection, resulting in a total of 204,266 sessions over the six month period.
In addition, we received the full text digitization and metadata records of the
historical newspaper collection (103M documents at the time).

3.2 Knowledge Sources for Topic Representations

In this double case study, the topics of interest are WWII (“Tweede Wereldoor-
log” in Dutch), and feminism (“feminisme” in Dutch). These topics are selected
based on their societal relevance, and thus their value to digital humanities
scholars. For example, professional historians from the Dutch NIOD Institute
for War, Holocaust and Genocide Studies are interested in understanding how
people search for topics related to World War II (WWII) in the media, and how
this changes over time. We represent the two topics using lists of relevant terms.
In the first expansion of the list of relevant terms, we use Wikipedia. As this
is a publicly available knowledge resource, with many possible applications in
different domains for different topics, it contributes to the general applicability
of our methods. Our topics of interest correspond to the existing Wikipedia cat-
egories for WWII2 and for feminism3. We have selected the top-300 Wikipedia
articles in these categories, based on the popularity within the same period as
the logs (October 2015–March 2016). To collect these Wikipedia articles, we have
used the tool Massview Analysis4, including the subcategories. The top-300 most

2 https://nl.wikipedia.org/wiki/Categorie:Tweede Wereldoorlog.
3 https://nl.wikipedia.org/wiki/Categorie:Feminisme.
4 https://pageviews.toolforge.org/massviews/, by MusikAnimal, Kaldari, and Marcel

Ruiz Forns.

https://nl.wikipedia.org/wiki/Categorie:Tweede_Wereldoorlog
https://nl.wikipedia.org/wiki/Categorie:Feminisme
https://pageviews.toolforge.org/massviews/
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popular Wikipedia articles within the WWII category counted to of a total of
4.7 million views, compared to 1.2 million views within the feminism category.
The assessed Wikipedia articles for the topics are available online5. We use the
popularity ranking as an indicator for public interest in the topics described in
the articles as the use of Wikipedia is a strong indicator for how this interest is
composed in a country such as the Netherlands.

4 Method

We describe the different methods we compare to find topic-specific sessions.
First, we explain the consecutive steps to build term lists representing the topics.
Second, we describe how to use the term lists to find topic-specific sessions in a
larger set of sessions. Third, we explain how we evaluate the different methods.

4.1 Creating Term Lists

We compare five ways of creating terms lists to represent the topics, where each
list builds on the previous list.

List 1. Single term: List 1 contains a single term or phrase to represent the
topic, in our case “Tweede Wereldoorlog” (WWII) or “feminisme” (feminism).

List 2. Wikipedia: For this list, we leverage the semantic relations in
Wikipedia to find additional terms to represent the topic. First, we match the
term in List 1 to their corresponding Wikipedia category and add them to List 2.
Then, we take the article titles of pages within that category or any of its sub-
categories. To increase the likelihood that these article titles are indeed relevant
terms, we select only the top-300 most popular titles based on Wikipedia page
view data. Some Wikipedia article titles require preprocessing. Where the title
only consists of a named entity, it is used as-is. In the case of a title consisting
of a named entity and a class between parentheses, for example, “The Color
Purple (film)”, we separate the class from the named entity. In the case of a
title consisting of a classifying noun, preposition, named entity title phrase, for
example “Bombardement op Rotterdam” (Bombing of Rotterdam), we leave out
the preposition when it is not part of a named entity.

List 3. Wikipedia curated: For List 3, we ask domain experts to manually
assess the terms in List 2 and remove those that are less relevant, in the assump-
tion that this will improve the quality of the terms on the list and thus improve
the precision of the matched sessions. For the WWII terms, experts from the
NIOD Institute for War, Holocaust and Genocide Studies were involved in the
assessment; for the feminism terms, two of the authors of this paper familiar with
the topic. The assessment is based on the question whether it is plausible that
someone with a specific interest in WWII or in feminism would consult the sub-
ject described in the corresponding Wikipedia article. Articles in which our main
topic of interest (WWII or feminism) is only of minor importance – for example,

5 https://edu.nl/4arxw and https://edu.nl/9qbfr.

https://edu.nl/4arxw
https://edu.nl/9qbfr
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in biographies of politicians, actors and professional sportsmen for whom the
WWII period was not pivotal in their lives – were removed from the lists. Simi-
larly, articles referring to a topic occurring outside the time period of the histor-
ical newspaper collection (1618–1995) – for example, movies or books published
after 1995 – were also removed. We note that in the case of the WWII topics,
most of these are topics from the war period itself or from the period leading to
the war, but also included are issues that are part of the post-war remembrance
culture and therefore refer to the period after WWII.

List 4. Wikipedia expanded: We expand the terms in List 3 using local
word embeddings to create the larger List 4. We describe this process in detail
in Sect. 4.2.

List 5. Wikipedia expanded and curated: To create List 5, we ask
domain experts to asses the terms in List 4, using the same process as for List 3.

This results in five term lists for our topics (see Table 1).

Table 1. Number of terms in each term list

1: single 2: wiki 3: wiki curated 4: wiki expanded 5: wiki exp&cur

WWII 1 300 200 728 364

Feminism 1 300 199 703 327

4.2 Term Expansion Based on Local Word Embeddings

To expand the term lists, we employ a widely used technique based on word
embeddings [27], vector representations of words where words that appear close
together in the vector space are likely to have a similar meaning. We use local
embeddings instead of global embeddings, training on a selected set of topically
relevant documents, as we expect term similarity to be highly dependent on the
context of the topic, as was shown in [12]. For this purpose, we query the library’s
newspaper collection for documents that contain the terms in List 3, and use
those as a topically-constrained training corpus. We work with the Indri search
engine [32], using default Dirichlet smoothing [31]. The terms are translated to
Indri queries, searching for an exact phrase match, or in the case of a title and
a class description an exact phrase match and a Boolean AND for the class.
We use the gensim library6 for both preprocessing and to train the embeddings.
To preprocess the digitized text in the training corpus, we first identify the
combination of symbols and characters that mark the beginning and end of each
article, and remove them. Next, we extract the sentences to be broken down into
tokens, and lowercase the text. For the configuration of the hyper-parameters
of gensim’s word embedding algorithm, we refer to the set expansion solution
proposed by [25] where the authors suggest setting the word vector size to 100

6 https://radimrehurek.com/gensim/.

https://radimrehurek.com/gensim/
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and the window size to 107. The reason to use a window size as large as 10,
is the empirical evidence that larger window sizes are good at providing more
topical similarity [22]. Since we are interested in identifying phrases that can be
made up of multiple words (e.g., “Nationaal-Socialistische Beweging”, “Tweede
Wereldoorlog”), we instruct the model to learn bigrams and trigrams (phrases
that contain two and three words). With these settings the model is expected to
find associations for the single or multi-word target phrase, and suggest related
words (made up of phrases consisting of one or more words). Once the model is
trained, we query it using the terms in List 3 as seeds. We retain the top-3 most
similar words for each term, and add them as expanded terms to List 4.

4.3 Matching Terms to Sessions

We match the terms of the five lists to sessions in two ways: matching the terms
to (a) the user queries and to (b) the clicked documents.

In the query-based approach, user queries in the sessions are compared to
the terms in the lists using exact phrase matching. As there is little context in a
user query, we only include the named entity and not any information included in
brackets (such as a class or publication year for the terms based on the Wikipedia
article titles). Sessions are considered relevant to a topic if they contain at least
one query that contains words matching a term from the topical term list.

In the document-based approach, we leverage the contents of the docu-
ments clicked in the sessions. For the matching of a term with the content of
clicked documents, we include – where present – the class or the noun in the
set of terms. This results in for example, the terms “A Bridge Too Far” AND
film, or Bombing AND Rotterdam. For the WWII matching we include an extra
step: we remove all matched clicked documents published before 1920, as WWII
is a topic based on a historical period, and any documents from before 1920
are considered not relevant. Thus, we retrieve all sessions in which at least one
matching document has been clicked.

4.4 Manually Evaluating Retrieved Sessions

The different methods provide us with sets of sessions for each of the five term
lists based on either the query matching, and the document matching, with
a total of ten sets of sessions for each topic. To estimate the precision of the
resulting ten sets of sessions for each topic, human raters assess samples drawn
from these sets. The raters judge whether one of the information needs of the
user in that session is to find newspaper documents about a topic that is directly
related to the topic of interest. To do this, the rater can inspect the session, using
a visualization that includes the search interactions with the queries and selected
facets [6], and the clicked documents and their metadata and content. We use
inter-rater reliability to check the agreement among the raters.

7 https://github.com/NervanaSystems/nlp-architect/tree/master/nlp architect/
solutions/set expansion.

https://github.com/NervanaSystems/nlp-architect/tree/master/nlp_architect/solutions/set_expansion
https://github.com/NervanaSystems/nlp-architect/tree/master/nlp_architect/solutions/set_expansion
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5 Results

We apply the ten methods described in Sect. 4 – five ways to represent a topic
as a term list, combined with two approaches to match the terms to a session –
to the full set of sessions. This results in ten retrieved sets of sessions per topic.

To estimate precision, we draw samples from each set and manually assess
a total of 1243 sessions. We compute the inter-rater agreement using Cohen’s κ
[11] based on a dual assessment of about 50 sessions per topic. We observe a κ
of 0.90 for WWII and 0.84 for feminism, demonstrating good agreement.

Table 2. Size (count) and precision (percentage) for the retrieved session sets

topic 
representation

query-based matching document-based matching
WWII Feminism WWII                    Feminism WWII Feminism WWII                     Feminism

1: single 89 26 116 37
2: wiki 667 702 10,001 8,260
3: wiki curated 471 222 7,434 5,341
4: wiki expanded 4,977 6,064 103,833 126,656
5: wiki exp&cur 626 339 12,044 10,519

100% 100%100% 95%

100%

100%

100%

97%

81%

74%

83%

52%

44% 66% 37%

56%

63%

9%20% 22%

Size and Precision. Table 2 shows the number of sessions and the precision of
each set. As expected, the use of a single term to represent a topic (List 1) results
in almost perfect precision but a low number of retrieved sessions. Precision
remains high (97% to 100%) when using the longer, curated lists (Lists 3 and
5) in a query-based matching. This method increases the number of retrieved
sessions significantly (5 to 13 times as many, in our case). When these lists (3 and
5) are used for document-based matching, the number of retrieved documents
increases even more; however, precision is lower. On the WWII topic, precision of
this method may still be acceptable (74% to 81%) but on feminism it is probably
not (56% and 63%). For the expanded term lists in their un-curated form (Lists
2 and 4), precision drops depending on matching method and topic. When List 2
is used for query-based matching, precision is 83% on the WWII topic, which
may still be acceptable. For document-based matching, and/or when applied to
feminism, precision will be too low for most applications (37% to 66%). List 4
results in low precision in all cases (9% to 52%).

Note that Lists 4 and 5 were created by expanding List 3. In theory, the
same local embedding-based expansion method could be applied to Lists 1 and
2. However, in practice, this is not promising, as List 1 consists of a single term
and List 2 has relatively low precision. For that reason, expansions of List 1 and
2 were not included in our experiment.

Combining Two Matching Methods. Table 3 shows the number of sessions that
appear in both the query-based and document-based session sets, i.e., the inter-
section of the two sets. For List 1, the intersection is relatively small: e.g., for
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WWII, only 23 of the 89 sessions retrieved with the query based method are
also in the document-based set. We conclude that when using a single term
topic representation, a combination of query-based and document based match-
ing is a good way to increase the number of retrieved sessions. For List 2, 3,
4 and 5, on the other hand, the intersection is relatively large; the majority of
the sessions retrieved with the query-based methods are also retrieved with the
document-based methods. Combining the two methods is less worthwhile here.

Table 3. Intersection of query- and document-based session sets

Topic representation WWII Feminism

Query only Both Doc only Query only Both Doc only

1: single 66 23 93 9 17 20

2: wiki 142 525 9,476 386 316 7,944

3: wiki curated 116 355 7,079 39 183 5,158

4: wiki expanded 107 4,870 98,963 390 5,674 120,982

5: wiki exp&cur 114 512 11,532 45 294 10,225

Error Analysis. Our manual annotation effort gave us insight into the types
of errors that occur. Some sessions were incorrectly retrieved because of terms
in the term lists that are not unique to the two topics, WWII and feminism.
For example “concentration camps” may also occur in documents about the
Indonesian Independence War; “emancipation” may occur in documents about
slavery or religion; the term “gas chamber” is now almost uniquely associated
with WWII, but had a different meaning historically; Anne Frank’s last name is
common in the Netherlands and appears in sessions of family historians unrelated
to Anne Frank, and in many documents throughout the collection that are not
related to WWII. This type of error happens with all methods but is more
frequent when using the document-based matching. We hypothesize that users
act as a “smart filter”, as they are less likely to use generic or ambiguous query
terms without adding meaningful modifying terms. A future direction of research
could be to investigate if only selecting terms that users used in their queries
might increase precision for a document-based matching.

Another cause for errors in the document-based matching is brought on by
mistakes in the digitization process, such as incorrectly set document boundaries,
or when the newspaper document contains multiple topics, such as articles sum-
marizing local news or presenting a cultural calendar.

6 Lessons Learned

In general, query-based matching results in higher precision than document-
based matching. Document-based matching, on the other hand, results in more
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retrieved sessions (up to 20 times more, in our experiments) at the loss of pre-
cision. We have experimented with a more narrow inclusion of document-based
matched sessions (e.g., matching more than one document in a session), but a
preliminary inspection did not seem to increase precision. Future work, though,
could investigate this further. A combination of query- and document-based
matching is useful when a topic is represented as a single term. In this case,
the combination retrieves significantly more sessions without loosing precision.
We hypothesize that the combination is similarly worthwhile when topics are
represented as relatively short terms lists.

When a topic representation is expanded to a longer term list, manual cura-
tion of the terms is key. This holds for both our expansion methods (using a
knowledge resource or local word embeddings). Curation is especially critical for
document-based matching. In this work, we leveraged the category structure of
Wikipedia. Future work will have to determine how other knowledge resources
and other semantic relations perform.

All our methods perform better on the WWII topic than on the feminism
topic. This could in part be due to the fact that WWII is a less abstract topic
than feminism and as such may be easier to detect. Even so, we hypothesize
the prevalence of the topic in our data plays a large part as well: WWII is
not only the more popular topic on Wikipedia, the retrieved session sets (both
query- and document-based) are larger than the respective sets containing topics
related to feminism. It would be interesting to investigate this further using
topics at different abstraction and popularity levels. In general, we expect that
both knowledge-based and corpus-based expansion methods work better on more
popular topics.

7 Conclusion

Understanding search behavior for topics with societal relevance can provide
digital humanities scholars insights into the interest in these topics within a
collection, and the research presented in this paper supports this objective. We
compared different methods on how to retrieve user sessions containing specified
topics, using different term lists to represent the topics and applying term match-
ing to user queries and to clicked documents. We observed that when retrieving
sessions is based solely on user queries, the precision is high, but the num-
ber of sessions retrieved small. Using the document-based matching approach,
more sessions are retrieved, at the expense of precision. We found that manual
curation is essential, without this step the expanded lists (using a knowledge
resource or local word embeddings) perform poorly in terms of precision. This
effect was particular strong for the document-based matching. Furthermore, we
observed a higher overall precision for the more popular, WWII topic. In conclu-
sion, we believe this research helps to pave the way for a better understanding
and communication of topic-specific user interests within collections for digital
humanities scholars as well as collection owners and practitioners.
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Abstract. Museum websites have been designed to provide access for
different types of users, such as museum staff, teachers and the gen-
eral public. Therefore, understanding user needs and demographics is
paramount to the provision of user-centred features, services and design.
Various approaches exist for studying and grouping users, with a more
recent emphasis on data-driven and automated methods. In this paper,
we investigate user groups of a large national museum’s website using
multivariate analysis and machine learning methods to cluster and cate-
gorise users based on an existing user survey. In particular, we apply the
methods to the dominant group - general public - and show that sub-
groups exist, although they share similarities with clusters for all users.
We find that clusters provide better results for categorising users than
the self-assigned groups from the survey, potentially helping museums
develop new and improved services.

Keywords: Digital cultural heritage · Museum website · User groups ·
Cluster analysis

1 Introduction

Due to the COVID-19 pandemic, museums and galleries around the world had
to temporarily close their physical sites, leading to an increased need to pro-
vide online access to their content. This was possible thanks to prior invest-
ments in online presences, i.e., websites and the curation of digital collections
[1]. Such resources are indeed popular amongst users from diverse backgrounds
with increasingly varied goals, tasks and information needs [2]. However, users’
individual differences (e.g., age and domain knowledge), search task and context
(e.g., location and time), are known to affect the ways in which people search for
information [3]. It has, therefore, been long recognised that information systems
and services must be developed from the perspective of human actors and their
environment [4] and support information seeking behaviours beyond keyword-
based search [5,6]. Since the first museums were made available online, there
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have been attempts to grow and enhance the use of the online collections, gen-
erally based on a categorisation of their users. The diversity in users of digital
cultural heritage has resulted in a strategy that simplifies the virtually unlim-
ited possibilities of user-profiles by creating generic groups or categories of users
- ‘stereotypes’ [7]. These groups are sometimes as abstract as novice or expert [5],
but more commonly, user groups are created based on profession (e.g., curator,
librarian, researcher, teacher or student). Alternative groups have been based on
user interest or motivations (e.g., tourist, explorer, general user) or age group
(e.g., adult, child) [8].

Manually defining user groups can be time-consuming and difficult; therefore,
approaches to automate the process, such as clustering and automated persona
generation [9], must be applied. In this paper, we use multivariate analysis and
machine learning methods to study groups at The National Museum Liverpool
(NML), a collection of seven museums that cover a wide range of areas from art
galleries to natural history and slavery. The NML provide a publicly accessible
website, allowing users to access information about the physical museums, as
well as digital collections. In a previous study of NML users, Walsh et al. [10,11]
conducted an online survey to gather information about users and their purpose
of visiting the museum website. They identified that a large proportion of the
NML website users (49% n = 253 from 514 respondents) considered themselves as
‘General Public’ [12], a finding common in other studies [13]. In this paper, as well
as studying groups across the population as a whole, we focus on analysing users
who describe themselves as General Public to better understand the homogeneity
of this group and whether sub-groups exist. This study addresses the following
research questions:

RQ1 How do cluster analysis results compare with the self-assigned groups?
RQ2 Do sub-groups exist within the self-assigned General Public group?
RQ3 Can we classify the users based on the identified clusters?

The remainder of this paper is structured as follows: In Sect. 2, we discuss
existing work to understand and classify digital cultural heritage users, particu-
larly using cluster analysis; in Sect. 3, we describe the study we undertook and
our methodology. Sections 4 and 5 present and discusses the results, and Sect. 6
concludes the paper and provides directions for future work.

2 Related Work

There have been numerous past studies on categorising users of cultural her-
itage resources (see, e.g., [14]). Often the focus has been on users connected
to the museum in either a professional/expert capacity or the lay user/non-
expert/novice [5]. Groups, such as the General Public (GP) [10], present an
opportunity to explore more nuanced categorisations, thereby expanding the
field of study to include potential sub-categories or even new groups.

Fundamentally, the characteristics of professional users have been linked
to high levels of training and experience, a good knowledge base of required
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tasks and systems, and expertise in the field of cultural heritage [15]. Recogni-
tion of this particular user group culminated in the term MIP(Museum Infor-
mation Professional) as someone working with information resources, and a
goal of meeting user needs both internally and externally to the museum [16].
There are sub-categories within the expert/professional category, often based on
role/occupation, such as academic, archivist, student and hobbyist. At the other
end of the spectrum are novices/non-experts or lay-users who have limited or
no formal training in either the systems [15] or subject knowledge [17,18] but
visit the museum and/or its website for personal interest. Cifter [8] states that
“knowledge of the task, information needs and system expectations” are the
expert’s main distinction.

The hobbyist or non-professional users fit between the extremes of expert
and novice [2,19–22], sharing with the expert a knowledge of cultural heritage,
but mainly in specific domains and being like the lay user with a focus on
personal reasons. Casual-leisure users are closely related to novice or hobbyist
groups. However, they are typically only “first and short-time visitors” [23] who
have stumbled upon [the digital] collection. In this respect, they are similar to
Falk’s experience seekers [24], who wander into the physical museum just for the
experience. Villaespesa [13] studied the Metropolitan Museum of Art’s collection
users and found that non-specialist users needed better clues to navigate and
explore the collection, highlighting thus a lack of knowledge of the collection(s)
and the system/website.

In Booth’s study of visitors at the London Science Museum [25], the cate-
gory of ‘general visitors’ was identified as those seeking general information (e.g.,
museum opening hours or prices); whilst all other user groups (educational vis-
itors and specialist visitors) were seeking more detailed information. Similarly,
the CULTURA project identified 3 groups (professional researchers, apprentice
investigators, informed users) who shared some level of domain knowledge. All
other visitors were categorised as general public [26].

Although work on identifying user groups has tended to be mostly man-
ual, there has also been use of computational approaches (mainly using cluster
analysis) to identify representative users. For example, Krantz et al. [27] used
a k-means method to explore and segment a number of museum audiences.
Nyaupane et al. [28] identified 3 clusters based on motives for learning cultural
heritage of the visitors to Native American heritage sites. These clusters were
identified as ‘culture-focused’, ‘culture-attentive’ and ‘culture-appreciative’ with
each showing distinct behaviours and experiences. There are many algorithms
for doing this, with their use based on the types of data being used, as well as the
desired outcome [29–32]. In our work, we use cluster analysis to group ‘similar’
users and identify the characteristics of the groups.

3 Methodology

The methodology used in this paper comprised the following main steps (similar
to [33]): (i) data collection and preparation; (ii) multivariate analysis; (iii) cluster
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analysis (assess cluster tendency, run algorithms, validate cluster quality and
stability, profile clusters); and (iv) classification of user groups. The steps are
described in more detail below.

3.1 Data Collection and Preparation

The dataset was collected in 2016 using an intercept pop-up survey on the NML
website. The survey comprised 21 questions to gather information around users’
demographics (e.g., age, gender, education, location, cultural heritage knowl-
edge/experience and employment status), interactions with the NML website
(e.g., frequency of use), and context of their visit to the website (e.g., purpose
and motivation) when answering the survey. More information can be found in
[14]. Overall, we obtained 514 complete responses that are used in this study.

From the 21 possible questions to use as variables in the study, 9 were deemed
important in profiling users based on the results of our previous analysis [12].
All selected variables were categorical (nominal and ordinal): website visit reason
(nom, 4 levels), website visit purpose (nom, 9 levels), frequency of website visit
(ord, 5 levels), level of domain knowledge (ord, 4 levels), level of general CH
knowledge (ord, 5 levels), location (nom, 5 levels), age group (ord, 5 levels),
employment status (nom, 8 levels) and user group (nom, 8 levels). The last
variable reflects a self-assigned user group: Academic (25), General Public (253),
Museum Staff (10), Non-Professional (137), Other (26), Professional (5), Student
(33), Teacher (25).

Further preprocessing included removing cases with ‘unknown’ responses
(e.g. for levels of knowledge). We also merged categories (e.g. those with low
counts) to reduce the number of variable categories. For example, we combined
‘daily’, ‘weekly’ and ‘monthly’ frequency of visit into a single ‘regular’ category.
The resulting dataset was reduced to 487 cases. For the purposes of cluster anal-
ysis, the sample size is adequate, according to Qiu and Joe [34] who suggest that
the sample size should be a minimum of 10 times the number of variables.

3.2 Multivariate Analysis

Prior to further analysis, dimensionality reduction was run with categorical vari-
ables. In particular, Multiple Correspondence Analysis (MCA), an extension of
Correspondence Analysis, was used to identify potential relationships between
variables and a lower number of dimensions that can represent the variability in
the dataset without losing important information [35]. MCA is similar to PCA;
however, it can be used on multiple categorical variables. The use of multivariate
analysis enables insight and also helps to confirm our understanding of the data.

We find that the first 5 dimensions account for 34.8% of the variance in
the data. Figure 1 shows an MCA plot for individual variable categories on the
first 2 dimensions (representing 16.2% of variance), with the shading of the
points representing their squared cosine (cos2) score - this measures the degree of
association between variable categories and a particular axis. The plot confirms
what we might expect to see: that variable categories with a similar profile are
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Fig. 1. MCA plot showing grouping of individual variable categories on first 2
dimensions

grouped (e.g., 65+ and retired), that some variables are well represented on the
dimensions (e.g., student, study, retired) and that some variables are negatively
correlated and positioned in opposing quadrants (e.g., expert and CH 5 vs novice
and CH 1-2). The results of this initial analysis also confirmed the findings of
our previous analysis to distinguish characteristics of self-assigned groups [12].

Fig. 2. 2D t-SNE plots showing users by self-assigned groups (left) and PAM clusters
(right)

We also applied non-linear dimensionality reduction using t-SNE that allows
the visualisation of data in a lower-dimensional space, such as 2D, to identify
patterns and trends [36]. Figure 2 shows example t-SNE plots for users by self-
assigned group (left) and assigned cluster (right). We observe that points for the
self-assigned groups are not as clearly separated as compared to those based on
the cluster number.
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3.3 Cluster Analysis

The overall approach to clustering followed the 4 steps in [37]: (i) data prepro-
cessing; (ii) clusterability evaluation; (iii) select and run algorithms; and (iv)
cluster evaluation. In addition to the data preprocessing already described, we
also computed a dissimilarity matrix using Gower distance. For assessing cluster-
ability, we computed the Hopkins statistic and manually inspected a visualisation
of the dissimilarity matrix, looking for blocks of similar colour.

To perform cluster analysis, we reviewed approaches that could be used on
nominal and ordinal categorical data (e.g., [38]). One group of methods is based
on using a dissimilarity matrix (distance-based); another group can be applied
directly to the data and model class probabilities (model-based). We opted for
the simpler first approach whereby a dissimilarity matrix is first computed using
the Gower distance that can handle multiple data types (in this case, using an
adapted version of Manhattan distance for ordinal and the Dice coefficient for
nominal categories). The dissimilarity matrix can then be used with standard
clustering methods. In our case, we used PAM (Partitioning Around Medoids)
[39], a partition-based algorithm that works similarly to k-means clustering, but
cluster centres are restricted to be the observations themselves (i.e., medoids).
Compared to k-means, the algorithm is more robust to noise and outliers and
also has the benefit of having an observation serve as the exemplar for each
cluster, thereby making cluster interpretation easier. Different approaches were
used to determine the optimum number of clusters and evaluate cluster quality.

3.4 Classification

In this work for classification, we use a Random Forest (RF) classifier, a popular
learning algorithm that builds many trees on bootstrapped copies of the training
data [40]. Bagging aggregates the predictions across all trees and commonly gives
good predictive performance with little hyperparameter tuning. For training the
RF model, we split the data into train and test sets (70:30) and apply 5-fold
cross-validation repeatedly (3 times). The Gini coefficient is used as the split
rule for building the trees, and we also apply tuning using a grid search over the
hyperparameter space, varying the mtry and min.node.size parameters. Feature
importance is assessed using impurity. We also experimented with varying the
num.trees parameter (starting with the suggested 10 × number of features) and
settled on 400. The trained model is applied to the test data, and reported
accuracy scores are based on these predictions.

4 Results and Analysis

4.1 Analysing the Self-assigned Groups

We first analysed the data to determine whether the self-assigned groups are
separable. By inspecting the left-hand t-SNE plot in Fig. 2 we can see that the
self-assigned groups, on the whole, tend to spread across the plot, suggesting high
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overlap (including the General Public group). To further test this, we compared
the output of PAM clustering (with k = 8) against the self-assigned groups
using the Adjusted Rand Index (ARI). The result is a very low score of 0.021,
indicating almost no overlap. Classifying the users by their self-assigned group
results in an overall accuracy of 0.5315 (No Information Rate, NIR = 0.4895)
on the test data, which is not that high. However, since a significant fraction is
correctly classified, we hypothesised that using clustering it should be possible
to create a potentially, smaller set of more distinguishable user groups, which
would be easier to cater to.

4.2 Clustering and Classifying All Users

We first checked for cluster tendency using the Hopkins statistic. A resulting
score of 0.1826 is well below 0.5 suggesting the data is clusterable and therefore
suitable for cluster analysis. We next perform cluster analysis on all users to
investigate what groups emerge from the data. Using the fviz nbclust package,
we compute total WSS, average silhouette width and the gap statistic to identify
the optimum number of clusters for PAM. The metrics suggest 3, 3, and 9 cluster
solutions respectively. Opting for the majority solution we perform PAM with
k = 3. The average silhouette width is 0.16 and cluster medoids are shown in
Table 1. The representatives reflect the mode value for each of the categories and
therefore hide some of the variation within the groups.

Table 1. Cluster representatives for PAM clustering (k = 3) of all users

Cluster Visit reason Visit purpose Freq Domain know CH know Location Age Emp status

1 Personal Other First Intermediate 3 World 35–54 Working

2 Personal Pre-visit* First Intermediate 4 Northwest 65+ Retired

3 Personal Pre-visit* Annual Intermediate 3 Merseyside 35–54 Working

*Pre-visit refers to website visitors preparing or planning for a physical museum visit.

However, inspecting the distribution of individual categories and exemplars
within the clusters, we can summarise the clusters as follows:

– Cluster 1 - Online Researchers: part- and full-time workers (including
students) visiting the website for a wide mix of reasons (including work or
study), mainly seeking known items or collections and information about the
museum, often first-time visitors with a range of domain knowledge (mostly
intermediate) but higher CH knowledge, mostly aged between 18 and 54 and
from outside the UK, therefore less likely to visit the museum in person (125
users).

– Cluster 2 - CH Enthusiasts: mostly first-time and annual visitors to the
website for personal reasons, perhaps preparing for a physical visit but also
a range of other museum-related and other purposes, generally intermediate
levels of domain and CH knowledge, predominately working or retired and
aged 55+ and located in the Northwest of England and Merseyside (126
users).
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– Cluster 3 - Local Visiting Workers: Typically, regular users, visiting
the website for personal reasons and to pass time (although in a working
capacity), mostly preparing for a visit to the museum, generally lower level
of domain knowledge but an intermediate level of CH knowledge, mainly in
the 35–64 age range and working from the local Merseyside area (236 users).

Inspecting the t-SNE plot (right) for the PAM clustering in Fig. 2 would
suggest that the clustering forms clear groups - the top right set of points is
clearly representing Cluster 2, which seems to map onto mostly the retired and
CH enthusiasts user group. Cluster 1 at the bottom left includes the student
user group (amongst others). To check the stability of the clusters, we apply
bootstrapping using the R clusterboot package. This runs PAM multiple times
on samples of the data and compares the cluster outputs to determine how many
points remain in the sample. The mean scores (1 = all points remain in the same
cluster) for the 3 clusters are 0.7432, 0.6770 and 0.8044, suggesting the first and
third clusters are the most stable.

Training the Random Forest classifier on clusters from PAM, we obtain an
accuracy of 0.9306 (NIR = 0.4861) on the test data (0.9086 on the training data).
Assessing global feature importance, variables are ranked as follows (by impu-
rity): location (100), age (66.4), visit purpose (58.6), frequency (52.6), employ-
ment (52.5), CH knowledge (14.8), visit reason (6.2) and domain knowledge (0).

4.3 Clustering and Classifying General Public Users

In this section, we focus on the users who have identified themselves as General
Public (or General Users) for the purposes of the survey. As this is a domi-
nant group for NML (and DCH more generally [13,25]), we wanted to establish
the homogeneity of this group, any sub-clusters and their defining character-
istics. In prior work [12], we found that general users could often be distin-
guished as using the museum for personal use, often visiting for the first time,
novice/intermediate domain knowledge, medium levels of CH knowledge, mainly
from Merseyside/Northwest and generally in the mid-life age range.

In Sect. 4.1 we find that when classifying based on all self-assigned groups, the
overall classification accuracy is low (0.5315). Furthermore, performing binary
classification for GP vs Other, we obtain an overall accuracy of 0.6966 (NIR =
0.5172) on the test data. Inspecting the GP class only, we obtain an accuracy of
0.83. Overall, we find the GP group shares similarities with other groups (see the
t-SNE plot in Fig. 2), although there are still potential differences that can be

Table 2. Cluster representatives for PAM clustering (k = 3)

Cluster Visit reason Visit purpose Freq Domain know CH know Location Age Emp status

1 Personal Pre-visit Annual Intermediate 4 Merseyside 35–54 Working

2 Personal Pre-visit First Intermediate 3 Northwest 65+ Retired

3 Personal Pre-visit First Novice 3 England 35–54 Working
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used to automatically distinguish this group, suggesting that the group is fairly
homogeneous.

Prior to performing clustering to identify potential subgroups within the
general public users (236 users), we first check for clusterability using the Hopkins
statistic (0.20) and visual inspection of a visualisation of the dissimilarity matrix.
We conclude that this sub-group may contain clusters. Similarly to clustering all
users with PAM, we start by computing a dissimilarity matrix using the Gower
distance (using daisy). We then seek to identify the optimum number of clusters
using the total within-cluster sum of square (WSS), average silhouette score and
gap statistic. This time all metrics output k = 3, which we use for clustering
with PAM. The resulting clustering has an average silhouette width of 0.18. The
cluster medoids are shown in Table 2. We might summarise the groups as follows:

– Cluster 1 - Regular Website Visiting Local Workers: generally users
mainly visiting the website on a regular or annual basis for personal rea-
sons, including preparing for a visit and seeking museum-related information,
mostly intermediate and higher levels of domain and CH knowledge, working,
aged 35–64 and local to the Merseyside area (99 users).

– Cluster 2 - Local Enthusiasts: also mainly using the site for personal
use (and pass time) and preparing for a visit; however, mostly first-time and
annual website visitors with intermediate levels of domain and CH knowledge,
mostly 55+, retired and from the Northwest and Merseyside (64 users).

– Cluster 3 - First-time Non-local Workers: mostly first-time users of
the website using the website for personal use and to pass time, mostly in
preparation for a visit; generally working with lower levels of domain and
CH knowledge, mostly middle-aged 35–64 and from England but outside the
Merseyside area (73 users).

The RF classifier is trained, with the target variable being the cluster number
from PAM. Using a similar experimental setup as before, we obtain an accuracy
of 0.8841 (NIR = 0.4203) on the test data (0.8980 on training data). Again,
using impurity to calculate global feature importance, the variables are ranked as
follows: employment (100), frequency (68.9), location (62.6), domain knowledge
(50.9), age (50.4), CH knowledge (24.4), visit purpose (7.2) and visit reason (0).

5 Discussion

In this section, we summarise our findings and revisit the questions posed in
Sect. 1.

[RQ1] How do cluster analysis results compare with the self-assigned
groups? The results of the self-assigned groupings differ from the clusters based
on the cluster analysis. This is evident from our analysis in that the self-assigned
groups (using features collected from the users) tend to overlap. This is most
clearly seen in the classification with self-assigned groups as the target feature
where the classification accuracy is very low. In comparison, the groups based on
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clustering are fewer in number (using the simplest solution) and more distinct,
resulting in far higher overall classification scores. We deduce three main cate-
gories of users from the overall data: online researchers, CH enthusiasts and local
visiting workers that may provide much simpler (and more distinct) categories
of users for NML to cater for.

[RQ2] Do sub-groups exist within the self-assigned General Public
group? Much previous work has analysed the rather mystical ‘general public’
user that for NML provide a dominant user category. We find this group seems
largely homogeneous but distinct and separable from the other groups - this is
seen in the far higher classification accuracy for the GP class. However, potential
sub-groups within the GP user group are identifiable, which we have labelled as:
regular website visiting local workers, local enthusiasts, and first-time non-local
workers. The first group may represent off duty teachers from the local area
preparing for a personal visit or searching family history in their own time; the
second group mainly reflects hobbyists and enthusiasts (e.g. interested in local
history and genealogy). Finally, the third group may represent groups such as
culture tourists, who are from outside the local area, arrive at the website and
only view one or two pages before leaving. There are clearly similarities between
the GP sub-groups and clusters obtained using all users (Tables 1 and 2). This
may suggest that we do not need to cater for this group separately as they may
be implicit within all groups already.

[RQ3] Can we classify the users based on the identified clusters? Over-
all, we are able to classify the users based on the features derived from the online
survey and using the groups derived from cluster analysis. We have shown that
the results on the clusters are far higher than the self-assigned groups, although
we do find that the General Public user group can be distinguished using classifi-
cation. This suggests we could automatically identify this group and then apply
cluster analysis to further segment the group if desired.

6 Conclusions and Future Work

In this paper, we have extended prior work on studying users of the National
Museums Liverpool websites using cluster analysis and classification. Based on
a sample of users taken from an online survey, We have shown that a smaller
set of more distinct groups exists, which may be easier to cater for than using
self-assigned groups that commonly overlap and share characteristics. We also
find that the General Public group (often treated as one group) may contain sub-
groups. However, these reflect clusters from all users and may alleviate the need
to model them separately. In future work we plan to experiment with further
approaches for automatically profiling users, such as automated persona gen-
eration, comparing clustering methods and identifying ways of automating the
process to alleviate the need for gathering data from user surveys for categorising
online visitors (e.g., using relevant features from transaction logs).
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Abstract. Humanities scholars face many problems when trying to design, build,
present, and maintain digital humanities projects. To mitigate these problems and
to improve the user experience of digital humanities collections, it is essential to
understand the problems in detail. However, we currently have a fragmented and
incomplete picture of what these problems actually are. This study presents a wide
systematic literature review (SLR) on the problems encountered by humanities
scholars when adopting particular software tools in digital humanities projects.
As a result of this review, this paper finds problems in different categories of
tools used in digital humanities. The practice barriers can be divided into four
types: content, technique, interface, and storage. These results draw a full picture
of problems in tools usage, suggest digital humanities discipline further improve
tools application and offer developers of software designed for humanities scholars
some feedback to make them optimize these tools.

Keywords: Practice barriers · Digital humanities · Systematic literature review

1 Introduction

Digital collections on the web sites of libraries, archives, galleries and museums, are
proliferating and are an increasingly important means of access. Most simply replace
the traditional medium with an electronic version. Keyword search is the primary way
to access the collections, in contrast with their paper counterparts [1].

These web sites have several well-established limitations, both with analysis of the
content, and the methods available to find content [2]. For example, administrators can
find it difficult to provide an effective range of visual presentations of the collection
to help users discover useful information. At the same time, users cannot easily find or
describe the information that theywant, or readily browse casually through the collection
[1, 3]. Digital humanities ultimately aims to create rich and detailed collections that
enable scholars and the public gain new insights into the collectionmaterial. The adoption
of digital technology can help make even complex collections easier to present, and
even reduce some of these problems, particularly when they reduce the complexity of
organising the collection, or improving navigation [4].

Considering the importance of digital humanities research and the complexity of
digital humanities researchers, it is important to both improve individual tools and to
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help developers better select the right tools for digital humanities projects. For example,
many digital humanities projects need programming to achieve the desired effect, but
often humanities scholars who are key to a project are not familiar with information
technology. This hinders the progress and success of projects. Thus, we emphasize the
rising importance of evaluating digital humanities tools to know the practice barriers of
humanities scholar’s using experience. Studies about in-depth evaluation of tools usage in
digital humanities projects is not as much as in digital library [5]. Digital library research
on usability barriers have helped librarians know individual strengths and weaknesses
of different software and give them recommended tools and advises to consider [6, 7].
There is a need for digital humanities tools to do the same work.

This paper focuses on the problems encountered by humanities scholars when
adopting digital tools to create a new collection. Humanities scholars are a key stake-
holder group in DH projects: they account for a large proportion of digital humanities
researchers both in general, and in most DH projects. They also encounter problems
more often when using digital tools, as they necessarily have on average fewer technical
digital skills than IT experts. They are, perhaps most importantly, the discipline experts
and are better placed to make decisions about, and manage, the content. They also are
better placed than technologists to understand the likely uses and users of the collection,
and thus can help improve the user experience of the final collection. The main research
question of this study is what are the practice barriers of humanities scholars in digital
humanities projects. This study presents a systematic literature review (SLR) of tools
usage problems in digital humanities field, digital library field and institution repertories
area, and then produce a framework of practice barriers.

Digital humanities scholarship is facing many challenges with the development that
one of them is the invisible and unsystematic infrastructure. By exploring the humanities
scholars’ practice barriers of using digital humanities tools will make the infrastructure
more robust, user-friendly and sophisticated, which is the key to make digital humanities
projects and community more useful and impactful.

2 Methods

To comprehensively understand humanities scholars’ problems with tools, we per-
formed a Systematic Literature Review (SLR). We adopted an SLR method to avoid
repeating existing research, and identify gaps for future empirical work. SLRs aim to
produce a comprehensive picture of existing knowledge, and seek to avoid citation and
availability biases distorting the picture of the current state of knowledge. We com-
bined the SLR guidelines by Kitchenham and Brereton (2013) [8] with the extensions
to it developed by Martin-Rodilla and Sánchez (2020) [9]. Following that approach,
the process of the systematic literature review found in this paper contains three stages:
first, defining research questions; second, searching appropriate publications; third, data
analysis and synthesis.

2.1 Research Questions

Defining the research questions is the first stage in SLR. The choice of specific research
questions will inform and direct the search strategy, the selection of publications and
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the data analysis. We started with the main research question of this paper: what are the
practice barriers encountered by humanities scholars in digital humanities projects? Our
SLR addresses the following sub-questions:

RQ1: What are the main practice barriers in different categories of tools used in
digital humanities projects or research?

RQ2: Are there relevant publications from digital library research discipline that
can supplement the experiences with digital humanities specifically?

RQ3: Can we develop a framework for the practice barriers encountered by
humanities scholars when using tools in digital humanities projects?

From an initial informal survey of the area, it was clear that there is a modest liter-
ature on the problems that digital humanities scholars encounter when building digital
humanities collections. Furthermore, there were few developedmethods to help evaluate
those problems. Hence, we developed RQ2, which aims to broaden the width of infor-
mation available, but also may provide models of good practice in the tools of closely
related fields. RQ3 more informs our analysis of the literature, as we seek to provide
a structured account of the problems currently being experienced in digital humanities
projects.

2.2 Materials

Searching and selecting high quality publications that match our research aims is critical
to gaining reliable and conclusive research results. Following the approach to SLR we
adopted, there are four steps in this stage, which are source selection, search strategy,
filtered criteria, quality assessment. We will now explain the decisions taken for each of
the four steps of our research.

Source Selection: We primarily used Web of Science as the publication source, and
getting the full text through their original database. Web of Science contains Social Sci-
ences Citation Index (SSCI), Arts & Humanities Citation Index (A&HCI), Conference
Proceedings Citation Index - Social Science & Humanities (CPCI-SSH), which could
satisfy our requirements for publications. With its wide coverage of areas related to
digital humanities, it is particularly likely to give us comprehensive results.

Search Strategy: Due to there being a limited number of papers directly about the
problems scholars experience in practice when developing digital humanities projects,
we extend the scope of search terms and added closely related research disciplines.
Digital humanities tools evaluation studies will reveal the practice barriers of digital
humanities projects. And there are several relevant evaluation studies of tools in the
digital library research area. The followingTable 1 gives a summary of search queries and
the initial number of publications.We provide the full query terms to help reproducibility
and for future researchers to identify future changes in the field.

Besides, keywords search as shown above, we also add some publications that we
already familiarwith about our researchquestions.DavidM.Nichols research teamwrote
4 papers about tools evaluation in digital libraries, and 1 publication about tools usage in
institution repositories. And we add 4 more publications about tools used frequently in
digital humanities projects, which are content management systems, visualization tools,
and text mining tools. Thus, we had 1974 publications in the beginning.
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Table 1. Search queries and the number of resultant publications.

Search queries Number

Topic = ((digital humanities) AND (tool OR software) AND (problem OR
barrier))

105

Topic = ((humanities scholars) AND (tools OR software)) 309

Topic= ((evaluate OR assess) AND (digital humanities) AND (software OR tool)) 82

Topic = ((evaluate OR assess) AND (digital cultural heritage) AND (software OR
tool))

121

Topic = ((evaluation OR assessment) AND (digital library) AND (checklist OR
framework OR model))

799

Topic = ((digital humanities) AND (digital library)) 548

Total 1964

Filtered Criteria: With the change of technologies since 2000, and the rise of digital
repository use and widespread digitisation of humanities materials since then, there is a
strong risk that earliermaterialmay provide problems that are now irrelevant, or resolved,
or overlook problems that have only emerged since. We chose to focus on the limitations
of tools in common use by digital humanities scholars. Tools that are infrequently used,
or only on a small number of projects, may have little influence on the general picture
of digital humanities practice.

The inclusion criteria are:
The language of this publication is English;
The year of this publication is after 2000 to now (03/2021);
This publication needs to focus on tools usage or refers to tools usage;
These tools are suitable for humanities scholars;
This publication discussed the relationship between digital humanities and digital

library.
Applying these criteria,we selected 36 different publications from1974 publications,

referring to evaluation of digital humanities tools and digital library tools, as well as the
relationship between digital humanities and digital libraries.

Quality Assessment: In order to gain the most relevant and high-quality publications,
quality assessment process is essential. We use the following questions as a checklist
to select the final publications for SLR. We adopted the guidance from the original
methodology to address these issues.

Q1: Does this publication have a clear research objective and an appropriate
research method?

Q2: Does this publication have some tools’ problems description or evaluation?
Q3: Does this publication point the practice barriers of humanities scholars or

librarians?
Q4: Does this publication address the relationship between digital humanities and

digital library?
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Q5: Dose this publication refers to specific influencing factors of practice barriers?
Through answering yes (Y) or no (N) of above questions and evaluating the quality

of these publications by scores (Y = 1 point, N= 0 point), each publication will have a
result of quality assessment. The final publications needed to have a score higher than
3 points (out of 5). And if the publication gets Y in Q4, it can be adopted directly. The
SLR final selected material for analysis was 28 publications.

2.3 Data Analysis

By browsing the evaluation criteria and conclusion parts in publications carefully, we
extracted the key relevant information about problems of tools usage faced by humanities
scholars from each of the 28 selected publications. From these noted we then integrated
related ideas and concepts found in different papers to produce a holistic synthesis.
Analysis was driven by, but not limited to, the three main research questions. Following
the original methodology, there were two stages: general analysis identified the overview
of the publications about practice barriers of humanities scholars in tools usage during
building digital humanities projects, and research methods of them. Detailed analysis
interconnected these insights around the research questions.

3 Results

The results of this study are presented in five parts. The first section is a general analysis
of the 28 publications, including which tools they address and the research methods.
The next section focuses on practice barriers for each specific tool type, then we turn
to the relationship between digital humanities and digital libraries. Then, we begin to
develop a framework of practice barriers faced by digital humanities scholars in creating
digital collections. The framework consists of content, technique, interface and storage
four parts. Finally, we summarized this SLR.

3.1 General Analysis

Overview
The studies focus on the main research question ‘What are the practice barriers encoun-
tered by humanities scholars in digital humanities projects?’ can be divided into two
general groups: first, those that focus on infrastructural problems; second, those that
focus on specific tools. We will consider these in turn.

10 studies discussed the practice barriers encountered by humanities scholars in dig-
ital humanities projects from the whole infrastructure aspect. Digital humanities infras-
tructure means the research environment of technology facilities when digital human-
ities scholars engaged in digital humanities projects, which could conclude software,
hardware, dataset, institution, investment and people. The current problems of digital
humanities infrastructure would refer to following aspects:
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Software: Lack of interoperability, the problem of software sustainability [10], Insuffi-
cient functionalities [11, 12], long processing time [13].
Hardware: Problems of storage and download [12].
Dataset: Homogeneous metadata [13–16], unsupported data format [12].
Institution: Insufficient assistant support [13, 17, 18], lack of physical space and digital
humanities scholars [18], ignore the importance of digital humanities research center
[18].
Investment: Lack of funding for tools development and sustainable usage [18], time and
labor required [12].
People: Lack of professional technical skills [11–13], ignore the importance of digital
humanities tools [19].

11 studies examined the practice barriers in digital humanities projects through the
lens of one or more specific tools. The digital humanities tools contain semantic enrich-
ment tools, such as Recogito, Ontotext; content management systems, such as Scalar,
DSpace, WordPress; visualization tools, such as OWL-VisMod, Gephi; text analysis
tools, such as Voyant, TAPoR; and text mining tools, such as GATE, MONK. In this
paper, we divided them into three tool types. The following Table 2 gives a summary of
these tools.

Table 2. Types of tools and the number of papers.

Tool types Papers Tools

Project-making tools Semantic enrichment tools 1 Pelagios, Ontotext, BgLinks,
VocMatch

Content management systems 3 Omeka, Scalar

Visualization tools Visual modeling tools 1 OWL-VisMod

Network visualization tools 1 Gephi

Content analysis tools Text analysis tools 2 Voyant, TAPoR

Text mining tools 3 MOOK, GATE, ATLAS.ti,
STING

Research Methods Used
The research methods of the 28 publications can be divided into qualitative and quantita-
tive methods. Most of the qualitative studies use semi-structure interviews to gather data
[5, 20, 21]. Researchers can produce in-depth and specific insights from the rich data
of face-to-face interviews. Other studies adopted a case study method or a participant-
observer method to allow a focus on pre-determined research questions, rather than on
themes that emerged from the research data [12, 22]. Case studies can also produce
specific recommendations for a particular development problem. Turning to quantita-
tive studies, Ying (2010) examined the patterns of the frequency distribution of prob-
lems reported in interviews. They focused on pre-determined criteria and the relative
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important of a criterion would be indicated by its frequency [7]. A research method
that combines quantitative and qualitative analysis is comprehensive checklists [6]. The
checklist inspection method is appropriate for systematic evaluation of problems: the
checklist formats captures each criterion explicitly so that researchers can check them
in sequence, and detail the specific problem accordingly.

3.2 Practice Barriers in Different Categories of Tools

The first research question is RQ1: What are the main practice barriers in different cat-
egories of tools used in digital humanities projects or research? Following our chosen
methodology, we organized results by the three types of digital humanities tools found
during our general analysis: project-making tools, visualization tools, and content anal-
ysis tools. Reviewing the problems encountered with these three types of tool will allow
us to identify similarities and differences between the three categories.

For project-making tools, the problems focus on how well the technology enables
effective content creation. For example, semantic enrichment tools have been evalu-
ated comparatively on a sample dataset from Europeana, and the mechanisms for dis-
ambiguating data, and quality issues of both technology and datasets are the primary
reported problems [23]. In the case of Scalar, a digital humanity publishing platform
for media-rich projects, interviews found many usability issues and, critically, a mis-
match between users’ mental models of creation and the corresponding content creation
processes in Scalar [20]. Problems were also found in content management systems
commonly used in digital humanities projects: e.g. Omeka cannot have interactive and
exploratory items [24], and Omeka needs more user engagement and user education
[22].

For visualization tools, the reported problems mostly concern the interface. OWL-
VisMod, a visual modeling tool for OWL ontologies, was evaluated from the view of the
human-computer interaction. A usability evaluation identified several recurring practice
barriers. First, the visualizations can be confusing until the user becomes completely
familiar with the domain and visual presentation; Second, the help function should be
clearer and enriched with videos and images to help users use this tool [25]. In another
study Gephi, a popular network visualization software, was critiqued by researchers
investigating how to evaluate tools. They found several criteria, such as the proficiency
of researchers, open source or not, and compatibility with hardware [26].

For content analysis tools, the problemsmainly refer to specific contentmanagement.
By evaluation of online text analysis tools including Voyant and TAPoR by interview
and task design methods, the practice barriers among using these tools are simple data
visualization not satisfying users’ dynamic and interactive demands, coordination of
different tools, flexibility of changing or updating content, and collaborative practice
[5]. Miller (2018) also explore the accessibility limitations of Voyant [27]. GATE, a tool
used for sentiment analysis, was improved by addingmultiple language plugins, as many
practice barriers are languages issues andmultilingual text disambiguation [28].MONK,
a web-based text mining software, faces the challenges that its technology is not flexible
and granular enough to meet DH needs. Furthermore, MONK is designed for small
dataset, so there are some usability problems when facing large volumes of data [29].
ATLAS.ti has restricted visualization andSTING is not available via aweb interface [30].
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A systematic literature review of textual analysis tools offers several influencing factors
in their selection and use, which are availability, visualization techniques employed,
theoretical framework supported, collaborative editing, and reuse software mechanisms
[9].

3.3 Practice Barriers in Relevant Research Discipline

The second research question is RQ2: Are there any relevant publications in digital
library research discipline can offer some references? Compared with digital library
(DL) applications, digital humanities projects focus more on exhibiting specific content
and the interpretation of data. So, we cannot just assume the tool application methods of
digital libraries that improve usability and utility will work directly in digital humanities.
However, the evaluation concepts and criteria can draw from DL experiences, because
they have some similarities in institutions and roles.

Digital humanities has similar research institutions to many digital libraries. DLs are
deployed in libraries and research in information- and-library-science schools. Digital
humanities has potential connection both to libraries and information and libraryScience.
According to the NewCompanion to Digital Humanities (2016), of 55 digital humanities
scholars, ten are affiliated with Information and Library Science programs, five with
libraries, and thirteen with digital humanities centers. Information and library Science
curricula increasingly include digital humanities content [31].

The research roles of digital humanities and DL are also similar. The DL domain
includes librarians and developers. There are also similarities between humanists and
librarians, e.g. a lacking of programming expertise, familiarity with humanities research
methods, and large volumes of raw data. With the increasing collaboration between
digital humanities and digital libraries, the lines separating the humanities scholars, the
librarians, the editor, and the information technology expert are blurring [32].

Thus, drawing influential practice barriers found when evaluating digital human-
ities tools would help expand this literature review. There are several evaluations of
digital library tools. Ying (2010) interviewed with DL administrators, developers, and
researchers and examined the frequency distribution of digital library evaluation criteria.
The important evaluation dimensions: are usefulness and ease of understanding in con-
tent, interoperability, effectiveness, and reliability in technology, ease of use, appropri-
ateness, and effectiveness in interface, responsiveness, accessibility, and gaps in service,
productivity, successfulness, and learning effects in user, sustainability and integrity in
context [7]. Hoe-Lian Goh (2006) used a checklist to evaluate the CERN document
server (CDSware), EPrints, Greenstone and Fedora, and the evaluation criteria related
to practice barriers are content management, content acquisition, search support, access
control and privacy, preservation andmaintenance [6]. Gkoumas (2015) evaluated 13DL
tools, proposing two common problems which are poorer language support for less pop-
ular languages and usability problems about unexpected actions or some unimplemented
options [33].

Digital institution repositories are a specific type of digital library used for schol-
ars. Digital institution repositories have richer metadata schemes than DL, but have less
maturity than DLs. These features are shared between repositories and digital human-
ities. Nichols (2009) interviewed several repository managers who were working with
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commonly uses systems, including Digital Commons, DSpace, Eprints, and Fedora,
and got feedback about influencing factors, which are usefulness, cost of correcting,
availability and archiving issues [21].

3.4 The Framework of Practice Barriers

The third research question isRQ3: Can we develop a framework for practice barriers of
humanities scholars using tools in digital humanities projects? From the SLR, practice
barriers faced by humanities scholars in digital humanities projects can be listed as
different influencing factors. We summarize them through the sequence of designing,
building, presenting and maintaining digital humanities projects, and divide them into
four aspects, which are content, technique, interface, sustainability. Table 3 shows the
frameworkof influencing factors of practice barrierswhich contains sources andmeaning
of these influencing factors.

3.5 Summary

According to the SLR, the practice barriers faced by humanities scholars in digital
humanities projects particularly involve two issues: infrastructure problems and specific
tools’ problem. The infrastructure problems relate to software, hardware, dataset, insti-
tution, investment and people. While the tools’ problems can be divided into difficulties
around content, technique, interface and storage; the problems emerge from different
kinds of tool used across the whole development process of digital humanities projects,
including designing, building, presenting and maintaining.

Some practice barriers are both founded in infrastructure problems and tools’ prob-
lems, which are software problems about interoperability, sustainability, functions and
processing time; hardware problems about storage and download; homogenous dataset
problems; storage sustainability problems causing by insufficient investment; and prob-
lems of people without professional skills. However, the infrastructure problems further
indicated that the research institutions and humanities scholars ignored the importance
of digital humanities research, and the institutions should put more efforts in digital
humanities research centers construction.

Based on the specific practice barriers of tools usage, we found many influencing
factors in Table 3 are also mentioned in Usability Evaluation Model and Technology
Acceptance Model. The practice barriers about technique are the most related to some
variables of these two models: related variables in Usability Evaluation Model are lan-
guage, technique, efficiency, level of experience and level of complexity [35]; related
variables in Technology Acceptance Model are ease of use, compatibility, complexity,
accessibility, system quality and prior experience [36]. Usability Evaluation Model also
mentioned modeling competence which is the same as matching ability in Table 3. Thus,
the special influencing factors of practice barriers faced by digital humanities scholars
are flexibility, collaboration, disambiguation, content management and completeness of
content; quality, interoperability, assistance and no code of technique; and all influencing
factors in interface and storage part.
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Table 3. The framework of influencing factors of practice barriers.

Aspect Influencing
factors

Meaning Sources

Content Matching ability Match between users’ mental
models and system regarding
function & interaction

[9, 13, 16, 20, 21, 23]

Flexibility Can expand and revise content [5, 9]

Collaboration Collaborative editing [5, 9]

Disambiguation Making complex and
heterogeneous resources work
together

[23, 28] [13–16]

Content
management

Cost of money, time and labor;
Functions of submitting content

[6, 34]

Completeness All of the dataset is available and
accessible

[13–15, 19, 27, 34]

Technique Ease of use Low complexity and intuitive to
use

[7, 19, 25]

Efficiency Useful and effective support of
user goals

[7, 9, 20, 26]

Proficiency Required technical skill level(s) of
users

[11, 13, 19, 26]

Quality Functionality of final system [11, 23, 33]

Interoperability Can share/connect with other
systems

[7, 13, 34]

Assistance Support of communities, resources
and tool

[12, 13, 17]

No code Full comprehension of the
programming code is not
mandatory

[13]

Interface Visualization Dynamic and interactive
visualization

[5, 9, 24]

Language Multi-language support [28, 33]

Responsiveness Response speed of webpage [7, 13]

Search support Varied and effective tools for
search and browse

[6, 14, 15]

Storage Compatibility Compatibility with hardware [26]

Sustainability Long term use and storage [7, 34]

Integrity Keeps the dataset uncorrupted and
unmodified

[7, 14]

Safety Privacy protection, preservation of
data

[6, 21]

Funding Continuous financial support [34]
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4 Conclusion

As it has been shown throughout this paper, the practice of humanities scholars in
digital humanities projects presents many problems which hindered the development of
digital humanities scholarship. This paper makes value contributions in practice barriers
identify and tools improvement. The following steps of this research would be some
interview to deeper understand the common problems and reveal some unprecedented
problems. In the future, we will do research about digital resource aggregation that can
help humanities scholars solve these practice barriers in some extent.
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Abstract. Heritage institutions are exploring new ways to open up their
digital collections. In this context, the KB, national library of the Nether-
lands, has built a data-driven demonstration website based on historical
newspapers. This website centers around a currently relevant topic due to
the Covid-19 crisis: pandemics. A Toolbox with Notebooks and a sam-
ple data set is provided to support students and starting researchers.
This paper describes the data selection process, the functionality of the
website and corresponding Toolbox, as well as the initial reception.

Keywords: Digital cultural heritage · Digital libraries · User
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1 Introduction

Most heritage institutions provide a straight-forward way of searching through
their digital collections. Users specify a search query and a list with snippets
of results is returned. Such an interface works fine when users know what they
are looking for, but is not well suited for exploration of a specific topic. An
alternative to searching is browsing, but due to how digital collections are often
displayed, browsing is not enticing for users [8,12].

Several studies suggest other ways of displaying digital collections, such as
a topic-based search interface, in which results are clustered based on a certain
topic [8]. Furthermore, institutions can decide to display their textual search
results through visualisations [4]. This can, among others, be used to create
summaries of the textual data. A benefit of visualisations is the ease with which
users can extract information from them [4,9].

Since heritage institutions started digitizing their collections, the use of these
collections has changed. A lot of research shifted from mainly manually research-
ing collections to using computer science techniques [10]. In our experience, it
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often occurs that students or starting researchers are interested in working with
digital collections, but lack the skills needed for analysing large amounts of tex-
tual data.

Recently, various heritage institutions started experimenting with new ways
of exposing their data and providing tools for researchers querying their col-
lections. This is often done by offering ‘Workbenches’ that contain Notebooks:
open-source web applications consisting of code and documentation [2,3,11].

The KB, national library of the Netherlands, has closely followed these devel-
opments, and decided to set up an experimental data-driven demonstration web-
site. The aim of this website is to examine new ways of displaying the historical
newspaper collection of the KB. We created a topic-based website (in Dutch)
(http://delpher demo.kbresearch.nl/) [5], with a relevant topic for the year
2020 due to the Covid-19 crisis: pandemics. The website provides four pandemic
related categories, from which users can choose to start their exploratory journey
through related historical news articles. The results are summarised by using a
timeline and various other visualisations. We deliberately used rather basic visu-
alisations, to be able to provide entry-level demonstration code. A Toolbox with
example data and Notebooks is provided for those who are interested in per-
forming these analyses themselves (https://github.com/KBNLresearch/delpher
demo) [6].

In this paper we describe the data collection process and the functionality of
the website and Toolbox, after which we conclude with the initial reception of
the website.

2 Data Collection

The data used for the website is collected from Delpher, a digital heritage archive
that provides access to historical books, periodicals and newspapers [7]. For this
project, we used the historical newspaper collection.

We started with the selection of pandemic related words by analysing a col-
lection of 295.612 European news articles about Covid-19. These articles were
retrieved through the Aylien Coronavirus News dataset [1]. Out of the 50 most
commonly used words from these articles, we extracted pandemic related words.
This led to the following set: corona, pandemic, outbreak, infection, spread, virus,
disease and quarantine. The word ‘corona’ was excluded because there were less
then ten articles about this disease in the Delpher news archive. Instead, we
added the words ‘flu’ and ‘influenza’ to the set. During the development of the
website (November 2020), vaccines and immunity were a hot topic in the Nether-
lands. Therefore the words ‘vaccine’ and ‘immunity’ were included. Finally, we
decided to add ‘Spanish flu’, since this was a noteworthy pandemic in history.
The end result was a set of twelve keywords, which we translated to Dutch.

We chose four of these keywords to use as main categories around which the
site was built: ‘pandemic’, ‘outbreak’, ‘immunity’ and ‘Spanish flu’. We collected
all articles from Delpher in which at least one of these four words was present.
Then, we prepared the data for further use on the website, and enriched it by

https://github.com/KBNLresearch/delpher_demo
https://github.com/KBNLresearch/delpher_demo
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adding metadata about which categories and keywords belong to which article.
The remaining keywords where used as sub selections for more in-depth analyses
on the website.

3 Tool Description

The homepage presents an introduction and four buttons, each containing a cat-
egory. The buttons navigate to a page dedicated to this category. Each category
page shows a timeline. This timeline shows all the years in which at least one
news article from this category was found. Furthermore, the page displays some
descriptive analyses. The number of total articles is shown and the content of
all articles is summarized in a word cloud. This word cloud shows the 20 most
common words from these articles based on their frequency. We only altered the
results by removing stop words. The font size and frequency of a word are cor-
related, which means that a word appears bigger when the frequency is higher
(see Fig. 2).

The page also displays a line chart showing the number of found articles per
year. This can be switched to a bar chart that shows the number of articles
per keyword. The user can scroll through the timeline to discover the various
years in which articles were found. By selecting a year, the before mentioned
descriptive analyses adapt to the selection. The page is also extended with but-
tons for keywords that were found in the articles corresponding to this selection.
Furthermore, a bar chart with the number of articles per keyword is shown (see
Fig. 1).

Fig. 1. Overview of the website once a main category and a year are selected.

When a further selection is made by choosing a keyword, a word tree is
displayed. The word tree shows the relationship between keywords that are co-
occurring in the articles. The bigger the font size, the more frequent the words
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occur together (see Fig. 2). The word tree is set as default, but the user can
switch back to the bar chart.

Fig. 2. Examples of a word cloud (left) and a word tree (right) for the category ‘pan-
demic’ for the year 1927 and with ‘ziekte’ (disease) as selected keyword.

The page contains a link to the original scans of the selected articles, to give
users the opportunity to explore them on Delpher. Clicking on the words in the
word cloud also navigates to Delpher. In that case, the Delpher result is further
narrowed down to not only the category, but also to the corresponding word in
the word cloud and, if applicable, the earlier selected keyword.

There is an option to download a file with metadata and a ‘bag of words’ of
each article from the current selection. Finally, a link to the Toolbox is provided.

4 Toolbox: Example Data and Jupyter Notebooks

We provided a Toolbox for students or starting researchers to help them getting
started with analysing textual data themselves. The Toolbox is a Github repos-
itory containing Jupyter Notebooks and example data. The Notebooks guide
users through basic preparation and analysis techniques. Users can also down-
load data sets from the demonstration website and use them for further analysis.

The complete code of the demonstration website was also made available.
This code can be used as a starting point for creating other topic-based websites
or to make an improved version of our website.

5 Conclusion

The demonstration website was promoted through several social media channels.
The feedback we received was positive. Users liked the way they where able to
explore topics. They particularly liked the timelines and word clouds, and the
fact that the website was showcasing a currently relevant topic. Multiple request
where made for more information about how to replicate the visualisations, after
which we showed them the Toolbox. Thus, a recommendation for further devel-
opment would be to give the Toolbox a more prominent place on the website.
To determine the actual added value of this website, a more comprehensive eval-
uation is desirable in the near future.
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