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Preface

This book contains 14 chapters which are full papers of selected presentations
from the International Conference of Polish Society of Biomechanics
(BIOMECHANICS 2020). This conference takes place in 2021, as the global
pandemic outburst of SARS-COV-2 in December 2019 made the (planned)
organization of the conference in September 2020 impossible. One year later, in
September 2021, the traditional meeting in conference halls, face-to-face with
invited lecturers, colleagues from various institutions and countries, representatives
of commercial partners, is still impossible. Therefore, the meeting is in an online
format. Of course, this is not a perfect solution, but the best we can offer. Long
breaks in meetings and conferences are not beneficial for the scientific community,
as the interchange of ideas, discussions, and critical comments push the research
work forward. That was the reason behind the decision to organize the meeting this
year — now in the new virtual world.

The restrictions related to SARS-COV-2 have influenced and continue to affect
daily life but also the research. In many institutions, experimental research had to be
suspended due to the closure of laboratories. It was not possible to invite subjects
and patients to participate in research projects. In many universities, distance
learning took teachers/researchers longer time than traditional learning. The
researcher therefore had less time for scientific development. In some places, a big
problem is the lack of funding due to pandemic time. Despite all these problems, the
organizing committee of BIOMECHANICS 2020 received many interesting
abstracts from various fields of biomechanics: sports biomechanics, clinical
movement analysis, biomaterials, bioengineering, and many others. This book
offers 14 full-length papers from different parts of modern biomechanics, which we
hope can be of interest not only for the scientists but also for the students. We hope
that the book will inspire you for further research.
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Biomechanical Aspects of in Vitro Fertilization

Liliya Batyuk1, Anatoly Khalin2, and Natalia Kizilova3(B)

1 Kharkiv National Medical University, Nauki 2, Kharkov 61022, Ukraine
2 Kharkiv National University, Svobody 4, Kharkov 61022, Ukraine

3 Warsaw University of Technology, Nowowiejska 24, 00-665 Warsaw, Poland

Abstract. During the last decades, in vitro fertilization (IVF) became one of the
most demanded reproductive technologies used for infertility treatment. Despite
the significant efforts, the percentage of successful procedures remains moderate
(<50%). It is shown, the percentage of successful IVF could be increased by a
patient-specific embryo transfer based on the preliminary biomechanical and CFD
analyses.A detailed reviewon different aspects of the IVFprocedure is given. CFD
simulations on the embryo transfer with tubular fluid and air bubble through a thin
rigid tube (catheter) have been carried out. The following parameters were found
to be the most influencing on the embryo transfer to the fundus: (i) the injection
time IT, (ii) the distance of the catheter tip to fundus; (iii) the injected volume
during the first stage; (iv) duration of the second stage; (v) the withdrawal speed
at which the catheter is removed at the last stage; (vi) the volume replacement
during catheter withdrawal. The IT, catheter load speed and cumulative shear
stress over the particle during the IT were found the main prognostic factors of
the IVF success.

Keywords: In vitro fertilization (IVF) · Embryo · Viscoelasticity · Damage ·
Computational fluid dynamics

1 Introduction

In vitro fertilization (IVF) is one of the widely known types of assisted reproductive
technologies that includes artificial fertilization of the preliminary collected eggs, their
culture during 4–6 days and further embryo transfer (ET) and its implantation into the
uterus. The success of the IVF is estimated by the pregnancy rate (PR) that significantly
depends on the age and a series of other factors of the women; it varies between PR =
39.6% at the age <35 to PR = 11.5% at the age >40 [1]. Mechanical factors play an
essential role in cell divisions and embryo development [2], locomotion and invasion [3],
differentiation [4], mechanotransduction [5], apoptosis [6], cell proliferation, gene and
protein expression [7, 8]. Any variations in the mechanical environment influence the
mechanical tension within the cytoskeleton of living cells that is a critical regulator of
their biological function [5, 7], that will ultimately affect the respective functionalities.
Mechanical inputs play a major role in regulating cell fate and function at the molecular
level [9], and a cell’s internal state is also reflected in its mechanical properties like
elasticity, viscosity and dielectric coefficients [10–13].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. Hadamus et al. (Eds.): BIOMECHANICS 2021, LNNS 328, pp. 1–16, 2022.
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During the last decade, the following aspects of IVF have been intensively discussed
in literature [14–22]:

1) estimation of mechanical factors crucial for successful IVF and ET;
2) elasticity and viscosity of the embryo as indicators of its state and development;
3) microfluidic systems for embryo development at dynamical mechanical conditions;
4) development of robotic assisted equipment for IVF, embryo development and ET;
5) elaboration of the patient specific technique of ET.

2 Biofluid Mechanics of Reproduction

2.1 Mechanical Properties of Embryos

Each fertilized egg (oocyte) develops through the following stages: (I)morula,when cells
have rapidly mitotically divided to produce a solid mass of 12–15 cells; (II) blastula or
blastocyst that consists of an outer layer, an inner cell mass and a fluid-filled cavity; (III)
blastocyst hatching (i.e. lost of the zona pellucid (ZP) which is a specialized extracellular
matrix surrounding the developing oocyte within the ovary) followed by its free floating;
(IV) implantation into the fundus. Structure and mechanical properties of the embryo at
the stages I–IV differ significantly.

ZP (Fig. 1a) forms a multilaminar spherical shell of remarkably uniform thickness
(5–10 µm) and a negligible flexural rigidity [23] that plays an essential role in both
natural and in vitro fertilization [24]. ZP is a glycoprotein gel that can be modeled as
viscoelasticMaxwell body [25]. The oocyte is free of residual membrane stress and after
compression it recovers its initial shape with no residual deformations. The mechanical
parameters of the oocyte and ZP can be measured in micropipette experiments (Fig. 1a).
Embryo and oocyte stiffnesses are correlated, indicating that theremay be a link between
mechanics and viability [26–28].

After fertilization the mean Young’s modulus of the ZP demonstrates a 1.8–2.4-fold
increase preventing the oocyte from polyspermy [23, 29]. Starting from the 8-cell stage
with cell divisions and gradual transition to the morula stage, ZP gradually softens again
allowing further enlargement of the embryo [27, 28]. Therefore, the Young’s modules
of the ZP at different stages are known from the aspiration tests and some microfluidic
experiments [3, 19, 22]. It was shown, the aged mice oocytes are significantly softer and
demonstrate bigger relaxation times than the young oocytes [30]. Elastic modules (E)
and apparent viscosities (η) of the embryo cells at the stages I, II, III were measured
as E = (0.9 ± 0.4;0.4 ± 0.2;0.4 ± 0.1) kPa and η = (166 ± 81;77 ± 37;40 ± 15)
Pa · s accordingly [31]. The embryos are very sensitive to mechanical properties of
the substrate, i.e. the elasticity of the culture environment and the forces exerted over
their surface. At the natural conditions, the stiffness of the uterine epithelium is ~1 kPa.
Normally developed and damaged embryos are mechanically more strength than the
damaged ones with blastomere fragmentation [32]. It was shown, the viability of the
embryo at the 4-cell stage can be predicted with 90% sensitivity and 91% specificity
based on the combination of mechanical (E1, η1) and two cell cycle parameters.

Based on the measurement data, several theoretical models of the embryo with ZP as
an elastic incompressible half-space (half-space model), an elastic compressible bilayer
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(2-layered model), and an elastic compressible shell (shell model) have been proposed
[23]. The experimental studies with micropipette shown the layered and shell models are
more precise.An equivalent rheologicalmodel as amodification of theZener viscoelastic
body (Fig. 1b) with, E1 = 0.3 N/m, E2 = 0.12 N/m, η2 = 0.59 N ·s/m has been proposed
in [33].

Fig. 1. Aspiration of the oocyte into a micropipetter (a) and its rheological model (b); H and h are
the thickness of ZP outside and inside the pipette with inner diameter D, �p is applied negative
pressure; L is the aspiration length, E1,2 and η1,2 are elastic and viscous moduli.

2.2 Peristaltic Wave Propagation and Oscillatory Fluid Dynamics

Fluid dynamics aspects of the embryo development are connected with permanent fluid
motion in the oviduct and uterus due to their smooth muscle contraction and beating of
the ciliated epithelial cells [34]. Their importancewas examined both experimentally and
theoretically anddifferentmechanical and electric properties of the tubular, ampulary and
isthmic fluids have been shown [34, 35]. The embryo movement along the oviduct to the
fundus is provided by ciliary beating of the epithelial cells; contraction of the smooth
muscle; flows of the fluids secreted; thermotaxis due to the temperature differences
(~0.02 C) in different parts of the uterus.

Cilia beating generate a continuous fluid stream that extends up to ~0.5 mm over
the tips of the cilia. Therefore, it is highly probable that the embryos are not moved by
a cilia stroke directly acting upon them but by the continuous fluid flow generated by
the cilia beating with frequencies f = 5–20 Hz [36]. The embryo transportation can be
conducted by both direct contact of the moving cilia with its surface and by the drag
force (∼ 1.1 · 10−9 N) produced by the fluids accelerated by the cilia contractions [37].
The cilium beat has the following characteristics: (i) its rate is remarkably uniform, and
(ii) the beat of a particular cilium and its adjacent cilium appears to be well coordinated
and generate a wave with the period ~2.5 s and length λ ∼ 500 µm [38]. The decreased
ciliation and low cilia beat frequency are observed in women with obstructive tubal
infertility [39]. The mechanics of viscous-dominated microscale flow in vivo, including
time-reversal symmetry, drag anisotropy of slender bodies, and wall effects have been
reviewed in [40]. Therefore, in the oviduct the embryo is subjected to the following
dynamical forces [41]:
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1) shear stress produced by tubal fluid flow;
2) compression by peristaltic tubal wall movement;
3) buoyancy due to differences in the density;
4) kinetic friction forces between the embryo and cilia.

All the factors lead to an average ovum velocity ~0.1 µm/s that can be increased to
3.8–6.8 µm/s by smooth muscle contraction of the walls. Fluid movements produced
by wall peristalsis are similar to those induced by beating cilia and reach an average
velocity of ~8.6 µm/s [36]. The motion of the embryo along the oviduct is not uniform.
At some stages and conditions it could be accelerated or decelerated and even stopped by
the active embryo-maternal interactions to provide the needed maturation of the embryo
before delivering it to the fundus [42].

Based on the data that in vivo an embryo is naturally exposed to constant vibrations
of ~6 Hzwith the gradual increase to ~20Hz, a new approach to in vitro culture of human
embryos with natural type mechanical micro-vibrations has been proposed [41]. It was
shown, in the group of patients who underwent the IVT of the embryo(s) grown in vitro
under mechanical vibrations the pregnancy rate was higher.

2.3 Mathematical Modeling of the Natural Embryo Transportation

In earlier analytical studies (1965–1985) simplified models has been elaborated, includ-
ing infinite symmetric circular channels, inviscid fluids, small-amplitude oscillations,
infinite wavelength, and elastic walls. Later studies accounted for the finite-length
nonuniform channels, viscous fluids, non-steady low Reynolds number flows, finite
wavelength and viscoelastic wall [34, 43, 44] and peristaltic flows of non-Newtonian
viscoelastic fluids [45]. A 2D rectangle and tapered channel models with the walls oscil-
lated sinusoidally with a phase shift �ϕ, have been developed and solved based on the
lubrication theory [46]. It was shown, the transport phenomena are strongly affected by
�ϕ. A two-layer flow with an inner layer through which the egg moves was coupled
with an outer layer through which flow is assumed to be driven by the pressure gradient
only [47]. The ciliary sublayer at the interface of the inner and outer layers was modeled
by a distribution of volume forces produced by the cilia beating and muscle contraction.

A stochastic model of ovum transport based on Langevin’s diffusion equation was
proposed in [48]. The embryo motion was considered as one-dimensional randomwalks
in a field of external force that included ciliary beating, smooth muscle contractions and
the frictional force produced by the viscous fluid. The model predicted the leading role
of cilia activity in fast transport of the embryo.

For Stokes flow, the grid-free method of regularized Stokeslets that restores the flow
field from a distribution of regularized forces supported by the immersed boundary can
be used. The models of cilia beating [34], peristaltic pumping of solid particles [34], and
3d swimming [49, 50] have also been studied based on the immersed boundary method
(IBM). The coupling between the wall movement and the fluid flow can be described as
a fluid-structure interaction (FSI) problem and solved by the IBM, finite element (FEM)
and finite volume (FVM) methods. Nowadays the FSI modeling and FEM simulations
is the most popular approach to the embryo transportation problem in vivo and in vitro.
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2.4 Biomechanical Aspects of IVF

In vitro ET remains the most inefficient step in IVF procedure and limiting component
to its success rate [51]. While fertilization in the laboratory is achieved at relatively high
success rates (>90%), the maximum chance of pregnancy per cycle is <20% in healthy
couples [52]. Only top clinics report PR>40%, while others have PR<10% and even in
developed countries the number of clinics with a low PR is very high. Depending on the
IVT technique, a pregnancy rate of 33.3% is considered as excellent transplantations and
10.5% as poor ones. Among other hypotheses, it was suggested that mechanical factors,
such as catheter type, method of loading the catheter, placement of the catheter tip and
injection speed (IS) may be the cause for the low PR. Therefore, methods to improve the
effectiveness of ET are needed. The IS, the time between the end of the injection and
the catheter withdrawal, the withdrawal speed are important fluid dynamics parameters
that may have an effect on the result of the ET procedure [53].

Standard IVT procedure starts with a proper positioning of the patient, proper posi-
tioning of the catheter in the uterine cavity (Fig. 2a) under guidance of abdominal
ultrasonography (USG). Then, the inner catheter with a soft tip preliminary loaded with
the embryo(s) is placed inside the outer one by the laboratory technician or embryolo-
gist. The ‘3-drop technique’ when a drop of medium (Embryo-Glue®) containing the
embryo is separated from a preceding and following drops by air bubbles (Fig. 2b) is
commonly accepted [54]. The air bubbles are visible by USG abd serve as markers for
correct embryo’s placement in the uterus. To minimize the risk of retained embryos, the
catheter should be slowly withdrawn. Nevertheless, there is no unified point of view on
the recommended times and speeds of the withdrawal.

Fig. 2. Scheme of the embryo transfer (a) and the catheter tip loading (b)

2.5 Experimental studies on the uterine models

The IVT procedure with a loaded catheter (Fig. 2b) has been reproduced on a glycerin-
filled rigid transparent model that imitated the inner cavity of the uterus (Fig. 3a). The
model was installed on a plate inclined between 0–30° above the horizontal plane to
repeat possible orientations of the uterus during the real ET procedure [55]. The trans-
ferred liquid was colored with a dye and its injection was recorded by a video camera.
An example of the recording is given in Fig. 3b.
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a b

Fig. 3. A scheme of the experimental model for the laboratory simulations of ET (a) and possible
trajectories of the bubbles with embryos (black) and transported liwuid (grey); e, f and g, h are
successful and unsuccessful locations of the bubbles at the fundus.

As it was shown in the experimental studies on the model, its inclination angle
influences the bubble formation and transportation of the embryo in the transferred fluid
together with the bubble to the fundus via influencing the buoyancy forces [55]. Thus,
the ET procedure must be performed at a patient-specific position in which the fundus
location is exactly ahead of the buoyancy-driven trajectory of the bubble. In in vivo
conditions this trajectory will also be influences by the active oscillatory forces produced
by the soft tissues and fluid flows, that makes the decision making much more difficult.
It was demonstrated that the air bubbles did not move after immediate ambulation after
transfer in 94.1% of the cases [56] which means the fluid dynamics of the IVT is still
poor understood.

It was confirmed that the underlying dynamics of the ET highly depends on the
individual uterine anatomy (size, inclination angle), type and location of the catheter,
the injection and catheter withdrawn parameters (timings and speeds); the relationship
between all the factors are not well understood.

2.6 Catheter Tip Location

As it was reported in many papers, placement of the tip of the catheter in the middle of
the uterine cavity resulted by higher PR [57]. In different studies the best location of the
catheter tip is described as 0.5–2 cm from the fundus [57, 58]. When the catheter tip is
placed close to the fundus (<5 mm), IR decreases. As it was shown in a detailed study
based on 5055 US-guided ET [59], the PR is higher when the embryos are injected at
some distance >10 mm from the fundus. Recently it was shown the embryo(s) must be
released at 5–15 mm from the fundus [60]. The PR were 65.2%, 32.2% and 2.6% when
the catheter tip was located at the distance<10mm, 10–20mm, and 20mm, respectively
[61].

2.7 Ejection Speed and Duration

Catheter ejection speed influences depth and placement of the embryo into the uterine
cavity [62]. Nevertheless, the speed of injection is not defined in the public protocols;
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it is just generally advised to do the ET very gently/slowly [58]. Despite numerous
experimental studies on the best injection speed for successful ET, a large variation in
PR rates 26–40% is observed among laboratory technicians [63]. The measurements of
the speed and duration of the ejection conducted by 7 technicians revealed the differences
from v = 2–4 m/s and T = 100 ms to v = 0.1–0.2 m/s and T = 750–1500 ms [63]. As it
was shown in the experiments on the rigid transparent model of uterus [55], the injection
speed significantly influences the air bubble formation and transportation together with
the embryo(s). Theminimal delivering time t> 10 s was proposed. An automated pump-
regulated embryo transfer (PRET) unit has been proposed for standardization of the ET
procedure [62, 63]. The pump applies the constant pressure to a syringe connected with
the catheter and, therefore, provides a patient-specific constant speed of ejection. A
randomized controlled trial conducted on 599 IVT procedures has shown, the PRET
device generates a significantly smaller variance of the positioning of the embryo(s) into
the uterine cavity that resulted in an ongoing PR = 21% in the PRET versus 17% in the
manual (p = 0.22) transfer groups.

The patient specific hydraulic resistance of the uterine cavity must be accounted for
but there are still no reliable experimental data on uterine resistance in ET [62].

2.8 Fluid Composition and Viscosity

The transfer media for ET are elaborated and manufactured by different pharmaceutical
companies and have different compositions. One of the most important natural macro-
molecule recommended to be introduced into the media is hyaluronic acid (HA) that
is an implantation enhancing-molecule [64]. EmbryoGlue ® is a useful and available
ET medium with a high concentration of HA.In the model studies the viscosity of the
transfer media is often considered as equivalented to that of water, while the individual
viscosity of human uterine fluid is not measured, though it is believed to be much higher.
As it was shown on the laboratory model [55], better dispersion of the air bubbles with
embryo(s) is achieved when the viscosity of the transfer media is close to that of the
uterine fluid.

3 Mathematical Modeling of the Embryo Transfer

Individual anatomical features of the uterine cavity (size, geometry, inclination angle,
presence of fibroids and other deformations) are important factors for the ET procedure
[65]. Therefore, CFD simulations on the patient-specific models may provide the opti-
mal biomechanical details of the ET for the individual patient. FSI modeling and CFD
computations of ET have been carried out on a 2d model of uterus as a fluid-filled thin
open ends channel with a rigid catheter inside (Fig. 4) [66]. The effects of uterine peri-
stalsis on ET during and after injection have been investigated by the wall movements.
The fluid flow was governed by incompressible Navier-Stokes equations. The peristaltic
flow was generated by the transverse sinusoidal displacement of the walls with period
T and phase shift ϕ in the form

H1(t, x) = b cos(2π(x/λ − t/T ) − ϕ/2) − a,

H2(t, x) = b cos(2π(x/λ − t/T ) + ϕ/2) + a.
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The injection speed from the catheter tip was Uinj = KU sin(2π t/Tinj), where U is
the speed of the wave, K = const, Tinj = T/2 is the IT.

Fig. 4. The 2d model of ET into a channel with oscillating walls (from [66]).

It was shown, the displacement of the embryos as massless particles significantly
depends on their location in the catheter (at y/R = 0, 0.25, 0.5 or 0.75, where R is the
inner radius of the catheter). The central positions lead to the longer axial transfer of
the particle, while any large distortion of the particle leads to the large amplitude radial
displacements. The performed CFD studies revealed that higher injection speed of the
particles located at y/R = 0 moves the embryo farther toward the fundus. The viscosity
of the human uterine fluid was taken from the experimental measurements on animals
μ = 1 Pa · s.

Peristaltic flow in a 2d tapered tube model of uterus with oscillating walls and a
rigid catheter along its axis was also studied [46]. The influence of the IT, the catheter
distance from the fundus, the injected volume, the rest time, the withdrawal speed and
the volume replacement generated by the catheter withdrawal has been modeled. Based
on the CFD data, the risk function of the unsuccessful ET and the ectopic pregnancy as
a linear combination of the average distance to the fallopian tubes, and location of the
embryo relatively to the fundal wall was proposed.

A 3d uterine model as an axisymmtric tube with periodical varying cross-sectional
area with a closed end (Fig. 5) was studied in [49, 50]. It was shown, the embryo
trajectories are strongly affected by the damping out the peristaltic wave towards the
end, and the trajectories of a particle of finite volume differ from the trajectories of
massless particles. When initial location of the embryo was closer to the wall (far from
the axis) the particles got scattered by the fundus and returned back to the catheter.

Fig. 5. 3d axisymmetric tube model of the uterine cavity (from [50]).
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Based on the reviewed literature, the following essential biomechanical problems of
IVF and ET can be formulated for improvement of the technique and increasing the PR:

1) Mathematical modeling of the ET along the inner tube between two air bubbles
with embryo as a viscoelastic particle with different elastic and viscous coefficients
(Fig. 2b);

2) Mathematical modeling of the ET between two air bubbles inside themodel of uterus
(both rigid and soft contracting walls);

3) Accounting for patient-specific geometry of the uterus (size, shape, anter-
verted/retroverted/midposition) that influences the buoyancy forces acting onto the
air bubbles and the embryo movement between them;

4) Computer simulations of the ET with different size/location of the bubbles and
medium aimed at proper embryo delivery and minimization the risk of retained
embryos.

4 Mathematical Problem Formulation

Steady flow of two air bubbles (Fig. 6) of the length 7 mm in the polyethylene tube
with D = 2R = 0.55 mm inner diameter with a column of the Embryo-Glue® fluid of
the length 52 mm in between them is considered. The total length of the composition
L = 83 mm. The IT is ~20 s, so the average injection velocity Uinj ~ 4 mm/s. For the
comparative analysis the velocities Uinj = 1; 5; 20 mm/s have been chosen. These values
correspond to the IT = 80; 17; 4 s. To avoid the influence of the entrance and exit flows
on the flow parameters, the longer tubes of L = 15–30 cm will been considered.

Fig. 6. A sketch of the modeled flow (the explanations are in the text).

The mathematical problem formulation for the multiphase flow is described by the
steady Navier-Stokes equations [67]

∇ · v = 0,

ρv · ∇v = −∇p + μ�v (1)

with the boundary conditions at the bubble surface Sb

n · T = 1

Ca

(
dτ

ds
+ n

r

dz

ds

)
− pan, (2)

where n and τ are unit normal and tangent vectors at the point of the surface, pa is the
excess pressure inside the bubble, T = −pI + (∇v) + (∇v)T ,

z = 0 : Tzz = −pin, r = 0 : Tzr = −0, r = 0 ∪ Sb : n · v = 0. (3)
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Solution of the problem (1)–(3) has been obtained by the finite element method and
Ansys Fluent 19.2 for the multiphysics flows at low Reynolds numbers Re = 10–3 −
10–1. The refined mesh with inflations to the walls, interfaces and injected particles
have been generated. The pressure, velocity and shear stress fields in the tube have been
computed. The sample spherical elastic particles with d = 0.05 mm (smaller embryos)
and d = 0.1 mm (larger embryos) have been located in the middle section of the liquid
column (Fig. 6) at the radial coordinates r/R = 0; 0.25; 0.5; 0.75 (Fig. 7) and their
trajectories have been computed.

Fig. 7. Velocities of four sample particles at the time t = 2 s.

5 Results

One of the most useful approaches for the cell damage estimation is computation of the
history of the damaging factors (pressures, pressure oscillations, shear stresses) during
the cell movement [68–70]. It means, the listed factors must be computed along the
trajectory of the sample particles in the tube. Some cells that move faster can experience
higher mechanical forces onto their surfaces during a shorter travel time, while the cells
that move at lower injection rates will experience the lower mechanical stresses during
the longer time. In that way, the optimal injection speed with the lowest damage factor
could be determined from the computer simulation data.



Biomechanical Aspects of in Vitro Fertilization 11

This approach has been validated for quantitative estimation of the red blood cell
(RBC) damage in the apparatus of the extracorporeal circulation, through the stenosed
mitral valve and valve prostheses. Various mathematical models have been used to cor-
relate the mechanical forces and exposure time to the degree of the RBC damage. The
most popular models are (i) average shear stress model [70], (ii) temporal differential
model [71], and (iii) total differential model [72].

Based on this approach, the non-dimensional damage accumulation factor (DAF)
can be computed by a simple formula

DAF = 1

IT · 	τ∗
IT∫
0

∫
	

√
τ 212 + τ 213 + τ 223d	dt, (4)

where 	 is the surface of the particle, τ∗ is the critical dimensionless shear stress factor
(at τ > τ∗ the surface of the particle will be damaged), τik are the components of the
shear stress tensor computed at the surface of the particle.

For the more detailed quantitative estimations of the damage, the integrals of normal
forces (pressures), pressure oscillations, and deformations of surface may be included
into DAF with corresponding weighting coefficients. As the threshold value the critical
wall shear stress τ∗ ~120 mPa for mouse embryos [73, 74] is used here.

DAF computations have been carried out by gradual iterations with different time
steps �t for different injection speeds and data collection on τik at each time step. When
the particles were located closer to the wall of the tube, the shear stresses at their sides
were non-symmetrical due to the parabolic-type flow profile of the fluid. This asymmetry
generates rotation of the particle in the direction to the wall that produces the Magnus
forces governing the particle towards the axis of the tube. In the concentrated suspensions
such motion is suppressed by the repulsive forces, while in the case of single embryos
there are no returning forces and the motion of the particles is more complex.

The computed DAF values are presented in Fig. 8a,b. The solid straight line corre-
sponds to the damage threshold τ∗. As it follows from the results, the very slow injection
produces low shear stresses which might be slightly over the critical value due to longer
travel time, but for the computed values T = 83 s the increase in very small (DAF =
1.04). The faster injection produces higher DAF indexes DAF ~1.4 that might be very
influencing for the embryos. Based on the interpolations of the DAF values computed for
three injection velocities, the safe regions of injection can be found for different embryo
diameters. Since, location of the particle along the radius of the tube is unpredictable,
the worst case with r/R = 0.5 must be chosen. It gives us optimal injection velocities
Uing ~ 3–6 mm/s for the smaller particles, that gives DAF = 0.85 and IT = 18–27 s.
For the bigger embryos the injection velocities v ~ 4–6 mm/s that gives DAF ~0.95 and
IT = 18–21 s can be recommended.
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Fig. 8. Dependences DAF(Uinj) computed for the particles with d = 0.2 mm (a) and d = 0.1 mm
(b); the curves 1–4 correspond to r/R = 0; 0.25; 0.5; 0.75.

6 Conclusions

The literature review revealed the following biomechanical aspects of the IVTprocedure:

1) Viscoelastic properties of the 4–6 day old embryos [3, 19, 22, 31, 75];
2) Existence of the peristaltic waves and oscillatory fluid dynamics [34–42];
3) Catheter shape and tip location [55–61];
4) Ejection speed and duration of the procedure [62, 63];
5) Fluid composition and viscosity [55, 64];
6) Importance of the individualized procedure based on preliminary mathematical

modeling and artificial intelligence approaches [76].

The steady viscous flow of three columns of the Embryo-Glue fluid with the embryo
inside the middle column separated from a preceding and following columns by air
bubbles of given volumes through a circular tube is studied. This problem has never been
studied before in application to the ET procedure. The material parameters of the fluids,
elasticity and damage shear stress values have been taken from published experimental
data on zebra fish, mouse, and human embryos. A series of computational sets for three
injection velocities, two embryo sizes and four initial locations of the particles have
been obtained. The velocity fields, pressure distributions, pathlines and shear stresses
have been computed. The mean and maximal values of the hydrodynamical parameters
strongly depend on the injection velocity, particle size and location according to the
tube’s wall. The obtained results are in qualitative correspondence with experimental
and CFD results [49, 50, 65, 66] obtained on the massless particles and small rigid
particles in the tubes with rigid straight and waved surfaces.

A novel DAF paratemer for estimation of the optimal patient-specific injection speed
based on known size, elastic parameters and developmental stage of the embryo is pro-
posed. The DAF is computed as the shear stress experienced by the embryo’s surface
embryo during its injection. The approach is well known and validated for the RBC
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damage in the extracorporeal systems, valve prostheses or stenosed/calcified valves. For
the ET procedure the approach has not been studied yet. It was shown, the numerical
computations for three different injection velocities gives enough data for the interpola-
tion of the dependencies DAF(Uinj) and estimation the limits for optimal Uinj for known
embryo size and properties. Fast injection may produce high DAF due to high shear
stresses especially when the embryo is closer to the wall, while the slow injection may
also give higher DAF values due to longer IT of the embryo even at the low shear stress
conditions.

The obtained results are based on an oversimplified elastic model of the embryo and
the values measured on the mouse blastocysts only. More reliable data can be obtained
on the realistic viscoelastic models of the embryo. The computed results also need
validation by the experiments on human embryos. Other potential damaging factors
(pressures, pressure gradients, variations in time, deformation of surfaces, etc.) can also
be accounted for in (4) that will be done in future studies.
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Abstract. Polylactic acid (PLA) is a biodegradable non-toxic, biocompatible
polymer used as a popular filament material in biomedical applications with the
advance of 3D printing technologies. PLA is considered a suitable implant mate-
rial due to its contribution to bone regeneration. In this study, the use of PLA in
Total Hip Arthroplasty (THA) as a liner material was assessed. In this regard, the
PLA liner with different material combinations in THA was examined to provide
evidence for its potential. The hip implant prototypewas drawn using a computer-
aided design tool then transferred into a commercial finite element analysis (FEA)
software. The prototypesconsisted of assemblies of PLA with titanium, chrome
cobalt, stainless steels, dense NiTi shape-alloys, and Alumina-Zirconia. Simula-
tions were run under static loading conditions. To evaluate and compare the results
for the optimum design; factor of safety, total deformation and von Mises stress
analysis were used. The results show that Co-Cr implemented implants produce
the highest factor of safety. When Al-Zi combined with PLA, it produced least
deformation and reasonable von- Mises stress values. PLA might perform best
when used with Al-Zi. As a next step, experimental pre-clinical tests are planned
to assess the clinical potential.

Keywords: PLA · FEA · Total Hip Arthroplasty · Plastic liner · Biomaterial

1 Introduction

From the past to the present, the need for hip implants has been increasing, so the search
for longer-lasting and cheaper materials has occurred. UHMWPE is the most used mate-
rial as a liner material but in this study, Polylactic acid (PLA) is used as an alternative to
this material and a comparison is made. PLA is one of thesematerials which is thought to
have the capability to meet these requirements. PLA is a biodegradable material derived
from renewable sources such as corn starch or sugar-containing plants. It is produced by
polymerizationmethod using lactic acid and lactidemonomers [1]. Polylactic acid (PLA)
has been a popular material recently due to the advance of 3D printing technologies [2].
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PLA is considered as a promising material in the biomechanics field due to its biocom-
patible, osteo-integrative, biodegradable properties [3]. In this research, the potential of
PLA use as a liner in Total Hip Arthroplasty (THA) is investigated. The plastic liner is
used to reduce friction and wear in hip implants and placed between the cup and head
parts [4].

One of the most important factors affecting material selection is its compatibility
with surrounding tissues. Care has been taken to ensure that the selected materials are
biocompatible. In this study, PLA material and UHMWPE, which is frequently used
material as a liner, were compared. In this study, alternative material properties were
investigated by mechanical model. Changes in results were observed by using different
materials under the same mechanical properties.

One of the important issues in material selection is Young’s Modulus. However, in
mechanical calculations, not only thematerial, but also the total Young’sModulus should
be considered. Changing the mechanical state causes bone adaptation and decreased
strength because of resorption of excess tissue. In the present formulation, the timescale
of tissue evolution ismuch longer than is required for analysis of themechanical transient
effect. Therefore, the evolution of Young’s modulus is considered a quasi-static processs
[5]. The osteophytes in growth is a mechanical and biological disease that occurs in a
region close to the cartilage surface and in the bone tissue connection. Although there is
not much research on the subject, mechanical aspects are very important in this disease
[6]. The selection of materials compatible with bone has gained great importance in the
last few decades. Traditionally, bioinert materials such as stainless steel, titanium and
its alloys have been used. However, when such materials are used, a second surgery is
usually needed. However, due to the high hardness of metallic materials, there is a risk
of unwanted bone resorption caused by stress shielding [7]. In implant design, it is very
important to determine the material properties of the tissue such as elastic modulus,
hardness, and its ability to harden during the deformation process. The most important
factor is the chosen material. In many studies, tests have been made on tissue samples
and material selection has been carried out by using the results of these tests [8]. Some
models, algorithms and approaches have been used to describe bone tissue mechanics
and remodeling processes in hip implant design [9].

In this study we focus on computational modelling of the hip implants. Our study is
limited to numerical analysis and experimental work could be performed as a next step
to investigate the interaction of the implant with the surrounding components. Here, we
used the classical Cauchy continuum deformable body model for isotropic materials in
this study.The main objective of this study is to investigate the mechanical behaviour of
PLA material in THA assembly using Finite Element Modelling (FEM). The results are
expected to provide evidence about the mechanical behaviour of PLA in THA.
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2 Materials and Methods

The geometry of the models was defined in SolidWorks and drawn in ANSYS software
and transferred into ANSYS R-19 (ANSS, Canonsburg, Pennsylvania, USA).The model
used for the samples is the classical Cauchy continuum deformable body for isotropic
materials. The stem part of the model was designed by the authors considering the
examples taken from the literature. According to the literature, it may vary according
to the implant geometry of the fixed support. Considering the selected fixed supports
of similar geometry types in the literature, it was deemed appropriate to choose half
of the stem. Contacts and their coefficient of friction were examined. Our first contact
is between the cup and liner parts. The friction contact, and its coefficient is defined
around 0.2. The second contact is between the liner and parts of the femoral head. The
contact’s name is friction contact, and its coefficient is again 0.2. And the final contact
is between the femoral head and body parts. Here, two faces are chosen so that the head
does not slip. Designed element size is selected as 2 mm in all parts to be able to get
more accurate results. In FEmodel, the mesh has 55012 elements which is very high and
time-consuming however this is necessary to obtain accurate results. The usedmesh type
is face sizing. Five different models were created for five different materials. In these
prototypes, the liner material is PLA, and all other parts of the implants are made of
the same materials because of the investigations in this field. These materials are Co-Cr,
Stainless Steel, Ti6Al7Nb,Al-Zi,DenseNiti ShapeAlloys [10].Material propertieswere
used from the ANSYS material library. In this study, Young’s modulus, Poisson’s ratio
and mass density values for all materials were obtained from Ansys database. The force
is applied as a surface force on the cup. The components are Fx equals to 0 N, Fy equals
to 1410 N, Fz equal to−1820 N in a general coordinate system (Fig. 1) in ANSYS [11].
In this study, friction coefficients were assumed as approximately 0.2.Although these
are not exact values for coefficients of friction, the exact values are all close to 0.2, hence
this approximation was made [12–16]. The safety factor is calculated by dividing the
strength of the material by the maximum stress.

Fig. 1. Model indicating the coordinate system and defined force values.



20 E. Celik et al.

3 Results

Our simulation shows that PLA material exhibits the best resistance to loading, friction
forces when combined with the Al-Zi. The calculated safety factor for Al-Zi is 4.6, the
total deformation is 0.021 mm and the von Mises stress value is 103.23 MPa under the
specified boundary conditions mentioned above. To test the new combinations in more
detail, more analyses were performed with varying boundary conditions. As shown in
Table 1, Dense-NiTi Shape Alloys/PLA and Al-Zi/PLA pairs had the highest values of
the von Mises stress. Conversely, Ti6Al7Nb/PLA showed the lowest von Mises stress
value. Regarding total deformation, Dense-NiTi Shape Alloys/PLAandAl-Zi/PLA had
the maximum and minimum values respectively amongst all examined groups. More-
over, the highest and lowest values of factor of safety corresponded to Co-Cr/PLA
and SS314/PLA respectively. Figure 2 also indicates the total deformation contours of
all models. According to this figure, the maximum. deformation occurred in the shell
component. The maximum deformation values were clearly labeled in the figure below.

Fig. 2. Total Deformation Analysis: (a) Alimuna-Zirconia (b) Co-Cr (c) Dense Niti Shape Alloy
(d) SS314 (e) Ti6AlNb7.
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Table 1. Results for Hip implant with PLA and UHMWPE Liner under static loading.

Material Total deformation (mm) Von Mises stress (MPa) Safety factor

Co-Cr // PLA 0.025 96.92 9.52

Ti6Al7Nb // PLA 0.041 91.41 6.11

Dense-NiTi Shape
Alloys // PLA

0.083 103.23 7.66

SS314 // PLA 0.024 99.12 2.19

Al-Zi // PLA 0.021 103.23 4.63

Co-Cr // UHMWPE 0.044 96.92 9.52

Ti6Al7Nb //
UHMWPE

0.059 91.41 6.11

Dense-NiTi Shape
Alloys//UHMWPE

0.101 103.23 7.66

SS314 // UHMWPE 0.043 99.12 2.19

Al-Zi // UHMWPE 0.041 103.23 4.63

4 Discussions

Currently in THA, UHMWPE is used widely as a liner material. According to the analy-
sis performed so far on the liner made of both UHMWPE and PLA, it was observed that
both of the liner materials gave similar results under same analysis modelling conditions.
The friction coefficients differ for each material. These values are around the 0.2 value.
For this reason, it was accepted as 0.2. In terms of vonMises stress and safety factor val-
ues, both two material showed completely same results. Different liner materials affect
only the total deformation values. In both analysis, Al-Zi showed the best total deforma-
tion results. The total deformation of Al-Zi with UHMWPE liner is 0.041mm and with
PLA, it is 0.021mm. According to these analyses, PLA gave smaller total deformation
values than UHMWPE and it could be used instead of UHMWPE. According to the
literature, oval shape profile implants mostly have 730 MPa von Mises stress values
[17]. That comparison shows us that PLA may be a new future material for hip implant
liner.

However, the above conclusion is solely based on computational modelling results
after running the simulation in silico. In literature, there are many other studies [5–9]
focusing on bone interaction, osseo integration, dealingwith tissuemechanics. The study
could be further developed considering the bone and surrounding tissues, to investigate
for practical applications to provide more evidence before any animal studies take place
with the proposed materials.
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5 Conclusion

The results show that material combinations are of great importance while deciding on a
THA assembly. PLA performs best when used it Al-Zi. PLA could be an exciting mate-
rial for medical applications with its promised high corrosion resistance, high abrasion
resistance and other specific properties. Although PLA material has promising results,
wear tests should also be performed to investigate the wear properties, supported by
the experimental studies next in preclinical settings. Nevertheless, clinical implications
need to be investigated and there is a need for experimental data for the reliability of
PLA material use. This study forms the baseline for the fundamental research to lead
the way to possible combined applications of PLA in the future.
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Abstract. Thepaper dealswith the problemof determiningof parameters describ-
ing the degree of trabecular bone structure anisotropy. TheMean Intercept Length
(MIL), the most commonly used characteristics of anisotropy in trabecular bone,
was taken as a gold standard method. As an alternative description, an approach
was proposed in which the degree of anisotropy was defined as the ratio of the
apparent modulus determined by mFE in two orthogonal directions. For the anal-
yses, an important issue was to determine the direction of occurrence of the max-
imum value of the apparent modulus. The paper also presents the procedure of
calibrating the numerical model in terms of the correct definition of the boundary
conditions for analyses carried out with trabecular tissue samples cut at rotated
coordinate system.

Keywords: Cancellous tissue · Apparent stiffness · mFE analysis · MIL method

1 Introduction

Predicting the strength of a cancellous bone is interesting for its ability to diagnose
bone fracture risk and better understand the mechanisms that influence bone strength.
Experimental studies in this area confirm the existence of a relationship between bone
strength and its stiffness [1]. The stiffness of trabecular structures is also determined in
the course of micro-finite element (mFE) simulations using models created on the basis
of microtomograph images (mCT) [2]. For mFE models, the size of the voxel and the
method of its defining have a significant impact on the determined value of trabecular
tissue stiffness [3].

Trabecular bone is a tissue that undergoes constant remodelling that depends on the
equilibrium between the processes of bone cells formation and bone cells resorption
[4]. This process occurs in response to mechanical stimuli and is associated with the
bone morphology [5]. Since mechanical stimuli differs from site to site of the body,
the remodelling process is site dependent as well and the bone resorption and forma-
tion are strongly correlated with local tissue loading [6]. Pathological changes in the
bone remodelling process leads do the rapid loss of trabeculae, that is the main reason of
osteoporosis. If bone cells become less mechanosensitive the possibility of the rapid loss
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of bone mass increases [7]. This remodelling process generates anisotropy in the tra-
becular bone. To characterise that anisotropy is used fabric tensor [8]. Elastic properties
of the cortical bone at the macroscale may be described with assumption of orthotropic
symmetry [9]. The mCT images could be used to estimate the degree and the direc-
tions of orthotropy [10]. The other microstructure feature influences bone remodelling
is porosity. The decrease in porosity cause a proportional decrease in the mechanical
stimuli that affects of bone regeneration [5]. Trabecular bone can be characterized as a
poro-viscoelastic material due to the bone tissue intrinsic viscoelasticity [11].

The stiffness of the trabecular bone is influenced not only by the content of the
mineral fraction but also by its distribution. Principal Component Analysis of the rela-
tionship between bone structure indices and mechanical properties indicates that one of
the more independent indices is the degree of anisotropy (DA) [12] that is determined by
Mean Intercept Length (MIL) method. Mean intercept length represents the mean dis-
tance between intersections of bone and non bone components with set of parallel lines
designated in a particular orientation of measurements. The spatial distribution of tissue
described by this method is approximated by an ellipsoid. The degree of anisotropy DA
is defined as ratio between the maximum (MIL1) and minimum (MIL3) mean intercept
length, which are measured at the major (1) andminor (3) axis of ellipsoid. The accuracy
of DA determination does not depend on either the scanning resolution or the resolu-
tion of the structure reconstruction [13]. In order to ensure the representativeness of the
apparent module determined mFE, models are processed along it principal mean inter-
cept length MIL axis [14]. Correct determination of the structure directivity in the MIL
analysis requires that the sample used for calculations must be at least 1 mm high in the
axial direction [15]. The structural anisotropy is described by bone structure indicator
DA. To the description of mechanical anisotropy the DM parameter may be used [16].
Based on results of experimental compression of cubic specimens from human femoral
heads the degree ofmechanical anisotropyDMwas defined as the ratio betweenmodulus
determined in two orthogonal directions. The experimentally determined values of DM
are about 50% higher than the DA values for trabecular bones [16]. The DM parameter
for cortical bone is lower [17] than for cancellous bone tissue [16].

The aim of the study was to compare the effectiveness of MIL and mFE analysis to
determine the degree of anisotropy for the femoral neck bone tissue structure. While the
direction of occurrence of the maximum stiffness for the MIL was directly determined,
an important step in achieving the goal was to indicate this direction during the mFE
analyzes. The correct performance of mFE calculations required the development of a
method of defining boundary conditions.

2 Materials and Methods

2.1 Materials

Tests were performed on samples of the trabecular bone structure. Specimens were
obtained from 33 patients by dissecting them from the femoral neck obtained after hip
arthroplasty surgery. After the collection, the slices of the structure were stored in a
way that did not change their mechanical properties [18]. Cylindrical samples with a
diameter of ø10 mm and a height of 7.7 mm were cut from the slices. Samples were
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scanned with a resolution of 36 μm on a microtomograph μCT80 (SCANCO Medical
AG, Switzerland). The verification of the proposedmethodwas performed on the basis of
11 samples selected from set n= 33 based on bone volume fraction (BV/TV). Structural
indices of the selected samples such as trabecular number (Tb.N), trabecular thickness
(Tb.Th) and connectivity density (Conn.D) are presented in Table 1.

Table 1. Structural indices of the selected samples.

Decyle D of
BV/TV

BV/TV, - Tb.N, 1/mm Tb.Th, mm Conn.D

Min 0.151 1.138 0.1329 3.097

1th 0.168 1.018 0.1656 2.151

2nd 0.175 1.144 0.153 2.969

3th 0.185 1.241 0.1492 3.611

4th 0.193 1.105 0.1751 2.565

5th 0.201 1.086 0.1853 2.158

6th 0.234 1.415 0.1653 3.959

7th 0.248 1.305 0.1899 3.034

8th 0.272 1.408 0.1933 3.290

9th 0.298 1.271 0.2345 2.579

Max 0.353 1.497 0.236 3.980

2.2 Methods of Modelling

As a result of the scanning, 214 images were obtained for each sample. Based on the
images, geometric models were prepared for cylindrical samples. From the images with
a resolution of 36 μm, models were created for which the voxel size was a multiple of
1×, 2×, 3× of the scan resolution. In this way, cylindrical samples models with voxel
sizes d = 36 μm, 72 μm and 108 μm were prepared. The method of bone structure
reconstruction has been presented as a 3D method in [3]. Numerical analysis were
performed using the APDL component of the ANSYS (Release 18.2, ANSYS, Inc.).
The isotropic material properties E = 10 GPa and ν = 0.3 were adopted for the analyzes
[19].

Based on geometric models of cylindrical samples a FE mesh were prepared by
conversion voxels to hexahedral elementswith a side of 36μm.The cube-shaped samples
with a side of 5.4mmwere cut fromFEmodels of the cylindrical sampleswith a diameter
of ø10 mm (Fig. 1). The center of the cut cube lay in the middle of cylinder’s height on
its symmetry axis. Successive cubes were cut by changing the angles α measured in the
0XY plane and the angle γ measured in the 0XZ plane (Fig. 1). Disconnected elements
were removed after cutting the cubic sample from cylindrical sample. Slice of sample
BV/TV = 0.248 limited to elements lying in the first octant of the spatial coordinate
system shown in Fig. 2.
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Fig. 1. Scheme for defining sample cutting angles.

Fig. 2. Trabecular structure sample slice, d = 36 μm, BV/TV = 0.248, α = 0°, γ = 0°.
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The boundary conditions for the analyzes caused compression of the cubic sample in
the direction of the 0Z axis by applying appropriate displacements to the nodes located
near the shaded faces of the cube Fig. 1. The nodes located near the shaded sample
face laying in negative orientation of OZ axis were fixed in the OZ direction. To the
nodes located near the shaded sample face laying in positive orientation of OZ axis such
displacement was applied to achieve compression ε = 1.0%. Based on the results of the
analyzes, the apparent Young’s modulus for the cubic sample was determined.

2.3 Calibration of Boundary Conditions Zone

For the analyzes, it was assumed that the mesh will be, both inside the sample and on
the outer surfaces, will consist of hexahedral elements as they were created by convert-
ing voxels built on the basis of threshold images. The geometric consequence of this
assumption was the jagged edges of the outer surface of samples whose axes are rotated
in relation to the global coordinate system Fig. 3. The extreme nodes of the elements
making up these surfaces were laying not in one plane. In order to define the boundary
conditions during such analyzes, it was necessary to select nodes lying not only on the
sample surface but also inside, near the sample surface. The thickness of this nodes
layer t influenced the calculated apparent stiffness of the sample. In order to determine
that thickness, analysis were carried out using a homogeneous test model of the perfect
porous structure Fig. 3.

Fig. 3. A slice of perfect porous structure, d = 72 μm, BV/TV = 0.25, α = 10°, γ = −10°.

The perfect porous structure was created on the basis of the base cube with a side
of 9.35 mm, which corresponded to the diameter of the sphere described on the cube
samplewith side 5.4mm accepted for analysis. Successive elements, 36μm in size, were
moved apart by 36 μm in the directions of the three axes of the Cartesian coordinate
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system. The regular porous structure thus formed was filled with elements in 25% of the
volume, which corresponds to BV/TV = 0.25.

For the preliminary computing a constant thickness of the nodes boundary layer t
adopted for the boundary conditions definition was assumed. The value of t was deter-
mined iterative by comparing the value of the apparent modulus computed in different
α-directions with the reference value. As the reference value the apparent modulus deter-
mined for a sample of the perfect porous structure cut out according to the axes of the
global coordinate system (α = 0°, γ = 0°) was adopted. The surfaces of such a sample
were smooth because all the nodes of a given wall layed in one plane. The thickness
value t was accepted for the calculations that were performed for multiple angle α values
0° < α < 90° with a step of 5° and single value of angle γ = 0°. For each α-direction
the value of apparent modulus was computed. The mean value of the apparent modulus
was representative for the set of analysis carried out over the entire range of α angles.
If the mean value of the computed apparent modulus was lower than the reference the
thickness t was increased, otherwise thickness t was decreased. The entire procedure was
repeated until the mean value of the apparent modulus for the set of analysis was equal
to the reference modulus with 0.1% tolerance. In the course of subsequent analyzes,
the thickness of the nodes boundary layer was determined depending on the size of the
voxel t = 1.8 × d.

In the basic computing the samples were rotated by angles 0° < γ < 90° with a
step of 5°. For each position described by the γ angle, a set of analyzes was performed
for samples cut at angles 0° < α < 45° with a step of 5°. Along with the change of
the angles α and γ of sample cutting, the values of the apparent modulus E changed.
Both the maximum and minimum values of E in the considered range of variation of
the angle α obtained for individual positions of γ during the analyzes for voxel d = 108
μm are presented in Fig. 4. The occurrence of different extreme values of the apparent
modulus E for individual angles γ indicates that this modulus depends on this angle.
Moreover, the apparent modulus E for individual γ angles reached extreme values for
other α angles.

Relative errors of apparent modulus computing δE for individual angles γ compiled
for the considered sizes of voxels d = 36μm, 72μm and 108μm are shown in Fig. 5. As
the voxel size increases, the considered relative error δE increases. Moreover, this error
changes irregularly with the change of the angle γ , which indicates that the thickness t
sought for the boundary layer of nodes adopted for the boundary conditions cannot be a
constant value that depend only on voxel size d.

Due to the dependence of the calculation accuracy on both the α and γ angle, the
thickness t of the nodes layer adopted for the boundary conditions should depend not
only on the voxel size but also on both angles. The search for the function t = f(d, α,
γ ) describing that condition was carried out in two stages. In the first stage, for voxels
d = 36 μm and angles α = 2° and γ = 5°, the value of thickness t was iteratively
determined, that led to the determination of the apparent modulus equal to the value of
the reference modulus. Then the procedure was repeated for angles 0° < γ < 90° with
a step of 5° and angles 0° < α < 44° with a step of 2°. In the second stage, the obtained
values of the thickness t were approximated by the multiple regression method using the
Statistica 13.1 program. Due to the nature of the volatility of the error δE the considered
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Fig. 5. Relative error δE, thickness of nodes boundary layer t = f(d).

range of γ angles was divided into three areas and separate approximating function was
determined for each area. In the range 0° ≤ γ < 42° the approximating relationship (1)
was determined, with the multiple regression coefficient R = 0.9671 and the standard
error of estimation 0.0312. In the range 42° ≤ γ ≤ 54°, the approximating relationship
(2) was determined, with the multiple regression coefficient R= 0.9738 and the standard
error of estimation 0. 0219. In the range 54° < γ ≤ 90° the approximating relationship
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was determined (3), with the multiple regression coefficient R= 0.9682 and the standard
error of estimation 0.0277.

t/d =1.26235 + 0.03431 · γ − 0.00013765 · α · γ − 0.001488 · γ 2 + 0.0000033 · α · γ 2−
0.0000036 · α3 + 0.0000157 · γ 3 + 0.01344 · α (1)

t/d = 1.19 + 0.0001236 · α · γ + 0.00085 · α2 + 0.000049 · γ 2 − 0.00000837 · α2 · γ − 0.0000112 · α3

(2)
t/d = − 2.9434 + 0.100205 · α + 0.1207 · γ − 0.00195 · α · γ − 0.0007865 · α2 − 0.000812886 · γ 2−

0.0000046 · α2 · γ + 0.000013 · α · γ 2 + 0.00001055 · α3 (3)

The obtained approximating relationships were verified using the model of perfect
porous structure. Relative errors of apparent modulus δE for considered angle γ are
shown in Fig. 6. The maximum error on determining the apparent module for voxels
d = 36 μm was 0.27%, while for voxels d = 72 μm and 108 μm it was less than 1.1%.
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Fig. 6. Relative error δE, thickness of nodes boundary layer t = f(d, α, γ ).

3 Results

In the course of main numerical analyses, the values of the apparent modulus were
determined for samples cut at angles 0° < γ < 180° with a step of 5°. For each position
described by the γ angle, a set of analyzes was performed for samples cut at the angles
0°< α < 360° with a step of 5°. The exemplary results of analyses for selected γ angles
are presented for the sample BV/TV = 0.298 in Fig. 7.

In order to determine the maximum value of the apparent modulus and the angular
coordinates describing it, detailed analyzes were performed for the selected γ angles,
narrowing the range of variability of the angle α to the range 0° ÷ 90°. The exemplary
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results of the analyzes are presented for the sampleBV/TV= 0.298 in Fig. 8. On the basis
of the so determined courses of variability of the apparent module, it was established
that for the sample BV/TV = 0.298 the maximum E is 2466 MPa and occurs for the
angle γ = 38° and the angle α = 10°.

Fig. 8. Apparent modulus E = f(α), sample BV/TV = 0.298, first quarter α range.

Similar analyses were performed for all of the selected samples. Determined by
FEM, angular positions αand γ of the occurrence of the apparent modulus maximum
and the corresponding them values of modulus are summarized in Table 2. This table
also shows the angular positions that describe the position of the MIL1 axis. For these
positions, corresponding values of apparent modules were numerically determined.
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Table 2. Angular positions for max apparent modules.

BV/TV,
-

FEM MIL

α, deg γ , deg E, MPa α, deg γ , deg E, MPa

0.151 320 30 459 327 28 432

0.168 350 44 1 200 349 45 1 193

0.175 295 25 1 129 278 13 1 094

0.185 15 38 690 9 43 647

0.193 320 42 1 359 319 40 1 272

0.201 15 24 1 212 79 25 802

0.234 205 45 1 391 220 40 1 170

0.248 260 33 1 915 269 31 1 886

0.272 195 30 1 857 194 28 1 841

0.298 10 38 2 466 12 37 2 451

0.353 295 34 3 078 292 30 3 066

Correlation of the values of γ angles determined by FEM and MIL for the maxi-
mum values of the modules presented in Fig. 9a is characterized by the coefficient of
determination R2 = 0.805. In Fig. 9b a similar comparison is shown for the angles α. It
indicates a high correlation angles of determined by FEM and MIL as well R2 = 0.977.
The obtained values of the determination coefficients indicate the existence of a strong
relationship between the orientation anisotropy angles of the bone structures determined
by both methods. The obtained values of the coefficients of the linear correlation equa-
tion indicate the existence of a unit relationship between the angles αand γ determined
for both methods. The directional coefficients of the straight lines for the angles γ and α

are close to one. On the other hand, the free terms of the equations indicate the existence
of a constant error, about 20° for the angle α.and 8° for the angle γ .

The apparent modules for directions perpendicular to the directions of the maximum
E were determined. The new orientation of E computing was described by the angles
α and γ + 90° (Table 2, section FEM). The minimum value of the apparent modulus
determined in this way and computed earlier maximum value were used to calculate the
degree of mechanical anisotropy of the trabecular structure using the relationship (4).

DM = 1 + Emin

Emax
(4)

The values of the degree of structural anisotropy DA of the trabecular structure
determined by theMIL analysis and the degree ofmechanical anisotropy of the trabecular
structure DM determined by the FEM analyses are summarized in Fig. 10. The values of
the medians and, respectively, the first and third quartiles of anisotropy degree indices
determined for selected samples using both methods are presentedin Fig. 11. For the
considered samples, the ratio of mean DA to mean DM was 0.558. A similar ratio
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calculated using the experimentally determined DM value was 0.678 for cancellous
bone tissue [16].
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Fig. 10. Comparison of the bone structure parameters DM and DA.

The Shapiro-Wilk tests for the normality of the distribution for the values of DM and
DA showed that in the case of DM the distribution can be considered normal (p-value =
0.6239). However, for DA, this hypothesis is invalid (p = 0.0026). Therefore, the non-
parametric Wilcox test for the occurrence of differences between the distributions of
DM and DA was performed, obtaining the p-value = 8 × 10−5. Thus, the hypothesis
about the compatibility of the distributions may be rejected. By analyzing the graph
presented in Fig. 11 it can be concluded that the median value for DM is higher than
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for DA (difference approx. 0.3). Also, the range of variability is much lower for the DA
method than for the DM method (about twice).

Fig. 11. Comparison of the differences between the bone structure parameters DM and DA.

4 Conclusions

The effectiveness of determining the directions of occurrence of the maximum values
of the apparent modulus by the MIL and FEM method is similar, as evidenced by the
results presented in Fig. 9.

The values of the DM coefficient are different from the values of the DA coefficient
as shown in Fig. 11. Due to the differences in the method of determining the directions
of the trabecular bone structure between the methods, it can be indicated that the DM
method, that is not based on an ellipsoid approximation as in the case of DA, tends to
capture an increase of local tissue stiffness in the structure, that is not the case with the
method DA. The use of approximation in the DA method leads to the omission of such
trabecular structure features.

The sensitivity of the DM method to local structural disturbances may be proved by
a much higher value of the range of variability of the degree of mechanical anisotropy.

From the technical side, it should be noted that the use of mFE to determine the
apparent Young’s modulus with simultaneous rotation of the sampled structure requires
a special approach to defining boundary conditions.
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Abstract. Total Hip Arthroplasty (THA) is one of the best advancements in
healthcare. THA is required when the hip joint causes immobility and pain. The
designed hip implants vary in geometrywith different geometrical parameters. The
geometry plays an important role in the mechanical behavior of the hip implant.
In this study, the optimum selection of hip implant under static loading was evalu-
ated using Finite ElementModeling (FEM). Hip implants with three different stem
cross-sections including. (a) elliptic, (b) oval, and (c) trapezoidal were designed
using a commercial Computer-Aided Design (CAD) software package. The FEM
analysis was carried out via ANSYS R2019 to assess the key mechanical param-
eters of the implants such as stress distribution and deformation. The results were
evaluated for the best stress and strain values. The optimum design had equivalent
stress (von Misses) of 258,1 MPa, equivalent strain of 0.004, with total defor-
mation of 0.24 mm and frictional stress of 0.362 MPa producing best values for
trapezoidal cross-sectioned design. The findings of this study provided an insight
into the selection of appropriate hip implant design with certain geometric design
parameters to produce optimum results in clinical applications.

Keywords: Hip implant · Finite element method · Static analysis · von Mises
stress · Total deformation

1 Introduction

Total Hip Replacement (THR) surgery is frequently applied when hip joints lose their
functionality. To succeed in replacing a new hip prosthesis, alongside the appropriate
surgery techniques, the implant must satisfy the requirements to fit for the purpose by
exhibiting expected biomechanical behaviors such as optimum strength, wear resistance,
osteointegration, and biocompatibility, etc. [1]. Stress distribution and deformation are
the primary factors considered in the implant design research to shed light on the uni-
form (in correspondence with stress shielding effect) or detrimental unexpected stress-
deformation, which are of great importance in the preliminary study on the mechanical
performance of the implants before clinical application [2]. The common geometrical
variables of the hip implants could be named as follows; stem length, cross-section type,
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neck length, neck angle and head diameter. Titanium body metal hip implants are gen-
erally used without cement. The reason for this is that the titanium alloy implant makes
too much displacement in the bone, which causes the femoral stem part to bend in the
cement and destroy it [3]. Since Ti-6Al-4V alloy was used in the femoral stem part in
3 different cross-section designs in this study, cement was not used in fixing the hip
implant into the femur bone [1]. The implants are designed with the expected lifetime
of 10 years which can change according to the patient and their lifestyle [4]. The param-
eters such as equivalent stress, deformation, and friction play a role in this expected
lifetime, depending on the used materials such as UHMWPE, Ti6Al4V, CoCrMo, and
stainless steel [5, 6]. Stem design is an important aspect in hip implant assembly. Stem
design requires optimization and needs to be investigated. The purpose of this study was
to determine the effect of stem profiles in hip implant assembly by investigating their
mechanical behaviour under certain loading conditions.

2 Materials and Methodology

Hip implants consist of 4 main parts which are femoral stem, femoral head, acetabular
liner, acetabular cup [7]. Three different designs (shown in Fig. 1), which are repre-
sentatives of commonly used hip implant models, were evaluated under static load-
ing. Computer-Aided Design (CAD) drawings were completed in Solid Works 2016
(Dassault Systems, Velizy-Villacoublay, France) and were analyzed via ANSYS R2019
(ANSS, Canonsburg, Pennsylvania, USA) for Finite Element Modelling (FEM).

Fig. 1. CAD models of Hip Implants elliptic (a), oval (b), and trapezoidal (c).

Three main materials were chosen due to their mechanical behaviors, as shown
in Table 1. In the designs, cobalt-chromium alloy was used for the femoral head and
acetabular cup, Ti-6Al-4V was used for the femoral stem, UHMWPE was used for
acetabular liner. The same material combinations were used within the 3 models. The
cross-section is elliptic for design (a) and oval for design (b) and trapezoidal for design
(c). Stem lengths, head diameters, neck lengths, neck angle kept constant for all of them.
The stem length is 150 mm, the neck length is 32 mm and the neck angle is 135° [8]. The
designs were subjected to static loading of 2.3 kN which is ISO 7206-4:2010 condition
in the direction of gravity applied directly to the acetabular cup as shown in Fig. 2 [9].
The stem was selected as fixed support and the coefficient of friction of 0.15 was used
between the acetabular liner and acetabular head [10, 11]. All degrees of freedom of stem
area were constrained and the contacts between neck/head and liner/shell assumed to
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be bonded. The static structural analysis was evaluated according to the same boundary
conditions using ANSYS R2019 and factors of safety were evaluated using ANYSY
R2019 fatigue tool. In this study, the mesh size was used as 2 mm. The number of
elements and nodes are listed in Table 2.

Fig. 2. Application point and application force.

Table 1. Mechanical properties of selected material [12].

Materials/properties UHMWPE Ti6Al4V CoCrMo

Density (kg/m3) 930 4430 8300

Young’s modulus (MPa) 6900 115000 230000

Poisson’s ratio 0.29 0.342 0.3

Yield strength (MPa) 21 880 612

Ultimate strength (MPa) 48 950 970

Table 2. Mesh size, element and nodes number of designs.

Mesh
size

Element Node

Design a 2 mm 66204 103251

Design b 2 mm 67870 105510

Design c 2 mm 61284 108528
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3 Results

As shown in Fig. 3, the contours of equivalent stress and strain, deformation, frictional
stress and factor of safety were obtained for all three different designs. Additionally, the
maximum values of these properties are listed in Table 3. As can be found from Table 3,
the trapezoidal stem design could substantially decrease the max. stress and deformation
values compared to the other designs. In addition, design (b) i.e. oval profile exhibited
the max. stress and deformation values smaller than the design (a) i.e. elliptical one but
bigger than design (c). The results also revealed that the changes in the stem profile had
no significant effect on the factor of safety and frictional stress (<2%).

Fig. 3. Contours of the equivalent stress, equivalent strain, total deformation, frictional stress and
safety factor of designs a, b, c.

Table 3. Mechanical results from ANSYS 2019.

Equivalent
stress (MPa)

Equivalent
strain
(mm/mm)

Total
deformation
(mm)

Frictional
stress (MPa)

Factor of
safety

Design a Max 521,74 0,005 0,565 0,368 15

Design b Max 349,66 0,004 0,466 0,368 15

Design c Max 258,08 0,004 0,240 0,362 15
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4 Discussion

In this study, elliptic, oval, and trapezoidal stem types were used as different geometry
parameters. These three designs had the same dimensions but they differed in the stem
shapes, shown in Fig. 1. In the previous studies, chromium-cobalt, titanium alloys, and
UHMWPE have been reported as mostly used materials in hip implant systems because
of their mechanical properties [13, 14]. Variations in stems’ geometry were investigated
to improve the design related to stem length, cross-section, and modified stems [15, 16].
In the literature, 285.1 MPa von-Misses stress was obtained when a force of 2.3 kN was
applied to 175 mm stem length [17]. Another study reported 210MPa von-Misses stress
under ASTM F745 standards with 165 mm stem length [18].

The longevity of implants mainly depends on the structural strength. In this study,
three different stemprofileswere employed to recognize the optimumdesign.Themodels
were successfully analyzed using ANSYS 2019 and the results were tabulated in figure
& Table 3. Equivalent stress, total deformation and frictional stress were 258.08 MPa,
0.240 mm, and 0.362MPa respectively for a trapezoidal design where these values were
lesser than the results of the other designs. Our results showed the lower values of the
max. stress, deformation and stress in comparison with the previous studies under the
same frictional conditions [17].

In general, based on Table 3, max equivalent stresses were 521,74MPa, 349,66MPa,
and 258,08 MPa for all designs. Max stress regions were mostly in the acetabular cup
and femoral stem. According to their mechanical properties, Ti6Al4V has 880 MPa and
CoCrMo has 612 MPa ultimate strength (see Table 1) [12]. The results were lower than
these values.

Osseointegration is an important phenomena related to how bone is influenced after
implantation. In this study, Ti-6Al-4V alloy is used and there is a research on differ-
ent materials which are studied to understand how they are acting after implantation
[19]. However, our study is a computational one limited with mechanical behaviour of
implants, not including the tissue and bone integration aspects. Our study is designed
for investigation of geometry aspects. Based on the obtained results, next step is to
design experimental applications to investigate the affects of different geometries of
stem profiles for osseintegration. The result of this computational study via ANSYS is a
computational one, not focusing on tissue interface problems between the implant and
the bones. In our next study with experimental focus, osseointegration aspect will be
investigated for different geometry profiles.

5 Conclusions

In this study elliptic, oval and trapezoidal stem designs were modeled using ANSYS
R2019 to investigate different stem cross-sectioned designs, consisting of Ti6Al4V stem
and acetabular cup, cobalt-chromium head and PE liner. Based on equivalent stress and
total deformation values, the trapezoidal design was chosen as the optimum model
amongst all three designs under static loading conditions.
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Abstract. In this article, results of numerical finite element method (FEM) sim-
ulations of a Boston orthopedic brace in the Ansys environment are presented.
A reverse engineering methodology based on digitization by means of a three-
dimensional (3D) optical scanner was employed to develop the geometric model.
The force flow lines characterizing the brace and indicating the general working
method of the orthosis’s structure were determined using the FEM model. Iden-
tification of the main areas of the orthosis, carrying loads correcting the spine
and of the positions of sites exerting little effort, from the perspective of their
participation in the orthosis’s essential therapeutic application, was carried out.
Methods for mechanical optimization of the brace’s design can be proposed based
on the results obtained. As the conducted analysis is universal in character, it can
be adapted to other types of orthopedic braces.

Keywords: Orthotics · FEM · Principal stress vector · Principal stress
trajectories · Force flow lines

1 Introduction

Scoliosis is a severe, three-dimensional (3D) deformation of the spine [1]. Non-surgical
treatment involving bracing, using the Boston brace [2], is the most commonly applied
method of treatment. A brace can be described as a customized thoracic orthosis. Typi-
cally, it is relatively heavy and rigid. For treatment to achieve results, the brace must be
worn for over 23h every day, practically from diagnosis to physical maturity of the body
[3]. The apex of the spinal curve and support sites at two points on the opposite side are
the sites of load application in the case of the simplest corrective action. It is called the
three-point pressure system [4]. Multiple three-point corrective systems, applied onto a
3D space, are present in more advanced designs, e.g. the Cheneau brace [5].

Experiments associated with the determination of forces arising in components of
the brace during corrective work, e.g. in brace tightening straps, or pressures acting
on the brace, play a significant role in research concerning the structure of braces. For
example, large numbers of pressure sensors can be placed as arrays on the interior side
of the brace [6, 7]. Two directions of research can be distinguished. The first of them
involves tests conducted with the involvement of the patient [6]. In the second direction,
stationary stands for testing of forces with three-point brace loading are employed [8].
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One can see that the progressmadeuntil now in thefield of rigid braces concerns a bet-
ter understanding of their corrective functions [4], described by, among others, the spatial
field of forces applied to the torso required for correction, and, to a lesser extent, by the
mechanical properties of braces needed for the performance of these functions. There are
examples of FEM applications in the literature that describe individual braces as an addi-
tional option accompanyingFEMmodelling of the torso [9], but these orthosismodels are
simplified and do not represent the geometry of the actual orthosis sufficiently well.

Computer modelling of the brace’s mechanical structure seems to be a difficult task
due to its nature. It is thin-walled, has an open cross-section, and a spatial distribution
of loads is applied to it. Attention has been paid in the literature to the relationship
between the mechanical properties of the brace’s material and the pressures exerted by
the orthosis [1].More flexible braces are more comfortable to wear, but at the same time,
more rigid orthoses are better at exerting corrective forces. There is literature concerning
determination of corrective force distributions [3], but there is little information about
the mechanical properties of the brace’s structure, required for effecting these forces [7,
10]. Literature analysis shows that the values and directions of an orthopedic brace’s
corrective forces are critical factors in the efficacy of treatment by its means. Therefore,
it is important to identify the conditions that the brace’s mechanical structure must fulfill
in order to ensure its capacity to implement the required field of forces.

One may hypothesize that the proper starting point for analysis of the mechanical
features of existing brace designs is to develop a credible numerical model of an actual
orthosis whose efficacy has already been confirmed in practice. In-depth modelling
results of such structures are absent in the literature. The numerical simulations presented
in this article were aimed at developing a reliable FEM model of a sample brace. In-
depth analysis of the model will serve for definition of the working scheme of the brace’s
structure, which will then enable indication of the possibilities of optimizing the brace’s
design.

2 Materials and Methods

2.1 Research Object - Boston Brace

The Boston brace system enables non-surgical treatment of scoliosis by preventing sco-
liosis from progressing in growing patients [11]. Usually, the system is effective when
treating curves with an apex between T-6 and L-3. Curves with apexes outside these
limits generally cannot be treated effectively using a Boston brace [8]. Boston braces
are applied to lumbar and sacrolumbar scoliosis, i.e. with apexes in lower regions of the
spine. Due to this, the upper part of a Boston brace cannot be rigid and can only rest on
the patient’s armpit to prevent shifting of the orthosis.

A Boston brace for left lumbar curve treatment was selected for study. The brace was
thermoformed from a 4-mm-thick polypropylene sheet. The orthosis’s interior surface
is lined with polyurethane foam. It is characterized by a three-point system of corrective
forces, unlike other types of braces, e.g. the Cheneau brace, which is characterized by
a spatial system of multiple corrective forces [12]. Applying a relatively simple system
of forces enables simplification of the model and makes the numerical model more
plausible.
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2.2 Brace Geometric Model

A 3D geometric computer model of the brace was reverse engineered (3D scanning)
based on the existing Boston brace presented in Fig. 1a. The orthosis underwent pro-
cedures to properly prepare it for scanning. As preparation for 3D measurement, the
orthosis was stiffened by means of adjustable buckles at the level of the tightening straps
(1). The brace’s surface was coated with matting material (2), and reference points (3)
enabling spatial correlation of subsequent 3D scans were glued on. The point cloud was
created using an Atos Core 200 optical scanner manufactured by GOMGmbH (accuracy
of measurement according to standard VDI 2634 Part 3 – no worse than 0.03 mm, posi-
tioning repeatability ± 0.05 mm, optical system with two CCD 5 Mpx cameras). After
preliminary, rough processing, the point cloud yielded amesh of STL triangles defined as
a binary representation consisting of 2,953,425 elements. 33 exposures, using 25 mark-
ers, were applied for this purpose. Point cloud processing computer software, Geomagic
Wrap (3D Systems), was used to remove the fastening buckles from the model, repair
artifacts, and fill in losses. The brace’s exterior surface was represented on the mesh
modified in this way. Using this surface as the foundation, the next step was to create a
shell with a thickness of 4 mm, corresponding to the structure of the brace, described
by NURBS splines. The model representing the actual brace was created by processing
the point cloud in this manner (see Fig. 1b). An interior pad, along with a corrective ring
made of soft material, was also modelled at the height of the spinal curve’s apex. The
brace’s computer model was imported into the ANSYS environment (ANSYS Inc.) for
FEM numerical simulation, in which numerical analyses were then performed.

Fig. 1. Reverse engineering - creating a computer model of the orthosis based on a real object.
Brace prepared for scanning (a): 1 – fastening stiffening the brace, 2 – matted exterior layer,
3 – reference markers. 3D model of the brace (b).
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2.3 FEM Model

The material selected for the exterior body was polypropylene (E = 1000 MPa, v =
0.2) [6, 7], and soft foam was used to model the middle layer (E = 100 MPa, v = 0.45)
[7]. The FEM model was generated using a 10-node tetrahedral element (SOLID187).
A relatively fine mesh of tetrahedral finite elements (see Fig. 2a) was generated in
order to show in detail the distribution of directions and values of the principal stress
vectors, shown after solving the problem in each element separately. The shapes of the
tetrahedrons appear quite regular, despite the complex geometry of the brace.

Fig. 2. Numerical brace model: generated mesh of tetrahedral finite elements (a), and boundary
conditions on the imported geometric model represented by NURBS (b): preliminary force (A),
fixed supports (B and C), additional force applied after preliminary loading of the brace (E), force
of gravity (D).

The concentration of the mesh was also greater at critical sites with more complex
geometry, so as to improve the accuracy of stress calculation when the brace was loaded
at these sites. Discretization was performed until further concentration of the node mesh
did not change the results of the von Mises stress obtained by more than 3%. After the
meshwas concentrated, 149,322 nodes and 77,530 finite elements with amaximum edge
length of 15 mm were obtained (see Fig. 2a).

After the finite element mesh was generated and the brace model’s parameters were
defined, the boundary conditions were introduced. Supports B and C and preliminary
load A were applied to implement the three-point system of forces (see Fig. 2b). Small
surfaces B and C were defined as two immobile supports, fixed in space. Force A, with
a value of 15 N, was applied as the preliminary load of the brace. The value of force
A falls within the range of real-life forces occurring in braces [13]. Force of gravity D
also acts on the brace when it is immobilized in this manner. In order to best reflect
the actual conditions of the experiment, the force of gravity was taken into account,
although it does not seem to play a big role. The field of displacements was calculated
for the loads and supports defined in this way. Following the first stage of calculations,
described above, an additional force E, with a value of 0.12 N, was applied to the brace
in the same direction as applied force A. The purpose of introducing the force E was to
obtain numerical results of displacements that could be directly comparedwith the results
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of experimental tests of the brace, carried out on an interferometric test stand, which,
however, were not included in the scope of this article. As shown further on in the article,
the brace’s material works within the linear range for typical loads acting on the brace.
Therefore, test results of small displacements at low loads have a linear relationship with
results corresponding to greater, operational loads acting on the orthosis. The final result
of simulations was the difference in displacements before and after the input of force E.
The distribution of displacements on the Z axis was obtained as a result, which can be
verified in the future with the results obtained on the experimental test stand.

3 Results

The brace’s distribution of displacements, being the result of FEM numerical analysis,
is shown in Fig. 3. In the numerical simulations, the maximum displacement on the Z
axis was −1.863 µm.

Fig. 3. Displacement distribution on the Z axis obtained by FEM numerical analysis.

Von Mises stress distribution as shown in Fig. 4 was obtained. With the exception
of relatively small areas where loading force and supports were applied, the value of
stresses inmost of the bracewas less than 2.878MPa (see Fig. 4), fallingwithin the linear
range of the stress–strain curve for polypropylene [14], which confirms the previously
adopted assumptions pertaining to the brace model.

Clearly, it is difficult to determine the brace’s working scheme based on Fig. 4 alone.
To illustrate how the brace’smechanical structure carries loadsmore clearly, Fig. 5 shows
a view of the brace’s front part, presented in a way that makes it possible to illustrate the
vectors of the principal stresses on the interior and exterior of its front wall.
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Fig. 4. View of brace with von Mises stress values: front exterior (a), and front interior (b).

Figure 6 shows the vectors of principal stresses for tensile stresses σ 1 only. The
trajectories of maximum principal stresses σ 1 are also plotted in this figure. Lines start-
ing and terminating in areas where external forces were applied were drawn along the
directions in which stress vectors acted. The trajectories of these lines formed splines
tangent to σ 1 vectors, with mild changes of direction.

4 Discussion

In this approach of simulating the brace’s work, the standard method of analyzing FEM
modeling results was applied, involving determination of the von Mises stress distribu-
tion for loads with values equal, in terms of orders of magnitude, to the typical corrective
forces applied according to the elementary three-point pressure system. The results given
in Fig. 4 indicate that the adopted thickness of the polypropylene shell is what gives the
orthosis the required strength parameters. The allowable stress (Fα) values for this mate-
rial are substantially greater than the vonMises stress values obtained.With the exception
of the sites at which force and supports were applied, stress values in other parts of the
brace were below 2.878 MPa, which corresponds to the linear range of the stress–strain
curve for polypropylene [14]. Both sites of the bracemost exposed to damage inmechan-
ical terms and areas performing almost no work can be indicated. Nevertheless, it would
be difficult to generalize the results obtained to braces under different load values and
having different geometries based on the rather irregular distribution of stress values in
the body of the brace (see Fig. 4), even if a similar three-point pressure system were to
be applied.

Seemingly, the distributions of principal stresses, shown in different parts of the
structure in Fig. 5, can provide more information about the general character of the
orthosis’s work. It can clearly be seen that the exterior surface of the brace’s front wall is
subject to compression,whereas the interior surface of the samewall is subject to tension.
The absolute stress values in the exterior layer are about half those on the interior side.
The work of other parts of the brace’s shell is similar. In the predominant part of the

https://doi.org/10.1007/978-3-030-86297-8_6
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Fig. 5. Distribution of principal stresses σ 1 (red) and stresses σ 3 (blue) in the area of the brace’s
front wall marked in figure: area of the brace’s front wall (a), stress distribution on exterior surface
of marked area (b) and stress distribution in cross-section of front wall (c); the layer close to the
interior surface is visible after “removal” of a part of the front wall’s material.

brace shell, the characteristic stress distribution features a substantial value of tensile
stresses on the interior side, arising from the superposition of stresses originating from
two separately acting types of loads. By comparing the signs and values of the acting
stresses, one may conclude that the brace’s shell is subject to a complex state of bending
and tension (see Fig. 7). This observation is of fundamental significance in the context
of the method of brace optimization described further on in the article, since it enables
determination of which side of the brace’s wall will be subjected to the maximum tensile
stresses.

Based on the determined vector fields of principal stresses and the plotted trajectories
of maximum principal stresses σ 1 in areas where these stresses accept relatively high
values (see Fig. 6), one can see clear regularities shaping the obtained image of the lines.
The principal stress trajectories are arranged in a characteristic manner, connecting sites
of corrective load application along paths, with relatively small lengths, in sum total. This
picture corresponds to the concept of force flow lines, which is under intense scrutiny
in optimal design theory [15]. This concept bases on the observation that, in the general
case, the “flow” of forces through a mechanical structure between points of external load

https://doi.org/10.1007/978-3-030-86297-8_6
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Fig. 6. Distribution of principal tensile stress vectors with principal stress trajectories.

Fig. 7. Stress distribution diagram in cross-section A-A of the brace’s front wall (the top side of
diagram B corresponds to the interior side of the brace wall): superposition of stresses originating
from tension under force F and bending by moment M.

application is most intensive in the vicinity of topographic lines connecting these points
in space, considering the geometric boundaries of the object. Principal stress trajectories
are one among many methods of implementing the force flow lines concept. There are,
however, other, competing propositions in the literature [16]. Based on this concept, a
brace can be described as a spatial mechanical system, mainly carrying loads spanning
relatively short trajectories between sites of corrective load application. Based on the
spatial distribution of the trajectories shown in Fig. 6, the area of the brace responsible for
realizing the orthosis’s corrective function can be indicated. It is located in the area of the
plotted trajectories. Other areas serve an auxiliary function, e.g. stabilizing the bracewith
respect to the torso. The position of the corrective area is similar to the one determined
using the optimization procedure [6]. Nonetheless, it seems that the method of analyzing
the structure’s work, as presented above, is more easily comprehensible in the context of

https://doi.org/10.1007/978-3-030-86297-8_6
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stress distribution analysis compared to the approach based on minimization of elastic
energy in the topological optimization method.

Based on the results of the numerical model presented above, one can indicate meth-
ods of their practical application. According to the test results, one can conclude that it
is possible to reduce the brace’s weight without substantially changing its mechanical
parameters, particularly its stiffness in areas carrying corrective loads.Manufacturing the
brace using a thinnermaterial, with additional stiffening in area of the plotted trajectories
shown in Fig. 6, responsible for carrying corrective loads, may be the simplest solution.
Within this area, the brace can be stiffened by, for example, integrating thin overlays of
composite, with a polymer matrix reinforced by glass or carbon fibers oriented along
the trajectories of principal stresses shown in Fig. 6, into its surface. A comparison of
Figs. 5, 6 and 7 clearly shows that applying overlays on the interior side of the brace
in its front part would be most effective, because the interior side is under substantially
greater load than the exterior side in this area. The opposite situation occurs near correc-
tive force application sites. There, the exterior side carries much greater loads than the
interior side. One can indicate sites for application of overlays in other areas carrying
corrective loads in similar fashion.

The discussion above shows that the trajectories of force flow lines in the brace,
serving as the basis for determination of areas requiring reinforcement, can be predicted
rather easily, in the case of a three-point system of forces. It seems that such an approach
can also be applied in more complex cases. In the simplest case, Boston brace uses
a three-point pressure principle as the method of correction, which involves fixation
above, below, and at the apex of the curve [17]. The chosen simulation setup is close to
actual, physiological loading. For more complex cases, numerical calculations should
take into account the appropriate,more complex physiological load systems. Itmay cause
some limitations of the presented method of analysis, but it seems that the described
procedure may be appropriate to optimize brace design also in these more complex
cases.Verification of this hypothesis requires additional numerical simulations, however.
Another way of practically applying the results of analysis is to remove material, e.g.
by making holes in areas of little significance from the point of view of the brace’s
corrective properties.

The current trend in research on braces involves searching for a material that would
serve as a substitute for polypropylene and enable FDM printing [18]. The results
obtained fit perfectly into this trend, as they may serve as the foundation for a method
of implementing a 3D-printed structure based on an openwork geometry corresponding
to the distribution of principal stress trajectories and fulfilling the condition of minimal
weight alongside the required stiffness of the structure [6].

The obtained results of this researchmay serve as the basis for furtherwork leading to
optimization of the brace’s design through its stiffening andmass reduction. Considering
the conclusions drawn from modeling results, particularly regarding the distribution of
principal stress directions and values, stiffening components, working according to the
determined directions of principal stresses, can be positioned appropriately. At the same
time, the brace’s mass can be reduced by reducing the amount of material in areas where
the orthosis is under lesser load.

https://doi.org/10.1007/978-3-030-86297-8_6
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5 Conclusion

The brace’s working scheme was defined by determination of the area of the orthosis
subjected to mechanical loads, realizing its corrective function. Stress distributions in
the brace’s structure were determined, and trajectories of principal stresses were plotted
on their basis, illustrating the “flow of forces” in the simple three-point pressure system.
In this way, it was possible to identify sectors of the orthosis of particular significance
from the perspective of corrective action. It seems that using the FEM model for further
tests, with different variations of loads, and with values and distributions similar to
those occurring in reality, may serve as a basis for drawing conclusions concerning the
workingmethod of the real-life orthosis. The correctly formulated computer model is the
foundation for conducting numerical simulations with a high degree of reliability, with
the ultimate objective of optimizing the brace’s structure. The analysis under discussion
is universal in nature and can easily be adapted to other types of braces.
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Abstract. The presented study deals with a familiar situation when unsecured
objects are transported in a vehicle. Unsecured objects have a character of objects
dedicated to daily usage – work purposes or personal purposes. That generally
means laptops, cell phones, tablets, drinks in a glass bottle, objects for sports, and
others. Objects of interest are considered stiff/rigid with an insignificant portion
of deformability.

The study focuses on the interaction between unsecured objects placed inside a
vehicle and vehicle occupants – if a traffic accident happens. If an unsecured object
is randomly placed inside the vehicle’s inner structure and the vehicle crashes into
the barrier, the unsecured objects act like projectiles. These projectiles may, in
some cases, interact with occupants’ bodies. The interactionmay cause, in specific
cases, a severe occupant injury. Regarding the human body, the critical part taken
for the study purposes is a human head – respectively rear part of a human head
with a theoretically insignificant skin thickness. The blunt injury potential (when
an unsecured object interactswith a human head) is calculated throughHead Injury
Criterion (HIC) and Blunt Criterion (BC). Blunt Criterion plays in the presented
study a significant role because it serves as a HIC comparison and verification,
and the inputs to Blunt Criterion must be carefully selected. If not, the correlation
between Head Injury Criterion and Blunt Criterion is not adequately justified.The
presented case study shows the selection of the proper and improper values for the
Blunt Criterion computations and the influence of the selected values on obtained
Blunt Criterion results.

Keywords: HIC · Blunt criterion · Projectile · Human head · Impact

1 Introduction

The primary commercial vehicle mission is to transport vehicle occupants between
different locations securely and with suitable comfort. People (vehicle occupants) use
vehicles for comfortable transportation between their homes and work, between their
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homes and a vacation location or supermarket. Each transportation situation has a sec-
ondary purpose (primary is the occupant transportation) which includes transportation
of typically unsecured objects of different usage.

If vehicle occupants transport themselves into the work, they also transport laptops,
tablets, cell phones, or small drinks. If the transportation situation has a vacation purpose,
vehicle occupants transport inside the vehicle tablets, notebooks, food, sports equipment,
and indoor or outdoor apparel. Finally, for the shopping purpose (transportation from
the supermarket), occupants transport inside the vehicle purchased goods (food, shoes,
electronics) from the supermarket back to their homes.

The transported objects are commonly placed into the vehicle structure (inside the
vehicle) randomly in random places (all around the vehicle’s inner structure). Modern
vehicles have many safe places in their inner structure, where these objects of everyday
usage can be placed, but the objects mentioned above are typically not placed there.
This situation is happening due to people’s stress and tight schedules in their work or
personal life. Safe places are commonly situated in the modern vehicles in the vehicle
trunk. The transported objects are fastened in these places by plastic barriers or a safety
system consisting of a safety net with hooks. Inner vehicle structures may also have
some safe storage places, but it is not common to have a larger storage space in the
vehicle occupant area. Objects are placed in many cases on the front co-driver seat, rear
seats, or backplate situated above rear seats. If a traffic accident happens, the randomly
placed objects inside a vehicle’s inner structure may act as projectiles. The "projectile"
behavior of objects is typical for frontal vehicle impacts with a barrier, where the vehicle
deflection/impact area is enormous but with a small breaking distance - this means that
the vehicle stops its motion on a short distance (let us say 0.5 to 1 m). If the vehicle
stops at a very short distance, the deceleration acting on the vehicle and the objects
inside is significant. A common situation that can describe the case mentioned above is
vehicle impact with heavyweight truck, wall of the building, tree, or another vehicle in
full range (100% coverage). Vehicle breaking actions may also play an important role
when unsecured objects act as projectiles, but the braking distance is in many cases long
enough - the objects do not play the same hazardous role in vehicle occupant safety
as for the vehicular crash event. The study is focused primarily on vehicular frontal
crashes with a barrier. Small unsecured objects are placed, for example, on the plate
above rear vehicle occupant seats(or in the vehicle trunk) – see Fig. 1. The study deals
with blunt human head injury potential - unsecured object interaction with the rear part
of the human head, dismissing the head restraint system’s presence and interaction of
the human head with inner parts of the vehicular structure.

The unsecured objects are considered stiff/rigid with no significant sharp pats or
edges – small laptops, tablets, cell phones, and other similar objects. The experimental
approach is used to determine the head injury potential.

A combination of Head Injury Criterion (HIC) and Blunt Criterion (BC)determines
human head injury potential. Focus is mainly taken on the Blunt Criterion usage with
different input calculation values regarding mass and anthropometric data. The anthro-
pometric data play a significant role in Blunt Criterion determination, and their variations
may change the results significantly.
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Fig. 1. Placement of the unsecured objects randomly in the inner structure of the vehicle and
vehicular frontal crash event description.

2 Materials and Methodology

Experimental and analytical approaches were used for head injury potential determina-
tion through Blunt Criterion (BC). Head Injury Criterion (HIC)is used as a verification
tool. The analytical injury potential calculations (HIC and BC) are based on the experi-
mental data obtained through calibrated Hybrid III 50th Percentile Male Dummy under
tests. Blunt Criterion values are also tied to the experimental data achieved from projec-
tile movement, projectile shape, and anthropometrical data based on studies performed
previously for different research purposes related to wound ballistics [1, 2].

2.1 Experimental Setup

The experimental part of the study was conducted in laboratory conditions using a self-
developed airgun, including pressurizing system (pressure up to 10 bar) and a safety
system. Self-developed projectiles were used with mountable mass for the impact ini-
tialization process. As a human model, Hybrid III 50th Percentile Male Dummy for
frontal vehicle crash usage was chosen. The dummy was in a sitting position using a
vehicle seat without a head restraint system and including a safety belt (body restraint
system). The airgun for experimental investigation purposes mainly consists of a steel
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barrel, optical barriers, and pressurizing system. The steel barrel is made out of a could-
welded steel tube with a polished inner surface to decrease the friction effect produced
by the moving projectile. One side of the barrel tube has a dead end with a pressure input
hose; the second side is open to let the projectile get out of the barrel. The basic concept
of the airgun can be seen in Fig. 2.

Optical barriers are measuring the projectile velocity as the projectile leaves the bar-
rel. Optical barriers are placed close to the open barrel side at a fixed distance of 100 mm
(satisfactory projectile velocity determination). The optical principle of the barriers was
selected because if we use a mechanical-based principle, a loss of functionality occurs
after a specific amount of time (in-service) – deformation of spring elements holding
the metal sheet triggers. When performing experimental verification of the airgun and
measuring barriers performance (mechanical vs. optical), the mechanical barriers were
damaged after approximately twenty shots.

The pressurizing system consists of two valves and a storage tank. Connections
between individual pressurizing parts consist of hoses and tubes (with a limited pressure
level up to 10 bar).

Fig. 2. The basic concept of the projectile used for the experiment (dimension values are in mm).

Projectiles are manufactured from nylon, steel, and hard rubber. The body of the
projectiles is made out of nylon (friction elimination of the projectile in the barrel).
Inner projectile part ensuring the weight diversity (changeable mass through mounting)
is made out of steel (bolts, mountable mass). The impact projectile part is made out of
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hard rubber (to ensure that the Hybrid III 50th Percentile Male head (soft tissue part)
will not get damaged by the projectile impact. The projectiles can have different weights
from 0.5 kg up to 1.5 kg – depends on the weight of the steel part mounted in the nylon
projectile body. Projectile stiffness characteristics are presented in Fig. 3 – compression
test performance. The projectile concept can be seen in Fig. 4.

Fig. 3. Stiffness characteristics of the projectile based on the performed compression test.

Fig. 4. The basic concept of the projectile used for the experiment (dimension values are in mm).
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Hybrid III 50th Percentile Male Dummy is a critical part of the experimental setup.
It is a certified and calibrated component of the experimental chain mainly used in the
automotive industry to measure the severity of the frontal vehicle impact on a barrier
(vehicle occupant safety). The Hybrid III 50th Percentile Male Dummy has built-in
measurement apparatus. Data acquisition is performed through a separate device.

The Hybrid III 50th Percentile Male Dummy was placed/seated in the vehicle seat
from Volkswagen Sharan without a head restraint system. The head restraint system was
not present due to the conservative approach applied for achieving the maximum head
injury potential and the proper shape of the impulse function. A body restraint system
was applied in the specific position as it is in the vehicle. The body restraint system does
not play a significant role in the experiment and is used for securing the Hybrid III 50th

Percentile Male Dummy in the seat in a steady-state position. The positioning of the
Hybrid III 50th Percentile Male Dummy can be seen in Fig. 5.

Fig. 5. Hybrid III 50th Percentile Male Dummy – Position during the test.

The data acquisition (dummy head response measurement - acceleration) was per-
formed through the internal data acquisition system of the Hybrid III 50th Percentile
Male Dummy with a sampling frequency equal to 100 kHz. Obtained acceleration data
were loaded to a computer with an installed NI DIADEM Crash Analysis Toolkit for
further analysis using CFC1000 data filtering and specific functions for the final accel-
eration impulse achievement. The electrical signals obtained from the airgun optical
barriers were measured through instrument DEWE A4 with a sampling rate of 10 kHz.
After each measurement of the electrical impulses from the airgun optical barriers, a
calculation of projectile velocity was performed using DEWESOFT version 7.

2.2 Blunt Criterion (BC) Determination

The estimated injury produced by the interaction between an unsecured moving object
and a human head can be defined as blunt. Object (projectile), which interacts with
the human head, is stiff and has no sharp edges, so as the human head rear part. The
interaction situation on which the blunt criterion calculation (also HIC) is based can be
seen in Fig. 6.
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Fig. 6. Human head and projectile/object contact situation.

Blunt criterion can be calculated through Eq. (1) which can be seen below. The
equation is adapted from the studies presented by Frank et al. [1] and Sturdivan [2]:

Blunt Criterion = ln

(
1/
2 · M · V 2

W
1/3 · T · D

)
(1)

The numerator in Eq. (1) represents the kinetic energy of the projectile. The kinetic
energy is partially transformed to deformation energy and pulse/post-pulse movement
of the human head and projectile. The symbol M is representing the total mass in kg of
the projectile. Symbol V (squared) represents projectile velocity in m/s measured from
the airgun optical barriers – barriers are placed at a constant distance of 100 mm, and
we know the time difference from each projectile pass. The numerator input values are
strongly dependent on the projectile characteristics regarding its motion. Values of the
projectile mass were 0.5 kg, 1.0 kg, and 1.5 kg. Projectile velocity V values are the
pressure functions applied to the airgun barrel through valves and airgun pressurizing
system.

The denominator in (1) is representing variables that must be carefully selected
regarding the impact situation. Symbol W defines the mass of the weight of the struck
individual body part. Study [2] uses amass for most of the whole body (impact on human
chest). Study [1] is using (compared to [2]) differentiation of the struck body masses –
head impact uses head mass, and other. The proper W definition is playing a significant
role in blunt criterion calculation. Symbol T represents the combined thickness of the
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struck humanbodypart at the specific location (impact area). TheTvalue (in cm) depends
on the anthropometric data and affects the resultant blunt criterion value. Parameter D
represents the diameter of the projectile in cm. According to Sturdivan [2], the D value
uses two forms. One form uses themodified diameter of the projectile; another form uses
projectile diameter without modification. The projectile modification process is based
on Eq. (2) adapted from the study [1] and [2]:

D(MODIFIED) = 2 ·
(
A

π

)1/2
(2)

Parameter A in Eq. (2) can be calculated through Eq. (3):

A = π · T · (D − T ) where D > 2 · T (3)

The projectile diameter modification regarding (2) and (3) is only valid; if the projec-
tile diameter D is twice or more significant, then the human body struck wall thickness T
[2]. For the computations of blunt criterion in this study is used only modified projectile
parameter (input to (1) where D=D(MODIFIED)) – the projectile diameter D is more than
twice larger than T. The projectile diameter modification can be seen in Fig. 7.

Fig. 7. The projectile diameter modification (dimension values are in mm).

The specific values of T for the blunt criterion calculation suggested for careful
selection are in Table 1. These values are also used for the blunt criterion calculations
presented in this study. The values of T were adapted from [1, 3]. For this case, when the
projectile interacts with the rear part of a human head with a small portion of soft tissue,
the relevant thickness value can be T = 1 cm or less. Other T values are dependent on
human age [3]. Sincethemale dummywas used for the experimental injury investigation,
T values adapted from [3] are related to the male gender and are random (left and right
side of a human head), not specific for the human head rear part.

Values of W (see Table 2) were considered 4.54 kg, and 75.39 kg for Blunt Criterion
comparative calculation purposes [5].
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Table 1. Specific values for T parameter used for blunt criterion calculations

Calculation Case
No

Values of T in cm Adapted from

1 1 [1]

2 1.13 [6]

3 1.36 [6]

A value of Blunt Criterion equal to 1.6 was selected as critical regarding the study
presented in [1]. The value 1.6 represents a 50% probability of skull fracture [1].

As a comparison tool to Blunt Criterionwas chosenHead InjuryCriterion (HIC). The
critical value of the Head Injury Criterion was set on a value equal to 1000[3, 7]. Value
of HIC equal to 1000 represents approximately 48% skull fracture potential according
to [5]. The probability of skull fracture potential tied up to the HIC value can be seen in
Fig. 8.

Fig. 8. Probability of skull fracture (adapted from [7]).

The HIC calculation is given by Eq. (4) and sub calculation through Eq. (5). The
Eqs. (4) and (5) were adapted from [4, 5, 7].

Health Injury Criterion = maxt1,t2

{(
1

t2 − t1

t1∫
t2
a dt

)2.5

(t2 − t1)

}
(4)

a =
√
a2x + a2y + a2z (5)
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The symbol a in Eq. (4) represents absolute acceleration obtained from Hybrid III
50th Percentile Male Dummy head motion. Symbols t1 and t2 represent the calculation
interval used for obtaining the HIC value – for our case, the time interval is 15 ms. 15 ms
time interval is widely used for analyzing short-duration impacts acting on the human
head. The symbols ax, ay, and az in Eq. (5) represent the resultant head acceleration in the
orthogonal coordinate system (see Fig. 7). X coordinate is the direction of the vehicle’s
motion. The acceleration components are tied up to the Hybrid III 50th Percentile Male
Dummy head center of gravity – placement of the triaxial accelerometer.

The human head injury potential approach is computed for three cases of projectile
weight – 0.5 kg, 1.0 kg, and 1.5 kg. The projectile’s weight plays a significant role in
the injury potential calculated through Blunt Criterion and Head Injury Criterion.

Mass representing the struck individual must also be carefully selected. A compara-
tive calculation of Blunt Criterion for two separate struck object masses was conducted –
one for whole struck object body mass and one for struck body part only – see Table 2.

Table 2. Specific mass values referring to the struck individual/object (Hybrid III 50th Percentile
Male Dummy).

Calculation Case No Mass in kg Adapted from

1 4.54 (Only Head) [5]

2 75.39 (Whole Body) [5]

3 Results

The experimental test performance can be seen in Fig. 9. Figure 9 describes through
photos taken from the high-speed camera the projectilemovement from the airgun barrel,
interaction of the projectile with the Hybrid III 50th Percentile Male Dummy head, and
the projectile post impulse behavior of the projectile and Hybrid III 50th Percentile Male
Dummy head after the impact.

The obtained HIC and Blunt Criterion results show a good correlation between
the obtained results from both used calculation methods. The results from Blunt Crite-
rion calculations are strongly dependent on the selected values of the struck individual
masses and anthropometric characteristics (skull and soft tissue thickness) of the struck
individual body part.

Figure 10 represents the situation when 0.5 kg stiff projectile interacts with Hybrid
III 50th Percentile Male Dummy head. The projectile has different velocities (initial
conditions). The mass of the struck individual/object shifts the Blunt Criterion critical
value to higher projectile velocity levels – the critical projectile velocity (causing the
potential injury) increases.When comparing theBluntCriterion results to theHICcritical
value of 1000, the significant result correlation lies near the critical projectile speed value
of 60 km/h (if HIC is the comparator).

Figure 11 describes a case when a 1.0 kg stiff projectile interacts with Hybrid III 50th

Percentile Male Dummy head. The projectile has different velocities (initial conditions).
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Fig. 9. Experimental process visualization – the Hybrid III 50th Percentile Male Dummy head
and projectile interaction with initial impact velocity 54 km/h.

The mass of the struck individual/object shifts the Blunt Criterion critical value to higher
projectile velocity levels (as for 0.5 kgprojectile) – the critical projectile velocity (causing
the potential injury) increases. When comparing the Blunt Criterion results to the HIC
critical valueof 1000 [1, 7], the significant result correlation lies near the critical projectile
speed value of 45 km/h (if HIC is the comparator).

Figure 12 describes a case when 1.5 kg stiff projectile interacts with Hybrid III 50th

Percentile Male Dummy head. The projectile has different velocities (initial conditions).
The mass of the struck individual/object shifts the Blunt Criterion critical value to higher
projectile velocity levels (as for 0.5 kg and 1.0 kg projectile) – the critical projectile
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Fig. 10. Obtained Blunt Criterion and HIC values – comparison of struck individual different
masses (whole-body vs. head) – projectile mass 0.5 kg.

Fig. 11. Obtained Blunt Criterion and HIC values – comparison of struck individual different
masses (whole-body vs. head) – projectile mass 1.0 kg.

velocity (causing the potential injury) increases. When comparing the Blunt Criterion
results to the HIC critical value of 1000 [3] [7], the significant result correlation lies near
the critical projectile speed value of 38 km/h (if HIC is the comparator).

Results characterizing Blunt Criterion calculation using only the head mass but
different skull and soft tissue thickness can be seen in Fig. 13, 14, 15. Higher skull and
soft tissue thickness values shift the Blunt Criterion critical value (1.6 [1]) to higher
projectile velocities.

Figure 13 represents a situation when 0.5 kg projectile struck the Hybrid III 50th Per-
centile Male Dummy head. A good correlation between HIC critical value (1000 [3, 7])
and Blunt Criterion critical value (1.6) [1] is for skull and soft tissue thickness equal to
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Fig. 12. Obtained Blunt Criterion and HIC values – comparison of struck individual different
masses (whole-body vs. head) – projectile mass 1.5 kg.

Fig. 13. Obtained Blunt Criterion and HIC values – comparison of a different skull and soft tissue
thicknesses for struck human part (head) – projectile mass 0.5 kg.

1.36 cm – for this case, the critical projectile velocity is: regarding HIC circa 60 km/h;
regarding Blunt Criterion circa 57 km/h.

Figure 14 represents a situation when 1.0 kg projectile strikes the Hybrid III 50th Per-
centile Male Dummy head. A good correlation between HIC critical value (1000 [3, 7])
and Blunt Criterion critical value (1.6 [1]) is for skull and soft tissue thickness equal to
1.36 cm – for this case, the critical projectile velocity is: regarding HIC circa 45 km/h;
regarding Blunt Criterion circa 40 km/h.
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Fig. 14. Obtained Blunt Criterion and HIC values – comparison of a different skull and soft tissue
thicknesses for struck human part (head) – projectile mass 1.0 kg.

Figure 15 represents a situation when 1.5 kg projectile strikes the Hybrid III 50th Per-
centile Male Dummy head. A good correlation between HIC critical value (1000 [3, 7])
and Blunt Criterion critical value (1.6 [1]) is for skull and soft tissue thickness equal to
1.36 cm – for this case, the critical projectile velocity is: regarding HIC circa 38 km/h;
regarding Blunt Criterion circa 33 km/h.

Fig. 15. Obtained Blunt Criterion and HIC values – comparison of a different skull and soft tissue
thicknesses for struck human part (head) – projectile mass 1.5 kg.

HIC calculations presented in Fig. 10, 11, 12, 13, 14, 15 are used as a comparator
to obtained Blunt Criterion values. The HIC values were chosen as a comparator since
HIC is widely used in practice to determine the potential of head injury. Blunt Criterion
is used mainly to study human body vs. projectile interactions in forensic applications
focused mainly on wound ballistics.
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Equations in Fig. 10, 11, 12, 13, 14, 15 describe specific functions that characterize
the probable evolution of HIC or Blunt Criterion values regarding the projectile velocity
values. The equations are computed in MS Excel through the trendline function. The
used trendline function has a polynomial order equal to 3, matching the obtained HIC
and Blunt Criterion data reasonably.

4 Discussion

The results presented in this study are mainly based on the experimental approach using
Hybrid III 50th Percentile Male Dummy, which represents a realistic biomechanical
model of the human body and its parts. Head responses and projectile velocities are
measured, and the HIC and Blunt Criterion are calculated.

TheHead Injury Criterion (HIC) calculation is based only on the assumption that one
specific projectile velocity is needed to obtain theHybrid III 50th PercentileMaleDummy
head response data without repetition. Typically, three or more repetitions on the same
velocity are needed to obtain relevant data (statistics). This approach was dismissed
– Potential problems with calibrating the sensors on Hybrid III 50th Percentile Male
Dummy due to projectile velocities applied; In practice, no repetitions of crash tests are
performed to obtain statistical data.

The values of Blunt Criterion are strongly dependent on the user-defined inputs. If
the inputs are not carefully selected, Blunt Criterion calculations give unsatisfactory
results. Based on the obtained Blunt Criterion results compared with HIC values, the
mass of the struck human body part should be selected (not the whole body). Also, the
weight of the human body part plays a role in the resultant calculated data – the higher
the weight is, the lower the critical projectile velocities are.

A similar statement is applicable for the skull and soft tissue thickness – the higher
the combined thickness is, the lower the critical projectile velocities are.

The Blunt Criterion results relating to the skull and soft tissue thickness (combined)
are spread in the range of about 6 km/h for all three solved cases (projectile mass
0.5 kg, 1.0 kg, and 1.5 kg). Blunt Criterion calculation results using higher thickness
values correlate better with HIC values. However, all Blunt Criterion calculations using
the different skull and soft tissue thicknesses give satisfactory results regarding the
uncertainty tied up to the anthropometric human head characteristics.

The assumption canbe taken that the rear part of the humanheadhas a small portion of
skin, and the realistic combined thickness of the skull and soft tissue canbe approximately
1 cm or less (in obtained results – the highest difference betweenHIC andBlunt Criterion
value). If we consider some amount of hair, the thickness can increase above 3 or 4 mm.
Since the Hybrid III, 50th Percentile Male Dummy head has a constant thickness of the
soft tissue and constant thickness of the “skull” approx. 1.1 cm [6], the all obtained
results match very well.

If the statistical analysis (confidence interval, other) is performed for both (Blunt
Criterion and HIC), the difference regarding obtained values with variable values of
a thickness (skull and soft tissue) T and mass W vill be more negligible. A “pseudo”
statistical analysis will be performed in the future using statistical calculation tools in
the software OriginPro.
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In reality, the human head’s response to impact during a vehicular crash is a highly
complex function that can include head interactions with different parts of the car’s
inner structure, airbags, and others. The study focuses only on a specific case of head
and projectile interaction, which is not so complex/complicated and can be adequately
analyzed.
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Abstract. This study aimed to analyze the possibility of using spherical contact
pairs to model the articular surfaces of the joints of the wrist. To do so, a three-
dimensional surface model of the bones in the wrist was created based on medical
scans from computer tomography. Twenty-two pairs of surfaces, which repre-
sented the contact areas, were selected and cut out of the model. After that, these
pairs were imported into custom software in Python, which allowed for numerical
sphere fitting using optimization. The obtained results were then analyzed in terms
of the validity of the obtained contact pairs, whether they formed actual ball-and-
socket joints and based on fit quality. To verify the results obtained from the first
model, a second set of meshes was obtained. The obtained results showed that
for most of the joints in the wrist, the spherical approximation might be a viable
choice. In some of the cases, the returned radii of the spheres were unusually large,
which could mean that different contact pairs, such as the sphere-plane type might
be more accurate.

Keywords: Bone contact · Sphere fitting · Optimization

1 Introduction

The wrist contains eight bones, which can be subdivided into two sets: proximal and
distal. It is a bridge between the five digits and the radius/ulna forming the elbow joint. In
total, thewrist connects fifteen bones in twenty-two joints,whichmakes it one of themore
complicated structures in the human body. Because of this complexity, many different
approaches to wrist modeling are available in literature. Probably the most common
approach is to substitute the wrist with only single or dual constraints, usually in the
form of hinge joints [1–7]. Nevertheless, such an approach can be limiting, especially
when considering the contact behavior in the joint. This problem is usually addressed
with the rigid body spring method [8] or the finite element method [9–14], in which all
joints and their cartilage are represented. However, due to the sheer number of joints,
their sizing, etc., obtaining viable meshes for use in contact analysis can be difficult and
may require manual adjustment of geometry, as in [15]. The method itself is also costly
numerically, especially when considering complex, dynamic models. In the literature,
a different approach to contact modeling in joints has also been studied. Deformable
contact pairs have been proposed to substitute the cartilage in the knee [16, 17], the hip
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[18], and the ankle [19, 20]. This method allows for a more accurate description of the
bone contact behavior of the joint than the regular spherical/cylindrical constraints and
is also fairly inexpensive when compared to the finite element approach. To the best of
our knowledge, it has never been applied to the joints of the wrist.

The aim of this researchwas to perform a preliminary analysis onwhether the contact
areas in all twenty-two subjoints in the wrist could be simplified using deformable
spherical contact pairs. This study was limited to a geometrical analysis of the bone
profiles. Themethod and the obtained resultswere presented in the following paragraphs.

2 Method

2.1 Obtaining Geometrical Models of the Joints in the Wrist

In this study, the geometrical models of wrist’s joints were based on computer tomog-
raphy (CT) scans. The procedure was performed on two separate CT datasets from
embodi3d.com, available under Creative-Commons By Attribution license:

• filename: ct wrist 1.0.0 byMahipal at https://www.embodi3d.com/files/file/38758-ct-
wrist/, under CC – Attribution license and accessed: 13.10.2020,

• filename: my wrist 1.0.0 by rajwardhan19 at https://www.embodi3d.com/files/file/
41972-wrist/, under CC – Attribution license and accessed: 29.04.2021.

Nevertheless, due to the quality of the second scan, only two contact pairs were
created from it. Therefore, the first scan was used to check all subjoints, while the
second one functioned as a partial verification for the results from the first.

In the first step, the image segmentation was carried out. To do this, CT scans were
imported into 3D Slicer. Then, with the Threshold function, the bones were separated
from other tissues. After that, 3D Slicer was used to create a surface mesh of the bones
in the wrist with a marching cubes approach – see Fig. 1. The meshes were cleaned out
and smoothed inMeshmixer.

To model joint connections, twenty-two pairs of contact surfaces were cut from the
bone models in Meshmixer – see Fig. 2. The contact patches were selected taking into
account the anatomical placement of the joint’s cartilage. After a preliminary analysis
of the shape of the contact surfaces, it was devised that the subjoints resemble a ball-
and-socket joints, therefore, simple contact pairs of two spheres could likely be used to
substitute the cartilage in them. A simple script was written in Python to fit spheres to the
extracted contact surfaces. The software used the STL (Standard Tessellation Language)
file format for the meshes, while the sphere fitting was performed with an optimizational
approach based on [21].The script also allowed for visualization of the obtained contact
pairs (with and without the original meshes) in mayavi and matplotlib.

Note that in this case the contact patches representing cartilage were based on the
meshes of the bones obtained from CT scans, which is common in biomechanics [9, 22].
Nevertheless, the proper cartilage thickness could be set after sphere fitting by adjusting
the radius of the spheres using experimental data [23–25].

https://www.embodi3d.com/files/file/38758-ct-wrist/
https://www.embodi3d.com/files/file/41972-wrist/
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Fig. 1. A sample of the obtained three-dimensional meshes as seen in 3D Slicer.

Fig. 2. The articular surfaces of the twenty-two joints as seen in Meshmixer.

2.2 Checking the Quality of the Contact Pairs

The quality check of the obtained contact pairs was performed in two ways. Firstly,
we employed standard deviation to assess the quality of the sphere fitting procedure
for each sphere in all contact pairs. Then, visual representations of the contact pairs
were used to check whether the pairs were valid in an anatomical sense, i.e., the pairs
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resembled proper ball-and-socket joints. Based on the initial assessment of the results,
we distinguished three different cases:

• a valid contact pair – the anatomically smaller sphere (ball) was contained within the
anatomically larger sphere (socket); 1.0 point

• a partially invalid contact pair – the two spheres intersected (due to curvature of the
contact patch or numerical problems during fitting), it might be possible to manually
adjust it into a valid contact pair, with, for instance, minor changes to the sphere
centers; 0.5 points,

• an invalid contact pair – the two spheres were convex and did not form a ball-and-
socket joint (due to curvature of the contact patch or numerical problems during
fitting), which might suggest that a different type of contact pair should be used to
model the joint; 0.0 points.

These cases were visualized in Fig. 3.

Fig. 3. The three variants of the contact pairs, which occurred in the datasets, from the left: valid,
partially-invalid, invalid.

3 Results and Discussion

This part of the paper was subdivided into two sections. In the first one, we presented
the results obtained for the twenty-two contact pairs from the first CT dataset obtained
with two sphere-fitting procedures. In the second section, the selected contact pairs were
analyzed in detail with regards to how they differ between the first and the second CT
dataset.

3.1 Twenty-Two Contact Pairs in the First Model

The results obtained from the first dataset were presented in Table 1. Valid contact
pairs were obtained in almost 60% of the studied subjoints, while invalid contact pairs
constituted only 23% of the cases. Notably, the proper pairs were observed mostly for
the joints occurring in the proximal part of the wrist, involving the scaphoid and lunate
bones. The worst results were obtained for the joints, which connect the wrist to the
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digits. In these cases, completely invalid pairs were common, which suggests that the
sphere-sphere simplification might not be adequate to fully substitute the cartilage in
these connections.

The results also contained several instances, in which the fitting procedure failed
to deliver plausible results. This was reflected by unusually large values of radii for
some pairs. Although we were unable to fully ascertain the cause of these results, we
suspect that it was a failure of the search procedure. Nevertheless, a very large value of
radius might also suggest that, rather than sphere-sphere, plane-sphere contact should
be employed. This issue requires further study.

Table 1. Details regarding the contact pairs obtained from the first dataset, where: italic font
signifies partially-invalid pairs and bold font marks invalid contact pairs.

First bone Second bone r [mm] R [mm] pts

1 Scaphoid Radius 12.16 20.17 1.0

2 Scaphoid Trapezoid 5.28 24.47 1.0

3 Scaphoid Trapezium 7.09 14.70 1.0

4 Scaphoid Lunate 10.16 90.38 1.0

5 Scaphoid Capitate 7.40 10.24 1.0

6 Lunate Radius 17.89 18.93 0.5

7 Lunate Capitate 6.15 7.00 1.0

8 Lunate Hamate 6.97 24.69 1.0

9 Lunate Triquetrum 11.27 51.25 1.0

10 Triquetrum Pisiform 9.55 15.37 1.0

11 Triquetrum Hamate 42139.00 44537.00 1.0

12 Trapezium I metacarpal bone 11.21 12.68 0.5

13 Trapezium II metacarpal bone 17.90 64.62 0.0

14 Trapezium Trapezium 22.27 8671.00 0.0

15 Trapezium II metacarpal bone 67.60 52782.00 0.0

16 Trapezium Capitate 12.80 15.68 1.0

17 Capitate II metacarpal bone 14.70 25.55 0.5

18 Capitate III metacarpal bone 16.62 316.00 0.0

19 Capitate IV metacarpal bone 3.85 139164.00 0.5

20 Capitate Hamate 24.39 41.66 1.0

21 Hamate IV metacarpal bone 20.39 852.00 0.0

22 Hamate V metacarpal bone 9.84 13.59 1.0
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3.2 A Preliminary Verification of Three Contact Pairs on the Second Dataset

As mentioned in the method section, two three-dimensional models were created based
on two CT datasets. Due to low quality, only two contact pairs were obtained from the
second dataset. In this section, the two pairs from the second set were verified in detail
against the corresponding pairs from the first dataset. These pairs were between:

• the scaphoid and radius,
• the capitate and lunate.

As seen in Fig. 4, the first of the contact pairs between the scaphoid and the radius
was valid for both the first and the second model. Naturally, the sizing and the overall
geometry differed between the models. Nevertheless, in both cases, the connection was
a proper ball-and-socket joint – the spheres did not intersect and the anatomically larger
one formed a concave socket for the smaller, convex ball.

Fig. 4. The contact pair between the scaphoid and the radius bones for the first (on the left) and
the second (on the right) dataset.

The details regarding the geometry and the quality of the sphere fit for the contact
pair were presented in Table 2. In both models, the spheres in the contact pair showed a
relatively good fit to the meshes with a standard deviation under 0.45 mm. Furthermore,
the mean absolute distance of the mesh points from the sphere was no larger than
0.38 mm. When compared to the radius of the smallest of the spheres – 12.40 mm
– the result could be considered good.

Similar results were obtained for the pair between capitate and lunate, which was
presented in Fig. 5. Both datasets returned proper and valid contact pairs in this case.
The spheres formed a ball-and-socket joint and did not intersect. Regarding the fitting
quality, as seen in Table 3, the spheres obtained for the secondmodel were slightly larger
than in the first one – as in the scaphoid and radius case. Again, every sphere showed
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Table 2. The details regarding the scaphoid and radius contact pair in the two models, where
r and σ stand for radius, standard deviation.

The scaphoid The radius

Model r [mm] σ [mm] r [mm] σ [mm]

1 12.40 0.19 11.40 0.20

2 16.18 0.27 20.21 0.44

Fig. 5. The contact pair between capitate and lunate bones for the first (on the left) and the second
(on the right) dataset.

Table 3. The details regarding the capiate and lunate contact pair in the two models, where r and
σ stand for radius, standard deviation.

The capiate The lunate

Model r [mm] σ [mm] r [mm] σ [mm]

1 6.16 0.17 6.71 0.26

2 6.90 0.13 9.08 0.39

a good fit to the contact mesh, with the mean absolute distance from a sphere never
exceeding 0.29 mm for the sphere with the radius of 9.08 mm.

4 Conclusion

The paper presented an analysis of the contact areas of the joints available in the wrist.
Twenty-two unique subjoints were analyzed to test whether their geometry allowed for
describing their articular surfaces with simple sphere-sphere contact pairs. The contact
pairswere obtained through a sphere fitting procedurewith input based on two segmented
CT datasets.

Our results indicated that in almost 60% of the studied joints, the articular surfaces
could be simplified to a sphere-sphere contact pair. These cases corresponded to the
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proximal part of the wrist. Some of these results were verified with the second model.
On the other hand, for 23% of the joints in the distal part of the wrist, we were unable
to obtain valid contact pairs. In some cases, the fitting procedure returned unusually
high values of radii for the spheres. Based on our current results, we were unable to
ascertain the source of this phenomenon. Nevertheless, we suspect that it might indicate
that different contact pairs, such as the plane-sphere type, should be employed to model
these joints. This issue requires further study.
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Abstract. Reconstructive therapy is essential in functionality restoration of the
tissues impaired by congenital disorders, degenerative diseases and trauma that
needs authentic cells for transplantation and tissue engineering. Petri dish and Cell
Culture Flasks produce the cells which properties were changed by the contacts
between the cells and the walls of the vessel. A bioreactor for tissue engineering
applications should: (i) facilitate uniform cell distribution; (ii) provide and main-
tain the physiological requirements of the cell (e.g., nutrients, oxygen, growth
factors); (iii) increase mass transport by diffusion and convection using mixing
systems of culture medium; (iv) expose the cells to vital physical stimuli; and (v)
enable reproducibility, control, monitoring and automation. Besides, bioreactors
should present a simple reliable design preventing possible stagnation and allow-
ing an easy access to the engineered tissue if any problem arises in the reactor
during the operational period. In this paper the state-of-the-art review on different
types of the reactors existed in the market, and their benefits is presented. The
review is mostly concentrated on the fluid dynamics aspects of 3D dynamic cell
culture technologies.

Keywords: Tissue engineering · Cell culture · Fluid mechanics ·
Mechanoelectric stimulation · Computational fluid dynamics

1 Introduction

Regenerative medicine is the future of health care, and better understanding the rela-
tionships between cells and their environment for the cell culture and tissue engineering
is essential for novel biotechnologies [1, 2]. Reconstructive therapies are needed to
restore functionality of tissues impaired by congenital disorders, degenerative diseases
and trauma [3]. Human mesenchymal stem cells (MSCs) derived from different adult
tissues have extensively been used in tissue engineering studies and showed encouraging
results in preclinical models of tissue healing and regeneration [4–6]. Novel regenera-
tive technologies also use organoids, which are 3D miniature versions of human organs
produced from stem cells derived from either individual patient or healthy volunteers
in vitro followed by recapitulation of the actual organ [7]. Organoid technology is also
promising for preclinical drug testing and treatment modulation as individual patient’s
genetic makeup.
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New tissue engineered products cannot be developed in a commercial settingwithout
a solid foundation of how these cells behave in their native tissue. Since the life cycles of
cells, their function and interaction are regulated by the cellular microenvironment [8],
a comprehensive control over the mechanical environment in the cell culture bioreactors
is essential.

Petri dish and Cell Culture Flasks are the conventional designs for cell culture and
tissue engineering. 3D structures can also be grown in them as a set of monolayers
of adherent cells grown on flat and rigid 2D substrates. In spite of the 2D engineered
structures, live tissues in our bodies are composed of cells located inside a complex
3D extracellular matrix (ECM). The cells communicate with both ECM and neighbor-
ing cells in 3D space through biochemical, mechanical and electric signals that deter-
mines tissue/organ homeostasis. Development of essential 2D structural organization
and connectivity can limit/diminish such vital properties as cellular morphology, viabil-
ity, proliferation, differentiation, and gene and protein expression, response to stimuli,
drug metabolism, and general cell function [8]. Importance of the electric interactions
between the cells and extracellular matrix is usually missed in the tissue bioreactors and
tissue engineering technologies.

Bioreactors were initially developed to allow the high-mass culture of cells used for
applications in diverse areas, including fermentation, wastewater treatment and purifi-
cation, food processing and drug production [9]. Many of the principles established
by these applications have recently been adapted for tissue engineering purposes. A
bioreactor for tissue engineering applications should: (i) facilitate uniform cell distribu-
tion; (ii) provide and maintain the physiological requirements of the cell (e.g., nutrients,
oxygen, growth factors); (iii) increase mass transport both by diffusion and convection
using mixing systems of culture medium; (iv) expose cells to physical stimuli; and (v)
enable reproducibility, control, monitoring and automation (Sladkova 2014). Besides,
bioreactors should present a simple reliable design in order to prevent contamination and
allow quick access to the engineered tissue if any problem arises in the system during
the operational period (e.g., fluid leakage and flow obstruction). The best design must
resemble the natural microenvironment for the cultures cells [10] and be automated [11].

2 Cell Culture at Static vs Dynamic Conditions

From the end of theXIX century the leading tool for cell culture inmicrobiology, eukary-
otic and plant cell culture, regenerative biology and tissue engineering was Petri dish
(Petri plate or cell-culture dish), mainly due to its convenience and simplicity. The cells
grow at static conditions in glass or plastic (polystyrene) Petri dish partially filled with
warm substrate containing agar/fluid with specific components like minerals, nutrients,
carbohydrates, amino acids, antibiotics, blood, dyes and markers. The growing cells
could be in contact with other cells, substrate, plate walls or air that promotes their
polarization and, thus, influences their individual shape, biophysical and physiological
properties, and fate. For proliferation cells must have no contact with walls. Static sys-
tems have also disadvantages in the mass transport of nutrients and oxygen into 3D
constructs.
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In natural in vivo conditions the growing and developing cells are exposed to different
oscillating external forces. The cells are sensitive tomechanical stresses, and their biome-
chanical properties got pathologically changed by improper mechanical environment,
which the cells can adapt to and control [12, 13]. Periodical blood pumping through the
blood vessels, contraction of the skeletal and numerous smooth muscle cells in the walls
of hollow organs, blood vessels and other ducts produce permanent oscillatory state of
the extracellular matrix that is the driving force for the interstitial flows. Therefore, the
external forces produce oscillating pressures and viscous shear stresses that determine
normal cell development and interaction in the natural conditions. The interstitial flows
also help to transport nutrients, gases, wastes, key signaling proteins and other impor-
tant components throughout the tissue which is essential for tissue maintenance and
pathobiology [14]. The proteins, polysaccharides and other molecules are too large to be
delivered from the capillaries to the cells by diffusion only which is unreliable when the
interstitial liquids are in gel phase. Slow interstitial flows essentially enhance the extra-
cellular transport and tissue metabolism. Nature has addressed this problem in native
bone by establishing a complex lacunocanalicular network within which a nutrient-rich
fluid permanently circulates feeding the bone cells located in the lacunas.

Some physical parameters of the interstitial flows are given in Table 1 and the Darcy
flow through the blood vessel walls and tissues has been considered as the main mecha-
nism of cell nutrition and maintenance [14]. Some other mechanisms like electroki-
netic phenomena (electrophoresis, diffusiophoresis, electroosmosis, stream potential
and capillary osmosis), specific adhesion and molecular motors are also essential for
the intercellular interaction and tissue development.

Dynamical (moving) bioreactors provide a homogeneous distribution of nutrients
in the bioreactor chamber by dynamical fluid movement/mixing. Bioreactors for tissue
engineering applications can be broadly classified in few main categories, including
spinner flasks, stirred systems, rotating wall, rotating bed, waving bed, flow per- fusion
bioreactors (FPB) and compression systems.

Pulsatile pressure and flow bioreactor systems are promising for culture of cardiovas-
cular tissues which are subjected to permanent stresses in natural conditions. FPB also
provide better penetration of the nutrition, oxygen, growth hormones and other compo-
nents into the core of the 3D cell colony. Those bioreactors significantly improve core
cell activity and density compared to the cultures grown at static conditions. The operat-
ing conditionsmust satisfy the physiological mechanical environment of the cells/tissues
to reduce/eliminate the mechanical overstimulation effects. The applied pressures and
perfusion rates enhance cell seeding efficiency and uniformity in the mass and vital
quality of the cells and engineered tissues [15–17].

The shear forces are essential for fibroblasts, vascular epithelium, muscle and some
other cells that need shear forces for their proper elongation and pattern formation.
For the bone cells the pump speed was set from 3.5 to 200 revolutions/min for perfu-
sion rate 0.26–14.8 mL/min, shear stress tau = 0.01–10 dynes/cm2 due to physiologic
in vivo τ = 8–30 dynes/cm2 range for osteocytes [18].
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Cell growth in FPBs is preferable due to:

– Cells grow better under dynamic culture conditions;
– Cells have almost no contact with neighbors and will not be polarized;
– There is continuous cycling of nutrients, hormones, and permanent removal of
metabolic wastes;

– The shear force produced by the flowing medium act as a mechanical stimuli signal
that further promotes stem cell differentiation toward certain cell lineages.

Necessary conditions for cell growth are O2 supply 1–9%; CO2 supply 5–7.5% for
maintaining a proper pH = 7.2–7.5; constant temperature T = 37°C; high humidity of
the air/gases over the liquid surface.

Several types of FPBs have been designed

1) Bioreactors with perfusion and electrical stimulation:

• Cardiac tissues (H. Park, MIT);
• Embryoid bodies (Figallo andGerecht, MIT; Elvassorre, Padova);

2) Bioreactors with perfusion and mechanical loading:

• Bone and cartilage engineering (Marolt, MIT);
• Osteochondral plugs (Grayson and Chao, Columbia);
• Invertebral disc (Kandel, Mt. Sinai);
• Vasculogenesis (Kang, Tufts);
• Vasculogenesis with human embryonic stem sells (Gerecht, MIT);
• Blood vessels (Lovett, Tufts);
• Human Umbilical Vein Endothelial Cells;

3) Microfluidic bioreactors allowing imaging and screening studies:

• Microbioreactor arrays (Elvassorre, Padova);
• Gradient bioreactors (Moon, U. Washington, Cimetta, Columbia);
• Nanoliter scale microbioreactor array;
• multi-shear device for investigating the effects of low fluid-induced stresses on

cells.

Design and operating conditions of a FPB are preferably determined by CFD compu-
tations (AnSys Fluent) on 3D design (SolidWorks) with detailed numerical estimations
of the stresses, fluid flows and cell deformations in the system with coupled chemical,
electric and magnetic effects (AnSys Multiphysics) [19–22].

3 2D vs 3D Bioreactors for Cell Culture

The Petri dish provides an example of 2D cell culture. New research indicates that
everything we have learned in 2D cannot be translated in the 3D. As it was stated in a
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recent study on behavior of the cancer cells grown in the Petri dish [23] “much of how
cells behaved in a Petri dish was an artifact of the 2-D environment. The cells moved
as they did not because that’s how motility works in cancer cells but because the cells
were in a dish. Put them in a 3D environment and everything changed”. Fundamental
differences between 2D and 3D cell cultures systems include cell attach, spread and
grow, their morphology, proliferation, differentiation, gene and protein expression.

The cells cultured in the 2D bioreactors on the flat surface of a substrate possess
non natural flattened shape due to cell adhesion to the surface. 3D cultures exhibit a
higher degree of structural complexity and homeostasis, which is analogous to tissues
and organs. Main advantages of 2D cell cultures are easier environmental control, cell
observation, measurement and eventual manipulation in comparison to 3D cultures.
However, limitations such as inability to depict traits exhibited by in vivo systems,
decreased compatibility with in vivo systems, increased drug sensitivity and exposed
surface hamper their use in both clinical and fundamental investigations. Advantages
of 3D cell cultures are proximity of different cells at all sides, behavior akin to in vivo
conditions, as well as more accurate representation of cytoskeleton and intracellular
architecture. These types of cultures can also be used as efficient simulators of tumor
characteristics such as dormancy, hypoxia and anti-apoptotic behavior. In 2D culture,
a monolayer of cells is in continuous contact with culture medium, and simple diffu-
sion is sufficient to maintain cell viability, while in the 3D constructs we need chemo
transportation in bioreactors.

Several alternative culture systems like gel matrix [24–26] and sponge matrix [27]
cultures have been designed. Nevertheless, they present a major disadvantage: cell den-
sities are limited by diffusion of oxygen, nutrients and waste. Diffusional transport lim-
itations for oxygen and other essential nutrients, as well as culture dependent alterations
in gene expression are potential drawbacks of the utilization of 3D cultures. Further-
more, some 3D cultures created from specific tissues (for example, basement membrane
extracts) can contain undesirable components like viruses or growth factors.

Early attempts at 3D cell culture utilized explant tissue cultures, which are the cul-
tures of small pieces of tissue surgically removed from tissue/organ of animal/human
[28]. More recent attempts at 3D modeling have included scaffold-based systems,
scaffold-free systems, trans wells and micro fluidics [29, 30]. The 3d liver structure
can be restored from a series of slices of 2d modified polyethersulfone hollow fiber
membranes seeded by primary human sinusoidal endothelial cells, stellate cells and
hepatocytes in static and dynamic environment conditions [31].

The increasing use of 3D culture techniques in different research areas is accompa-
nied by technical challenges for microscopy. Whereas 2D cultures can be conveniently
analyzed by almost any kind of imaging, 3D culture systems have to be optimized and
specifically prepared for permanent control of their growth and development.

Therefore, the detailed comparative study of the 2D vs 3D bioreactors for cell culture
revealed that:

1) 2D monolayer bioreactors are useful for differentiation in the presence of growth
factors and shear; gradient studies; and spatiotemporal pulses and steps.

2) 3D hydrogel bioreactors are useful for maintaining cells in undifferentiated state
with high cell viability, and differentiation in the presence of growth factors.
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3) 3Dflow-perfuse bioreactors can be designed on different physical approaches for cell
levitation (microgravity conditions) that will be discussed in the following sections.

4 Levitation of Cells in 3D Bioreactors

4.1 Spinner Flasks Bioreactors

Spinner flasks are simple bioreactor systems composed of a glass or plastic vessel in
which cell/scaffold constructs are attached to vertical needles hanging from the top of
the vessel and immersed in the culture medium. Different type and number of rotating
elements can be used (Fig. 1a–d). The top of the vessel is usually used for gas exchange
and medium oxygenation. Mixing of the medium is maintained with a stir bar at the
bottomof the vessel or othermixingmechanisms.The convective forces generated during
stirring mitigate the nutrient concentration gradients at the surface of the cell/scaffold
constructs and produce turbulences that enhance mass transport toward the center of
the samples. Spinner flasks were traditionally used to support large biomass growth and
have recently been exploited for tissue engineering applications, including the culture
and maturation of bone tissue substitutes using human osteo-competent cells derived
from adult tissues.

Fig. 1. Spinner flasks bioreactors with 1 (a) and 4 (b) scaffolds, 1 fan (c) and 4 scaffolds and fan
(d) rotated.

4.2 Rotating Wall Vessel (RWV) Bioreactors

NASA initially developed the RWV bioreactor to protect cell cultures from the high
shear forces generated during the launch and landing of the space shuttle. When the
device was tested for cells in suspension on Earth, cells were seen to aggregate and
form structures resembling tissues. These observations led to the possibility that the
bioreactor might be used to study co-cultures of multiple cell types and the association of
proliferation and differentiation during the early steps of tissue formation [32]. TheRWV
bioreactors have been used for modeling the microgravity environment encountered in
space and to investigate growth, regulatory and structural processes in the microgravity-
affected cultures [33, 34]. Its geometry and rotational speed was based on detailed CFD
computations of the velocity fields in the vessel in order to get the uniform shear stress
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conditions for the cells [19, 35]. Later a spherical bioreactor with two orthogonal axis
of rotation for better mixing has been designed and tested [36].

The RWVbioreactor was estimated as a useful tool to create amodeledmicrogravity,
low fluid-shear environment that provides the necessary oxygenation and nutrients for
development and polarization. In this environment, cells were observed to form cellular
structures and features not readily expressed in conventional monolayer cell culture.
Since its development, the RWV bioreactor has been utilized for the study of cellular
and microbial gene expression in microgravity, cellular differentiation, host-pathogen
interactions and tissue engineering [37–40]. The rotating wall vessel bioreactor was
designed by NASA for experiments on cell culture in simulated microgravity conditions
[33] (Fig. 2a, b). This bioreactor is com- posed of a horizontal cylindrical vessel rotating
around a concentric tubular silicon membrane. The culture is located in the vessel while
media oxygenation is provided via the membrane. The velocity of rotation equals to
the sedimentation rate of the cells in the gravity field. Alternative configurations with
a scaffold attached to the rotating wall have also been reported as the rotating bed
bioreactor. In some designs the inner cylinder is also rotating (Fig. 2b). To date, a wide
variety of cell lines and tissues has been successfully cultured and reproduced in the
RWV bioreactor: placental, cervical, vaginal, neuronal and lung aggregates, as well as
modeling virus-host interactions in various tissue settings [41]. Rotating wall vessels are
limited to the cultures of small cell/scaffold constructs since they do not support optimal
mass trans- port inside the construct core. In addition, due to the low range of values of
shear stress imparted to the cells, these systems may not be efficient in promoting robust
stress-driven differentiation [42].

Fig. 2. Rotating wall bioreactors with outer (a), and outer and inner (b) rotation walls.

RWV bioreactors have been used to study the influence of microgravity the chon-
drogenic differentiation of human adipose-derived MSCs (Fig. 3), which were cultured
in pellets with or without the chondrogenic growth factor TGF-b1 [43]. MSCs are multi-
potent, and their chondrogenesis is affected by mechanical stimulation. The histological
results showed that microgravity had a synergistic effect on chondrogenesis with TGF-
b1. Inhibition of p38 activity with SB203580 suppressed chondrocyte- specific gene
expression and matrix production. These findings suggest that the p38 MAPK signal
acts as an essential mediator in the microgravity induced chondrogene- sis of ADSCs.
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Fig. 3. Modifications of the RWV design: cultivation in a free-fall manner (a); scaffolds are
attached to the outer vessel wall during cultivation (b); rotating bed bioreactor with cells seeded
on discs rotating on the horizontal axis (c) (adapted from [43]).

4.3 Buoyant Levitation

It can be provided by using a feeding liquid of the same density as the cells have [44].
The neutral particles can be added to the liquid keeping the osmotic pressure and pH
needed for the cells.

4.4 Perfusion Bioreactors (Fluid Dynamic Levitation)

The levitation can be achieved by floating the cells in the upward streams of liquid or gas.
Perfusion bioreactors are culture systems composed of one or more perfusion chambers
where the cell/scaffold constructs are placed, a medium reservoir, a tubing circuit and a
pump enablingmass transport of nutrients and oxygen throughout the perfusion chamber
(Fig. 4a,b). Perfusion bioreactors are broadly classified into indirect (Fig. 4a) or direct
(Fig. 4b) systems, depending on whether the culture medium is perfused around or
throughout the cell/scaffold constructs.

For a small number of cells the Bernoulli law based levitation can be used, but
the influence of permanent rotation of the cell in the stream on the cell growth and
development must be separately studied in experiments. Gas film levitation enables the
levitation of an object against gravitational force by floating it on a thin gas film formed
by gas flow through a porous membrane.

Indirect Perfusion Bioreactors. In the indirect perfusion bioreactors the cell/scaffold
constructs are loosely placed in the perfusion chamber, and the culture medium pref-
erentially follows (flow rates ~1–1.5 mL/min) the path of least resistance around the
constructs (Fig. 4a), resulting in reducedmass transfer throughout the core of the samples.

Disadvantages: The convective forces generated by the perfusion pump mitigate the
nutrient concentration gradients principally at the surface of the cell/scaffold constructs,
thus limiting the number/size of the cells/aggregates that can be cultured.
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Advantages: May represent valuable systems for the collective culture of a large
number of small particulate cell/scaffold constructs [45, 46] that could be then assembled
to repair large volumes of tissues.

Fig. 4. Schematic representation of an indirect (a) and a direct (b) perfusion bioreactors with
chambers (i), the cell/scaffold constructs (ii), the culture medium reservoirs (iii), the peristaltic
pumps (iv) and the tubing systems (v).

Direct Perfusion Bioreactors. In direct perfusion bioreactors the cell/scaffold con-
structs are placed in the perfusion chamber in a press-fit fashion so that the culture
medium is forced to pass through the center of the samples (Fig. 4b). This type of biore-
actors has extensively been used to engineer bone substitutes using a combination of
different human osteocompetent cells and biomaterial scaffolds.

Compression Bioreactors and Combined Systems. Compression bioreactors were
intended to mimic the bone [32] and cartilage [47] physiological environment in vitro,
characterized by repeated mechanical stimulation required for functional bone regener-
ation. These culture systems consist of a motor, a system providing linear motion and a
compression chamber in which one or more pistons apply static or dynamic compres-
sive loads directly to the cell/scaffold constructs (Fig. 5). In these systems the static or
dynamic compressive loads are applied directly to the cells/constructs and controlled by
a motor and a system that provides linear motion [42]. The combined units use perfu-
sion+ rotation or perfusion+ compression systems for cell levitation, oxygenetion and
nutrition.

4.5 Optic Levitation

Fixation of the cells can be produced in optical traps by light (radiation pressure) of a
low-intensity laser [48–51]. Due to the high light reflection properties of many cells,
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Fig. 5. Schematic representation of compression bioreactors with different types of compression
chamber.

optical traps require very high light intensities of around 100 mW of laser light to trap
and move cells. This high light intensity produces large local heat fluxes, which can be
cytotoxic. The corresponding equipment is expensive.

4.6 Electromagnetic Levitation

Electric (EF) and electromagnetic (EMF) fields have been applied for bone regeneration
purposes in patientswith, for example, osteoporosis and non-unions aswell as supportive
therapy during limb lengthening and revision alloarthroplasty procedures for the last
three decades [43, 52–56]. EMFs have been shown to significantly reduce the loss of bone
mass and to accelerate bone formation in vivo [57]. Endogenous EMF also arise from
muscle contractions [58]. The electric potentials generated bymechanical deformation in
bone cause piezoelectricity.When bone is fractured, electrons migrate to the injured site,
causing a negative potential. Vibrations of humanmuscles inducemechanical strains and
currents of specific frequencies. Frequencies in the ranges of f= 5–30 Hz and f< 10 Hz
were observed during postural muscle activity andwalking, respectively [59]. Bone cells
also exhibit a strong frequency selectivity with EMF effectiveness peaking at f= 15 Hz
[60]. Experimental studies suggest that EMFs affect different subcellular proliferation-
and differentiation-related signaling pathways, for example, those including parathyroid
hormone and adenosine A2A receptor, resulting in conformation changes or in increase
of the receptor density [61].

To utilize these effects for bone tissue engineering, EMF-based bioreactors (Fig. 6)
were designed. Typically, these systems consist of Helmholtz coils powered by a PEMF
generator. The cell/ scaffold construct is positioned between two Helmholtz coils and
an EMF of a defined intensity is applied. In vitro studies showed that EMFs induce and
enhance osteogenesis in humanMSCs [62, 63] and osteoblasts [64–66]. A simple EMF-
based bioreactor system with a standard well plate and two parallel Helmholtz coils
being kept in a PMMA tube has also been developed [67]. The aplied PEMF frequency
used in that study was 75 Hz with an intensity of 2 mT and the magnetic field was
measured using a Hall Effect transverse gaussmeter probe. PEMF- stimulated human
sarcoma osteogenic-2 cells exhibited increased mineralization and gene expression of
decorin, OC, OPN, TGF-b, and Col1. In a study by Schwartz and co-workers, human
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MSCs cultivated on calcium phosphate discs demonstrated de- creased proliferation but
enhanced ALP activity and protein levels of OC and TGF-b in the combined presence
of BMP-2 and PEMF stimulation [62].

Fig. 6. Schematic illustration of a bioreactor system based on pulsed electromagnetic field.

It was shown, superior mineralization and expression of BMP-2 and BMP-4 genes
can be achieved with PEMF stimulation in rat osteoblasts [64]. The device utilized a
saw tooth waveform consisting of 4.5-ms bursts of pulses, repeating at a rate of 15 Hz.
Increased proliferation and alkaline phosphatase activity were reported by Tsai et al.,
who stimulated rat osteoblasts seeded on poly(lactic-co-glycolic acid) scaffolds with
PEMFs at a frequency of 7.5 Hz [68].

In that way, the use of EMF-based bioreactor systems for bone tissue engineering
resulted in enhanced osteogenic differentiation of cell/scaffold constructs compared to
static cultivation. Interestingly, as observed in some studies, PEMF also stimulated pro-
liferation of osteoprogenitor cells. The high initial equipment costs required for PEMF-
based bioreactor systems denote a major disadvantage. On the other hand, the noninva-
siveness of PEMF-based systems is clearly advantageous with respect to handling and
potential good manufacturing practice approval.

The electrostatic levitation can be supported by a non-uniform electric field to coun-
teract gravitational force by the electrostatic ponderomotive force (Fig. 6). The strengthE
of the electric field is computed on known density and electric charge of the cells, viscos-
ity of fluids and other electromechanical parameters to obtain the cell levitation condition
between the electric, gravitation, buoyancy, Stokes, multiphase and other forces.

4.7 Dielectromagnetic Levitation

The subjects with large amount of water or other diamagnetic media can levitate in the
strong magnetic field because diamagnets repel, and are repelled by a strong magnetic
field. In the famous experiments on diamagnetic levitation of small frogs and mice the
magnetic field B = 13–17 T have been used. The strong magnetic field of supercon-
ducting electromagnets is needed for macrovolumes of the cell cultures, while for the
microfluidic purposes the magnetic films of NdFeB and SmCo can be used [69]. There
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are a number of commercially produced room temperature bore superconducting mag-
nets designed for long-term magnetic levitation of diamagnetic samples. Size, geometry
and force distribution needed for cell levitation and proper fluid mixing are based on
CFD computations. Diamagnetic levitation can form quite dense populations of cells and
their assembling into the microtissues. Additional aerodynamic stirring may be needed.

Diamagnetic levitation (B = 12.3 T) of bacterial cells during 18 h revealed absence
of sedimentation and convective stirring of the basic fluid by the magnetic force [70]. It
was demonstrated the diamagnetic levitation increased the rate of cell growth. Microar-
ray gene analysis shows that the increase in growth rate is owing to enhanced oxygen
availability, probably by enhancement of oxygen availability due to convection stirring
oxygen around the liquid culture. Diamagnetic levitation of osteoblasts (B = 12.5 and
17 T) stimulated gene up-regulation due to intracellular stress or strain due to magnetic
striction of the cells [71]. Magnetically levitated human cells showed similar protein
expression profiles being located in a hydrogel consisting of gold, magnetic iron oxide
nanoparticles and filamentous bacteriophage [72]. Magnetic field B = 7.6 T of a dia-
magnetic trap occurred selective stimulus specific effects on cell growth, cell cycle, and
gene expression of yeast cells [73].

Exposition of the fruit fly D. melanogaster in the 0 g physical conditions generated
by B= 16.5 T magnetic field during 22 days produced a delay in the development of the
fruit flies from embryo to adult [74]. Microarray analysis indicated changes in overall
gene expression after the exposition.

4.8 Magnetic Levitation

Weak magnetic forces generated by permanent magnet or electromagnet can be used
for levitation of cells with paramagnetic properties (weak positive magnetic moment) or
cells with magnetic nanoparticles attached to their surfaces.

Cells in monolayer culture are incubated in culture medium with nanoshuttle con-
taining magnetic nanoparticles [75, 76]. After incubation with nanoshuttle, cells are
detached and transferred to petri dishes and magnet(s) is(are) attached on top of the
culture plate (Fig. 7). Within minutes, cells rise to the air–liquid interface being still sus-
pended in the liquid; then within 24 hours, they self-assemble into 3D con- figurations.
Magnetic force is chosen depending on the cell size, density and physical properties.
Magnetic nanoparticle levitation systems with different magnetic forces are designed
to fit 6-, 24- and 96-well tissue culture plates (Fig.7). The system was used for human
glioblastoma cells grown for 48 hours in 1 mm aggregate. With magnetic drive in place,
the aggregate levitates at the air–liquid interface. Following removal of magnetic drive,
the 3D aggregate settles on the bottom of the Petri dish. The time of sedimentation can
be computed easily.

4.9 Comparison of Different Levitation Techniques

Comparison of different above discussed levitation techniques is given in the Table 1.
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Fig. 7. Magnetic nanoparticles levitation bioreactors (adapted from [75]).

Table 1. Table Comparison of different existing cell levitation techniques.

Applied force Equipment 3D resolution Effect Number of cells Volume

Optic Laser +
microscopy

High Low heating Small pL

Electric Microelectrodes Good Heating Single mcL-mL

Magnetic Magnets Moderate Moderate Single mcL-mL

Ultrasound Resonance
chamber

Low Negligible Large mL

4.10 Influence of Microgravity/Levitation on Cell Physiology

Howmicrogravity affects the biologyof human cells and the formation of 3Dcell cultures
in real and simulated microgravity (r- and s-μg) is currently a hot topic in biomedicine
[77].

Cytoskeletal Changes in Microgravity. As it was found in numerous orbital exper-
iments, nearly all cell types exposed to microgravity is the alteration of cytoskeletal
elements: actin, microfilaments and microtubules [78]. Disorganization of basic cellular
architecture can affect activities ranging from cell signaling andmigration to cell cycling
and apoptosis; both gravity and spatial geometry affect the self-organization of micro-
tubule networks [79, 80]. It was shown; tubulin assembles intomicrotubule structures in a
gravity-independent manner. However, the organization of microtubule networks occurs
by gravity-dependent reaction–diffusion processes, which are characterized by dynamic
growth and the shortening of microtubules; conditions of reduced gravity drive this pro-
cess to produce alternative orientations relative to those that occur in 1 g. Sample vessel
geometry also influenced microtubule self-organization. Space experiments conducted
in oval (egg-shaped) containers resulted in reduced microtubule organization compared
with 1 g controls, whereas those conducted in rectangular containers exhibited almost
no microtubule organization. Similar findings were observed using either clinorotation
(i.e. clinostat) or magnetic levitation [81]. Cellular biophysical actions that affect tumor



3D Bioreactors for Cell Culture 93

cell metastatic capacity, including migration, adhesion and invasion, are influenced by
cytoskeletal organization [82–84]. Because microtubules provide architectural support
for cellular organization, shape, motility and replication, it is tempting to speculate that
disorder caused by exposure to microgravity has the potential to substantially affect cell
growth and function.

5 Optimization of Bioreactors and Protocols: Trial-And-Error vs
Computational Fluid Dynamics Approaches

Traditionally bioreactor designs and operation regimes were chosen by trial-and-error
approaches, which are time consuming and often result in suboptimal performance and
poor reproducibility [85]. To overcome such limitations and allow future translation of
bone-engineered products, over the last years mathematical models and computer sim-
ulation techniques have been applied to an increasing extent to bioreactor systems in
order to determine a priori the most favorable parameters for functional tissue regener-
ation from a set of available alternatives (see review in [19, 86]). Simulations in tissue
engineering are usually divided into simulation of the biophysical environments (distri-
bution of all physical forces) [87, 88] or biological environments (including dynamics of
nutrient transport, tissue growth, matrix deposition and morphological evolution) [89],
or both environments [90].

As opposite to cumbersome optical measuring techniques, such as for examples laser
Doppler anemometry, particle image velocimetry and planar laser-induced fluorescence,
computational fluid dynamics (CFD) softwares are now extensively used to provide
simulations of the hydrodynamic environment of bioreactor systems and the factors
influencing it. Distribution of mechanical forces, nutrient consumption and kinetics of
tissue growth highly depend on mass transport, scaffold architecture and properties, as
well as bioreactor design and operation regimes. In this view, given specific models of
scaffolds filled with biological material, which can be developed using finite element
methods, CFD simulations can be used to give recommendations about key elements
of bioreactor design including shape, inlet and outlet location and size, and operation
regimes, with the aim of providing adequate hydrodynamic environments for optimal
cell culture.

In the FPB the cells experience gravity, buoyancy, centripetal, electric, magnetic
(if any), viscous shear stress, viscoelastic interactions with other particles and solid
surfaces. As a result, the particles will move along complex trajectories. Due to cell
proliferation and growing cell concentrations, the rheology of concentrated suspensions
with interacting particles with its shear rate, concentration and temperature de- pendent
viscosity will be dominating. Then even in the case of slow wall rotation/fluid perfu-
sion at low Reynolds numbers, the fluctuating motion will become irregular and chaotic.
Nevertheless the long history of theRWVtechnique development, the detailedCFDcom-
putations on multicomponent and multiphase systems have been made possible during
the last decade only thanks to high performance, high-availability cluster computing
technologies. Even in a simple RWV design (Fig. 2a, b), the fluid dynamics based com-
puted trajectories corresponded to the experimental ones at a quite narrow set of material
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parameters (particle size, shape, density, viscoelasticity, electric charge; fluid density,
viscosity, electric conductivity, dielectric permeability), geometry of the bioreactor and
flow regimes [19, 86, 91]. The collective dynamics of the particles is quite sensitive for
cell size and mechanical properties, and at some combinations of the parameters the
mechanical forces pro- mote hydrodynamic rapprochement and interaction. When for-
mation of spheroid cellular aggregates is preferable, one class of bioreactors is needed.
When the cell formation and growth in a cloud-type structure is essential for this type of
cells or transplantation purposes, different fluid mechanics demands must be formulated
on the CFD-based computer-assisted approach.

In the case of compression bioreactors, the dynamic loading of cell/scaffold con-
structs results in cyclic deformation of the scaffold and cellular material, which in turn
affects the hydrodynamic behavior of the system, the distribution and intensity of the
physical forces throughout the constructs over time, and the cellular response. Therefore,
rigorous models must be developed using different numerical methods to specifically
account for these fluid-structure interactions [92], and better predict formation and dif-
ferentiation of tissues under specific loading conditions, which could also help in the
development of more appropriate scaffold and bioreactor designs. The application of
CFD simulations therefore plays an important role in the design of perfusion bioreac-
tor configurations to engineer bone substitutes of clinical relevance, therefore reducing
time and cost of product development for therapeutic translation, especially in clinical
situations where customized bioreactors must be developed for functional regeneration
of anatomically-shaped bone substitutes.

6 Conclusions

Urgent needs of modern regenerative medicine need novel next generation technologies
for cell culture and tissue engineering. The thorough analysis of the patents and papers
published shown that a big variety of 2D and 3D cell culture systems in fluid volumes and
scaffolds have been designed, tested and approved during the last decades; nevertheless
the individual cell and purpose oriented design and bioreactors and treatment protocol
remains of a great importance for medicine and biology. In the in vivo conditions cells
communicate with ECM and other cells in 3D space through biochemical, mechanical
and electric signals that determines tissue/organ homeostasis. The cells are sensitive to
mechanical stresses, and their biomechanical properties got pathologically changed by
improper mechanical environment, which the cells can adapt to and control. Therefore,
cell culture and tissue engineering conditions must correspond to natural biochemical,
biophysical and biomechanical environments of the cell chosen. Cell culture at 3D
dynamic conditions is preferable than 2D static conditions due to a number of reasons
and factors that have been presented in the paper.

Traditionally bioreactor designs and operation regimes were chosen by trial-and-
error approaches, while recent problems need efficient quantitative computation tech-
niques which are accessible now due thanks to high-performance, high availability clus-
ter computing technologies. Due to cell proliferation and increased cell concentrations,
the rheology of concentrated suspensions with interacting particles with its shear rate,
concentration and temperature dependent viscosity must be taken into account.
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Thematerial parameters (particle size, shape, density, viscoelasticity, electric charge;
fluid density, viscosity, electric conductivity, dielectric permeability), geometry of the
bioreactor and flow regimes are the main determinants of the desirable cell motion and
proliferation behavior;

Additional experimental data onmechanical, electrical and other properties of single
cells and cell suspensions at different concentrations are needed for the design/protocol
optimization purposes.
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Abstract. The index finger is a complex structure in the human body, which
contains multiple joints. It is used for precise interaction with the environment.
In the available studies, the joints of the finger are usually replaced with simple
constraints, such as revolute or spherical joints. The main aim of this research
was to assess whether the contact areas in the three joints of the finger could
be replaced with simple spherical contact pairs. This was motivated by the fact
that such contact pairs would allow for more accurate contact analysis than the
simplified constraints, while still being computationally inexpensive. The research
was performed using two computer tomography datasets, which were transformed
into surface meshes of the bones. Parts of the bones, which corresponded to the
contact areas in the joints, were selected and imported into Python. Then, sphere
fitting was performed in a custom script, which also allowed for visualization of
the obtained contact pairs – obtained from the fitted spheres. The pairs were then
analyzed. The results showed that it might be possible to replace the contact areas
in the joints of the index finger with simple spherical contact pairs. Moreover,
in two of the joints, better results were obtained when using two contact pairs –
medial and lateral – instead of one for the whole area.

Keywords: Multibody system method · Bone contact · Digit · Shape fitting

1 Introduction

The index finger is a complex multijoint structure in the human body, which is used for
precise interaction with the environment. At the same time, it is also the most injured of
the digits in the human hand [1].

The finger can be divided into three major joints: distal interphalangeal (DIP), prox-
imal interphalangeal (PIP), and metacarpophalangeal (MCP). Each one of these joints
connects two bones through cartilage and a complicated system of ligaments. The mus-
cles and tendons additionally stabilize and articulate the joints. In most of the available
studies, the index finger is usually treated as a structure with four degrees of freedom
(DOF) and modeled under a multibody system framework [2–5]. Two of the DOFs are
realized through simple hinge joints, which replaceDIP and PIP.MCP is substitutedwith
an universal joint of two DOFs. These simplified representations of the joints are based
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on the analysis of the axes of rotation of the index finger. The approach works well in
complex models, featuring multiple joints [6–8], as it is numerically efficient. Neverthe-
less, due to the simplifications, most of the individual elements of the finger joints, such
as contact areas and ligaments, are lost in the modeling process, making these models
insufficient for more detailedstudies regarding, for instance, stress distribution in the
articular surfaces. In such cases, finite element approaches are usually applied [9–13].
It is not uncommon to see finite element models connected toa multibody framework,
creating a hybrid approach [9].

While the finite element framework works well with complex and detailed models
of human body joints, it is also very intensive numerically and numerical issues may
occur when solving the models. On the other hand, a different approach to soft tissue
modeling has been presented in [14–18] for the knee,hip,and ankle. In these studies,
the cartilage is modeled under the multibody framework with simplified geometrical
shapes, which create deformable contact pairs under the Hertzian contact formulation.
This approach offers a more realistic contact model than the simplified constraints used
to typically model the finger joint with the multibody system method. At the same time,
it is also less computationally expensive than the finite element approach. To the best
of our knowledge, such a method for contact description has not been applied to index
finger joints.

Our aim in this research was to analyze whether the cartilage in the joints of the index
finger could be substituted with simple spherical contact pairs, taking into account the
anatomical features of the joints’ bones. The geometrical analysis was performed using
two three-dimensional models of the index finger and two sphere fitting procedures
implemented in a Python script. The obtained contact pairs were rated based on the
quality of the sphere fitting and the viability of the obtained contact pairs in an anatomical
sense. Specific details regarding the procedure and the obtained results were included
in the following sections.

2 Material and Methodology

The study was divided into several steps. In the first one, two three-dimensional surface
models of the bones in the finger were obtained based on computer tomography (CT)
scans. Then, parts of thesemesheswere selected and imported into aPython script, which
was used to fit the spheres to them. For DIP and PIP, two contact configurations were
considered – one contact pair for the whole cartilage and two contact pairs, medial and
lateral, for the cartilage. In case of MCP, one contact pair was employed. The spheres
obtained for each joint in the finger were analyzed in terms of the fit quality and of
whether these spheres could form a proper contact pair to model the cartilage.

Note that the sphere fitting was performed on meshes, which represented the bone
profiles of the joints. This was a simplification. In the actual joints, the bones interact
through cartilage. In our case, the CT scans did not contain soft tissue, therefore we
decided to use the bone profiles to obtain the contact pairs for the joints – for our
purpose, this was acceptable. Similar approach was used before for other body joints
[19, 20]. It is worthmentioning that thickness of the cartilage could be taken into account
after obtaining the contact pairs, for instance, based on experimental data available in
the literature [21–23].
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The following sections of the paper contain a detailed description of the procedure
used for obtaining and rating the contact pairs.

2.1 Obtaining Bone Profiles

As mentioned before, the bone profiles in this study were obtained based on two CT
scans of the index finger. The scans were downloaded from embodi3d.com, where they
were shared under the Creative-Commons By Attribution license. The details regarding
the datasets were listed below:

• filename: Hand surface scan 1.0.0by Krishna Josyula at https://www.embodi3d.com/
files/file/40118-hand-surface-scan/ under CC – Attribution license and accessed:
25.11.2020,

• filename: Kosci_dloni_3 1.0.0 by MABC at https://www.embodi3d.com/files/file/
22155-kosci_dloni_3/ under CC – Attribution license and accessed: 25.11.2020.

The bone profiles for each dataset were obtained using an open-source computer
program for processing medical images called 3D Slicer. The software allowed for
importing the CT scans, visualizing them in different projections, selecting a region of
interest, and performing bone segmentation. The segmentation was initially carried out
with thresholding, but the obtained images were then manually finetuned to remove any
errors from thresholding. Finally, three-dimensional surface meshes of the bones were
computed using the marching cubes algorithm. The two obtainedmodels were presented
in Fig. 1.

Fig. 1. The obtained three-dimensional surface meshes of the index finger in the two cases.

https://www.embodi3d.com/files/file/40118-hand-surface-scan/
https://www.embodi3d.com/files/file/22155-kosci_dloni_3/
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2.2 Extracting the Contact Regions for Contact Pair Fitting

The obtained meshes of the index finger were then further processed in Meshmixer,
which allowed for selecting and cutting parts of the meshes. The software was used to
select the regions in the bone, which represented the contact areas in the joints.

A sample of the selection process inMeshmixer was presented in Fig. 2.

Fig. 2. Selecting parts of the bone mesh in Meshmixer.

The selection and cutting procedure was performed based on the analysis of the
anatomy of the finger joints. Our main goal was to obtain the simplest possible contact
pairs to substitute the contact areas in the joints. Therefore, we initially obtainedonly
one spherical pair for each joint. Nevertheless, due to the complexity of the geometry of
the DIP and the PIP, we decided to additionally subdivide their contact regions into two
spherical contact pairs – lateral and medial. These two approaches were compared and
analyzed in the results section.

The selected parts of the bone meshes – mesh cuts – were saved as STL files and
loaded into a script in Python, which allowed for:

• sphere fitting for each mesh cut with optimization as presented in [24],
• visualization of the mesh cut along with the fitted spheres.

In total, 14 contact pairs were obtained using the aforementioned procedure (3 for
DIP, 3 for PIP, and 1 for MCP – for each of the two 3D models). An example of an
contact pair was shown in Fig. 3.

To evaluate the obtained contact pairs, we used two different criteria. Firstly, the
visualized pairs were analyzed in terms of whether they formed valid contact pairs –
their spheres did not intersect. In addition, we also computed parameters to judge the
geometry and the quality of the sphere fit – such as the radius, the maximal deviation
from the sphere, and the standard deviation.
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Fig. 3. One of the obtained contact pairs along with the meshes of the bones.

3 Results and Discussion

As mentioned in the method section, our goal was to use the simplest possible geometry
to describe the contact regions in the joints of the index finger. Therefore, in our first trial,
we employed a singular spherical contact pair for each joint – see the results presented
in Figs. 4 and 5.

The approach worked well for the MCP, in which the bone shapes corresponded
to spheres, as shown in Fig. 5. Nevertheless, this simplification proved to be incorrect
for the DIP andPIP – see Fig. 4. In these cases the procedure returned mathematically
correct pairs, but with very large dimensions – see Table 1, especially when compared to
the assumed mesh cuts or the size of the joint itself. This meant that the subtle curvature
of the bone profiles was completely lost – the procedure essentially flattened the whole
surface to a large sphere, which was reflected by the relatively high value of the maximal
difference between the points of the mesh cuts and the fitted spheres – see Table 1.This
was true for both studied 3Dmodels. Furthermore, in the second model, the ratio of radii
in the contact pair for PIP was inversed.

To address the aforementioned issue, we subdivided the contact regions in DIP and
PIP into two separate parts – medial, lateral – and used them to obtain two spherical
pairs for these joints. This idea was partially inspired by similar applications for the knee
and the ankle [15, 17].

Fig. 4. The contact pairs along with their mesh cuts and meshes of the bones for the DIP and PIP
joints in the index finger based on the second one of the considered models of the digit.
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Fig. 5. The obtained contact pair for the MCP in the second model.

Table 1. The details regarding the spheres fitted to the three joints in the two models, where:
J – the joint,M – the 3D model, id – the id of the contact pair, r – the radius of a sphere, std – the
standard deviation, mx – the maximal difference between the points of the mesh cuts and the
fitted sphere. Valid contact pairs, in which the upper radius was larger than the lower radius, were
underlined in the id and r columns.

J M id r [mm] std [mm] mx
[mm]

DIP 1 #1 48.65 0.15 0.57

29.76 0.27 1.22

2 #2 30.45 0.16 0.36

12.74 0.31 0.74

PIP 1 #3 57.31 0.36 1.01

23.45 0.32 0.90

2 #4 28.62 0.31 0.60

54.44 0.41 1.04

MCP 1 #5 12.83 0.27 1.13

9.57 0.13 0.52

2 #6 9.23 0.19 0.59

7.76 0.17 0.55

The dual-contact approach returned significantly better results, as seen in the
standard deviation and maximal difference – see Table 2. Moreover, to further vali-
date the conformity of this approach, we computed relative indicators comparing the
radius, standard deviation and maximal difference between the single and dual contact
approach – see Table 2. It is worth mentioning that in all cases these parameters were
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improved and in some cases the reduction percentage of the standard deviation and
maximal difference could be as high as 88%. Furthermore, the radius of the spheres was
reduced 5.36 times on average – the spheres were smaller and better fit to the curvature
of the contact regions of the joints.

In terms of the viability of the obtained contact pairs, the visual assessment results
were as follows. For the second model, all contact pairs obtained with the dual-contact
approach formed anatomically proper ball-and-socket joints. Nonetheless, for the first
model, two of the considered contact pairs were incorrect. Namely, the ratio of the radii
between their spheres was reversed – the anatomically larger sphere (the socket) was
smaller after fitting. We suspect that the reason for this issue was in the quality of the
first scan or the subjective aspect of contact region selection on the bone meshes. This
problem requires further study.

Table 2. Details regarding the spheres fitted to the DIP and PIP when their contact areas were
separated into two contact pairs, where: J – the joint,M – the 3D model, id – the id of the contact
pair, S – the side of the contact region, r – the radius of a sphere, std – the standard deviation,mx –
the maximal difference between the points of the mesh cuts and the fitted sphere. The columns
with “%” represent the ratio between the parameters (r, std, mx) obtained from a dual contact
approach and the single contact approach (Table 1) – the lower the value, the better. Valid contact
pairs, in which the upper radius was larger than the lower radius, were underlined in the id and
r columns.

J M S id r [mm] r%[%] std [mm] std% [%] mx [mm] mx% [%]

DIP 1 A #1A 4.99 10.26 0.10 66.67 0.34 59.65

5.98 20.09 0.13 48.15 0.52 42.62

B #1B 7.26 14.92 0.04 26.67 0.13 22.81

4.46 14.99 0.06 22.22 0.14 11.48

2 A #2A 5.51 18.10 0.06 37.50 0.14 38.89

2.89 22.68 0.14 45.16 0.38 51.35

B #2B 5.23 17.18 0.05 31.25 0.12 33.33

2.74 21.51 0.04 12.90 0.10 13.51

PIP 1 A #3A 7.95 13.87 0.14 38.89 0.46 45.54

6.81 29.04 0.16 50.00 0.54 60.00

B #3B 7.62 13.30 0.16 44.44 0.35 34.65

9.13 38.93 0.18 56.25 0.56 62.22

2 A #4A 4.51 15.76 0.06 19.35 0.16 26.67

3.60 6.61 0.05 12.20 0.14 13.46

B #4B 8.91 31.13 0.08 25.81 0.19 31.67

5.49 10.08 0.12 29.27 0.40 38.46
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As mentioned above, the obtained contact pairs in the second model formed proper
ball-and-socket joints, corresponding to the anatomy of the joints. These results for the
DIP and PIP were presented in Fig. 6.

Fig. 6. The obtained contact pairs for DIP and PIP in the second model.

To summarize, the obtained results proved that it was possible to replace the contact
region in MCP with a singular spherical contact pair. For the DIP and PIP, viable results
were obtained when using two contact pairs – medial and lateral. The contact areas in
these joints could not be simplified to a single contact pair. In total, almost 80% of the
obtained pairs were viable.

4 Conclusion

The main aim of this study was the assessment of whether the contact areas in the joints
of the index finger could be replaced with simple spherical contact pairs. The research
was performed using two computer tomography datasets, which were transformed into
surface meshes of the bones. Parts of the bones, which corresponded to the contact
regions in the joints, were selected and imported into Python. Then, sphere fitting was
performed in a custom script and the obtained contact pairs were visualized. The results
showed that 11 out of the considered 14 contact pairs formed anatomically correct ball-
and-socket joints. It was possible to replace the contact region in the MCP with only a
singular contact pair. On the other hand, the DIP and PIP joints required two contact
pairs – one on the medial and one on the lateral side. Unfortunately, the contact areas in
these joints could not be simplified to a single contact pair.
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Abstract. The minimum-time competitive run is reconsidered in the paper. The
problem is formulated and solved in optimal control (calculus of variations). A
non-classical method of Miele is applied – the method of extremization of line
integrals by Green’s theorem. This method gives necessary and sufficient condi-
tions of optimality. Two models of the energy conversions in competitor’s body
are considered: the model of Keller and the model of Bonnans and Aftalion. It is
shown that the optimal race may be broken into three phases: acceleration, cruise
(along so-called singular arc), and final slowing down. The fundamental finding
is that the optimal cruising velocity is constant for Keller’s model but it decreases
for Bonnans and Aftalion’s model.

Keywords: Minimum-time running · Singular arc

1 Introduction

The paper is devoted to investigation of optimal strategies during competitive running
applying optimal control (calculus of variations). A pioneering mathematical work is
that of Keller [1, 2]. He applied calculus of variations. From his investigations it follows
that the distance to be covered may be broken into three sections:

1) initial acceleration where competitor uses his maximal abilities,
2) cruise with constant velocity in the middle part of the distance along so-called

singular arc,
3) negative kick at the end, where the runner’s velocity decreases.

For distances not longer than 291 m, where the energy reserves are not depleted,
only the first section appears. On the other hand, observations of pacing strategies show
that for 400 m and 800 m running events the races are always won by people who run
the first half of the race faster than the second half. It is not true for shorter races, or for
longer, where the second half of the race is faster. The constant-speed pacing strategy is
observed for races of a mile or longer [3].

The questions may arise: 1) is the pacing strategy optimal during real races? or
2) are the models of running used in optimal control suitable for the process under
consideration?

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. Hadamus et al. (Eds.): BIOMECHANICS 2021, LNNS 328, pp. 110–122, 2022.
https://doi.org/10.1007/978-3-030-86297-8_10

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-86297-8_10&domain=pdf
https://doi.org/10.1007/978-3-030-86297-8_10


Is Optimal Velocity Constant During Running? 111

The models base on two ordinary differential equations. The first one derives from
Newton’s second law of motion. This equation is generally accepted. Different models
of resistive force are used: a linear function of velocity or proportional to the square
velocity. The second differential equation describes the energy conversions in runner’s
body and this is the area where different models may be employed. A progress has been
made in this area the last years. Bonnans and Aftalion [4] propose more realistic model
that relies on the assumption of variable oxygen uptake comparing with Keller’s model
of constant oxygen uptake. Aftalion [5] found the optimal solution for such a model
along so-called singular arc where the optimal cruising velocity decreases with the time.
The applied reasoning is very sophisticated, however. In this paper, the same problem for
Bonnans andAftalion’smodel is reconsidered using themethodofMiele [6] – themethod
of extremization of line integrals by Green’s theorem. The method gives a solution in
the energy-velocity plane, it gives necessary and sufficient conditions of optimality
including singular arcs of linear type, and it gives a clear graphical interpretation. It
is easy to consider the inequality constraints imposed on the state variables and that
may generate problems in the classical approach. The difficulty with application of the
method is such that not always it is possible to perform the problem in the form required
by the theory – as a line integral of two variables.

2 Mathematical Models

Many authors have considered the problem of constant velocity in sports events. Keller
[1, 2] using calculus of variations proves that the runner’s velocity is constant during
distance running in the middle part of the race (cruise), omitting the starting phase and
the finish. Maroński [7] shows that the optimal velocity is constant for cycling even if
the slope angle of the trace varies with the distance. Such finding is not true for the race
with variable wind heading. In the paper of Maroński and Samoraj [8] it is shown that
for Keller’s model of running, but for variable slope of the trace, the optimal velocity
is constant during the cruise. As it is mentioned above, such results do not agree with
observations of real events [3]. Bonnans and Aftalion [4] propose an improved model of
metabolism where the oxygen uptake is not constant as in Keller’s model, but it depends
on the energy reserves staying at competitor’s disposal. The current paper bases on this
model.

Consider Keller’s model of running. The racer is modelled as a particle of the mass
m – his mass centre. The competitor moves on a linear horizontal track. The vertical
displacements of his mass centre resulting from the cyclic nature of the stride pattern
and the displacement at the start are omitted.

The first equation relies on Newton’s second law (Fig. 1)

dv

dt
= f (t) − v

τ
, (1)

where all quantities refer to the unit mass of the runner, v(t) is the instantaneous runner’s
velocity, f(t) is the variable propulsive force (a control variable in optimal control), and
v/τ is the resistive force linearly depending on the velocity v (τ is a constant coefficient).
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The second equation describes the energy conversions in the competitor’s body

de

dt
= σ − f v , (2)

where: e is the available energy per unit mass, σ is a constant energy flow rate (energy
equivalent per unit mass of VȮ2), f v is the actual mechanical power per unit mass used
by the athlete to overcome the inertia and the resistance of motion.

Both ordinary differential Eqs. (1) and (2) should be supplemented by the initial
conditions at the start to the race:

v(0) = 0 , e(0) = e0 . (3)

Fig. 1. The particle model of the competitor of themassm. The forces exerted on his body per unit
mass are: f – propulsive force (control variable), v/τ – resistive force. Furthermore: v - velocity
of the runner, τ - constant coefficient, x is the actual covered distance, symbols A and B stand for
initial and final points.

The hydraulic analogy of the energy flow model is given in Fig. 2. There are two
containers representing different types of human energy. The upper vessel on the left
contains a fluid representing an aerobic energy. The aerobic energy container is of infinite
capacity. The fluid flows through the pipe to the lower container with a constant flow rate
σ (energy equivalent per unit mass of VȮ2). The energy flow rate does not depend on
the fluid levels in both containers. The lower vessel contains the fluid representing the
anaerobic energy e0 at the beginning. Symbol e(t) denotes the energy per unit mass at a
given instant of time. Bonnans and Aftalion [4] identify the energy e(t) as an anaerobic
energy. It is equal to anaerobic energy at the beginning of the process. It is a mixture
of both energies (aerobic and anaerobic) later; therefore it is regarded as the available
energy in this paper. The difference (e0 – e(t)) may be regarded as the accumulated
oxygen deficit (AOD). There is another pipe at the bottom of the lower container. The
energy flow rate (f v) may be regulated by a tap and adjusted to the actual conditions.
The algorithm of regulation is not known at that moment and it should be found. Further
details of the hydraulic analogy of the energy flow one can find in Bonnans and Aftalion
[4].

From the point of view of optimal control Eqs. (1) and (2) are the state equations, v
and e are the state variables, f is the control variable. Two inequality constraints should
be satisfied. The first one:

0 ≤ f (t) ≤ fmax , (4)

where f max is the maximal propulsive force per unit mass depending on the abilities of
the runner, and the second one:

e(t) ≥ 0 , (5)
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Fig. 2. Keller’s model of the power balance. Symbol e(t) - energy per unit mass, e0 – initial
energy, σ energy flow rate from the aerobic container to the anaerobic one, here σ = const., f v
– power per unit mass, f – propulsive force per unit mass (control variable), v – velocity.

which means that the reserves of energy per unit mass cannot be negative during the
race – the lower container may be filled with or empty.

The distance D to be covered is given, therefore:

D =
T∫

0

v dt , (6)

where: T is the time of the event.
The problem may be formulated in the following manner. The runner should vary

his speed v(t) during the race over a given distance D to minimize the time of the
event T

T =
T∫

0

dt . (7)

The state Eqs. (1) and (2), the initial conditions (3), the inequality constraints (4), (5)
and the isoperimetric constraint (6) should be satisfied. Aftalion considers an equivalent
formulation of the problem: maximization of the distance D for the given time T of the
event [5].

Now, consider another model of the energy flow in competitor’s body [5] that is
given in Fig. 3.

Here the fluid representing the energy per unit mass e(t) is contained in communi-
cating vessels. The left vessel contains the aerobic energy of infinite capacity. The right
vessel contains the anaerobic energy at the beginning e0. A pipe of finite diameter con-
nects both vessels; therefore the fluid flow rate σ(e) is limited and depending on the fluid
level in the right container. This pipe is placed at the bottom of the right container. At
the beginning of the process the fluid level is the same in both containers (the competitor
is rested) – the fluid does not flow through the bottom pipe, σ = 0. If the right vessel
is empty the fluid flows with maximal intensity σ from left container to the right one.
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Fig. 3. Aftalion’s model of the power balance. Symbol e(t) - energy per unit mass, e0 – initial
energy, σ (e) energy flow rate from the aerobic container to the anaerobic one, here σ depends on
the fluid levels in both containers, f v – power per unit mass, f – propulsive force per unit mass
(control variable), v – velocity.

The model assumes that σ (e) is a linear function of the energy per unit mass e and it is
proportional to the accumulated oxygen deficit AOD = e0-e:

σ(e) = σ

(
1 − e

e0

)
, (8)

where σ is the maximal value of σ . Now, Eq. (2) describing the energy conversions takes
the form:

de

dt
= σ(e) − f v . (9)

Here, the constant σ fromKeller’smodel is replaced by the function σ(e) given byEq. (8).
Further details of the model and the problem formulation are the same.

3 Method

3.1 Method of Miele

Themethod ofMiele [6] was developed in the study of trajectories of high-speed aircraft
and missiles, which could not be handled by conventional methods of performance
analysis at the beginning of sixties. Here, a particular class of variational problems is
considered, where the functional form to be extremized and the possible isoperimetric
constraint are linear in the derivative of the unknown function y(x).

Consider a functional linear in the derivative y′:

J =
B∫

A

[
φ(x, y) + y′ ψ(x, y)

]
dx =

B∫

A

[
φ(x, y) dx + ψ(x, y) dy

]
(10)

that is minimized. Symbols ϕ and ψ denote known functions of two arguments (x,y).
Symbols A and B stand for initial and final points. Assume that the process under con-
sideration is represented by a curve joining points A and B in the (x,y)-plane (Fig. 4).
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We assume that all solutions are within or along the border of the admissible domain
represented by a region limited by a closed curve ε(x,y) = 0, and the points A and B also
belong to this curve. Now, we can determine the difference in values of the integral (10)
for two arbitrarily taken curves AQB and APB.

�J = JAQB − JAPB =
∫

AQB

(φ dx + ψ dy) −
∫

APB

(φ dx + ψ dy) =
∮

AQBPA

(φ dx + ψ dy)

(11)

Fig. 4. The admissible domain is an area within the closed curve ε(x,y) = 0. Curves AQB and
APB represent different admissible strategies.

Employing Green’s theorem we can transform the cyclic integral (11) into a surface
integral:

�J =
¨

α

ω(x, y) dx dy (12)

where α represents a region limited by these two curves and ω is so-called fundamental
function. It takes the form:

ω(x, y) = ∂ψ

∂x
− ∂φ

∂y
(13)

Three cases are possible:

a) Fundamental function ω is identically equal to zero. That means ΔJ = 0, and the
functional is independent of the curve in the (x,y)-plane – the process is irrespective
of the strategy.

b) Fundamental function ω has the same sign, for example ω > 0. For such the caseΔJ
> 0 or JAQB > JAPB. It means that every curve to the left gives smaller value of the
functional. In the limit the minimizing curve belongs to the border of the admissible
domain.

c) Fundamental function ω changes its sign. It means that there is a curve along which
ω = 0 that divides admissible domain into two subregions, where ω > 0 and ω <
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0 respectively. The optimal path contains subarcs along the border of admissible
domain and along the curve ω = 0. This last subarc refers to the singular arc in
calculus of variations (Fig. 5).

Fig. 5. The fundamental function ω changes its sign. The optimal solution contains two subarcs
along the border of admissible domain AN,MB and the subarc within the admissible domain NM,
where ω(x,y) = 0. The functional is minimized along the curve ANMB.

A modification of the previous problem occurs when the integral to be extremized
(10) must satisfy also the linear isoperimetric constraint:

J =
B∫

A

[
φ1(x, y) + y′ ψ1(x, y)

]
dx = C , (14)

where: ϕ1 and ψ1 denote known functions and C is a given constant. Now, the function
ω must be replaced by the augmented function ω∗ of the form:

ω∗ (x, y, λ) = ∂ψ∗

∂x
− ∂φ∗

∂y
, (15)

where

φ∗ = φ + λ φ1 , ψ∗ = ψ + λ ψ1 . (16)

The equation ω = 0 of the simple problem must be replaced by the equation for
augmented function ω∗ = 0. The equation for the isoperimetric problem represents a
family of curves – one curve for each value of Lagrange’s multiplier λ. The particular
value of λ is to be determined from the given isoperimetric constraint (14).

3.2 Solution

Keller [1, 2] applies the classical methods of calculus of variations for the problem solu-
tion. Aftalion [5] uses the classical approach of optimal control applying Pontryagin’s
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maximum principle with Hamiltonian linear in the control function – here the propul-
sive force f (t). Aftalion’s reasoning is very sophisticated. Maroński [10], for Keller’s
model of running, uses non-classical method of Miele. This method gives necessary and
sufficient conditions of optimality including singular arcs of linear type. It gives clear
graphical interpretation. This method is not popular because the problem under investi-
gation should be reduced to the form required by the method of Miele. For Aftalion’s
model of running it is possible, however. The detailed description of the method is out
of the scope of this paper. The details one can find in Maroński [9], pp. 24–29.

The minimum-time running problem for Aftalion’s model [5] may be reduced to a
line integral as it follows. Equations (1) and (2) may be expressed using x, the actual
covered distance, instead of the time t, using the definition of the velocity:

v = dx

dt
. (17)

Now, the state equations take the forms:

dv

dx
= f (x)

v
− 1

τ
, (18)

de

dx
= σ(e)

v
− f (x) . (19)

The isoperimetric constraint – the distance to be covered – is of the form:

D =
B∫

A

dx , (20)

and the time of the run to be minimized:

T =
B∫

A

1

v
dx , (21)

where: A, B are the initial and final points.
Now, we can find the propulsive force f(x) from Eq. (19) and put it into Eq. (18),

then

dv

dx
= σ(e)

v2
− 1

v

de

dx
− 1

τ
. (22)

The differentials appearing in the integrals Eqs. (20) and (21) are as follows:

dx = τ v

a(e, v)
de + v2 τ

a(e, v)
dv , (23)

dx

v
= τ

a(e, v)
de + v τ

a(e, v)
dv , (24)
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where:

a(e, v) = σ(e) τ − v2 �= 0 . (25)

The isoperimetric constraint (20) and the time to be minimized (21) may be performed
as line integrals

D =
B∫

A

dx =
B∫

A

φ1(e, v) de + ψ1(e, v) dv , (26)

where

φ1 = v τ

a(e, v)
, ψ1 = v2 τ

a(e, v)
, (27)

and

T =
B∫

A

dx

v
=

B∫

A

φ(e, v) de + ψ(e, v) dv , (28)

where

φ = τ

a(e, v)
, ψ = v τ

a(e, v)
. (29)

According to the method of Miele [6], the augmented functions φ∗ and ψ∗ take the
forms:

φ∗ = φ + λ φ1 = τ

a(e, v)
(1 + λ v) , (30)

ψ∗ = ψ + λ ψ1 = v τ

a(e, v)
(1 + λ v) , (31)

where: λ is constant Lagrange’s multiplier.
The augmented fundamental function is of the form

ω∗(e, v, λ) = ∂ψ∗

∂e
− ∂φ∗

∂v
= 1

a2(e, v)

[
− τ v (1 + λ v)

(
τ

dσ

de
+ 2

)
− λ τ

(
σ(e) τ − v2

)]
.

(32)

Expression (32), after equating to zero, yields the optimal solution along so-called
singular arc

τ
dσ

de
(1 + λ v) + λ σ(e) τ

v
+ λ v + 2 = 0 . (33)

It is an algebraic equation depending on the functions of the covered distance x: e(x),
v(x), and constants. If there is a subarc, where

σ(e) = σ = const. , (34)
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then dσ/de = 0 and the equation of the singular arc is an algebraic equation of a
simpler form

λ v2 + 2 v + λ σ τ = 0 . (35)

The parameters λ, σ , τ are constant therefore from Eq. (35) it follows that along such
arc v= vcruise = const., and this result is significantly consistent with the results of Keller
[1,2] and Maroński [10].

FromMiele’smethod it follows, that the admissible domain is bordered by the curves
obtained from integration of Eqs. (1) and (2) for f (t) = f max on the right, the equality
e(t) = 0 on the left, and the equality (25), a(e,v) = 0, from the bottom (cf. Figs. 6 and
7). The distance of the race may be broken into three phases:

1. The early phase of the race (acceleration), where the competitor moves using his
maximal propulsive force, f(t) = f max . The velocity rapidly increases. For the dis-
tances short enough only such a phase occurs (sprints) – the energy reserves are
not depleted. In the (e,v)-plane this phase represents the arc along the border of
admissible domain joining the initial point A and the singular arc.

2. The middle phase of the race (cruise). Here the competitor moves employing his
partial propulsive force, 0 < f(t) < f max. His velocity moderately varies with the
time or even it is constant. In the (e,v)-plane this phase corresponds to the arc within
the admissible domain. The arc extends from the border where f(t) = f max , to the
border where e(t) = 0. This section corresponds to the singular arc in calculus of
variations or optimal control.

3. The finish with decreasing velocity (negative kick). The border of the admissible
domain is reached. Here the energy from the anaerobic container is depleted, e(t) =
0. The energy is supplemented by the flow from aerobic container, but the intensity
of the flow is relatively low. The propulsive force f(t) follows from Eqs. (2) or (9),
f = σ(e)/v. The energy flow rate σ(e) is too small to sustain the cruising velocity.
The final point B may be reached along this curve.

Originally, the method of Miele was worked out for the given final point B (given
final velocity vB). This difficulty may be overcame in the manner described in the book
of Maroński [9], where the problem with unspecified final velocity is considered as a
sequence of the problems with fixed final velocity and minimizing the time of the event
with respect to vB.

4 Results

An example of the minimum-time run for constant σ over the distanceD = 400 m using
the method of Miele is given in Maroński [10]. Originally this problem solved Keller [1,
2] using the classical methods of calculus of variations. The data for computations were
adjusted to the results at that time and they are: e0 = 2409.25 m2/s2, f max= 12.2 m/s2,
τ = 0.892 s, σ = 41.61 m2/s3. The track is inclined to the horizontal and the inclination
angle is 20. The admissible domain is given in Fig. 6 (undashed area). The optimal path
consists of the subarcs: the acceleration with f (t)= f max on the right, the cruise with
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constant velocity in the middle, and the negative kick at the end. The details one can find
in Maroński [9].

Fig. 6. The admissible domain (undashed area) for Keller’s model of metabolism (σ = const.),
the 400 m run and the slope angle of the track 20 . The velocity is constant along the singular arc
(in the middle).

The second example employs Aftalion’s model of metabolism [5], where the energy
flow rate from the aerobic container to the anaerobic one is not constant, but it depends
on the energy according to Eq. (8). The data for computations are as follows (cf [5, 11]):
e0= 2409 m2/s2, f max= 9 m/s2, τ = 0.89 s, σ= 22 m2/s3. The track is horizontal. Here
also the maximum propulsive force f(t) = f max is developed at the early phase of the
race (acceleration). The optimal velocity slightly decreases along the singular arc then.
The finish is with decreasing velocity along the subarc, where e(t) = 0. The difference,
comparing with Keller’s model, is along the singular arc, where the cruising velocity
is not constant. There is the family of singular arcs for different values of Lagrange’s
multiplier in Fig. 7. The singular arc for λ = −0.19 s/m is on the outside of the admissible
domain – it is not active. The singular arc for λ = −0.23 s/m does not reach the left

Fig. 7. The admissible domain (undashed area) for Aftalion’s model of metabolism (σ = σ (e)),
and the run over different distances represented by different values of constant Lagrange’s
multiplier λ. Here the velocity slightly decreases along the singular arc (in the middle).
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border of the admissible domain, e(t) = 0. It cuts the bottom border of the admissible
domain, where a(e,v) = 0. The method of Miele disappoints for such the case.

5 Discussion

The minimum-time competitive run is reconsidered in the paper. Such a problem may
be formulated and solved in optimal control (calculus of variations). The question for-
mulated at the beginning is this: What is the runner’s optimal velocity profile along
the distance minimizing the time of the event? Another question may be put: Is such
a section of the race where the optimal velocity is constant? Such a problem solved
Keller [1, 2]. He employs relatively simple model of motion basing on Newton’s second
law and an equation of the power balance. In his model the energy flow rate from the
aerobic container to the anaerobic one is assumed to be constant. The result of Keller’s
considerations is that the race may be broken into three phases:

– acceleration,
– cruise with constant competitor’s velocity,
– and final slowing down.

Such the result does not fit well the results observed during real events. Aftalion [5]
reconsidered the problem improving the model of the power balance in the competitor’s
body. Her model assumes that the energy flow rate between the aerobic container and the
anaerobic one is not further constant, but it depends on the energy level in the anaerobic
vessel (cf. Eq. (8)). For the problem solution she applies classical Pontryagin’smaximum
principle with the Hamiltonian linear in the control function – here the propulsive force
f(t). Such an approach is very sophisticated and it gives only necessary conditions of
optimality. In the present paper the non-classicalmethod ofMiele is applied – themethod
of extremization of line integrals by Green’s theorem. This method gives necessary and
sufficient conditions of optimality and it gives a simple graphical interpretation. The
difficulty is that not all problemsmay be performed in the form required by this method –
as a line integral of two variables. It was the reason that the minimum-time problem
for running over variable slope trace was solved using a numerical method - direct
Chebyshev’s pseudospectral method [8]. For Keller’s and Aftalion’s models of running
such transformation is possible, however. In this paper it is proved that the optimal
path consists of three sections: acceleration, cruise and final slowing down. The optimal
cruising velocity is not constant, as inKeller’smodel – it slightly decreases. The equation
of the singular arc is an algebraic Eq. (33) and not an ordinary differential equation (cf.
[5], Eq. (17)). The qualitative result is the same – the optimal velocity decreases along
the singular arc (during the cruise). The answer for the question put in the title of the
paper is: the optimal cruising velocity may be constant or decreasing. It depends on the
model of the power balance used, and not on the distance to be covered. According to
Reardon [3], it seems that the model used by Aftalion [5] is better for middle distance
running comparing with Keller’s model.



122 R. Maroński
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Abstract. The article presents the problem of the mechanical response of nerve
roots under stretching conditions. Research into the functioning of the nervous
system shows a relation between deformation, blood flow characteristics, and
nerve root impulse transmission. These studies show that vascular hypofusion of
peripheral nerves occurs at a deformation of 15%. It is also known that impulse
conduction disturbances occur at 6% strains. This calculation shows that one of
the causes of diseases of the nervous system may be excessive deformation of
its structures. One such disease is radiculopathy. Understanding the mechanical
response of tissues exposed to damaging conditions requires computations from
complex constitutive models that cannot be solved analytically. Therefore, the
properties of the tissue material are investigated using numerical approximation
methods. For this purpose, it is necessary to experimentally study the properties
of the material that allow to determine the parameters of the numerical models
used. The aim of the research was to determine the material properties of nerve
roots. The analysis was carried out in order to obtain data that would simulate the
conditions of the development of nerve root diseases. Modelling was performed
using the Finite Element Method (FEM). Mechanical properties were determined
on the basis of uniaxial stretching of the nerve roots of the rabbit’s lumbar spine
on a testing machine. The tests showed that the rabbit’s nerve root strength is
0.9 ± 0.53 MPa, the relative deformation is 12.73 ± 4.03%, and the Young’s
modulus is 2.53± 1.00 MPa. The results show the range of strength and stiffness
values for various species of animals and humans. The conducted research has
shown that the sample preparation procedure has an important influence on the
obtained values.

Keywords: Nerve roots · Radiculopathy · Uniaxial stretching tests

1 Introduction

Radiculopathy is a condition caused by chemical or mechanical factors that destroy the
nerve roots. It consists of disturbances in the dorsal roots or dorsal root ganglia and
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is revealed by various types of pain. Nerve roots may be exposed to excessive violent
stresses during traumatic childbirth, traffic accidents or sports accidents [12]. Root dam-
age also results from iatrogenic causes derived from insufficient knowledge about the
influence of external influences on disturbances in the functioning of the nervous sys-
tem. Radiculopathy is accompanied by various types of pain and functional deficits that
make life difficult for patients. In addition to compression, nerve roots can be exposed to
tensile stress, for example by adhesions to surrounding structures due to inflammation.
This phenomenon is often unnoticeable during follow-up examinations using magnetic
resonance imaging (MRI), which makes proper diagnosis difficult [1, 2]. This disease
is one of the most common causes of neuropathic pain [3]. They are diagnosed in up to
40–50% of patients with chronic back and shoulder pain [4], and just lumbar radiculopa-
thy affects 3 to 5% of the general population [5]. The diagnosis of lumbar radiculopathy
is an indication for surgery. Decompression and stabilization of the spine are effective
methods of treating pain in patients with mechanical radiculopathy [6], but there are
known cases of neurological deficits associated with abnormal position of the screw [7].
In the case of stabilization of the spine with mechanically fixed implants, the contact
of the nerve root with the screw leads to inflammation, further to morphological hyper-
trophy and ultimately to disturbances in the transmission of nerve impulses. Even with
a relatively small rupture of the bark, which has an average thickness of about 2 mm,
root damage may occur [7, 8]. The studies conducted so far indicate that even vertebral
injuries without overt perforation of the cortex may cause significant radiculopathy [7–
10]. It is unclear whether, when and how screw-induced damage to the cortical part of
the shaft should be assessed as a possible cause of radiculopathy [7].

The cause of physiological and structural changes in the nervous tissue exposed
to excessive mechanical stress is i.a. ischemia of nervous structures. Nerve vascular
hypofusion occurs at a strain of 15%, and tissue changes are seen at an elongation of
between 4% and 50%. In order to determine the relationship between deformation and
the functioning of the nervous system, impulse conduction disorders can be observed.
Literature data show that impulse conduction disturbances occur from6%of deformation
[13, 16, 17]. It is important to understand the development of nerve pathology resulting
from mechanical action to understand the relationship between deformations and the
structural and functional reaction of nerves [13].

Increasing the pressure inside the nerve leads to a reduction in blood flow in the
root, histological changes such as edema, electrophysiological changes, such as reduced
conduction velocity and increased excitability of dorsal root ganglia [1]. There is a linear
relationship between deformation and the appearance of axonal damage in the form of
impaired axoplasmic transport, fiber tear, and primary axotomy. Usually, the explanation
of the pathomechanisms of nerve root injuries is carried out by experiments conducted
on the nerve roots of humans and animals. [11, 12, 18] and numerical research [24, 25].

Understanding the mechanical response of tissues exposed to damaging conditions
requires computations from complex constitutive models that cannot be solved ana-
lytically due to the complexity of the equations. Therefore, the parameters of the tis-
sue material are investigated using numerical approximation methods, e.g. simulating
mechanical loads using the finite element method [22, 27, 28].



Characteristics of Nerve Roots Mechanical Properties 125

Khuyagbaatar B. et al. [26] developed a finite element model of the cervical spine
together with the human spinal cord and nerve roots. They analyzed the stresses and
displacements of the spinal cord and nerve roots in three different positions: straight,
lordosis and kyphosis. The studies compared models before and after C3–C7 laminec-
tomy in the case of posterior longitudinal ligament ossification. Research results indicate
that, with the exception of lordosis, stresses in the nerve roots are higher after laminec-
tomy. Researchers suggest that this may be the cause of postoperative C5 nerve palsy,
which is one of the most common complications after cervical spine surgery due to ossi-
fication of the posterior longitudinal ligament. Nerve roots were divided into external
and intradural. The epidural nerve roots were assigned elastic material properties and the
intradural nerve roots were given “nonlinear force-displacement relations”. Lee N. et al.
[21] created a two-dimensional numerical model of the L4–L5 intervertebral disc hernia
with epidural fusion of nerve roots. Nerve structures have been assigned linear-elastic
material properties.

The study investigated the mechanical properties of nerve roots subjected to the
tensile loads. This explanation is important in understanding their structural and func-
tional tolerance, preventing injury, and effectively treating radiculopathy. The aim of
the research was to determine the material properties of nerve roots. The experiment
was carried out on nerve roots taken from the lumbar region of the White New Zealand
Rabbit. The obtained data from the tensile test were used to evaluate the mechanical
properties of the samples and to determine and adjust the parameters of the material
model [20].

2 Materials and Methods

The preparations were obtained as secondary material fromNew ZealandWhite Rabbits
included in the urinary biomechanical research permit according by the Local Ethics
Committee inWroclaw (decisionNo. 1/2017).The lumbar spine of a rabbitwas harvested
and then stored in the BIOLASOL® (Biochefa, Sosnowiec, Poland) solution in a freezer
at 5 °C for 6 h. BIOLASOL® is solution for transplantation‘s organs preservation and
perfusion, preserves the tissue and does not change its mechanical properties. Paraspinal
muscles and spinous processes were removed. Tissue samples from the spinal cord
along with the spinal nerve were collected individually with a scalpel and tweezers just
before the examination. To prevent drying out, the material was soaked in BIOLASOL®
(Biochefa, Sosnowiec, Poland) solution. Tensile tests were performed at a velocity of
0.17 mm/s on a ZWICK Roell testing machine. This velocity value was chosen as
typical value used to the quasi-static simulations. The most commonly used value about
0.01 s−1 was related to the average length of the samples. The tested tissueswere properly
fixed in order to minimize damage that could affect the obtained values of forces and
deformations (Fig. 1).

In order to increase the probability that the specimen will not move in the fixture, a
high roughness grid was used. Tensile testing was carried out under the conditions: air
temperature equals 23.5 °C, humidity 60%. The environmental chamber was not used.
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Fig. 1. View of the sample attached to the holders of the testing machine.

3 Results

The data obtained in the uniaxial tensile tests indicate that the strength of the nerve roots
is 0.9± 0.53 MPa, the relative deformation is 12.73± 4.03%, and the Young’s modulus
is 2.53± 1.00 MPa. The data from stretching 4 to 7 samples were used for the analyzes.

Table 1. Results of experiments.

No. Max. stress
[MPa]

Young modulus
[MPa]

Max strain [%] Velocity [mm/s] Strain rate [s−1]

1 0.4 1.11 11.26 0.17 0.1

2 1.64 2.82 9.52 0.17 0.1

3 0.74 2.7 11.5 0.17 0.1

4 0.83 3.47 18.63 0.17 0.1

Samples that slipped from their holders during the experiment were excluded. The
obtained results are presented in Table 1.

4 Discussion

Kwan et al. [18] reported that human spinal nerve roots had a tensile strength of
0.17 ± 0.59 MPa and a final strain of 15.0 ± 3.5% at a rate of 0.17 mm/s. Sunder-
land and Bradley [19] reported that the range of maximum tensile stress and load was
3.9–29.4 MPa and 0.2–3.3 kg, respectively, in human roots of the third sacral nerve
stretched at a rate of 1.27 mm/s.
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Nashida et al. [11] conducted uniaxial stretching tests of pig nerve roots and root
branches in order to determine their strength characteristics. The tests were carried
out at different stretching rates: 0.01, 0.1, 1 and 10 s−1. There has been a relatively
constant relationship between endurance and nerve root deformation, despite changes
in parameters. At each deformation rate, the tensile strength was approx. 0.7 MPa. The
tensile strength of the root branches decreased with the increase in speed from about
2.3 MPa at the speed of 0.01 s−1 to 1.5 MPa at the speed of 10 s−1.

Table 2 presents the results obtained in the conducted experiment with the data
available in the literature. SinghA. et al. [12] performed stretching tests on rat nerve roots
at two different stretching rates: 0.01 mm/s and 15 mm/s. Comparing the mechanical
properties at both speeds revealed significant differences. When tensile at a speed of
0.01 mm/s, the maximum stress was 257.9 ± 111.3 kPa, and at a speed of 15 mm/s, it
was 624.9 ± 306.8 kPa. There were no differences in the deformation values.

Table 2. Comparison of the obtained results with the literature data

Max stress [MPa] Young modulus
[MPa]

Max strain [%] Velocity [mm/s] Strain rate [s−1]

Results of experiments

0.9 ± 0.53 2.53 ± 1.00 12.73 ± 4.03 0.17 0.1

Nashida N. et al. [11]

0.7 2.25 No data 0.1 0.01

0.7 2.1 No data 1 0.1

0.7 1.8 No data 10 1

0.7 1.6 No data 100 10

Singh A. et al. [12]

0.258 ± 0.111 1.3 ± 0.8 29.0 ± 8.9 0.01 0.00033

0.625 ± 0.307 2.9 ± 1.5 30.8 ± 8.4 15 0.5

Sunderland S. et al. [19]

3.9 ± 2.94 No data 9–16 1.27 0.0508

Kwan MK. et al. [18]

1.71 ± 0.59 No data 15.0 ± 3.5 0.17 No data

The results presented in Table 2 indicate significant differentiation of the obtained
mechanical properties of nerve roots. Literature data show discrepancy in terms of the
conditions to which the samples were given during stretching. Important in the data
analysis is also the fact that the tested roots were collected from various species of
animals.

Figure 2 summarizes the values of the linear deformability modulus, taking into
account the standard deviation of the own research and literature data. The Young’s
modulus range values obtained in the experiment is marked with red lines. The obtained
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Fig. 2. Determination of the Young’s modulus taking into account the standard deviation. 1 – own
research, 2 – Nashid et al., 3 – Singh et al. At a deformation speed of 0.01 mm/s, 4 – Singh et al.
With a deformation speed of 15 mm/s.

Fig. 3. The obtained maximum stresses taking into account the standard deviation. 1 – own
research, 2 – Nashid et al., 3 – Singh et al. At a deformation speed of 0.01 mm/s, 4 – Singh et al.
At a deformation speed of 15 mm/s, 5 – Kwan et al.

results partially overlap with the results of other researchers, but none of the data fully
overlap with each other.

A similar situation can be seen in Fig. 3, where the results of maximum stresses
are summarized. Nashida et al. carried out experiments to stretch the pig’s nerve roots,
Singh et al. rat, and Kwan et al. Stretched human’s tissue. The results obtained by us fall
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within the ranges provided by other researchers who conducted tests at different strain
rates. The results of the maximum strength resulting from the literature data range from
0.147 MPa to 2.3 MPa. Our results range from 0.37 MPa to 1.43 MPa.

5 Conclusion

The tensile strains achieved in presented research and in the combined literature data
exceed 9%, which in clinical conditions would result in vascular hypofusion, conduction
disturbances and tissue changes [13, 16, 17]. Ju et al. reported that blood perfusion in the
sciatic nerve starts drops sharply at a pressure of 30.5 mmHg, i.e. 0.004 MPa [23]. As a
result of uniaxial tensile tests to test material strength, however, tissue continuity is bro-
ken, and thus tissue destruction, which in clinical conditions would result in impairment
of its functioning. The obtained data do not provide an answer to what are the stresses
in the nerve roots that do not cause disturbances or damage.

Thanks to the uniaxial nerve root stretching experiments, the data were obtained,
according towhich the nerve root strength of the rabbit’s lumbar spine is 0.9± 0.53MPa,
the relative deformation is 12.73± 4.03%, and the Young’s modulus is 2.53± 1.00MPa
Young’s modulus. The obtained results are similar to the data available in the literature.
The discrepancies may be due to the fact that the experiments were carried out on
the nerve roots of different species of animals and different strain rates. The literature
data show that ischemic changes, resulting from the mechanical stress on nerves, con-
tribute to disturbances in the conduction of nerve impulses. Therefore, monitoring of
nerve conduction during the experiments would also be important for understanding the
development of radiculopathy.
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Abstract. Double-J ureteral stents (DJ stents) are commonly used in urology.
The most troublesome difficulty in their application is stent encrustation, stent
breakage, and recurrent urinary tract infections. This work aimedwas to determine
the causes of a double-J stent complication.

The analysis of DJ stents included microscopic analysis, mechanical strength
testing, and surface roughness measurements. The analysis was performed on the
brand new ureteral stents and ureteral stents implanted after the ureterorenoscopic-
lithotripsy (URSL) to treat calcium oxalate stone. Performed analysis of the
polyurethane DJ stents concentrated on elaborating the influence of ureteral
stent diameter (1.00; 1.33; 1.66 mm) on the affinity to stent encrustation and/or
breakage.

The comparison of DJ stents with different diameters confirmed that the risk
of encrustation increases with the lower diameter of the ureteral stent. Remaining
post-URSL kidney stone fragments deposited on the surface of the DJ stents
formed a multilayer structure creating a risk of obstruction or blockage of ureteral
stents and block the urine flow. Additionally, a decrease in mechanical strength of
the DJ stent related to the implantation timewas determined. DJ stent implantation
caused an increase in surface roughness.

The performed analysis indicates the need for further exploration of the bio-
materials used in DJ stents and modification of their surfaces. This may allow to
eliminate the phenomenon of encrustation of urinary stone fragments and NaCl
crystals on the surface of implanted stents.

Keywords: Urolithiasis · Ureteral stent · Encrustation · Scanning electron
microscopy ·Mechanical strength · Ureterorenoscopic-lithotripsy procedure ·
Surface roughness

1 Introduction

Urinary tract diseases are affecting an increasing proportion of the human population
every year. In many countries, the percentage of people suffering from kidney disease
reaches 10–12%.Urological diseases are seen as problematic because they are usually not
the first diagnosis due to the comorbidities disease such as diabetes. The most common
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renal disease that affects adult and pediatric patients is urolithiasis [1]. About 20% of
the population suffers from that pathology [2].

The treatment of urolithiasis is a combination of many factors, such as pharma-
cotherapy, proper diet, ultrasound-guided stone disruption, and ultimately surgery. The
most common surgical procedure used to treat urolithiasis is URSL (ureterorenoscopic-
lithotripsy) due to its high global efficiency (92.7–95%) [3]. URSL is known as a mini-
invasive procedure and involves crushing and removing stone deposits located in the
patient’s urinary tract using an endoscope through the urethra [4].

A lot of urological pathologies are treatedwith the help of ureteral stents. An absolute
indication for stent insertions are ureteric injures, relief of obstructed pyelonephritis and
bilateral ureteral obstructions. Implantation of ureteral stents is associated with a risk of
infection due to bacterial accumulation on their surface. The main problems with stent
implantation are stent migration, occlusion, encrustation and biofilm creation, leading
to stone formation.

After surgery, the implantation of a double-J stent is usually needed. A DJ stents
in the ureter is needed to improve the urine flow from the kidney to the bladder. After
the laser treatment, stone fragments should flow along the ureter and leave the patient’s
body with the urine. However, in practice, the stone fragments flowing down the ureter
are deposited on the surface of the DJ stents. Fragments deposited in layers lead to the
closure of the catheter lumen, which impairs the process of the urine outflow [5].

Urinary tract infections are closely related to the process of adhesion. Binding bacte-
ria to a ureteral stent is themainmechanism of biofilm formation. Aggregation of biofilm
produced by the bacteria and precipitated urinary components causes kidney stones to
form on the surface of ureteral stents [6].

The formation of deposits can lead to the occlusion of the catheter lumen, blocking
the normal flow of urine. Furthermore, integration of stones covering the outer surface
can adversely affect the removal procedure. According to the previous research, the layer
formed on the surface of the catheter increases with longer implantation [5].

The construction of DJ stents is closely related to their functioning mechanism
and their mechanical properties. Geometry is conformed to the urine flow mechanics,
consisting of in-stent (luminal) and out-of-stent (extra luminal) flows.

Our previous research [5] investigated which part of a double-J ureteral stent (DJ
stents) is most susceptible to deposition of post-URSL fragments and urea salt. Results
showed that the proximal (renal pelvis) and distal (urinary bladder) part is the most
amenable to post-URSL fragments and urea salt deposition. In addition, the proximal
(renal pelvis) and distal (urinary bladder) parts present a higher tendency to encrustation
than the middle part, thus that the highest stresses occur in these sections. A similar
observation based on the flow catheter model [7] was confirmed by the occurrence of
maximum stress located in the distal and proximal part of the DJ stents.

An important role in urinary outflow has side holes. Based on the flow catheter
models, it was observed that themaximum stresses are concentrated around the holes [8].
Increasing the number of side holes increased the overall flow rate [5]. Stent thickness,
side-hole shape and hole vertex angle also influence the encrustation level [8].

The diameter of the catheter is crucial in maintaining adequate urine flow after
surgery. The selection of too small diameter creates the risk of stones clog. Furthermore,
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selecting the correct diameter ensures adequate urine flow pressure [9, 10]. DJ stents
diameter is measured on the French (Fr) scale. One Fr equals 0.33 mm. Too low pressure
will not push crushed stones into the bladder, while the overpressure can damage the
catheter. The most commonly used diameters of DJ stents in clinical cases range from
5 Fr (1.66 mm) to 8 Fr (2.66 mm) [9]. Ureteral stents with a lower diameter such as
3 Fr (1.0 mm) and 4 Fr (1.33 mm) are used with children patients because of the smaller
measure of the ureter in comparison to adult ureters [11].

The type of material used for fabricating ureteral stents significantly affects the
process of adhesion [12]. The materials should comply with a number of requirements
like smooth surface [13], high mechanical strength, should be flexible, biocompatible,
non-toxic, have antibacterial properties, and prevent the adhesion of microorganisms
and subsequent formation of biofilm, which promotes the formation of stones [14]. An
important parameter of DJ catheters is their surface roughness. The higher the roughness,
the more uneven the surface micropores, irregularities, and thickened areas can provide
potential locations for bacteria binding. The most common materials used as ureteral
stents are polyethylene, polyurethane and silicone [15]. The recommended choice of the
material in this group is polyurethane [16].

In addition, to reduce encrustation, ureteral stents are coated with different sub-
stances like silver and gold nanoparticles thanks to their antibacterial properties [17].
Understanding the effect of encrustation requires a comprehensive approach. Coating the
catheter surface with layers of stones causes more problems than just restricting the flow
of urine. Discussed adhesion of bacteria and crushed stones also affect the mechanical
properties of the ureter stent material. Furthermore, the surface roughness is associated
with bacteria and crushed stone binding.

The novelty of this work was to determine the adsorption properties of the material
used as urological stents, the cation affinity as a factor affecting encrustation, biofilm
formation and to determine the effect of diameter on the accumulation of stone structures
and crystals.

2 Materials and Methods

2.1 Materials

The tested subjects were 15 DJ urological stents placed during 15 procedures in the
children patients after URSL therapy. DJ stents used in this research were made of
polyurethane. The length of the examined catheters ranged from 8 to 32 cm (mean
length 20 ± 2 cm). Double-J ureteral stents tested in this research were divided into
three groups according to the value of the outer diameter: 1.00 (3 Fr), 1.33 (4 Fr) and
1.66 mm (5 Fr). The implantation period was 31 days.

2.2 Surface Analysis of DJ Stents

The microscopic analysis was performed on the stents before and after implanta-
tion (31 days). Energy-dispersive X-ray spectroscopy (EDS-energy dispersive X-ray
spectroscopy) enables the analysis of the elemental composition of every sample.
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Themicroscopic analysiswas performedby the scanning electronmicroscope (SEM)
JEOL JSM 7600F equipped with an X-ray analyzer INCA OXFORD. Before SEM
observation, ureteral stents required an additional sample preparation procedure [12].
To improve sample conductivity the ureteral stent surface was covered with a 5mm thick
chromium layer.

To investigate the roughness on a smaller length scales a FlexAFM atomic force
microscope with an Easyscan 2 controller (Nanosurf, Switzerland) was used. AFM
(atomic force microscopy) measurements were made with noncontact mode, using the
SICONA-10 cantrivalers (AppNano, USA). The measurements were illustrated by the
use of the NanosurfEasyscan 2 software package. The study was carried out with three
different samples. The same procedure as mentioned under Sect. 2.2 was followed with
five randomly selected locations on the surface of the fixation plates for the scan area of
10 µm × 10 µm, with a resolution of 512 × 512 points.

2.3 Determination of Mechanical Properties

Mechanical properties such as tensile strength was tested for new stents and stents after
implantation. The tensile strength was tested using an Zwick/Rockwell Testing System,
load cell of 5 kN. DJ stents were tested with applied uniaxial tension with a testing rate
of 1 mm/s for 1 s. A preconditioning run was done for each stent, including a 3-min
hold time at 5 mmwith 30 s between the preconditioning run and the first trial. DJ stents
were studied using the tensile test and mounted the same way.

3 Results and Discussion

3.1 Influence of the Encrustation on DJ Stents Surface and Mechanical
Properties

The microscopic observation (SEM/EDS), roughness measurements (AFM) and
mechanical testing were performed on brand new DJ stents and after implantation in
patients’ bodies for 31 days. The surfaces of DJ stents made of polyurethane were tested
using scanning electron microscopy and presented in Fig. 1, 2 and 3. The surfaces were
examined before (Fig. 1A, B) and after implantation (Fig. 1D, E) for 31 days. Compari-
son of new ureteral stents and stents after implantation shows that the new stents have an
uneven surface (Fig. 1C) that may enhance bacterial adhesion to their surface. Both the
outer and inner surfaces of the stents are affected by the encrustation. To determine the
surface roughness of urological catheters, they were examined with AFM. The average
roughness parameters are presented in Table 1.

To define the effect of implantation on surface roughness, two parameters Sa (rough-
ness average) and Sq (root mean square) were considered (Table 1B). The Sa parameter
increased fromvalue 2.06 nm to 2.72 nm.Sqparameter also increased fromvalue 3.07 nm
to 4.01 nm.

Despite the increase in values for Sa and Sq presented in Table 1B, the data obtained
to state that the surface remains even (Fig. 1F). This appearance shows that crushed
stones and crystals cover the surface of the entire stent equally. This proclaims that
the process for stones and crystal’s adherence to the surface of the stents is not only
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Fig. 1. SEM (A, B, D, E) and AFM (C, F) images of polyurethane DJ stents before and after
implantation during 31 days.

determined by perfunctory/superficial stent’s material construction flaws. The material
from which the stents are made of – polyurethane exhibits the affinity to creating the
biofilm and precipitation of crushed stones and crystals pieces on its surface. It confirms
the finding of the previously conducted studies comparing twomaterials used for ureteral
stenting.
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Table 1. The results of tensile tests (Young’s modulus and the breaking force), EDS and AFM
analysis of DJ ureteral stent made of polyurethane, before and after implantation.

Before
implantation

After
implantation

A EDS 

C 
N 
O 
P 

Ca
Na
Cl

[% wt.]

33.02±2.61 28.18±3.13
17.00±1.80 18.43±3.87
49.98±2.43 34.82±4.18
--- 1.96±0.77
--- 3.92±1.87
--- 6.32±4.70
--- 6.37±3.82

B Roughness Sa [nm] 2.06±0.14 2.72±0.39
Sq [nm] 3.07±0.61 4.01±0.47

C Tensile tests Young’s modulus [kPa] 620±11.54 320±7.08
Force [N] 18±0.57 7.5±0.09

Based on EDS results (Table 1A), it can be concluded that the main composition
of urological stent is carbon, oxygen, nitrogen. Results of the EDS test (Table 1A)
also showed that the inner and outer surfaces of the ureteral catheter were covered not
only with the post-URSL fragments but also with the crystals of urea. According to an
article by Dulawa [2], 40% of the stone deposits found in the urinary tract are calcium
oxalates which confirms the EDS results obtained. Structures blocking the stents lumen
are formed by the aftermath of urinary stone disruption with URSL, and the formation
of small crystals growing on one another.

Moreover, a multi-layered structure built on the stent surface influences the stent’s
mechanical strength. Deterioration of the mechanical properties of ureteral stents can
lead to fracture and breakage, which can complicate the removal process. The result of
tensile tests of new stents and stents retrieved from patients after 31 days of implantation
are presented in Table 1C. Young’s modulus (E) was calculated for each DJ stent using
engineering stresses. No change in cross-sectional area was assumed. After urological
stent implantation, the value of Young’s modulus and the force required for rupture is
reduced by half.

The effect of implantation on the mechanical properties of DJ catheters was also
studied by Gorman et al. [18]. They studied DJ stents made of polyurethane in the artifi-
cial fluid. According to article results, implantation significantly impacts on mechanical
properties ofDJ stentsmade of polyurethane. Furthermore, it also influences the decrease
of Young’s modulus value. Incrustation, which is the adhesion of crushed stone frag-
ments and urine crystals to the surface of urological catheters, significantly impairs the
mechanical properties of catheters made of polyurethane.
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3.2 The Affinity of DJ Stents Part and Diameter on Encrustation

The polyurethane DJ stents implanted and retained for 31 days have been divided into
three different sections: proximal part of the double-J ureteral stents situated in the renal
pelvis, middle part, and distal part situated in the urinary bladder. Each DJ stent was
covered with a multilayered compact structure of crushed stones (both on inside and
outside surface), as shown in Figs. 2, 3 and 4. The most extensive agglomerations were
observed in Figs. 2A, 3A and 4A showed ureteral stent after 31 days of implantation
with a diameter of 1.0 mm (3 Fr). Ureteral stents with a diameter of 1.33 mm (4 Fr)
were also covered by small calculi growing on one another (Figs. 2B, 3B and 4B). The
1.66 mm diameter (5 Fr) stents were covered with significantly reduced stone structures
(Figs. 2C, 3C and 4C) compared to the 1.00 mm and 1.33 mm diameter stents.

As can be seen in Figs. 2, 3 and 4 the inner surface of ureteral stents is covered
with more complex biofilm and crushed stones after the URSL procedure. The biggest
incrustation was observed from the analysis of 3 different diameters for 1.0 mm diameter
(Figs. 2A, 3A and 4A). The lowest accumulation of crushed stones and crystals on the
catheter surfacewas observed for a diameter of 1.66mm (Figs. 2C, 3C and 4C), therefore
this stents were taken into account during later analyses.

Results developed by Kim K. et. al. indicating that DJ stents with bigger diameter
provide better urine flow [9] confirm presented results. A better urine flow with crushed
stones is associated with reducing adhesion of crushed stones after URSL procedure
which can lead to encrustation.

DJ stents with diameter of 1.66 mm (Figs. 2C, 3C and 4C) were analysed with sepa-
ration for 3 parts mentioned above. Analysed SEM results showed that the encrustation
at the proximal end is bigger than at the distal coil (Fig. 4C). The proximal part (Fig. 2C)
of the stent is located in patient renal pelvis. Developed results are confirmed by Kim
et al. [7] whowere testing the urine flowwith different side holes aggregation. According
to their research the last side hole in the proximal coil of the stent and the even side hole
throughout the ureter are critical to a DJ stent to maximize its role in the upper urinary
system. Similar observation was made in the research made by Sighinolfi et al. [19].
Moreover the distal (Fig. 4C) part is located at the very beginning of the crushed stone
path and is therefore the first agglomeration site after surgery.

SEM analysis (Figs. 1, 2, 3 and 4) graphically documented the changes on the DJ
stents surface after implantation for 31 days. The outer and inner surfaces of the DJ stents
are covered with multilayer structures. Additionally, EDS analysis (Table 1A) confirmed
the assumptions that the structures present on the surface of the stents are oxalate stones.
Moreover inner and outer surfaces of DJ stents were covered with the crystals of urea
and by the post-URSL fragments.

AFM results (Table 1B) showed that after implantation surface of DJ stents is higher
roughness. Similar relationship/dependence was observed by Palka et al. [20] in their
work studying the stents after the implantation. Higher roughness surface can increase
adhesion of uropathogens causing urinary infection and adsorption of crushed stones
after URSL procedure.

Studying the results of the tensile tests of the stents has shown (Table 1C) an
impairment of implantation on the values of Young’s modulus and the force leading
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Diameter 
[mm] Proximal outer part Proximal inner part

A 1.00

B 1.33

C 1.66

Fig. 2. SEM images of a polyurethane DJ stents with different diameters (proximal part) after the
implantation of 31 days.

to stent breakage. Obtained results are consistent with the literature [18, 21, 22]. There-
fore, implantation can lead to DJ stents breakage, which can complicate the process of
removing the stents and cause patients pain.

According to the author’s knowledge, there are no scientific reports on the correlation
between the stone layer composition and surface roughness of DJ stents. The key con-
sideration found was the roughness associated with the adhesion of uropathogens to the
stent surface [16]. Based on the research results it can be concluded that polyurethane is
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Diameter 
[mm] Middle outer part Middle inner part

A 1.00

B 1.33

C 1.66

Fig. 3. SEM images of a polyurethane DJ stents with different diameters (middle part) after the
implantation of 31 days.

not the appropriate material for ureteral stents, what was confirmed by our latest research
[5].

The comparison of DJ stents having different diameter has been confirmed that the
encrustation increases with lower diameter of the ureteral stent. Less accumulation of
biofilm, stone structures and precipitated crystals from the urinewas observed for the 5 Fr
(1.66 mm) DJ stents, which also indicates that its flow was the most efficient. That result
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Diameter 
[mm] Distal outer part Distal inner part

A 1.00

B 1.33

C 1.66

Fig. 4. SEM images of a polyurethane DJ stents with different diameters (distal part) after the
implantation of 31 days.

is confirmed by work of Hyoung-Ho Kim et al. [23]. They investigated which sizes of
double-J stents are more effective in achieving an acceptable urine flow.

The available articles look at particular aspects of encrustation. As was mentioned
earlier in this work, understanding encrustation of DJ stents needs comprehensive app-
roach. Choice material that comply with requirements mentioned under Sect. 1 is not
enough. Selecting the appropriate DJ stent diameter is a value closely related to urine
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flow quality. In addition, to reduce encrustation, ureteral stents need coated with dif-
ferent substances such as silver and gold nanoparticles because of their antibacterial
properties [17, 24, 25], metallic nanoparticles [25], nitrofurazone [26], chlorhexidine
[27], polytetrafluoroethylene (PTFE), hydrogel [13] and lysostaphin [28].

4 Conclusions

The aim of this work was to determine the adsorption properties of the polyurethane
double-J stent and determine the effect of stent’s diameter on the accumulation of stone
structures and crystals. Encrustation depends on the diameter of DJ stents – lower DJ
stents diameter increases risk of their blockage.

The implantation through the period of 31days affected tensile tests results, after
implantation, the value of Young’s modulus was reduced from 620 kPa to 320 kPa, and
the force required for rupture is reduced from a value of 18 N to 7.5 N. Furthermore,
implantation affects the surface by increasing its roughness. DJ stent diameter (1.00,
1.33, 1.66mm) impacts the encrustation phenomenon: the biggest aggregation of crushed
stones and crystals was observed for the DJ stents with the diameter of 1.00 mm, and
the least encrustation was observed for 1.66 mm. EDS results confirm the presence of
calcium oxalates stones on the surface of DJ stents.

Performed results indicate the need for stents surface coating with substances
providing antibacterial properties and lower affinity to adhesion crushed stones and
crystals.
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Abstract. Purpose: The methods of thermal imaging in biomechanics and
medicine are still not fully standardised, in contrary to other popular methods
of muscle activity examination. This this makes it difficult to compare test results
performed in different laboratories or even undermines credibility of some of the
results.
Methods: The proposed standardisation procedure is based on the Interna-
tional Association of Certified Thermographers, American Academy of Thermol-
ogy, European Association of Thermology, scientific publications and authors
experience. The most restricted recommendations are chosen, described and
discussed.
Results: The standardisation procedure of infra-red imaging in biomechanics is
presented and discussed. Volunteer preparation, laboratory conditions, and tips
how to make a thermal image are described. The state of the art is presented and
chosen aspects of thermal imaging pointed out.
Conclusions: The presented method allows to create repeatable conditions and to
minimise the influence of factors that can change the temperature readings. As a
result, when using the proposed standardisation, higher repeatability and precision
of measurements are obtained.
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1 Introduction

Modern thermography is a relatively young science and it can be stated, that it starts in the
early 30s of the 20th century, despite the infra-red radiation is a much earlier discovery.
During the last 100 years, the thermal imaging technique gains in popularity and is often
used for many purposes like security, control of electrical systems, buildings insulations,
finding wet/humid areas. Nevertheless, its most prominent use should be identified with
medicine and biomechanics. Detecting symptoms of diseases, vascular problems, or
even scanning for cancer is one of the most common use. In biomechanics scanning
muscle systems for its activity, overloading, faulty posture or musculoskeletal injury is
just one of the most common applications [1, 2]. Definitely, this technique is getting
more and more popular in the field of biomechanics; one can find plenty of research on
this topic. According to Google Scholar, there is about 18,000 answers for the question
“thermal imaging muscle system”.
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The biggest advantage of infra-red is that it is a non-contact technique. Unfortu-
nately, when speaking about a musculoskeletal system (human or animal), researchers
can expect many variables that can influence the experiment results. When analysing
State of the Art of thermal imaging regarding humans, one can find some propositions
of standardization procedures. International Association of Certified Thermographers,
American Academy of Thermology, European Association of Thermology, and papers
[3, 4] are just examples of them. Nevertheless, it is worth to notice, that in recently
published and analysed papers (see for example [3–5, 11, 12] authors are using differ-
ent methods of volunteer preparation and providing conditions in laboratories, which
sometimes even they are changing during an experiment. This generates a question if the
published results are repeatable or even reliable. According to the author’s knowledge,
the most advanced (and restricted) procedure is presented in [4], nevertheless, it can be
improved and supplemented with new findings.

The aim of this paper is to present a method of infra-red experiments standardization
in biomechanics. Method of volunteer and laboratory facility preparation along with
guidelines for making thermal images are presented and described.

2 Standardisation Procedure of Thermal Imaging

The main points of the standardisation procedure are based on the International Asso-
ciation of Certified Thermographers, American Academy of Thermology, European
Association of Thermology, and papers [4–6]. The most restricted advices are chosen
and supplemented with recommendations created based on the author own experience.

2.1 Volunteer Preparation

The most important element of the standardization procedure is the correct preparation
of the volunteer. The main recommendations are pointed out in Table 1. Listed recom-
mendations should help to minimize the influence of external factors or the behaviour
of the volunteer on the skin temperature prior to the experiment. The most important
ones are connected with the actions which effects persist for a long time, especially like
sunburns or muscle recovery after an extensive workout. Some of the recommendations,
like not to use any lotions, creams, detergents, or similar minimum 3 days before the
experiment should help to stabilize emissivity for body areas on the same level [7]. If
the thermal image is to be done on a hairy area, hair should be removed three days
before, preferably by shortening them at skin level, but not shaving, which can cause
local inflammation. About one day before the experiment, the volunteer should stop
consuming alcohol and should start to avoid greasy meals or other meals, spices, and
substances that lead to greater thermogenesis (ex. spices with capsaicin, black pepper,
ginger, mixed spices, and drinks like green or black tea and caffeine) [8]. Tight garment
parts can restrict blood flow [13] and as a result change body segment temperature, what
is the reason why they should be avoided before thermal imaging experiments.

Additionally, volunteer’s skin should be free from any inflammations, wounds, cuts,
and other types of skin damage. Some tattoos can modify temperature readings, which
makes it necessary for screening tattooed areas for unexpected, local differences in
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temperature [14]. Core temperature should not exceed 37 °C. It is recommended to
have an interview regarding all volunteer injuries. Some of them, even considered as
insignificant can have long-lasting (even life-lasting) effect, however, finding volunteer
without any injury-history can be a real challenge, thus the researchers should be aware
of a possible influence of the injury and faulty posture history on the thermal imaging.

Table 1. Main recommendation of the volunteer preparation.

Time before experiment (minimum) Action

5 days Do not sunbath, do not use sauna or cryochamber
Stop using detergents when taking shower
Avoid hot or cold baths

3 days (72 h) Do not use:
Creams, lotions, powders, perfumes, deodorants,
antiperspirants and other similar substances
Avoid:
Physical exercise, intensive physical activity, massage,
electrical muscles/nerves stimulation, ultrasound
examination, acupuncture, use of warm or cold
compresses etc
Remove hair from the study area

1 day (24 h) Do not consume alcohol,
Avoid greasy, spicy meals and or other substances that
can improve thermogenesis
Do not use tight clothing items

12 h Last bath: a short shower in lukewarm water without
detergents

4 h Avoid physical exertion (quick gait, run, stairs climbing
to higher floors, exercises)
Do not consume drinks with caffeine (including strong
tea), hot or cold drinks
Last meal, avoid high caloric one

2 h Do not eat, but avoid experiment on empty stomach

2.2 Laboratory Conditions

Not only the volunteer has to be prepared for the experiment. Very important is to
correctly prepare the laboratory facility. The key actions are presented in Table 2. At
first, the temperature and real humidity should be stabilised. It is advised to keep the room
temperature in the range 21 °C–24 °C [9] and to allow the volunteer to choose his/her
preferred temperature during the experiment in this range to ensure a proper thermal
comfort level. The temperature should not change during the experiment. Temperature
below 18 °C can cause shivering, above 24 °C – extensive sweating. Highly efficient heat
sources, ACs, fans, humidifiers, or air dryers may be used, but they should be removed or
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turned off during the experiment. Especially IR radiators, like heaters should be removed
or covered. On the day of the experiment, the advection and convection in the laboratory
should be minimised to avoid cooling air movement. It is also advised to use window
blinds, the best is with IR-mirrors. If it is possible, the best placement for the laboratory,
where this type of experiment is performed is a northern site of the building or room
without windows.

Table 2. Main recommendations for the laboratory preparation.

Time before experiment (minimum) Action

2 days (48 h) Stabilise:
Temperature in range 21 °C–24 °C
Real humidity in range 40–55%

1 day (24 h) Remove all IR raditors (if their temperature is higher
than 10 °C than temperature in the laboratory)
Cover unmovable IR radiators, especially working
heaters

In a day of experiment Reduce to the possible minimum:
Convection
Advection
Use window blinds in the lab to reduce the external IR
radiation
Do not use ventilators, AC or similar equipment which
can change the temperature or RH rapidly or causes an
intensive air movement

2.3 Making the Thermal Image

Last but not least is to make a proper thermal image. Main recommendations are pre-
sented in Table 3. After the volunteer arrives at the laboratory an adaptation period should
be performed. Volunteers stay in a garment in which thermal image will be done. No
additional covers of the skin or body parts are allowed. The volunteer should not touch
or leaning anything that can change his/her skin/body temperature. The position should
be natural and symmetrical. No muscle part should be overload ex. by standing or sitting
in an inconvenient or asymmetrical position. A slow gait is allowed.

The minimal time of adaptation is 15 min and it can be calculated according to the
equation:

τmin[min] = 15+ (|Text − Tint |)
where: τmin is minimal time of adaptation in minutes, Text and Tint – external (outside
laboratory) and internal (in the laboratory) temperature in Celsius/Kelvin degree respec-
tively. For the Fahrenheit scale, this rule should be adequately modified. The camera
should be placed on stable support at a constant and repeatable distance from the vol-
unteer. Its optical axis should be placed with respect to the normal of the object surface
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(ex. torso) due to the Lambertian nature of IR radiation [9]. The emissivity should be
chosen for proper skin pigmentation. The average and accepted values in the literature
are in range 0.97–0.98 [10].

It is also advised to choose a neutral background, for example, a wall with uniform
temperature. Moreover, a gold standard should be to check and store all necessary data
like temperature and humidity in the laboratory, date, and time of the experiment. A
good practice should be to check the body fat of the volunteer (amount and distribution)
and to make basic anthropometric measurements. Taking photos in S and F plane should
facilitate the analysis. A questionnaire about performed sports/activities should also help
to analyse and understand results.

Table 3. Main recommendations for making thermal image.

Action Advise

Thermal camera placement Use a tripod
Make thermal image with use of a uniform
background

Volunteer placement in a front of camera Keep constant distance from the volunteer for all
captured thermal images
Place camera optical axis with respect to the normal
of the object surface
Choose a proper duration of thermal adaptation

Setting the emissivity Constant for all recordings at the level of 0.97–0.98

2.4 Control List

It is advised to create a control list. It should help to understand all problems found during
the analysis of thermal images and to distinguish between technical problems/errors in
procedure and natural phenomena. An example of this type of control list, created on the
basis of control list (translated and rearranged) used in the laboratory of Biomechanics
Lodz University of Technology is presented in Supplementary Materials. It includes
the most important questions about volunteer activity, faulty posture, photography in
anatomical position (Table S1) and checklist (Table S2).

3 Conclusions

Standardisation of examination procedures is crucial for obtaining reliable and repeatable
results. For some of the techniques, conditions are restricted. For example, when sEMG
is made not according to the SENIAM regulations this makes results unpublishable. The
variety of methods, equipment, conditions in the laboratory, and procedures in different
research centresmakes published results of thermal analysis often incomparable and even
questionable. Such a standard procedure in this field is mandatory. Presented procedure
should help to obtain a repeatable conditions of thermal imaging experiments and to
obtain more reliable results. Main recommendations are presented in Tables 1–3.
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Supplementary Materials

Example of the checklist and questionnaire 
Date:_________

№ of volunteer (code):____________________
Name/surname: (if the code system is not used) 

:____________________________

Hour: arrival of the volunteer:__________/departure: __________

Temperatures: 
in the lab.: beginning of experiment__________, end of experiment_________
external: __________

Humidity in the lab.:
beginning of experiment__________, end of experiment_________

Time of adaptation: __________min.

Camera model used during experiment:__________
Emissivity:_________

Anthropometry:

Sex: __________, Age: _________, Height: ________cm, Mass: _________kg, 

Body fat: __________%

Other notes:______ _____ _____ ___ ___ ___ ___ ___ ___ ___ ___ ___ ___ ___ ___ ___ ___ ___ ___ ____ ____ ____ ____ ___ ___ ___ ____ ____ ___ ___ ___ ___ ___ ___ ___ ___ ___ ____ ____ ___ ___ ___ ___ ___ ___ ___ ___ ___ ___
_____________________________________________________________________
_____________________________________________________________________
_____________________________________________________________________
_____________________________________________________________________
_____________________________________________________________________
_____________________________________________________________________
_____________________________________________________________________
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Table S1. Photography in anatomical position.
F plane, front of the body F plane, back of the body S plane, left site of the 

body 
S plane, right site of 
the body

Sports and activities performed by volunteer:
_________________________________________________________________
_________________________________________________________________

_____________________________________________________________________

Is any of the activity asymmetrical? YES / NO

Faulty postures:
__________________________________________________________________

_____________________________________________________________________
_____________________________________________________________________
_____________________________________________________________________

Is leg length equal? YES / NO if no, then the L / R leg is longer by 
________ cm.
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Table S2: Preparation.
Time before 
experiment 
(minimum)

Action Fulfilled 
Yes / No

Notes:
Ex. antiperspirant was used

5 days Do not sunbath, do not use sauna 
or cryochamber
Stop using detergents when taking 
shower 
Avoid hot or cold baths

Yes / No

Yes / No

Yes / No

3 days (72h) Do not use:
creams, lotions, powders, 
perfumes, deodorants, 
antiperspirants and other similar 
substances
Avoid:
physical exercise, intensive 
physical activity, massage, 
electrical muscles / nerves 
stimulation, ultrasound 
examination, acupuncture, use of 
warm or cold compresses, etc.
Remove hair from the study area

Yes / No

Yes / No

Yes / No

1 day (24h) Do not consume alcohol, 
Avoid greasy, spicy meals and or 
other substances that can improve 
thermogenesis 
Do not use tight clothing items

Yes / No
Yes / No

Yes / No

12h Last bath: a short shower in 
lukewarm water without detergents

Yes / No

4h Avoid physical exertion (quick 
gait, run, stairs climbing to higher 
floors, exercises)
Do not consume drinks with 
caffeine (including strong tea), hot 
or cold drinks
Last meal, avoid high caloric one

Yes / No

Yes / No

Yes / No

2h Do not eat, but avoid experiment 
on empty stomach 

Yes / No

Other notes:_________________________________________________________
_____________________________________________________________________
_____________________________________________________________________
_____________________________________________________________________
Examiner:
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Can Tattoo Influence a Thermal Image? A Case
Report
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Abstract. Background: The aim of this work is to answer the question if a body
tattoo can influence thermographic examination and if the results for a new and
old tattoo are different. This work is also a continuation of an earlier study devoted
to this problem.

Methods: The study was conducted on one volunteer with a tattoo made in a
professional tattoo parlour, on the upper part of his chest 16months and 28months
after making a tattoo. To record a skin temperature distribution, an infrared camera
was used.

Results: It is shown that a tattoo may have an influence on a local skin tem-
perature distribution. The main applicable conclusion is that during any kind of
thermographic examination, the examiner should expect that the tattoo can locally
change temperature readings.

Keywords: Thermal imaging · Tattoo · Influence of body-tattoo on temperature
distribution

1 Introduction

According to [1], it is estimated that around 25% of the world population has at once one
tattoo. In Europe, the data vary from 5 up to 10% [2]. This type of body modification
is also relatively popular in the United States. According to [9] from 21% up to 29%
of the population of the United States have at least one tattoo and 15–20% have two
or more. Tattoos are most common at a young age, which is consistent with the data
published for European society. In Poland, it is estimated that the percentage of tattooed
population age 15–50 is estimated at the level of 9%. Around 30% of people without a
tattoo declare that they want to make at least one in the future, but this percentage of
people who declare this decreases with age. Around 33% of people with a tattoo have
one, 30% two tattoos, 20% three or more [3].

It is a well-known fact that tattoos can cause different types of dermatological issues,
often caused by a tattoo ink [4, 5]. If the tattoo caused an inflammation or allergic
reaction [10], then it is obvious that the examiner should expect a higher local tem-
perature. However, the problem of existence of a tattoo during thermal imaging of the
body/skin is still a relatively weakly examined area, often neglected during this type of
experiments/measurements. According to the previous work [11], the tattoo can locally
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influence the readings of an infrared camera, thus the existence of tattoos can-not be
neglected. For this study, an infrared camera was used. This method of skin and body
examination is used in medicine (ex. in dermatology [7]) and biomechanics (ex. [6,
8]), also for precise examination of muscle activity [12]. In that case, even a small
temperature difference reading can be misleading. Another problem exists during the
standardisation of the thermal examination procedure regarding tattoos. Only found in
the literature authors of [6,7] advise to wait with the experiment until the skin healing
process is finished after tattooing. At this moment, we know that the influences of the
body tattoo on temperature distribution exist, but we do not know if this influence is
changing in time.

The aim of this work is to check if a body tattoo can influence thermographic
examination and if the results for a new and old tattoo are different.

2 Materials and Methods

The thermal image of the tattooed area (chest) was done the first time after 16 months
(later 1. case) and the second time after 28 months (later 2. case) after tattooing. In
both cases no dermatological problem was found. Also, in both cases, the same proto-
col, camera and technique were used to obtain thermal images. During the examination
Nec-Avio R300SR-S with FPA-type sensor, spectral range 8–14 µm and NETD 0.08K
were used. Thermal images were done from a distance of 0.1 m. The volunteer was
prepared according to the protocol described in [12], which is based on the requirements
of International Association of Certified Thermographers, American Academy of Ther-
mology, European Association of Thermology, and [6], with additional modifications.
The laboratory conditions were as follows:

i. Temperature in the laboratory 22.5 ± 0.1 °C;
ii. Humidity 45% ± 5 RH;
iii. Advection and convection reduced to minimum;

Data of the volunteer are as follows:

i. Age: 21 (first cycle of measurements)/22 (second cycle of measurements);
ii. Sex: male;
iii. Tattoo placement: upper part of the chest;
iv. Type of the tattoo: black ink inscription done in a professional Tattoo-parlour;
v. Body fat: 12% according to the measurement with 3-point skin fold calliper;
vi. Body core temperature: 36.6 °C;
vii. Body-hair removed 72 h before experiment.

In both cases a 20 min of adaptation period was applied.

3 Results

Figure 1 presents photography of the volunteer chest with tattoo inscription that under-
goes further examination. Figure 2 presents tattoo superimposed on photography of the
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same area for the first measurements – 16 months after tattooing (left) and second mea-
surements – 28 months after tattooing (right) for the same thermal camera settings and
thermal images post processing method. Dimensions of the description are as follows:
“R” height 60 mm, “a” height 40 mm. In both cases (1. and 2.) whole description was
visible in infra-red, but as it was mentioned in [11] not all parts of the sentence and
even parts of letters have the same temperature difference. It was observed that the areas
with a higher amount of the ink had higher temperature differences. The volunteer has
confirmed that most of these places were refilledwith ink after 3–4weeks from tattooing.

Fig. 1. Photography of the examined area.

Fig. 2. Photography of the examined area with superimposed thermal image 16 months after
tattooing (left) and second measurements – 28 months after tattooing (right).

Both: thermal image and photography were done simultaneously by the thermo-
graphic camera from a distance of about 2 m. For further analysis, a close-up was
done.

Figure 3 presents thermal images of the tattoo (part of it). The temperature is set in
the range of 33.3 °C up to 36.7 °C. In the 1. case average thermal-image temperature
was 35.4 °C what is higher than expected for the uncovered human skin after period of
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adaptation. In the 2. case, the average temperature was lower at 0.5 °C and has a value
of 34.9 °C. Maximum found difference in temperatures between skin without and with
tattoo were 0.4 °C in the 1. case and 0.6 °C in the 2. case. The average temperature of the
inked skin of the best visible upper part of “R” letter, was for the 1. case 35.5 °C and non-
inked skin that adjacent to the tattoo was 36.0 °C. For the 2. case the aforementioned
values were found at the level of 35.4 °C and 35.7 °C respectively. More details are
presented in the Fig. 3. Figure 4 (upper and lower) presents histograms for thermal
images presented in Figs. 3 left and right respectively.

Fig. 3. Exemplary thermal images made during descripted experiment from a distance of 0.1 m
with visible “Rodzi” (For print purposes a contrast and light level of the picture were adjusted,
sharpening was also applied).

Fig. 4. Histograms of thermal images presented in Figs. 3 left (upper) and 3 right (lower).

4 Concluding Remarks

From the presented examples it can be concluded, that tattoo have to be taken under
consideration during thermal body examination. It can modify temperature readings. It
has to be highlighted that it is not known if the difference in registered temperatures is
caused by the differences at the skin level (skin with and without ink) or is caused by
different level of emissivity for inked, darker skin. This problem needs a deeper study.
Nevertheless, it seems necessary for each precise examination, to check if tattoo is not
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visible from a short (5–20 cm) distance. From a greater distances tattoos sometimes
are not detected in IR spectrum, what can be assumed, is connected with resolution of
the thermal imaging cameras. As it was shown in a previous work, it is necessary to
elaborate experiment with higher number of volunteers with different types of tattoo.
This should allow to answer following questions: (i.) when and why the body-tattoo
influences the temperature distribution and (ii.) under which conditions it is possible to
detect this effect on the tattooed body. At this moment it can be supported the statement,
that tattoo can influence the distribution of the skin temperature and this phenomenon
can occur for relatively new and old tattoos.

Acknowledgements. Author would like to thank Mr. Łukasz Kaczorowski, who participated in
the preparation of the first article from the series.
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