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Abstract. SNS24 is a telephone service for triage, counselling, and refer-
ral service provided by the Portuguese National Health Service. Cur-
rently, following the predefined 59 Clinical Pathways, the selection of the
most appropriate one is manually done by nurses. This paper presents a
study on using automatic text classification to aid on the clinical path-
way selection. The experiments were carried out on 3 months calls data
containing 269,669 records and a selection of the best combination of
ten text representations and four machine learning algorithm was pur-
sued by building 40 different models. Then, fine-tuning of the algorithm
parameters and the text embedding model were performed achieving a
final accuracy of 78.80% and F1 of 78.45%. The best setup was then
used to calculate the accuracy of the top-3 and top-5 most probable clin-
ical pathways, reaching values of 94.10% and 96.82%, respectively. These
results suggest that using a machine learning approach to aid the clinical
triage in phone call services is effective and promising.

Keywords: Machine learning · Text classification · Clinical triage ·
SNS24

1 Introduction

According to the EuroHealth Consumer Index, 17 European countries had some
form of telephone clinical triage by 2018 [3]. SNS24 is a telephone service for
triage, counselling and referral service provided by the Portuguese National
Health Service. In 2018 SNS24 answered more than 1 million calls with an aver-
age duration of 7–8 min. Being of national scope, this is a service that promotes
equity in the access to health care.
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The SNS24 telephone service is provided by nurses and follows predefined
clinical pathways. Triage is based on the selection of a clinical pathway by a
nurse, considering the citizen’s self reported symptoms and signs as well as rele-
vant information provided on medical history. The choice of the most appropriate
pathway is extremely important and relevant since it should ensure high safety
(not failing to identify situations that require urgent medical contact) and have
high discriminatory capability (do not send low clinical risk situations to
Hospitals’ Emergency). This is a quite complex problem because there are 59
possible clinical pathways, with five possible final referrals: self-care, observation
at primary health care center, observation in hospital emergency, transference
to the National Medical Emergency Institute or to the Anti-Poison Information
Center.

During each shift, nurses log on to the platform and start answering incoming
calls from a single queue. Each call begins with screening questions for emergency
situations, in which case the call is redirected to National Medical Emergency
Institute. For non-emergencies, the call ensures identification confirmation, spe-
cific protocol choice (that are elicited by a keyword search box) and free-text
records for documentation purposes. Figure 1 illustrates this process.

Fig. 1. SNS24 triage process

For each possible referral, there are different situations that need to be
assessed. For instance, in a hospital ER there are several possible Manchester
triage decisions and they should be analyzed and co-related with the SNS24
referral decision. Moreover, age and sex of the user and even other variables,
such as date and time (e.g. day versus night situations) and clinical experience
of the triage nurse should also be considered in this process.

Although promoting equity in access to health, SNS24 service can still accom-
modate many improvements such as allow a better and faster interaction between
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the citizens and SNS24 and decrease the duration of calls aiming to increase
the quantity of handled and further improve the availability of the SNS24 ser-
vice. Obviously, an improvement in the quality of the algorithm selection and a
decrease of the average duration of the phone calls will have a major impact in
the SNS24 service to citizens.

Therefore, it is important to support nurses in the selection of the most
appropriate clinical pathway and optimize them through the analysis of post
referral diagnosis made at primary care units and hospitals. This will improve
the discriminatory capacity and clinical safety of the correspondent referrals,
and allow SNS24 to improve quality of the existing services.

In this work, we focus on the task of selecting the most appropriate clinical
pathway for clinical triage. The paper is organized as follows, in Sect. 2 we review
related work; in Sect. 3 we describe the materials and methods used; in Sect. 5
we describe the experiments performed and analyse the results; and finally in
Sect. 6 we draw conclusions.

2 Related Work

It is known that the use of clinical decision support systems improves the qual-
ity of telephone triage service [21] and the performance of care [9]. The current
rate of adherence by citizens to recommendations is partial and reported as
moderate, where rates of adherence to self-care, primary health care and hos-
pital emergencies are 77.5%, 64.6% and 68.6% in Australia, respectively [30].
However, although these conclusions have not been consolidated [12], when the
recommendations of these guidelines are followed, more suitable referrals to the
Emergency Service are obtained [7] and a cost reduction can be achieved [20].

Machine Learning and Natural Language Processing techniques have been
increasingly applied in clinical decision support systems, and there is a growing
effort in applying these techniques to clinical narrations [11,14,17,19,25,26].
There is a wide variety of paradigms for classification problems (e.g. linear,
probabilistic, neural networks) and, for each, there are several algorithms [1].
However, there is no classification algorithm that can be considered the best for
all problems [8].

In the last years many conferences and evaluation tasks have focused on
clinical decision support problems [10] and the overall performance of the best
systems has improved with the use of the new machine learning approaches,
such as Support Vector Machines and Deep Learning architectures [17,26,28].
Recent deep learning approaches typically use architectures based on bidirec-
tional LSTM with attention mechanisms having as input word embedding vec-
tors [25]. Current ongoing research tries to create hybrid systems, integrating
pure Machine Learning algorithms with linguistic information, such as part-of-
speech (POS) and syntactic and semantic information [32].

Mascio et al. [15] compared various word representations and classifica-
tion algorithms for clinical text classification tasks. They experimented on four
datasets and found that traditional word embeddings (Word2Vec, GloVe and
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FastText) could achieve or exceed the performance of the ones based on contex-
tual embeddings (BERT) when using the neural-network based approaches, while
using traditional machine learning approaches (SVM), the contextual words
embeddings achieved better performance. Topaz et al. [29] studied patients with
high risk of hospitalization or emergency visits using clinical notes taken during
home health care episodes. This study was experimented on a database which
included 727,676 documents for 112,237 episodes and 89,459 unique patients;
they used text mining and machine learning algorithms for the prediction, and
feature selection techniques to find risk factors, and found that the using a Ran-
dom Forest algorithm achieved the best performance with an F-measure of 0.83.
Flores et al. [6] studied how to achieve the specified performance in biomedical
text classification while reducing the number of labeled documents. They com-
pared an active learning approach with Support Vector Machines, Näıve Bayes
and a classifier based on Bidirectional Encoder Representations from Transform-
ers (BERT) and experimented on three datasets with biomedical information in
Spanish; the active learning approach obtained a AUC (area under the learning
curve) performance greater than 85% in all cases. Mullenbach et al. [18] used
a convolutional network and an attention mechanism to predict medical codes
from clinical texts. Their method achieved a precision of 71% and a micro-F1 of
54%.

These related works give an idea of the technologies employed in the area.
However there are no works to perform actual comparisons since the experimen-
tal setup, problem definition and datasets involved are particular for the demand
of SNS24. Instead, we compared simple and more complex text representations
as well as some of the classical text classification techniques adopted in these
previous works for our problem.

3 Materials and Methods

This section details the materials and methods selected for the execution of the
task, containing the description of the data set, the selection of the attributes
and the set of experiments selected.

3.1 Available Data

The study protocol was approved by the competent ethics committee and the
anonymized data was provided by SPMS (Serviços Partilhados do Ministério da
Saúde). It has a total of 269,663 records with 18 attributes, corresponding to
information collected during 3 months of calls received by the SNS24 phone-line
(from January to March 2018). It includes personal data (age, gender, encrypted
primary care unit) and call data (start and end date/time, initial intention, com-
ments, contact reason, clinical pathway and final disposition, between others).
The contact reason and comments are free text written in Portuguese by the tech-
nician who answered the respective call; the remaining are nominal attributes
(except dates).
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3.2 Task

With the available data, the task of selecting the most appropriate clinical path-
way can be framed as a supervised multi-class classification problem where the
attribute “Clinical pathway” is the class aiming to be predicted.

3.3 Dataset

From the 59 possible clinical pathways, in the provided data there was only
examples of 53. The proportion of observations per class is diverse ranging from
14.006% for “Tosse/Cough” to 0.001% for “Problemas por calor/Heat-related
problems”; 5 clinical pathways have proportions above 5% and 27 have less than
1%. Table 1 presents the five clinical pathways with more and less observations.

Table 1. The five clinical pathways with more and less observations.

Clinical pathway (class) Examples %

Tosse/Cough 37930 14.066

Śındrome Gripal/Flu syndrome 34266 12.707

Prob. por náuseas e vómitos/Nausea and vomiting... 14453 5.360

Dor abdominal/Abdominal pain 14382 5.333

Problema da orofaringe/Oropharyngeal problem 13503 5.007

Problemas no cotovelo/Elbow problems 137 0.051

Problemas por sarampo/Measles related problems 98 0.036

Prob. adaptaçño situaçño de crise/... crisis situation 60 0.022

NA 5 0.002

Problemas por calor/Heat problems 4 0.001

The available attributes were analysed and the first one selected for the exper-
iments was “Contact Reason”, a medium length free text attribute containing
simple and straight-forward information about the patient’s problem. It has a
total of 31,417 distinct words with each value composed by an average number
of 8.15 words (and standard deviation of 3.64). Table 2 presents a few examples
for the “Contact Reason”.

For building the dataset, clinical pathways with less than 50 instances were
removed from the original data, resulting in a dataset with 269,654 instances.

3.4 Text Representation

The “Contact Reason” text was pre-processed with simple word count and Term
Frequency–Inverse Document Frequency (TF-IDF) methods, which determine
the importance of a word in a corpus, and also with word embedding models,
which map the words into a low-dimensional continuous space encoding their
semantic and syntactic information (by assuming that words in similar context
should have similar meaning) [13].
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Table 2. Examples of the contact reason field

Febre desde esta manhã

Fever since this morning

Dor no ouvido esquerdo com tonturas associadas por 4 dias

Left ear pain with associated dizziness for 4 days

Tosse produtiva, congestño nasal e febre há 7 dias

Productive cough, nasal congestion and fever for the last 7 days

Dor de garganta desde Sexta e 38.7 ◦C de febre

Sore throat since Friday and 38.7 ◦C fever

Dor de cabeça, mialgias e tosse com expetoraçño verde

Headache, myalgias and cough with green expectoration

Laceraçño do couro cabeludo há 5 minutos

Scalp laceration 5 min ago

Dor no pescoço e garganta após biópsia à tiróide há 18h

Pain in neck and throat after thyroid biopsy 18 h ago

3.5 Experiments

A first set of experiments was done on the validation set to determine the com-
bination of the machine learning algorithm and the text representation that
produced the best results over the dataset. The algorithms tested were Support
Vector Machines (with linear and rbf kernels), Random Forest and Multinomial
Näıve Bayes; the “Contact Reason” text was processed to build the following
text representations: word n-grams (n ∈ {1, 2, 3, 4}) using word counts and TF-
IDF and embeddings using BERT [5] and Flair [2] models. Both Flair and BERT
used pre-trained models publicly available for the Portuguese language.

After selecting the best combination of representation and algorithm, by
using statistical McNemar tests to compare the results, a fine-tuning of the
embedding model was performed and tested on both validation and test sets.
Finally the performance of the generated model using the most probable class
along with the three (top-3) and five (top-5) most probable ones were calculated.
This was done since the purpose of the classification is to help nurses to find the
clinical pathway and offering the most probable ones may help in their decision.

3.6 Experimental Setup

For developing the models Python (v3.7.9) along with scikit-learn (v0.23.2),
Transformers1 (v3.4.0) and Flair2 (v0.6.1) were used.

1 https://huggingface.co/transformers/v3.4.0/.
2 https://github.com/flairNLP/flair.

https://huggingface.co/transformers/v3.4.0/
https://github.com/flairNLP/flair
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The language models employed were FlairBBP3 and BERT Large (BERTim-
bau4). Flair embeddings are based on the concept of contextual string embed-
dings which are used for sequence labelling. The FlairBBP language model was
developed on the basis of a raw text corpus of 4.9 billion words from contempo-
rary Portuguese texts. It was previously evaluated for the NLP task of named
entity recognition [22] and also in specific domains like geoscience [4], law [24],
and health [23]. BERTimbau was trained on the BrWaC (Brazilian Web as Cor-
pus), a large Portuguese corpus [31] and evaluated on several NLP tasks [27].

A stratified split of the dataset into train, validation and test sets was made
with a distribution of 64%, 16% and 20%, respectively. The first set of experi-
ments (Sect. 4.1) was evaluated over the full split of validation set with the test
split being used for the final evaluation of the best model (Sect. 4.2).

The models were evaluated using accuracy and weighted average of F1-
measure (we also present the weighted precision and recall values of each exper-
iment). To support the choice of the best model(s) McNemar tests [16] were
performed with a level of significance α = 0.05; in the results’ tables, the signif-
icantly best performing models are presented in bold-face.

4 Results

This section presents the results obtained for each set of experiments done:
(1) selection of the “best” combination of the algorithm and representation,
(2) fine-tune of the embedding model and (3) calculation of the selected model
performance using the most probable class along with the three (top-3) and five
(top-5) most probable ones.

4.1 Find the “Best” Algorithm and Representation

This stage corresponds to the development of the models previously mentioned
using “Contact Reason” attribute (see Sub-sect. 3.5), totaling 40 models using 4
different machine learning algorithms and 10 different text representations. The
performance results were calculated over the validation set and are organized by
the machine learning algorithm.

After obtaining the 40 models with default parameters for each algorithm, a
fine-tuning of parameters was performed for the best combination of algorithm
and representation.

Support Vector Machines. Table 3 and Table 4 present the results using the
Support Vector Machine algorithm using linear and RBF kernels, respectively.

When comparing SVMs for the same representation, the linear SVM model
always has a better performance with the exception of the uni-grams with TF-
IDF and RBF SVM model. It is possible to observe that when using word n-
grams the performance decreases when increasing n and that TF-IDF consis-
tently produced better results when compared to using a simple n-gram count.
3 https://github.com/jneto04/ner-pt#flair-embeddings---flairbbp.
4 https://github.com/neuralmind-ai/portuguese-bert.

https://github.com/jneto04/ner-pt#flair-embeddings---flairbbp
https://github.com/neuralmind-ai/portuguese-bert
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Table 3. Linear SVM: performance for different representations.

Acc. Prec. Rec. F1

Uni-grams Count 76.28 76.05 76.28 75.99

TF-IDF 76.47 76.14 76.47 76.10

Bi-grams Count 72.03 71.74 72.03 71.72

TF-IDF 73.34 72.90 73.34 72.88

Tri-grams Count 61.23 62.59 61.23 60.99

TF-IDF 62.56 63.46 65.56 62.07

Quadri-grams Count 43.77 54.17 43.77 44.64

TF-IDF 44.75 54.78 44.75 45.31

Embeddings BERT 76.39 76.16 76.39 76.04

Flair 77.96 77.49 77.96 77.51

Table 4. RBF SVM: performance for different representations.

Acc. Prec. Rec. F1

Uni-grams Count 76.15 76.89 76.15 76.10

TF-IDF 76.97 77.28 76.97 76.83

Bi-grams Count 68.07 68.74 68.07 67.40

TF-IDF 70.27 70.48 70.27 69.60

Tri-grams Count 51.63 62.12 51.63 51.63

TF-IDF 55.80 63.72 55.80 55.15

Quadri-grams Count 32.88 62.59 32.88 32.57

TF-IDF 34.75 62.11 34.75 36.01

Embeddings BERT 75.83 75.81 75.84 75.52

Flair 76.58 76.78 76.59 76.30

Random Forest. The results obtained with Random Forest algorithm are pre-
sented in Table 5. As observed, the best performance was also obtained using
word uni-grams with with TF-IDF, but SVMs consistently generated better
models. The observations made about the n-grams performance and TF-IDF for
SVMs are also true for Random Forest.
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Table 5. Random Forest: performance for different representations.

Acc. Prec. Rec. F1

Uni-grams Count 73.84 73.33 73.84 73.26

TF-IDF 74.93 74.55 74.93 74.40

Bi-grams Count 66.51 66.14 66.51 65.54

TF-IDF 68.10 67.70 68.11 67.41

Tri-grams Count 55.83 58.61 55.83 55.73

TF-IDF 56.73 58.98 56.73 56.39

Quadri-grams Count 39.67 58.15 39.67 44.67

TF-IDF 39.82 57.61 39.82 44.65

Embeddings BERT 69.39 68.94 69.39 68.16

Flair 68.36 68.43 68.37 66.96

Multinomial Näıve Bayes. Table 6 presents the results obtained with Multi-
nomial Näıve Bayes algorithm. As can be seen, it under-performs the previous
algorithms and, unlike the results previously presented, count produces better
results when compared to TF-IDF.

Table 6. Multinomial NB: performance for different representations

Acc. Prec. Rec. F1

Uni-grams Count 66.26 67.68 66.26 63.85

TF-IDF 57.83 63.10 57.83 53.59

Bi-grams Count 60.09 64.85 60.09 57.32

TF-IDF 52.58 65.96 52.58 49.35

Tri-grams Count 51.35 62.37 51.35 49.35

TF-IDF 42.70 66.43 42.70 40.55

Quadri-grams Count 36.18 60.52 36.18 34.74

TF-IDF 29.45 62.11 29.45 26.20

Embeddings BERT 58.73 60.16 58.74 57.73

Flair 47.78 55.54 47.78 45.77

Parameter Optimization. As can be seen from Tables 3, 4, 5 and 6 the top
3 most performing approaches were: Flair with linear SVM, BERT with linear
SVM and uni-grams with TF-IDF and RBF SVM. These models were parameter
fine-tuned to maximize the F1-measure. Models were built with values of C ∈
{0.01, 0.1, 1, 10, 100, 1000}. For Flair and uni-grams the best model was obtained
with C = 1 (default value) and C = 0.1 for BERT representation. For the RBF
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kernel with uni-gram and TF-IDF, the γ (gamma) parameter was also fine-tuned
with different values but the default parameter (inverse of number of features
times attribute variance, 1/(nfeatures ∗ var)) generated the best model.

Table 7 summarizes the results. The only improvement observed was for
BERT using linear SVM, but still being lower than the one obtained with Flair.
For this reason Flair with linear SVM combination was selected for pursuing the
following experiments.

Table 7. SVM performance summary.

Acc. Prec. Rec. F1

BERT w/ linear SVM 76.39 76.16 76.39 76.04

BERT w/ linear SVM (C = 0.1) 77.10 76.54 77.10 76.61

Flair w/ linear SVM 77.96 77.49 77.96 77.51

Uni-gram TF-IDF w/ RBF SVM 76.97 77.28 76.97 76.83

4.2 Fine-Tuning the Embedding Model

The approach selected for the experiments on this stage was Flair using Linear
SVM. Aiming to improve the previously obtained results, the pre-trained Flair
embedding model was fine-tuned to be adapted to the clinical domain using a
corpus built from the “Contact Reason” texts of the SNS24 dataset.

This new embedding model was used to evaluate the performance over the
validation set and also the test. The results can be seen in Table 8. According
to the significance tests performed, the Flair fine-tuning produced a significant
improvement on the performance over the validation set. When applying this
model to the test set, an accuracy of 78.80% and F1 of 78.45% were achieved.

Table 8. SVM performance with fine-tuned Flair model

Acc. Prec. Rec. F1

Original Flair (validation set) 77.96 77.49 77.96 77.51

Fine-tuned Flair (validation set) 78.59 78.18 78.59 78.21

Fine-tuned Flair (test set) 78.80 78.42 78.80 78.45

4.3 Considering the Most Probable Clinical Pathways

This section presents the performance when considering the three (top-3) and
five (top-5) most probable classes given by the prediction model. This experiment
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was done using the fine-tuned Flair model with linear SVM and uni-grams TF-
IDF with RBF SVM (the two “best” models from stage 1; see Sub-sect. 4.1.

Accuracy results for the test set are shown in Table 9. Looking at the results,
and despite the significant difference between models when using the most prob-
able class (top-1), this is no longer true when considering the top-3 and top-5
classes.

Table 9. Accuracy for the top-1, top-3 and top-5 most probable classes.

Top-1 Top-3 Top-5

Unigram TF-IDF w/ RBF SVM 76.97 94.08 96.77

Fine-tuned Flair w/ linear SVM 78.80 94.10 96.82

5 Discussion

The experiments performed on Sub-sect. 4.1 provided information on the setup of
the best model for the problem at hand. The best result obtained was with Flair
embeddings and linear SVM, with an accuracy of 77.96% and an F1 of 77.51%.
In these experiments it is possible to observe that, for all algorithms using n-
grams, as the n increases the performance decreases, so uni-grams generated the
best models when using word n-grams; for this setup, the best performance was
obtained with TF-IDF and RBF SVM with an accuracy of 76.97% and F1 of
76.83%.

For the Random Forest algorithm, uni-grams with TF-IDF generated the
best models but it under-performs SVM for all text representations (accuracy of
74.93% and F1 of 74.40%). For the Multinomial Näıve Bayes, the representation
with better results was also uni-grams but with count with an accuracy of 66.26%
and F1 of 63.85%; this algorithm under-performs by large SVMs and Random
Forests. To finalize the initial experiments a fine-tuning of the SVM parame-
ters was performed for several text representations. A small improvement was
obtained using BERT but it was still lower than Flair with linear SVM.

Still pursuing the goal of obtaining the best classification model, the pre-
trained Flair model was fine-tuned using a corpus composed by the “Contact
Reason” text of the SNS24 dataset to be better adapted to the clinical domain.
This fine-tuning provided an improvement of the performance, reaching an accu-
racy of 78.80% and F1 of 78.45% for the test set.

Finally, the accuracy of two prediction models (fine-tuned Flair with linear
SVM and unigram TF-IDF with RBF SVM) was measured calculating the top-3
and top-5 most probable classes. The results showed that, despite the significant
difference between both models when using the most probable class, it was no
longer true when presenting the top-3 or top-5 most probable classes. Conse-
quently, one can say that uni-grams TF-IDF with RBF SVM would be the final
model choice to incorporate in a clinical tool since its computational cost is lower
when compared with the Flair representation.
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6 Conclusions

SNS24 is a telephone triage service provided by the Portuguese National Health
Service, where nurses select the most appropriate clinical pathway given the
information self-reported by citizens. This paper proposes to use an automatic
text classification approach to aid the SNS 24 clinical triage service.

A group of experiments were conducted on 3 months data containing a total
of 269,669 call records. Several machine learning algorithms (SVM with linear
and RBF kernel, Random Forest and Multinomial Näıve Bayes) and text repre-
sentations (TF-IDF and count n-grams and BERT and Flair embeddings) were
combined to produce classification models. The experimental results show that
a fine-tuned Flair embedding with a linear SVM classification model achieves
an accuracy of 78.80% and F1 of 78.45%; additionally accuracies of 94.10% and
96.82% were obtained when using the top-3 and top-5 most probable classes.
These results suggest that using Machine Learning is an effective and promising
approach to aid the clinical triage of phone call services.
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e Tecnologia, I.P, within the project SNS24.Scout.IA: Aplicaçño de Metodologias de
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