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Abstract  Image recognition is a widely adopted feature extraction technique in the 
field of deep learning. Convolutional neural network is one of the algorithms of 
deep learning used in the field of image analysis. Most of the software under devel-
opment are prone to fault because of code moderation, so rework-related feature of 
software development needs to maintain fault-related dataset for future prediction. 
Rework is the major problem related to time and cost estimation after the software 
delivery. This paper is used to identify the rework effort of Organization-A, which 
is to be used for finding rework effort estimation in future projects. In most of the 
organization, historical dataset can be available in either document format or image 
format. This paper proposed a new model called RIR (Rework Image Recognition) 
learning model, which is used to generate the CSV file as the result of extracting the 
feature from Rework report image of an Organization-A. The model is generated by 
using a deep learning algorithmic technique called convolutional neural network. 
This paper also shows the performance of the RIR (Rework Image Recognition) 
learning model in the base of accuracy and loss level, and the future use of the 
rework result is also presented.
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1  �Introduction

1.1  �Image Recognition

Image is a visual representation of text or object. Image looks in the human eye is 
not considered as same when it is converted as data. The image is a set of segments, 
which are formed with pixels. For dataset transformation, the image should be in 
same pattern. Every image segment has pixel intensity. The digital colour image of 
RGB channel should be converted into greyscale BGR channel. The class of image 
recognition means feed the image into a neural network in order to receive various 
image labels like objects, people, places or text in the image.

1.2  �Deep Learning (DL)

Deep learning is the machine learning technique with set of neural network algo-
rithms. Deep learning is used to make desired behaviour on the given problem with 
the help of activation of network in the chain of computational stages. Problem-
solving using learning method will deliver the accurate result. Learning from the 
historical data observation to enable the accurate solution of the problem is achieved 
by natural deep learning. Deep learning is best for big dataset. In this, the solution 
of the given problem is achieved by machines. DL is used to solve difficult pattern 
detection problems. In DL, a system is developed from the training examples to 
recognize the pattern.

A logical activity of the idea is obtained only from human’s inherent activity. The 
activity is described as a mathematical model, which (for a neuron) takes input, 
processes those inputs and returns an output. ML algorithms are formed by learning 
system. This learning process is used to perform a particular task or functions. DL 
is a powerful algorithm based on machine learning techniques to solve realistic 
problems.

The human brain is the most powerful machine than computers. The process of 
brain thinking is obtained from the result of direct learning experience. This learn-
ing is used for making natural assumption function to implement a computer-based 
network of neurons.

To categorize new defect entry, there is a need for human-like detective inference 
for decision-making.

Feature learning is essential for representing the feature for computation. It 
involves reducing the input features in order to get meaningful results. Deep 
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learning is a technique used to focus on the features used in the solution. Deep 
learning creates an architecture known as multi-neural network architecture with 
three major types.

•	 ANN: The data present in the form of numbers will be solved using ANN.
•	 CNN: Transferred learning technique used to analyse the image form of input.
•	 RNN: Time series-based inputs are solved using RNN.

The previous research work shows the need of fault taxonomy to predict the fault 
in early software development life cycle [1]. Various research works are done to 
identify the proper prediction technique for finding early fault prediction [2–4]. But 
to identify the right place of fault, the necessary rework percentage is to be calcu-
lated. This research work helps achieve this by forming rework estimation hours in 
CSV data file. Features are the major data for any prediction model. This paper also 
used to set the feature for rework estimation so as to find the exact fault occurrence 
place of rework. In the future this rework CSV data is used to automate the rework 
effort estimation.

2  �Convolutional Neural Networks (CNN)

A class of deep learning neural networks are used to form the convolutional neural 
network. CNN is mainly used in image processing and recognition. It is the back-
bone of artificial intelligence [5–9]. CNN is a category of machine learning algo-
rithm used to perform deep learning, to learn various features in data that 
differentiates it from another data. CNN pre-processes the data by itself. It does not 
require a lot of resources in data processing. CNN mainly takes image dataset as 
input and learns various features through filters by assigning weights and bias to it. 
It allows filters to learn important features in the dataset, allowing them to distin-
guish one input from another. CNN has the ability to pre-process the data by itself, 
so there is no need for more resources in data pre-processing. CNN is continuously 
evolving with the data growth. During the training set formation, CNN can be able 
to adapt the learnt features and develop knowledge discovery of its own so that it 
continuously develops with growth in the dataset.

Dataset is formed from all categories like text, images, audio and video. The 
formed dataset is considered as the feature of dataset of the model. For images, the 
feature set is formed by the process known as segmentation [10–14].

CNN has weights that can learn from the input and the biases. The neuron con-
nected to the network receives the input and performs dot product in it. A loss func-
tion is evaluated to measure the performance of the model. The only key point of 
CNN is that it assumes the input in an explicit manner. The CNN technique is used 
for creating the RIR learning model structure.
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3  �RIR (Rework Image Recognition) Learning Model

The Rework Image Recognition (RIR) learning model is the deep learning model 
with CNN algorithm. This model is used to analyse and recognize the image of 
Rework report produced by Organization-A. The structure of RIR learning model is 
described in Fig. 1.

CNN learning structure is also formed with three major layers as the ANN struc-
ture. The first layer is the input layer, which consists of greyscale image. The second 
layer is formed by hidden layer set [15–20]. The hidden layers are further divided 
into convolution layers, ReLU (Rectified Linear Unit) activation function layer, 
pooling layers and fully connected neural network. The third and the final layer is 
the output layer, which is a binary or multi-class label.

The RIR model is created by using three major layer structures called RIR input 
layer, RIR convolution operation layer and RIR feature output layer.

3.1  �RIR Input Layer

This CNN learning structure is used for feature detection. This is the beginning 
layer of the feature mapping. This layer takes the image as the input. The input is 
provided in the form of pixel. Here filters are applied to represent the image parts. 
This representation will form a pattern of feature image mapping.

Fig. 1  RIR learning model
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3.2  �RIR Convolution Operation Layer

This is the major part of the RIR learning model. In this layer first the image is con-
voluted with activation function, pooled and flattened so as to form the final fully 
connected layer.

3.2.1  �Convolution

Convolution means formation of representing the image parts. This is used to form 
the feature map of the image. Then a filtering is used to form network in the image 
representation. A random vector is generated with network weights and bias value, 
which is to be shared among the CNN network for the formation of a unique feature 
set. These are also known as kernels. The filter size is used to measure and identify 
the pixel affecting rate one at a time. A common filter size used in CNN is 3. It 
means the height and width of the image in the 3 × 3 pixel area. The depth of the 
two-dimensional image is represented by the colour channel. For greyscale image 
the colour channel is 1, and for RGB colour image, the channel value is 3, so the 
filter size of the colour image is 3 × 3 × 3. The image complexity is preserved by 
feature mapping, which includes the process of filtering in more than once. The 
network multiplies the filter value with the pixel value.

3.2.2  �ReLU Activation Function

The feature map formed by convolution is passed to the activation function, but in 
image all the values are in a nonlinear form. The nonlinear value is to be changed 
into linear so as to insert into the activation function. The major activation function 
of image processing is ReLU (Rectified Linear Unit).

It comes under a nonlinear activation function. The special quality of this func-
tion is that the neurons are not activated at the same time. It is best for hidden layers 
only. It has output 0 if the input is less than 0, and it has raw output otherwise. It 
avoids backpropagation errors. It is very close to the working of neuron, to normal-
ize the different range values and make the result between 0 to 1 and −1 to 1. This 
activation function is used. The ReLU equation is defined in Eq. (1):
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3.2.3  �Max Pooling

The activated image data is passed into the pooling layer. Now this layer will remove 
the unwanted image parts and keeps only the relevant image features. It means this 
layer only serves on the relevant image parts. Overfitting of data is avoided because 
of identifying only the relevant parts.

3.2.4  �Flattening

Before forming an image into a tabular form, overfitting is to be reduced. The reduc-
tion is done between the neurons. This is done by flattening. Flattening means add-
ing a dropout layer to prevent overfitting of CNN algorithm, while training the data 
dropout is used to reduce the correlation between the data in activation map.

3.2.5  �Fully Connected Layer

This layer is the last part of the convolution neural network. Here the dropout layer 
produced in the previous flattening convolutional operation layer is converted into 
the vector. In order to capture the relationship of image complexity between the 
features, the formed vector is fed into this fully connected layer. The final result of 
this layer is one-dimensional feature vector.

The fully connected layer is also known as dense layer or ANN layer. This layer 
is used to analyse the input features in order to form classification. First of all, the 
neuron collections are formed to represent the various parts of the object consid-
ered. This neuron collection is stored in a set if the collection is set until fully 
formed. If the set is full, then the neurons are activated in accordance with the input 
image for classification of the object.

3.3  �RIR Feature Output Layer

This layer is used to form the final resultant CNN layer of the feature mapping. This 
layer is used to perform the image feature mapping from the previous set of convo-
lution operation layers. Here the accuracy and loss values are calculated. The accu-
racy value more than 75% is considered for feature mapping classification.

In order to find the accuracy value, the difference in the expected and the calcu-
lated result in the training set is found by ANN. The learning rate is adjusted in 
accordance with the error value to optimize the proposed model performance. The 
above process is repeated to the learnt association of feature input in accordance 
with the result. The final fully connected layer will receive the result of the layer 
before the delivery. At this step, the image classifier model is trained. Now by 

P. Patchaiammal and G. Sundar



205

passing the image into the CNN model, one will get the content feature mapping of 
the image. Then it is stored into the CSV file for future prediction.

4  �RIR Learning Model Implementation

RIR implementation is achieved by using the four major steps: input dataset forma-
tion, filtration, convolution operation and feature extraction.

4.1  �RIR Input Layer Preparation

The image is taken into the RIR model to prepare the input layer. Further the input 
set is formed with filter details.

4.1.1  �Input Dataset Formation

To form the CSV file dataset from the image, the Rework report of ‘Organization-A’ 
shown in Fig. 2 is considered.

Machine learning data must have a feature. In this paper, image of Rework report 
is used as the data feature is used in CNN input feature for prediction. From an 
existing image dataset, ML learns how to gather the desired results with minimal 
error rate.

Features are input data of neural network. In image recognition, the feature is a 
group of pixels for pattern analysis. The first step is the conversion of the image into 
the greyscale level. This is done by using the Python code ‘cvtColor’ from a cv2 file. 
The greyscale-converted image of Rework report in Fig. 1 is shown in Fig. 3.

Fig. 2  Rework report of 
Organization-A

Feature Extraction by Rework Image Recognition (RIR) Learning Model



206

Figure 1 shows the Rework report of ‘Organization-A’ in image format. This 
image data is converted into CSV file using CNN technique. The Python code is 
used to input the image shown below.

4.1.2  �Filter Formation

This is the first step of CNN learning structure. A randomly generated array is used 
to measure and identify the pixel affecting rate one at a time. A common filter size 
used in CNN is 3. In our model creation, the filter used is shown in Fig. 4 from the 
Python result.

Fig. 3  Plot of greyscale 
conversion of Rework 
report

Fig. 4  Filter shape for CNN learning structure
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4.2  �RIR Convolution Operation Layer

CNN (convolutional neural network) operation is done by five major steps known 
as convolution, activation function, pooling, flattening and fully connected layer 
formation.

4.2.1  �Convolution

The convolution layer is defined by using PyTorch Python library. Here the net 
weight of CNN learning structure is defined, and the designed model is displayed 
with the help of assigning net (weight) to model variable. The result is shown 
in Fig. 5.

The maximum convolution layers in reference with Rework report of 
Organization-A of Fig. 2.

4.2.2  �ReLU Activation Function

This layer considers the feature map in order to identify the nonlinear relationship 
that occurs in Fig. 6. Dimensionality reduction is applied here for the reconstruction 
of the image. This is done by creating a Python user-defined function ‘activation_
layer’ for applying relu() activation function (Fig. 7).

4.2.3  �Pooling

This layer is used for further reduction of nonlinear feature of convoluted value in 
order to reduce the difficulty in big data. The technique used here is max pooling 
which is defined by a user-defined function ‘pooling_layer’ using Python as shown 
in Fig. 8.

Fig. 5  Convolution model definition
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4.2.4  �Flattening

After pooling flattening is used to convert the pooled image into a single long col-
umn sequential order known as vector. This flattening helps for forming image pre-
diction model.

First shape is used to find the image shape, and then flatten() method of NumPy 
Python library is used.

The flattening result is shown in Fig. 9.

4.2.5  �Fully Connected Layer

In this final convolution step, ANN is added with the CNN. It means the ANN attri-
butes are combined for class of prediction with a greater level of accuracy. The error 
loss is also calculated and adjusted with the feature in order to optimize the model. 
This work is repeated till the maximum accuracy level of the model appeared. The 
following steps show the prediction execution result using Python.

Fig. 6  Full convolution result of greyscale conversion of Rework report

Fig. 7  Full ReLU activation layer result of greyscale conversion of Rework report
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	Step 1:	 Data Pre-processing

•	 Collect the image after flattening to train it. This is done by using the 
method imread(‘image path’) of Python library cv2.

•	 Here the input X_train and x_test dataset is normalized. To do this first 
by using the Python code astype(‘float32’), the training set values are 
converted and it is divided by 255.0.

•	 Now the y_train and y_test datasets are encoded by using np_utils.to_
categorical(), and the y_test data shape is assigned to class_num.

	Step 2:	 Model Creation

•	 Different hyper-parameters and activation functions are executed; finally 
all the models are built and summarized in Python, and the correspond-
ing results are shown in Fig. 10.

	Step 3:	 Model Fitting
Here the model created in the previous layer is instantiated, and the 

value is fitted into the training data prepared. Here the model time period is 
defined within the fit function by using epochs. If the epoch value is 

Fig. 8  Full max pooling layer result of greyscale conversion of Rework report

Fig. 9  Flatten result of greyscale conversion of Rework report
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Fig. 10  Model summary of the Rework report
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increased, then the model performance is also increased. In some cases it 
may cause an overfitting result. Therefore, proper epoch’s value will save 
the network weights during data training.

	Step 4:	 Model Evaluation
It is done by checking the accuracy level with that of the loss value of the 

model in the epochs. The accuracy level of the sequential model used for 
the image recognition is shown in Fig. 11.

From Fig. 11 it is clearly shown that the image recognition accuracy level is 87% 
so the image is used for Rework report analysis.

After all the convolution layer steps are done, the image is reconstructed and the 
new grey level is displayed in Fig. 12.

4.3  �RIR Feature Output Layer

Here the final improved Rework report of the Organization-A is considered for CSV 
file conversion. It is done by using the command image_to_string of the Python 
library, and the result of the command is saved with the help of write() method. The 
saved file is opened by using the open() command, and the corresponding converted 
CSV file of Fig. 12 is shown in Fig. 13.

5  �Conclusion

This paper is used to propose a new learning model (RIR) for image recognition 
using Python. The RIR learning model is based on CNN deep learning algorithm. 
The model is implemented with various performance measures like accuracy and 
loss values. The RIR accuracy level is 87%. This result shows that the image recog-
nition has reached its maximum level, so that it can be used for CSV file conversion. 
The converted CSV file is to be used as the data for rework effort estimator of the 
Organization-A.  This research work helps reach maximum image recognition, 
which will be used to insist the need of fault taxonomy to predict fault in the early 
software development phases.

Fig. 11  Accuracy and loss level of the Rework report
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Fig. 12  Final improved plot Rework report

Fig. 13  Converted CSV 
file of the Rework report
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