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Abstract. Automated document analysis and parsing has been the
focus of research since a long time. An important component of document
parsing revolves around understanding tabular regions with respect to
their structure identification, followed by precise information extraction.
While substantial effort has gone into table detection and information
extraction from documents, table structure recognition remains to be a
long-standing task demanding dedicated attention. The identification of
the table structure enables extraction of structured information from tab-
ular regions which can then be utilized for further applications. To this
effect, this research proposes a novel table structure recognition pipeline
consisting of row identification and column identification modules. The
column identification module utilizes a novel Column Detector Encoder-
Decoder model (termed as CoDec Encoder Decoder) which is trained
via a novel loss function for predicting the column mask for a given
input image. Experiments have been performed to analyze the different
components of the proposed pipeline, thus supporting their inclusion for
enhanced performance. The proposed pipeline has been evaluated on the
challenging ICDAR 2013 table structure recognition dataset, where it
demonstrates state-of-the-art performance.

Keywords: Table structure recognition · Encoder-Decoder ·
Document analysis

1 Introduction

The volume of digital information getting generated is growing at an astonishing
rate, where text documents correspond to a major portion of it. Parsing such
documents and extracting the required information is a challenging task since
many such documents contain tables with varying layouts and colour schemes.
For example, Fig. 1 show sample tabular regions of various layouts in different
document types, such as invoices, research papers, and reports. To enable auto-
mated processing of these documents, accurate tabular parsing methodology is
required. Significant efforts have been made in the past to extract this tabular
information from documents using automated processes [6,7,12,14,20,23].
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Fig. 1. Table structure recognition has applications involving automated extraction
of tabular content for further analysis. For example, extraction of related fields from
invoices, research publications, or reports.

The problem of successful table parsing can be decomposed into two sub-
problems [22]: (i) table detection and (ii) structure recognition. The first sub-
problem of table detection can be solved by detecting the pixels representing
the tabular region in a document. Several methods have been proposed in the
past to solve this problem [6,20,23] which have shown high detection results
on publicly available datasets. Once a tabular region is successfully detected,
the next sub-problem is to identify the structure of a table by understanding
its layout and detecting the cell region in it [7]. Detection of cell regions can
further be broken down into row and column identification which can ultimately
be combined to discover the corresponding cells in a table [20]. The problem
of structure recognition is extremely challenging due to significant intra-class
variability, e.g., tables can have different layouts, several colour schemes, the
erratic use of ruling lines for tables, structure delineation, or simply due of
diverse table contents [2]. While recent techniques such as the CascadeTabNet
[18] have shown almost near perfect results for table detection, the task of table
structure identification still requires dedicated attention. To this end, this paper
focuses on the table structure recognition sub-problem.

In this paper, an end-to-end pipeline is proposed for table structure recogni-
tion containing two components: (i) column identification module, and (ii) row
identification module. The column identification module utilizes a novel Column
Detector Encoder-Decoder model (termed as CoDec Encoder-Decoder) which is
trained via a novel loss function containing Structure loss and Symmetric loss.
The intuition of the proposed method is to develop a small and compact deep
learning architecture which can be used to train models with limited training
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data and have split second inference time to enable real-time applications. In
particular, the contributions of this research are as follows:

– This research proposes an end-to-end pipeline for table structure recognition
using a small and compact deep learning architecture. The relatively lower
trainable parameters enables model training with limited data and split sec-
ond inference time for applicability in real-world scenarios.

– The proposed pipeline utilizes a novel column identification module, termed
as the CoDec Encoder-Decoder model. The CoDec model is trained with a
novel loss function consisting of a Structure and Symmetric loss for faster and
accurate learning.

– The performance of the proposed pipeline has been evaluated on the challeng-
ing ICDAR 2013 dataset [7]. The proposed pipeline demonstrates improve-
ment from the state-of-the-art networks even without explicitly training or
fine-tuning on the ICDAR 2013 dataset, thus supporting the generalizability
of the proposed technique. Further, analysis has been performed on the pro-
posed pipeline via an ablation study which supports the inclusion of different
components.

The rest of the paper is organized as follows: Sect. 2 outlines an overview of the
related work on tabular structure recognition. Section 3 presents the detailed
description of the proposed pipeline. Section 4 elaborates upon the details of
the experiments and datasets. Section 5 presents the results and analysis of the
proposed pipeline, and Sect. 6 presents the concluding remarks.

2 Related Work

The concept of recognising table structure has evolved gradually from pre-
Machine-Learning (ML) era, when it used to be completely heuristic based,
to the recent age of deep learning. Comprehensive summary of the algorithmic
evolution can be traced in the surveys available describing and summarizing the
state-of-the-art in the field [2,3,11,24,29]. One of the earliest successful devel-
opments in table understanding could be found in T-RECS by Kieninger and
Dengel [12], where they built a framework to group words into columns on basis
of its horizontal overlaps, followed by dividing those word-groups into cells with
respect to the column’s margin structure. In the same period many handcrafted
features based algorithms were introduced [5,9,28], which were task specific and
demonstrated heavy utilization of the domain knowledge. Another early data
driven approach by Wang et al. [27] proposes a seven step formulation based on
probability optimization. Considering the high intra-class variability, Shigarov
et al. [21] proposed a table decomposing algorithm with sets of domain-specific
rules, where they also rely on PDF metadata like font and character bounding
boxes as well as ad-hoc heuristics.

The proposed table structure recognition pipeline is conceptually connected
with recent Deep Learning (DL) based developments on this subject. The
remainder of this Section thus focuses on recent works which set benchmarks
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utilizing deep-learning techniques. Though research related to table detection
in PDF documents can be traced back to the technique published by Hao et
al. [8], research on table structure recognition still remains limited owing to the
challenging and complex nature of the problem. Schreiber et al. [20] tackle the
problem of scarce labelled data, which hinders high parameterized DL train-
ing, by leveraging Domain Adaptation and Transfer Learning. The authors used
Fully-Convolution Networks (FCN) based general object detection models to
adapt to the domain of documents using Transfer Learning. However, their per-
formance metric restricts itself to identifying rows/columns instead of using the
cell-level information. Siddiqui et al. [22] propose to constrain the problem space
for obtaining improved performance. Qasim et al. [19] modelled the problem of
table recognition with Graph Neural Networks where Convolution Neural Net-
work (CNN) and Optical Character Recognition (OCR) engine are employed to
extract the feature maps and word positions, respectively. The representation
of the features are learned through an interaction network. The representations
are then concatenated and fed into a dense neural network to classify the vertex
pairs. Recently, TableNet [16] architecture was proposed which is a multi-task
network built on a VGG based encoder followed by task specific decoders, to
model the inter-dependency between the twin tasks of table detection and table
structure identification. Further, recently, CascadeTabNet [18] was proposed,
where the tasks of table detection and structure recognition are accomplished
by a single CNN model utilizing cascade mask region-based CNN and a high-
resolution network.

In literature, the closest technique to the current manuscript is the TableNet
architecture [16]. The TableNet model utilizes a large-scale pre-trained VGG
network as the back-bone architecture, and performs semantic segmentation on
the given input image for generating a column mask, along with the utilization
of domain knowledge for generating the row co-ordinates. In comparison, the
proposed table structure recognition pipeline utilizes a novel light-weight CoDec
Encoder-Decoder model which is trained using a novel loss function for column
detection. Further, as opposed to semantic segmentation which involves gener-
ating a mask for each class, the proposed CoDec Encoder-Decoder constructs a
single image containing the column mask, resulting in further reduction in the
number of trainable parameters. Detailed description of the proposed pipeline is
provided in the next Section.

3 Table Structure Recognition

In order to perform table structure recognition, this research follows a top-down
approach. A two-step approach is followed: (i) identification of columns, followed
by (ii) identification of rows. Figure 2 presents a broad over-view of the proposed
table structure recognition pipeline. A given input table image is processed to
identify the column details via the proposed Column Detector Encoder-Decoder
model (termed as the CoDec Encoder-Decoder), followed by the identification
of different rows in the table using the domain knowledge and different image
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Fig. 2. Proposed pipeline for table structure recognition. The input tabular image is
provided to the row detection and column detection modules, which return the row and
column co-ordinates. The information from the two modules is then fused together to
generate the cell co-ordinates.

processing rules. The row and column information is then combined to generate
the cell co-ordinates. Detailed explanation of each component is provided in the
following subsections.

3.1 Column Identification via Proposed CoDec Encoder-Decoder

Column identification involves identifying the columns in a given tabular image.
As shown in Fig. 3, the task suffers from several challenges such as varying tabu-
lar formats, presence/absence of columns lines, differing space between different
columns, etc. Existing techniques in literature have either utilized hand-crafted
techniques or focused on specific table designs only. In order to develop a more
generalized solution, this research proposes a novel deep learning based CoDec
Encoder-Decoder formulation for identifying columns in the given input table.

Figure 4 presents a diagrammatic overview of the proposed CoDec Encoder-
Decoder model. Given an input image, the model outputs a mask with the
column identifiers. The loss function of the proposed CoDec Encoder-Decoder
model utilizes a (i) Structure loss and a (ii) Symmetric loss for identifying the
columns from the given tabular image. For n training samples, the loss function
of the proposed CoDec Encoder-Decoder model is given as follows:

LCoDec =
1
n

n∑

i=1

(
‖f(g(xi)) − xi

mask‖22︸ ︷︷ ︸
Structure Loss

+λ‖f(g(xi)) − P(f(g(xi)))‖22︸ ︷︷ ︸
Symmetric Loss

)
(1)

where, xi and xi
mask refer to the ith training image and the corresponding column

mask. g(.) and f(.) refer to the Encoder and Decoder modules, respectively, while
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Fig. 3. Sample tabular regions having different formats, varying column identifiers
(lines/no lines), and varying spacing. The presence of different formats makes the
problem of structure identification a challenging task.

λ is the weight for controlling the contribution of the Symmetric Loss. P(.) refers
to the flip operator such that the input image is mirrored across the x-axis.

As mentioned above, the proposed CoDec Encoder-Decoder model is trained
via a combination of the (i) Structure loss and the (ii) Symmetric loss. As shown
in Fig. 4, the Structure loss minimizes the distance between the decoded sample
and the column mask for the input tabular image. That is, unlike traditional
Encoder-Decoder models, the input is not reconstructed at the output, instead
the Decoder is trained to generate the column mask for the input by recognizing
the columns in the given input. Thus, the Encoder learns a latent representation
for the given image, which is then up-sampled by the Decoder for generating
the corresponding column mask. It is our belief that the different convolutional
filters are able to encode the variations observed in the varying tabular formats,
making it possible to recognize the column structure from the given image.
The second component of the CoDec Encoder-Decoder model corresponds to
the Symmetric loss which attempts to benefit from the symmetric structure
observed in tabular regions. As observed from Fig. 3, the column information
is mostly symmetric across the x-axis, and thus the Symmetric loss attempts
to ensure that the decoded column mask also maintains the same property by
being symmetric across the x-axis. Therefore, as part of the CoDec loss function,
the distance between the generated column mask and the flipped column mask
is also minimized, which ensures stricter boundaries across the length of the
column. In the CoDec loss function, P(.) (from Eq. 1) refers to the flip operator,
which flips the provided image across the x-axis. Mathematically, for an input
image x, the P(.) operator is represented as:

P(x) = (xR)R (2)
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Fig. 4. Diagrammatic representation of the CoDec Encoder-Decoder model for extract-
ing the column information from a given tabular image. The model is trained via a
combination of Structure loss and Symmetric loss for identifying the columns.

where, xR refers to rotating the image by 90◦. The Symmetric Loss is thus devel-
oped using the available domain knowledge for tabular regions for extracting an
accurate column mask.

During training, the CoDec Encoder-Decoder is optimized using the Struc-
ture loss and the Symmetric loss (Eq. 1). At inference, the trained model is used
to output the column mask for the given tabular image. The generated column
mask is then post-processed via binary thresholding to identify the columns.
Given the extracted column information, the input image is processed via the
row identification module for row recognition. Details regarding the row identi-
fication module are provided in the next subsection.

3.2 Row Identification Module

In literature, row identification of tabular regions has mostly been performed
via the use of domain knowledge and business rules. Similarly, in this research,
a combination of different rules is used for the identification of rows in tabular
regions. As observed in Fig. 3, a new row is often signified by the presence of an
entry in the first column of the table. In order to utilize this domain knowledge,
once the column mask has been extracted, the input image and the mask are
provided to the row extraction module for the identification of rows. Further,
the co-ordinates of each word are also extracted using the Tesseract OCR [26]
which are also utilized for identifying the row details in the given tabular image.
The following process is followed by the row identification module:

1. Image processing based line detection is applied on the input image. The
given image is converted into grayscale, followed by Canny edge detection [1].
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Hough transform [10] based line detection is then applied on the processed
image for detecting the horizontal lines (lines with a large gap between their
y1 and y2 co-ordinates are eliminated as vertical lines). Post-processing is
performed wherein detected lines with a gap of less than a chosen threshold
of pixels along the y-axis are removed. This is done to eliminate duplicate
row lines and double boundaries.

2. Since all tabular regions do not contain row boundaries (lines), parallely, the
row co-ordinates are also estimated using the y-coordinates obtained with
the extracted words. Initially, each y-coordinate beyond a chosen threshold
is identified as a new row line. The column information is then utilized for
modeling multi-line cells in un-bordered tables. If a given row contains text
in very few columns (less than 80% of the total columns), it is deemed as the
continuation of the previous row, and the information of that y-coordinate is
updated.

3. As a final step, the rows identified by the above two techniques are fused
together to generate the final row coordinates.

3.3 Table Structure Recognition and Data Extraction

The row and column coordinates obtained by the two modules are fused together
to generate the overall structure of the table. Parallely, as mentioned above, data
extraction is performed from the tabular region using the Tesseract OCR [26].
The OCR returns the content in the given image along with the coordinates of
each word containing the x co-ordinate, y co-ordinate, and width of the word.
These coordinates are then used to divide the content into the corresponding
cells created using the row and column coordinates obtained via the proposed
table structure recognition pipeline.

Once the content has been split into the different cells of the table, the infor-
mation is then post-processed for comparison with the ground-truth. Similar to
the existing techniques [16], 1-D tuples are generated for each cell containing the
content of the neighbouring cells (upper, lower, immediate left, and immediate
right cells). These tuples are then compared with the ground-truth information
provided with the datasets. The datasets available for table structure recogni-
tion often contain an XML file for each table containing the details regarding
the structure and the content (coordinates of each cell along with the content).
The XML files are thus used for generating the ground-truth 1-D tuples for each
cell, following which matching is performed with the tuples generated using the
proposed table structure recognition pipeline.

4 Datasets and Protocols

Two datasets have been used for experiments: (i) Marmot dataset [4] and the
(ii) ICDAR 2013 dataset [7]. Details regarding each are as follows:
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– Marmot Dataset1 [4]: The Marmot dataset contains over 1000 PDF doc-
uments in English and Chinese languages with tabular regions. The ground-
truth annotations of the table structure (row and column co-ordinates) have
also been provided as an XML file for each document. As part of this research,
the Marmot dataset has been used for training the novel CoDec Encoder-
Decoder model. Specifically, the 509 English documents are pre-processed for
the extraction of the tabular region (input of the Encoder) along with the
creation of the column mask (output of the Decoder) based on the ground-
truth provided with the dataset. Owing to the limited training data, data
augmentation has been performed on the tabular regions, specifically, mirror-
ing along the y−axis and incorporation of minor Gaussian noise.

– ICDAR 2013 Dataset2 [7]: The ICDAR 2013 dataset is one of the most
popular and commonly used dataset for table structure recognition. In this
research as well, the ICDAR 2013 dataset has been used for evaluating the
proposed pipeline for table structure recognition. The dataset contains a total
of 67 PDF documents with tabular regions. The ICDAR dataset contains
both vertical and horizontal tables - over 30% of the total tables are verti-
cal in nature. The dataset provides XML files for each document containing
ground-truth annotations with respect to the table position and its struc-
ture. Information such as the cell co-ordinates and the content has also been
provided. Consistent with existing techniques and in order to compare with
recent state-of-the-art algorithms [16,20], the standard protocol is followed
on this dataset, wherein 34 images are used for evaluating the model. Existing
techniques often utilize the remaining samples for fine-tuning the pre-trained
architecture, however, we do not utilize the ICDAR 2013 dataset for training
or fine-tuning.

4.1 Implementation Details

As elaborated in the previous Section, column identification has been performed
using the proposed CoDec Encoder-Decoder model which consists of an Encoder
module and a Decoder module. The Encoder is composed of four convolutional
layers with 3× 3 kernels and filter sizes of [32, 16, 8, 4]. We use ReLU [15] as the
activation function after each convolution layer. Max-pooling is also applied post
each convolution layer for reducing the dimension of the feature. The Decoder
model is the mirror of the encoder architecture with four transposed convolu-
tional layers having 3× 3 kernels and filter sizes of [4, 8, 16, 32]. After each layer,
ReLU activation function has been used. An image of dimension 224 × 224 is
provided as input to the CoDec Encoder-Decoder model. The model is imple-
mented in PyTorch [17], and the Adam optimizer [13] has been used to train the
model with an initial learning rate of 0.01. The weight for the Symmetric loss (λ
in Eq. 1) is set to 0.01. In the row identification module, a minimum gap of 20

1 https://www.icst.pku.edu.cn/cpdp/sjzy/index.htm.
2 http://www.tamirhassan.com/html/competition.html.

https://www.icst.pku.edu.cn/cpdp/sjzy/index.htm
http://www.tamirhassan.com/html/competition.html
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Table 1. Table structure recognition performance on the ICDAR 2013 dataset, along
with comparison with recent state-of-the-art algorithms. Owing to the same protocol,
results have directly been taken from the published manuscript [16].

Algorithm Recall Precision F1-Score

TableNet + Semantic features (fine-tuned) [16] 0.9001 0.9307 0.9151

TableNet + Semantic features [16] 0.8994 0.9255 0.9122

TableNet [16] 0.8987 0.9215 0.9098

DeepDeSRT (fine-tuned) [20] 0.8736 0.9593 0.9144

Proposed 0.9289 0.9337 0.9304

pixels is maintained between each detected row in order to eliminate duplicate
line boundaries and incorrect row co-ordinates. Default parameters have been
used for the Canny detector which remain consistent across all grayscale input
images. For the Hough transform, the ‘minLineLength’ is a function of the size
of the image, and the ‘maxLineGap’ is set to 10. Other parameters are kept as
default. The parameters of the row-identification module are configured once and
then used consistently across all the images. That is, once trained/configured, the
entire pipeline is automated in nature without any manual intervention. Given
a tabular image, the pipeline outputs the table structure using the (i) column
detector followed by the (ii) row detector, resulting in an end-to-end frame-
work. During the generation of the 1-D tuples, the extracted words (obtained
via the ground-truth XML file or the Tesseract OCR), are converted to lower
case after removing any trailing or preceding white spaces. All special characters
are replaced with a ‘ ’, followed by matching between the words.

5 Results

Table 1 presents the results obtained on the ICDAR 2013 dataset for table struc-
ture recognition. The top result is presented in bold, while the second best result
is underlined. As per the existing research, performance has been reported in
terms of the recall, precision, and F-1 score:

Recall =
TP

TP + FP
; Precision =

TP

TP + FN
; (3)

F1 Score =
2 × Precision × Recall

Precision + Recall
(4)

It can be observed that the proposed technique achieves a recall of 0.9289, thus
demonstrating an increase of over 2% as compared to the state-of-the-art tech-
nique (0.9001 obtained by TableNet [16]). The proposed technique also obtains
the second best performance for precision by reporting 0.9337, while DeepDeSRT
[20] obtains 0.9593. It is important to note that the best results of DeepDeSRT
and the TableNet architecture are obtained after fine-tuning on the ICDAR 2013
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Table 2. Ablation study on the proposed table structure recognition pipeline. Analysis
has been performed by modifications of the row detection module (removal of the
image processing (IP) based row detection and co-ordinate based row detection) and
the column detection module (removal of the Symmetric loss).

Algorithm Recall Precision F1-Score

Proposed - IP based row detection 0.7832 0.7984 0.7882

Proposed - Coordinate based row detection 0.8545 0.8910 0.8636

Proposed - LSymmetric 0.8335 0.8918 0.8556

Proposed 0.9289 0.9337 0.9304

dataset, while the proposed technique is only trained on the Marmot dataset
and does not utilize the ICDAR 2013 dataset during training or fine-tuning.
The improved performance obtained without explicit training/fine-tuning on
the ICDAR 2013 dataset supports the generalizable behavior of the proposed
pipeline. Finally, an overall F1 score of 0.9304 is obtained via the proposed
technique demonstrating an improvement from the state-of-the-art TableNet
(0.9151). The improved results obtained on the standard benchmark dataset
demonstrates the efficacy of the proposed algorithm. Further, Fig. 5 presents
sample images from the ICDAR 2013 dataset, along with the raw column mask
generated by the proposed CoDec Encoder-Decoder model. The model is able to
identify the column demarcations in the absence of column lines (Fig. 5(a)), as
well as in the presence of line demarcations (Fig. 5(b–c)). The high performance
obtained on the ICDAR 2013 dataset, without explicitly training or fine-tuning
on it further promotes the utility of the column detection model on unseen
datasets not used during the training of the model.

Ablation Study and Effect of λ: In order to analyze the proposed pipeline for
table structure recognition, an ablation study has been performed on the same.
Table 2 presents the results obtained by removing different components from the
structure recognition pipeline. Experiments have been performed by removing:
(i) image processing based row detection from the row detection module, (ii)
co-ordinate based row detection from the row detection module, and (iii) sym-
metric loss from the column detection module. As demonstrated from Table 2,
removal of any component from the proposed pipeline results in a reduction in
the precision, recall, and F1-score performance. Specifically, maximum drop in
performance is observed by removing the image processing based row detection
component (almost 15% drop in F1 score). Drop in performance is also observed
upon removing the Symmetric Loss from the proposed CoDec Encoder-Decoder
model for column detection (Eq. 1). The drop in performance further reinstates
the benefit on incorporating the Symmetric loss across the x-axis. Further, exper-
iments were also performed to analyze the impact of λ (Eq. 1) which controls the
contribution of the Symmetric Loss in the CoDec model. With a much smaller
value (λ = 0.001), the F-1 score reduces to 84.78%, while a larger λ (λ = 0.1)
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Fig. 5. Sample images from the ICDAR 2013 dataset and the corresponding column
mask generated by the proposed CoDec Encoder-Decoder. The model is able to process
images with/without column lines and is able to identify column details well.

results in a F-1 score of 86.16%. The reduction in performance upon the removal
of different components demonstrates the benefit of each component in the final
table structure recognition pipeline, along with the choice of appropriate hyper-
parameters.

Comparison on Number of Trainable Parameters: The proposed table
structure recognition pipeline utilizes a light-weight Encoder Decoder architec-
ture for column extraction. The proposed column detection model contains only
9,269 trainable parameters, whereas existing state-of-the-art column detection
models such as the TableNet [16] and the DeepDeSRT [20] contain at least 1.38M
(VGG-19 and VGG-16 architectures [25], respectively). The light-weight nature
of the proposed framework results in lesser number of trainable parameters and
also reduced size of the model. This enables the proposed pipeline to be trained
with lesser number of images, and also makes it deployable in real world scenar-
ios with less resource requirement. The lesser number of parameters prevents the
model from over-fitting on the training dataset (Marmot dataset), thus result-
ing in a generalized behavior on a new dataset as well (ICDAR 2013 dataset).
Further, the entire pipeline takes less than 1 s. for inference on an input image.

6 Conclusion

The requirement of automated detection and identification of tables from docu-
ment images has been increasing over the last two decades. Information extrac-
tion from tabular regions is useful for automated content generation and sum-
marization. Extraction of relevant content from tabular regions also requires
table structure recognition, which corresponds to identifying the exact structure
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of the table along with the cell information. Despite the wide-spread applica-
bility, table structure recognition has received limited attention and continues
to be a challenging task due to the complexity and diversity in the structure
and style of different tables. To this effect, this paper presents an end to end
pipeline for table structure recognition containing two components: (i) column
identification module, and (ii) row identification module. The column identifica-
tion module utilizes a novel Column Detector Encoder-Decoder model (termed
as CoDec Encoder-Decoder) which is trained via a novel loss function contain-
ing Structure loss and Symmetric loss. The detection of the columns is followed
by the identification of different rows in the table using domain information
and different image processing rules. The performance of the proposed pipeline
is evaluated on the ICDAR 2013 dataset, where it demonstrates improvement
from the state-of-the-art networks even without explicitly training or fine tun-
ing on the ICDAR 2013 dataset, thereby suggesting a generalizable behavior of
the proposed pipeline. Further, as part of this research, ablation study has also
been performed by removing different components from the structure recogni-
tion pipeline, and results of each experiment have been discussed in this paper.
Another key contribution of this research revolves around the limited number
of trainable parameters of the proposed CoDec Encoder-Decoder model as com-
pared to existing techniques. There are only 9,269 trainable parameters (in com-
parison to over 1.39M of existing techniques) in the proposed column detection
model which makes the proposed framework trainable with limited number of
images, and also makes it deployable with less resource requirement in real world
scenarios. As part of future work, the proposed technique can be improved to
better model multi-column variations for table structure recognition.
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