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Abstract. Wikification (entity annotation) is a challenging task in Nat-
ural Language Processing (NLP). It is a method to automatically enrich
a text with links to Wikipedia as a knowledge base. Wikification starts
from detecting ambiguous mentions in the document, and later tries to
disambiguate those mentions. In the core of the Wikification task, there
is one other important NLP task: word representation. This paper pro-
poses a new word representation for senses of a mention with Graph con-
volutional networks architecture. Senses are the possible meanings of one
mention, based on the knowledge base. In our representation modeling,
we used the context document and the first paragraph of each Wikipedia
page to enhance our contextual representation. Using the nearest neigh-
bor algorithm for disambiguating the mentions via our sense represen-
tations, we show the efficiency of our representations. The results of
comparing our method with recent state-of-the-art methods show the
efficiency of our solution.

Keywords: Representation learning - Graph convolutional networks -
Wikification + Document ambiguity

1 Introduction

The task of “Entity Recognition and Disambiguation” (ERD) is to iden-
tify mentions' of entities and link them to a relevant entry in an external
knowledge base, which is also known under the names of “Entity Linking”,
“Wikification” or more generally “Text Annotation” [1]. Given an input
document, a Wikifier links entities of the document to the most relevant cor-
responding Wikipedia pages. Automated document annotation has become an
important topic due to the vast growth in Natural Language Processing (NLP)
applications [53]. One benefit of document annotation is enhancing text read-
ability and its unambiguousness by inserting connections between the text and
an external knowledge base, like Wikipedia, which is the most popular among
online encyclopedias [41].

1 A mention can be one or more tokens.
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The problem of Wikification is closely related to other core NLP tasks, such as
Named-Entity Recognition (NER) and Word Sense Disambiguation (WSD) [54].
Wikification, in particular, is the task of associating a word in context with the
most suitable meaning from the predefined sense inventory of Wikipedia. Named-
Entity Recognition involves identifying certain occurrences of noun phrases as
belonging to particular categories of named-entities [34]. These expressions refer
to names, including person, organization, and location names, and numeric
expressions including time, date, money, and percent expressions [21]. In Word
Sense Disambiguation, our knowledge base is not limited to Wikipedia, which is
the difference between Wikification and WSD [23]. In WSD, the knowledge base
is a treasury like WordNet and Wikipedia [18]. Details and performance of each
WSD method are highly dependent on the knowledge base to link to.

The knowledge bases are different in their nature [2]; for example, WordNet
is a lexical graph database of semantic relations (e.g. synonyms, hyponyms,
and meronyms) between words. Synonyms are grouped into synsets with short
definitions and usage examples. WordNet can thus be seen as a combination
and extension of a dictionary and thesaurus [4]. Wikipedia is a hyperlink-based
graph between encyclopedia entries. So, Wikification, WSD, and NER are closely
related but still different because of their underlying knowledge bases. In this
paper, our focus is on the Wikification problem, so we did not mention WSD
and NER systems in detail [19], and we focus on providing required details of
Wikification systems. We compared our proposed method with the Wikifiers by
different parameter settings.

The Wikification process involves two steps: Spotting or mention detection,
i.e. identifying the terms that should be wikified, and Entity Linking or Dis-
ambiguation to Wikipedia, i.e. identifying the relevant Wikipedia page among
a set of candidate pages [51]. The spotter operates on the text to extract all
entity ambiguous mentions and assigns all potential entity candidates for each
mention. The entity linker disambiguates the candidate entities by selecting the
most probable sense entity for each mention [50]. Our focus is on the second
step, and we use the output of the recent spotting system [46] as the input to
our algorithm.

A human reader can identify the correct meaning of each word based on
the context in which the word is used. Computational methods try to mimic
this approach. These methods often represent their output by linking each word
occurrence to an explicit representation of the chosen sense [56]. There are two
approaches to tackle this problem: The machine learning-based approach and the
knowledge-based approach. In the machine learning-based approach, systems are
trained to perform the task [45, 52]. The knowledge-based approach requires exter-
nal lexical resources such as Wikipedia, WordNet [30], a dictionary, or a thesaurus.
The machine learning-based approaches mainly focus on achieving maximal pre-
cision or recall and have their drawbacks of run-time and space requirement at
the time of classifier training. So, knowledge-based Wikification methods still have
advantages to study. Among different knowledge-based methods, coherence-based
has been more effective to explain it [11]. In the coherence-based approach, one
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important factor is the coherence of the whole text after disambiguation, while in
other approaches, this factor might change to considering the coherence of each
sentence or paragraph. It is a significant challenge to perform Wikification accu-
rately but also fast enough to process long text documents [26]. One coherence-
based approach models the relatedness between the senses and a key-entity in dis-
joint windows of the text to speed up the approach and disambiguates every word
so that the total pairwise relatedness of all chosen word senses and key-entity of
the same window is maximized. This method is computationally expensive, and
run-time performance is considered as a secondary issue in most of the existing
Wikification methods.

Embeddings have been shown to play an important role in different NLP
tasks [33,45], especially in disambiguation tasks [48]. Embeddings based on pre-
trained deep language models have attracted much interest recently as they have
proved to be superior to classical embeddings for several NLP tasks, including
WSD. These models, e.g., ELMO [37], BERT [10], XLNET [58], encode sev-
eral pieces of linguistic information in their word representations. These rep-
resentations differ from static neural word embeddings [36] in that they are
dependent on the surrounding context of the word. This difference makes these
vector representations especially interesting for disambiguation, where effective
contextual representations can be highly beneficial for resolving lexical ambigu-
ity. These representations enabled sense-annotated corpora to be exploited more
efficiently [24].

Here, we face the problem of link ambiguity, meaning a phrase can be usually
linked to more than one Wikipedia page in which the correct link depends on the
context where it occurs. For example, the word “bar” can be linked to different
articles, depending on whether it was used in a business or musical context.

In this study, we overview different current approaches for text embedding
with focusing on the contextualized sense representation. We also provide an
overview of the disambiguation methods, and the most used ones in the liter-
ature. Our novel contribution provides a new representation learning using the
graph deep learning approach and uses the nearest neighbor heuristic algorithm
for disambiguating the document. We finally compare the performance of our
proposed approach with our representations with the most recent approaches in
the disambiguation task.

2 Background

In this section, First we provide an overview for wikification systems, and second,
we go through a general background of the embedding approaches. Our focus is
on the pre-trained deep language embedding models.

2.1 Document Disambiguation with Wikipedia

A large group of NLP systems for various word disambiguation tasks rely on
Lexical Knowledge Bases. These knowledge bases vary significantly in their
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structure, size, and subject, making them more appropriate for certain domains.
For instance, WordNet was used for synonym exploration [13,32], and the sophis-
ticated Unified Medical Language System (UMLS) ontology was used for medi-
cal text dissambiguation [17,25]. Disambiguation based on Wikipedia has been
demonstrated to be comparable in terms of coverage to domain-specific ontol-
ogy [55] since it has broad coverage, with documents about entities in a variety
of domains [26]. Moreover, Wikipedia has unique advantages over the majority
of other knowledge bases [61]. One advantage is the text in Wikipedia is primar-
ily factual and available in a variety of languages. The other advantage is about
the articles which can be directly linked to the entities they describe in other
knowledge bases. Also, mentions of entities in Wikipedia articles often provide a
link to the relevant Wikipedia pages, thus providing labeled examples of entity
mentions and associated anchor texts in various contexts, which could be used
for supervised learning in Wikification.

Knowledge-Based Approaches. In this type of approach, WSD is consid-
ered a graph-based problem. They use the semantic network structure, e.g.,
Wikipedia, WordNet, BabelNet, to find the correct meaning based on its context
for each input word [33]. The latest work in this series is SensEmBERT [47] which
shows the power of language models combined with a vast amount of knowledge
in a semantic network to produce latent semantic representations of senses in
multiple languages. ARES followed this model and created sense embeddings for
the lexical meanings within a lexical knowledge base. These embeddings lie in a
space that is comparable to that of contextualized word vectors [48].

As mentioned in the previous section, using any knowledge base for text
disambiguation requires an “entity linker”. When UMLS is used as the knowl-
edge base, MetaMap is widely accepted as the entity linker [3,15]. In the case
of Wikipedia, the entity linker is referred to as Wikifier. In most studies, a
Wikifier uses two groups of features, local and global [57]. Local features include
the context around the entity mention and some data-driven statistics regarding
the mention-entity relation, such as commonness or prior probabilities [43]. The
most famous example of global features is the semantic coherence measure.
This feature is established based on the assumption that words in a given neigh-
bourhood (i.e., a segment of the text) will tend to share a common topic. Exam-
ples of widely accepted Wikifiers include Wikify! [28], Wikipedia Miner [31],
TagME [12], and GLOW [43].

The system of Wikify! is a wikification method that disambiguates and ranks
candidates to indicate the most valuable ones to the user in terms of the meaning.
Wikify! uses the Lesk algorithm [20] to choose the most appropriate sense. The
Lesk algorithm identifies the most likely meaning for an ambiguous word based on
the contextual overlap between the content of the Wikipedia pages corresponding
to the candidate senses and the local context of the ambiguous word.

Wikify! has been the first widely accepted Wikifier. However, it has already
been outperformed by more recent Wikifiers, such as large-scale named entity
disambiguation [9]. In large-scale named entity disambiguation [9], the process is
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based on maximizing the agreement between the contextual information corre-
sponding to each candidate sense and the context of the anchor text. The infor-
mation for each candidate sense is a combination of various features extracted
from its Wikipedia page. One of these features is the set of incoming Wikipedia
links for each candidate sense, including irrelevant entities that happen to have
significant overlap, in terms of the number of common words, with the anchor
text. As a result, an irrelevant candidate entity with such incoming Wikipedia
links could end up getting selected.

Wikipedia Miner [31] outperforms the Wikify! and the large-scale named
entity methods [9,28] introduced above. The entity disambiguation approach
of Wikipedia Miner relies on the graph structure of Wikipedia. This structure
is used to perform disambiguation based on two concepts: commonness and
relatedness. The commonness of a sense is defined by the number of times it is
used as a destination in Wikipedia. Hence, commonness is sometimes referred
to as prior probability. The relatedness of a candidate sense is its similarity to
the context. Their approach aims to balance the commonness of a sense with its
relatedness to the surrounding context. They use machine learning to combine
these features so that the balance can be adjusted from document to document.

The following two methods, namely TagMe and GLOW, while still using
commonness and relatedness, are very close to our solution. One of them is
based on a voting system, and the other is using a ranking approach, which are
two aspects of our proposed solution.

In the system of TagMe [12] a voting scheme is proposed, where the candi-
dates for each mention can vote for all candidate entities of other mentions based
on relatedness; Candidates with higher prior probabilities have stronger votes.
In our proposed solution, the voting power of each candidate sense depends on
its rank based on the previous voting round. Moreover, in TagMe, candidates
with a prior probability below a fixed threshold are pruned. Then TagMe uses
two algorithms to decide the chosen sense for each mention: disambiguation by
classifier (DC), which uses a probabilistic approach based on prior probability
and relatedness to select the correct candidate; and disambiguation by thresh-
old (DT), which makes a shortlist of the top candidates with relatedness above
a predefined threshold, and then chooses the candidate with the highest prior
probability among them. Later, they released a more efficient version of TagMe
as WAT algorithm [40].

The system of GLOW [43] uses two sub-systems; a ranker and a linker. The
goal of the ranker is to select the best candidate, and the linker decides if the
recommended sense by the ranker is good or not. The ranker sub-system uses
two sets of features, namely local and global. Local features calculate the sim-
ilarities between mentions and their candidate entities, incorporating the term
frequency inverse document frequency (TF-IDF) vectors for Wikipedia pages
and the anchor text [14]. The global features measure the coherence among
all candidate senses in terms of the sum of pairwise normalized Google dis-
tance (NGD) [8], and Point-wise Mutual Information (PMI) [5] across all men-
tions in the whole disambiguation text. The linker sub-system is trained as a
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linear support vector machine (LSVM) to separate correct and incorrect linker
outputs based on data collected from Wikipedia, which provides positive and
negative examples for each mention according to Wikipedia’s gold standard.

The state-of-the-art Wikifier RedW [49] is a run-time oriented Wikification
solution. RedW is based on Wikipedia redirects and can wikify massive cor-
pora with good performance. This approach is based on mapping the longest
sub-string match between the mention and the Wikipedia entity titles. RedW
assumes that a term often matches its Wikipedia title or a corresponding
Wikipedia redirect page. They have this assumption because one advantage of
redirects over anchor dictionaries is their dynamic nature. Redirects are updated
both automatically and by Wikipedia editors. Hence they are expected to con-
tain less noise compared to automatically created dictionaries. RedW creates a
table of all Wikipedia titles, including the redirect titles. For every text, RedW
tries to match its n-grams to the table, preferring longer matches. Unlike TagMe
and Glow, RedW does not consider global features such as coherence. However,
TagMe is designed for short text Wikification and is inferior to RedW compared
to long text, and Glow has not been compared against this scheme. However,
experiments show our proposed solution outperforms RedW, as we consider the
coherence of the text. There is one recent work which is an application of Wiki-
fication task by using RedW method. In this work [60], authors try to navigate
through information pollution by capturing the provenance of every claim. They
define a provenance graph for a given natural language claim, aiming to under-
stand where the claim may come from and how it has evolved. Specifically, to
wikify a source mention for each claim, they adapt the redirect-based wikification
method of RedW since RedW is efficient and context-free.

Supervised Approaches. The supervised approaches use sense-annotated
data for their training. These types of methods have traditionally gained state-
of-the-art results in terms of accuracy. Even before introducing pre-trained lan-
guage models, supervised WSD methods have been shown to outperform the
knowledge-based models. At the same time, their defect is the knowledge acqui-
sition bottleneck, which makes it challenging to construct broad manually curated
corpora. It limits the ability of these methods to scale to new words [35].
Neural sequencing models are trained for end-to-end word sense disambigua-
tion task [42]. They re-framed WSD as a translation task that sequences of
words are translated into sequences of senses. Later, some works showed the
potential of contextual representation for WSD [27,37]. Sense embeddings ini-
tialization using glosses and adapted the skip-gram objective of word2vec is done
by [7] to learn and improve the sense embeddings jointly with word embeddings.
Later, by the appearance of NASARI vectors [6], sense embeddings were created
using structural knowledge from a large multilingual semantic network. These
methods represent sense embeddings in the same space as the pre-trained word
embeddings, while they suffer from fixed embedding spaces. The LMMS repre-
sentation considers creating sense-level embeddings with complete coverage of
WordNet and shows the power of this representation for WSD by applying a
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simple Nearest Neighbors (k-NN) method [24]. ARES used this 1-NN method
with its representations and showed improved results in disambiguating. In the
following, we briefly introduce the recent state-of-the-art embeddings and then
analyze their results.

2.2 Language Modelling Representation

Most NLP tasks now use semantic representations derived from language models.
There are static word embeddings and contextual embeddings. In this section,
we cover aspects of the word and contextual embeddings that are especially
important to our work.

Static Word Embeddings. Word embeddings are distributional semantic rep-
resentations usually with one of two goals: predict context words given a target
word (Skip-Gram), or the inverse (CBOW) [29]. In both, the target word is at
the center, and the context is considered as a fixed-length window that slides over
tokenized text. These models produce dense word representations. One limit for
word embeddings, as mentioned before, is meaning conflict around word types.
This limitation affects the capability of these word embeddings for the ones that
are sensitive to their context [44].

Contextual Word Embeddings. The problem mentioned as a limitation for
the static word embeddings is solved in this type of embeddings. The critical
difference is that the contextual embeddings are sensitive to the context. It
allows the same word types to have different representations according to their
context. The first work in contextual embeddings is ELMO [37], which is followed
by BERT [10], as the state-of-the-art model. The critical feature of BERT, which
makes it different, is the quality of its representations. Its results are task-specific
fine-tuning of pre-trained neural language models. The recent representations
which we analyze their effectiveness are based on these two models [38,39].

3 Graph Representation Modelling

This section presents our sense embedding approach, which is a novel method
based on deep graph convolutional networks. This representation is a context-
aware representation model of Wikipedia senses by combining the semantic and
textual information derived from the document context of the mention and the
first paragraph of the mention’s Wikipedia page. In this representation, we used
the power of neural language models, i.e., BERT [10]. We divide our approach
into the following subdivisions.



516 M. Saeidi et al.

3.1 Concept Embedding

We use concept which refers to word or mention, as well as s sense. We use the
long heuristic search and the table of Wikipedia titles for extracting mentions
in the document. when we match them together, the mentions of the document
which are corresponding with a Wikipedia page. For each mention m in the
document, we generate BERT representation of m with R(m). In our experi-
ments, we used BERT-base-cased?, since it has been shown the performance of
the BERT-base-cased model, in comparison with uncased- is better in the task
of sense disambiguation. We repeat the same procedure to produce the repre-
sentations of senses for each mention, with R(s). The length of each one of these
representations is 300, as the dimension of BERT representations.

3.2 Context Representation

When we work with Wikipedia page of each mention, we consider the first para-
graph of each Wikipedia page. The first paragraph is the main part of each
Wikipedia page with the most noticeable information about the mention (title)
of the page. Using the same pre-trained language model, we generate the repre-
sentation of the first paragraphs of each mention in the Wikipedia page. In our
implementations, if the length of the first paragraph is more than 512 words, the
algorithm does not include the rest of the words. While our experiments show
it does not happen, since the first paragraph of all the Wikipedia pages of the
mentions in the used dataset are not including more than 512 words. We show
this representation by R(P). On the other hand, we have the input document
from where we extracted our mentions. For each mention, our algorithm con-
siders the paragraph which includes the mention. We use the representation of
this document paragraph in our settings by R(D). Starting from a Wikipedia
page of mention m, we collect the set of its senses in the Wikipedia knowledge
base, which are the redirect pages, i.e., all the redirects that are connected to
m. We use these senses as the nodes of the graph that we are going to build and
connect the redirect ones, which builds the graph’s edges.

3.3 Sense Representation

In this part of building our representations, we merge the contextual information
computed in the two previous steps to enrich the representation with additional
information of the document and the semantic network, which is the first para-
graph of the Wikipedia page. For each sense s of a mention m, now we have four
variables of R(m), R(s), R(P), and R(D), each with dimension 300.

3.4 Graph Convolutional Network

Graph Convolutional Networks (GCN) are a very powerful multilayer neural
network architecture for machine learning on graphs [16]. GCN operates directly

2 https:/ /huggingface.co/bert-base-cased.
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on a graph and induces embedding vectors of nodes based on the properties of
their neighborhoods. In fact, they are so powerful that even a randomly initiated
2—layer GCN can produce useful feature representations of nodes in networks®.
Formally, consider a graph G = (V, E), where V(|V| = n) and E are sets of
nodes and edges, respectively. Every node is assumed to be connected to itself,
i.e., (v,v) € E for any v which the reason for this assumption is mentioned at
the end of this paragraph. Let X € R™ ™ be a matrix containing all n nodes
with their features, where m is the dimension of the feature vectors, each row
T, € Ry, is the feature vector for v. We introduce an adjacency matrix A of G
and its degree matrix D, where D;; = Y y A;;. Because of self-loops, the diagonal
elements of A are all 1. We now have a graph, its adjacency matrix A, and a
set of input feature X. After applying the propagation rule f(X, A) = AX and
X =1, the representation of each node (each row) is now a sum of its neighbor’s
features. In other words, the graph convolutional layer represents each node as
an aggregate of its neighborhood. The reason for considering the self-loops in
the graph is the aggregated representation of a node to include its own features.

For a one-layer GCN, the new k-dimensional node feature matrix L") ¢ R"*¥
is computed as:

L(l) = p(AXW(]) (1)

where A is D™95AD~05, the normalized symmetric adjacency matrix and W, €
R™*F is the weight matrix. The p is the activation function (RELU); p(x) =
maz(0,z). GCN can capture information only about immediate neighbors with
one layer of convolution. When multiple GCN layers are stacked, information
about larger neighborhoods are integrated;

LU = p(AL'W;) (2)

which j is the layer number and L° = X. In other words, the size of the
second dimension of the weight matrix determines the number of features at
the next layer. The feature representations can be normalized by node degree
with transforming the adjacency matrix A by multiplying it with the inverse
degree matrix D. First we used the simple propagation rule f(X, A) = D7'AX,
while then improved it. The improved version is inspired by a recent work [16]
that proposes a fast approximate spectral graph convolutions using a spectral
propagation rule f(X, A) = J(D’0'5AD’0'5XW). They showed this property is
very useful, that connected nodes tend to be similar (e.g. have the same label).

We consider each mention of the document as one node of the graph, and a
new added node (redirect link) will connect with its nearest neighbor by using
cosine similarity, which makes the edges of the graph. The cosine similarity
between two nodes on the edges makes the weight matrix. The number of nodes
in the text graph |V| is the number of mentions. For each sense s, we use an
integrated representation of its mention m with its own representation, i.e.,.
R(m,s). We set the feature matrix X as extracted representation of BERT as

3 The notation we used for GCN in this paper are the same as notations in [59].
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input to GCN. The dimension of the feature matrix here is 600, as it is the
representation length of two BERT embeddings, one for the mention and the
other for the sense. We name our representation msBERT.

As mentioned, formally, the weights of edge between node ¢ and node j defines

R().R(j)

W;; = cosine sim(R(3), R(j)) = TROIEG

3)
which R(%) is representation of node i.

After building the graph, we feed it into a simple 2—layers GCN as [16], the
second layer node (mention,sense) embeddings are fed into a softmax classifier:

Z = softmaz(ARELU(AXW,)W;) (4)

where
A _ D—O.SAD—O.5

and

1
softmax(z;) = Eemp(xi)

with S =, exp(x;). The loss function is the one defined in [59] as:

F
L=-> > YylnZy (5)

dey f=1

where Yp is the set of mention indices that have labels and F' is the dimension
of the output feature. Y is the label indicator matrix. Similar to [59], the weight
parameters Wy and W; can be trained via gradient descent. The AXWy con-
tains the first layer (mention, sense) and embeddings, and ARELU(AX W)W,
contains the second layer (mention, sense) and embeddings. This two-layer GCN
performs message passing between nodes to two steps away, maximum. There-
fore, the two-layer GCN allows the exchange of information between pairs of
nodes. This GCN model on our experimental datasets (next section) shows bet-
ter performance than a one-layer model and models with more than two layers.
This shows the validity of our model, based on similar results in other recent
works [16,22].

4 Disambiguation Model

We used a 1-nearest neighbor approach to test msBERT on the disambiguation
task. For each target mention m in test set, we computed its contextual embed-
ding by means of BERT and compared it against the embeddings of msBERT
associated with the senses of m, via training our GCN. Hence, we took as pre-
diction for the target word the sense corresponding to its nearest neighbour.
We note that the embeddings produced by msBERT are created by concatenat-
ing two BERT representations, i.e., context and sense (see Sect.3.4), hence we
repeated the BERT embedding of the target instance to match the number of
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dimensions. In contrast to most supervised systems, this approach does not rely
on the Most Frequent Sense (MFS) backoff strategy, i.e., predicting the most
frequent sense of a redirect link in Wikipedia for instances unseen at training
time, as msBERT ensures full coverage for the English nominal senses. At the
time of cosine similarity calculation, we include considering the distances of the
R(m,s) with R(D, P). It integrates more context at the time of finding the
nearest neighbor.

4.1 Evaluation Datasets

We have two main distinct categories of datasets that we used in our experiment;
First, we carried out the evaluation on the English all-words WSD framework
by Raganato et al. [42], comprising five standard test sets, namely, Senseval-2
(Edmonds and Cotton, 2001), Senseval-3 (Snyder and Palmer, 2004), SemEval-
07 (Pradhan et al., 2007), SemEval-13 (Navigli et al., 2013), SemEval-15 (Moro
and Navigli, 2015) along with ALL, i.e., the concatenation of all the test sets.
Second, we used the five Wikification datasets of KORE, MSNBC, AQUAINT,
Wiki5000, and Wiki30000. The first three in this category are all from news, and
the last two are the Wikipedia pages.*

4.2 msBERT Configuration

We used Wikipedia as input corpus since it is the largest general-domain resource
currently available. We varied the number of senses (redirect pages) to give as
input to the GCN between 5 and 25 with a 5 step and selected the value n = 5
by manually assessing the quality of a sample of the disambiguation output.

Table 1. F-Measure performance of WSD evaluation framework on the test sets of the
all-words English datasets.

Model Senseval-2 | Senseval-3 | Semeval-7 | Semeval-13 | Semeval-15 | All

BERT 77.1 £0.3|73.2+0.4|66.1 £03|71.5+ 0.2 | 744+ 0.3 |73.8+£0.3
LMMS 76.1 + 0.6 | 75.5 + 0.2 | 68.2 + 0.4 | 75.2 £ 0.3 | 77.1 £ 0.4 | 75.3 & 0.2
SensEmBERT | 72.4 £+ 0.1 | 69.8 + 0.2 | 60.1 £ 0.4 | 78.8 £ 0.1 | 75.1 + 0.2 | 72.6 £ 0.3
ARES 7824+ 03|77.2+0.1|71.1+£02|77.2+0.2 [831+0.2 |77.8+0.1
msBERT 79.6 £ 0.5 |79.3 £ 0.2 | 74.6 = 0.1 | 78.1 = 0.4 | 81.5 £ 0.4 | 76.5 + 0.7

4.3 Comparison Systems

We compared msBERT against the best-performing knowledge-based systems
evaluated on the disambiguation framework. These systems include the men-
tioned ones in the background section. Wikisim [46] which is the most recent

* We used this dataset of the second category from: https://github.com/asajadi/
wikisim /tree/master/datasets.
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key-entity Wikifier, and TagME [12] which is available as a web service®. We
also compare with GLOW [43] and Wikipedia Miner [31] since we have their
F'1 measures on three common datasets. Lastly, we compare our approach with
RedW [49], which is a context-free run-time oriented Wikifier. The latest knowl-
edge base approach in this task is SensEmBERT, which is included in the com-
pared systems.

5 Experimental Results

We now report the results of the evaluation we carried out on the English dis-
ambiguation task. In Table 1 we report the results of the underlying systems as
well as our proposed system. This comparison shows the effectiveness of differ-
ent approaches in finding the correct sense for each ambiguous mention, based
on its context. This results show our msBERT representation is as effective as
the recent state-of-the-art contextualized embeddings in lexical ambiguity. Our
experiments aim to explore the effectiveness of the proposed approach for the
lexical ambiguity problem. The idea of engaging more context to disambiguate
entity concepts more related to their context is supported by the results in
Table 1. In our other experiment, we compared the results of disambiguating the
text using our approach with other knowledge-based approaches. The results of
this experiment are shown in Table 2. Using proposed embedding msBERT for
disambiguating the text, we are more confident about considering all relevant
information in the document for disambiguating the ambiguous mentions. We
compare the senses of each mention with the knowledge base information and
document content, which was missing in the previous methods. The improve-
ment in our results over the baselines is statistically significant (x? test with
p < 0.05). For this aim, one comparison we run is measuring precision, recall,
and F1 measure of our algorithm with the baseline approaches.

Table 2. F-measure on the Wikification task of unsupervised knowledge-based
approaches of GLOW, Wikipedia Miner, TAGME, Wikisim, and RedW in compar-
ison with our proposed algorithm using the msBERT representation.

Method Kore | AQUAINT | MSNBC | Wiki5000 | Wiki30000
GLOW 0.68 |0.72 0.73 0.65 0.66
Wikipedia Miner | 0.70 |0.73 0.68 0.67 0.70
TAGME 0.68 |0.64 0.55 0.60 0.61
Wikisim 0.64 |0.62 0.58 0.57 0.57
RedW - 0.80 - 0.62 -
msBERT 0.74 10.79 0.67 0.73 0.75

5 https://tagme.d4science.org/tagme/.
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6 Conclusion

In this paper, we presented msBERT, an approach for producing embeddings of
senses in English. The msBERT can couple the information within the knowl-
edge base with contextual information from the document mentioned in it. This
feature results in high-quality latent representations for the concepts within a
lexical knowledge base. Our experiments showed that despite relying on English
data only msBERT is comparable with all its alternatives on the English dis-
ambiguation task. Our graph modeling produces the integrated representation
of each ambiguous mention with all its possible senses in the Wikipedia knowl-
edge base. The other novel idea of integrating the document representation along
with the first paragraph of the Wikipedia page for each mention and each sense
improved the efficiency of our representations, specifically for the lexical ambi-
guity task. As future work, we plan to exploit the information brought by our
embeddings to other related tasks, including word sense disambiguation using
other knowledge bases and experiments on different datasets.
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