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{joris.voerman,mickael.coustaty,jean-marc.ogier}@univ-lr.fr

2 Yooz, 1 Rue Fleming, 17000 La Rochelle, France
{joris.voerman,ibrahim.mahamoud,aurelie.joseph,

vincent.dandecy}@getyooz.com

Abstract. In the context of imbalanced classification, deep neural net-
works suffer from the lack of samples provided by low represented classes.
They can’t train enough their weights with a statistically reliable set. All
solutions in the state of the art that could offer better performance for
those classes, sacrifice in return a huge part of their precision on bigger
classes. In this paper, we propose a solution to this problem by introduc-
ing a system cascade concept that could integrate deep neural network.
This system is designed to keep as mush as possible the original network
performance while it reinforces the classification of the minor classes by
the addition of stages with more specialised systems. This cascade offers
the possibility to integrate few-shot learning or incremental architecture
following the deep neural network without major restrictions on system
internal architecture. Our method keeps intact or slightly improves the
performances of a deep neural network (used as first stage) in conven-
tional cases and improves performances in strongly imbalanced cases by
around +8% accuracy.

Keywords: Documents classification · Imbalanced classification ·
Deep learning · Image processing · NLP

1 Introduction

Private companies and public administrations have to manage a huge quantity of
documents every day. These documents come from internal processes and from
exchanges with external entities like subcontractors or the public administra-
tion. Processing so many documents requires a lot of human resources without
an automatic system. In addition, these documents are generally linked to the
administrative part or to the company’s core activities. Such documents are con-
sequently of primary importance as they generally validate an action or a deci-
sion inside and/or outside the company. The management of these documents
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becomes a challenge between speed and precision. Indeed, an error could have a
heavy cost by causing a wrong action or decision. Consequently, any automatic
system that could be used in this context needs to have a high precision.

Many companies, like ABBYY, KOFAX, PARASCRIPT, or YOOZ, pro-
pose some document classification solutions known as a Digital Mailroom [5,25].
Those systems relies on a combination of deep learning methods and expert
systems, where experts are needed to make those systems operational. Expert
systems offer high performance in almost every situation, but with a very high
maintenance cost to keep them up-to-date. They are then gradually replaced
by machine learning methods where the performance is linked to the availabil-
ity of large labeled datasets. These machine learning methods haven’t entirely
replaced expert systems, because in imbalanced cases the most reliable machine
learning methods like deep learning lose a significant part of their performance
and can’t face to the lack of samples available to train them [30]. In the state
of the art, this problem can only be solved by retraining the model each time
enough samples have been gathered to properly train a new class.

Fig. 1. Distribution of samples among all classes in our private database (a real docu-
ment stream)

In order to formalize the document workflow, we use a document stream
model proposed in [5]. A document stream is a sequence of very heterogeneous
documents that appear irregularly over time. The stream is composed of numer-
ous classes unequally distributed inside the stream with a group of core classes
that is the majority of the stream and a lot of minor classes less represented.
Figure 1 illustrates the distribution of documents among classes in a real docu-
ment stream. Many of the minor classes have only few documents that do not
allow a good training. Even if the number of documents per class increases as
the content of a document stream evolves, new classes spontaneously appear
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time-to-time and others disappear. So a training set generated from a docu-
ment stream has two main properties: it is incomplete and imbalanced. In other
words, it does not contain a sample for each class and the distribution of samples
between classes is not equal.

The classification of documents issuing from a document stream is already
studied in the literature, and the most recent and efficient approaches rely on
machine learning and deep learning methods. Those methods have to deal with
two main issues: the first one is the imbalance distribution of documents between
classes. This leads to classes with a very few samples (sometimes only 1) to train
the network while a few classes gather more than 70% of the total stream. In
addition, the network has to be trained again each time a new class appears
in the stream (which is far from being simple to detect). The second issue is
precisely this addition of new classes, or samples with a really different template
in an existing class. This second point has also been studied and some technology
using incremental learning [3] or few-shot machine learning methods [31] have
been proposed. However, even if they are able to learn new classes, the global
performances on major classes (i.e. with the largest number of documents) did
not compete with the elder methods.

Finally, the last challenge related to our context is the document classifica-
tion itself. Indeed, this task is not simple and many articles have been published
recently to adapt methods from image and language processing to the docu-
ment classification. In fact, documents have the particularity to have two main
modalities whose the importance varies according to the context: the image and
the text. Here, with a majority of administrative and companies documents the
text is the most important modality. Recently, a multi-modal approach of deep
learning [2] appears to combine these two modalities. In the next section, we will
review the state of the art around this theme.

2 Related Work

In the literature the document classification is traditionally divided into two
approaches: text and image processing. For each of these approaches, many
highly accurate deep learning architectures have been developed during the last
years. The majority of newest deep learning methods for text classification use
two steps. The first step is the generation of a word embedding because words
are not suitable input for a neural network. The embedding is used to change
a word into a numerical vector that could represent as much as possible the
contextual word meaning. Multiple methods like Word2Vec [20], Fasttext [12] or
BERT [6] have been developed to generate word embedding by training them
on huge textual dataset like Wikipedia articles. The second step is a deep neural
network trained on the targeted dataset. Many methods use a recurrent architec-
ture like biRNN (bidirectional recurrent) [26] or RCNN (recurrent convolutional)
[16] to take in account the sequence information of the sentence. These methods
use specific recurrent neuron architectures with GRU [4] and LSTM [10]. Not
recurrent methods also work, like textual CNN [13,33]. CouldScan [21] is a good
example of these methods apply to the industrial context.



Classiffication of Imbalanced Data with a Cascade 243

The majority of image processing methods used for classification are deep
convolutional pixel-based neural network (CNN) with multiple architecture:
VGG [27], NasNet [34], InceptionResNet [29], DenseNet [11], etc. Initially, those
methods are designed for image classification, but they offer suitable performance
on document classification. There are also some methods designed specifically for
document classification [9]. Recently, a multi-modal strategy emerges and seems
to take advantage of previous approaches. The state of the art proposes multiple
combinations of previous deep neural network for a multi-modal classification
[2]. Architectures are mainly two networks with one for text and the second for
image that combine their output.

The one-shot and few-shot learning strategies [31] are also relevant in our
case. The few/one-shot learning is a challenge in image processing which is
defined as train with only a few numbers of samples per classes. Firstly, there is
Bayesian based approach methods [7,17]. Secondly, some methods try to adapt
the neural network architecture to few-shot learning like Neural Turing Machine
and other Memory Augmented Network [23], Siamese Network [14] and Proto-
typical Network [28]. The incremental training also competes for this task, but
the multiple tries to adapt neural networks for incremental learning [15,22,24]
do not show great results. Older methods like incremental SVM [18], K-means
[1] and Growing Neural Gas (IGNG) [3] seem to be more reliable for now. The
literature shows some good samples of industrial applications based on these
methods like INTELLIX [25] or INDUS [5].

At first sight, zero-shot learning [32] seems to be an interesting option to solve
the problem of new class classification. However, zero-shot learning strategies are
mainly designed for image classification and use transfer learning from a textual
description or all other prior knowledge. In our case, we have no prior knowledge
about new classes so these methods are unsuitable.

3 The Cascade of Systems

3.1 Main Idea

In order to solve the issue of low represented classes classification, we propose
to introduce a cascade of systems. The objective is to keep the precision of deep
learning network for the main classes (i.e. which represent the most frequent
documents of the stream), while using more specific architectures designed for
the least represented classes.

Our cascade follows a divide and conquer strategy, where the decision pro-
posed by a system will be taken into account if and only if its confidence is
high and this decision is reliable from a global point of view. More formally,
the first stages of the cascade will deal with the most frequent classes, while
the lowest stages will rely on other systems trained as a specialist to reinforce
the classification of outliers and small classes. The cascade aims at promoting
a high precision of each cascade stage. This also implies the use of a rejection
system with a high threshold to send all rejected elements to the next stage of
the cascade. The more we advance in the cascade, the more the systems become
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specialized in rejected cases. This process is then repeated as many times as we
need or want.

This strategy offers some advantages. Firstly, we have the possibility to com-
bine the network with a system that could balance a deep learning network
weakness, like an incremental method. The next stage system could equally use
another modality than the previous one. This seems to offer better performance
when modalities are complementary.

3.2 Training Architecture

The new problem introduced by the cascade is the training of the next stage
system. Keeping the original training set to train the stage n + 1 will mainly
duplicate the results without significant benefit. The n+1 system will reject the
same elements as stage n. To train stage n + 1 effectively, we need to remove
from the new training set all elements easily classified by the stage n and keep
all possible rejected cases. We define this new training set in Eq. 1, where:

– Dn is the training dataset of stage n with Dn ⊂ {d1, d2, ...di}
– Each sample di has a class cj
– Dn+1 is the training dataset used by stage n+1 (i.e. that have been rejected

at stage n)
– D′

n is all the documents with a very high confidence level and with a trust-
worthy class representation, according to stage n (will be detailed in the next
section)

Dn = D′
n ∪ Dn+1 (1)

The evolution of the training set from one stage to the next one acts as a
focusing step for the next stage and imposes the system to better discriminate
the documents rejected in the previous stages. In our architecture, each training
phase is done successively as illustrated in Fig. 2. We operate this set division
between each system training phase and then update the training set for stage
n + 1.

3.3 Set Division

With this architecture, the global performance of the next stages will depend on
the division of the training set that becomes one of the main parts of the cascade.
Dn+1 needs to model as much as possible all the elements that will be rejected by
the previous stage. This includes complex classes with a high intra-class variance,
which overlaps with the closest classes (in the feature representation space), and
that have not enough samples to train properly the model. This also includes
outliers that have a lower confidence rate than other samples from the same
class.

The selection process, which in practice corresponds to the confidence we
grant to the system at stage n, is defined by a parametric selection function pre-
sented in Eq. 2. This selection function uses four different features to assess how
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Fig. 2. Training architecture

the system performs at this stage on the proposed training set. These features
gather information at the document level and at the class level.

We define Dn+1 as ∀di ∈ Dn with class cj :

di ∈ Dn+1, if and only if, αA
︸︷︷︸

doc level

+βB + γC + δD
︸ ︷︷ ︸

class level

< T (2)

where:

– α, β, γ, δ are weighting parameters, with α + β + γ + δ = 1.
– A is the confidence rate computed by the stage n system Nn for the corre-

sponding class cj . As deep neural networks generally propose high confidence
rate, we use a normalization function to enlarge the confidence level.
In accordance with the confidence result distribution given by the system we
advise to use a min/max or an exponential normalisation. The objectives is
to keep only the documents with the lowest score.

– B is the accuracy obtained by the stage n system Nn on class cj . This feature
is used to keep more documents from classes with a low accuracy.

– C is a ratio between the inter-class and the intra-class variance.
Variances are computed with an euclidean distance between document’s
embeddings En trained by Nn and their class centroids. Edn(di) is the dis-
tance between embedding of di and its class centroid, Edn(cj) is the same for
class level.
Edn(cj) is the means of distances for class cj , same for Edn(Dn) with the
dataset. xj is the number of samples within the class cj and xn number of
class in Dn. As C ∈ [0 : +∞[, we recommend to restrain values in [0 : 2] then
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normalize to keep all features in [0 : 1].
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C =
varinter(cj)
varintra(cj)

∀cy ∈ Dn

varinter(cj) =
1
xn

xn
∑

y=1

(Edn(cy) − Edn(Dn))2

∀dy ∈ cj

varintra(cj) =
1
xj

xj
∑

y=1

(Edn(dy) − Edn(cj))2

Edn(cj) =
1
xj

xj
∑

y=1

Edn(dy)

(3)

– D is the representation of class cj inside Dn with size(cj) the number of
document in class cj and max(size(c)) the number of document in the largest
class. This feature is used to ensure that the lowest represented classes remain
in Dn+1.

D =
size(cj)

max(size(c))
(4)

– T is a threshold parameter

The division of the training set is done once the stage n system training phase
is completed. Consequently, the features are computed when the whole system
is fully trained. The global proposed architecture is summarized in Fig. 3.

The selection function is applied to the training set and the validation set in
order to ensure a fair validation process for the stage n system and to be sure that
the training step of the stage n + 1 system will focus on the remaining samples.
The last step of our architecture is related to the reduction of the training and
validation size. The balance between them will be broken in the majority of cases
because the validation set become proportionally greater than the training set.
We adjust them class by class by randomly choosing enough samples to adjust
the balance between set. This need to be done class by class, because each class
is not reduced with the same rate.

3.4 Decision Process

The decision process starts once the training phase is ended for all the stages
of the cascade. The decision process uses a rejection system to separate the less
reliable answer from the others. The rejection is applied on the confidence rate
returned by the system (in the one-hot vector case, the confidence rate is the
highest score of the vector). As mentioned earlier in this paper, our document
stream classification problem entails a really high precision rate to avoid mis-
takes. To this end, we chose to set a high value for the threshold. All rejected
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Fig. 3. Set division architecture

results are then sent to the next stage of the cascade that will apply the same
process. If no decision is taken when the document goes through the last stage
of the cascade, the document is finally labeled with a “reject label”.

The last adjustment of our architecture concerns the computation of the final
confidence rate in an imbalanced context. Indeed, the confidence rate returned
for a class trained with two samples will not have the same value than the
confidence rate returned for a class with five thousand samples. In addition, all
cascade stages will potentially not be trained on all classes. To take this into
account, we propose to weight this confidence rate. The main idea is to use
the validation set to assess the reliability of our cascade stage for each class
and adapt the confidence rate proportionally to the accuracy score of the class.
This system will increase the rejection rate on classes that we estimate with the
validation set to have the lowest accuracy and so the highest risk to give a wrong
answer. The classes with the lowest accuracy are theoretically the same as those
that were sent to the stage n + 1 training set by the selection function. The new
weighted confidence score of a document di (denoted as N ′

n(di)) is computed
by Eq. 5. It is composed of the former confidence score Nn(di) and a penalty
score. This penalty is based on the stage n accuracy Accn(cj) on validation set
for the predicted class cj . An additional r parameter tends to limit the class
weight effect into specific bound. This parameter prevents the system to reject
only more documents of low reliable classes and not whole classes.

N ′
n(di) = Nn(di)

︸ ︷︷ ︸

Confidence score of di

− r(1 − Accn(cj))
︸ ︷︷ ︸

Weighted penalty Wb

(5)
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The Fig. 4 illustrates the proposed decision process architecture with the
new weighted scores system. The system will generally reduce a bit the stage n
accuracy and increase the precision, mainly on low represented classes. The Next
stages of the cascade will compensate the loss of accuracy as we will demonstrate
in the next section.

Fig. 4. Cascade decision with weighted rejection

4 Experiments

4.1 Architectures Used

All experiments done in this paper use a two stage cascade adapted for our
context (private dataset). For the first stage, we used deep neural networks
for their abilities to classify classes with a large number of labeled data. For
the second stage, we propose more specific architectures able to deal with few
samples per class during the learning phase. The selection has been done with
one method per modality. To validate our ideas, we use two different networks in
the first stage. A VGG16 [27] network as an image-based classification model and
a textual-based bidirectional recurrent network (biRNN) [26] with CamemBERT
[19] as embedding model. The biRNN is reinforced with an attention model to
improve the trained features as proposed in [8]. These two methods correspond
to state of the art deep neural network models for their respective modality
classification task.

For the second stage, we propose to compare a few-shot learning method
called prototypical network (ProtoNet [28]) known as one of the best few shot
learning method, and an incremental learning approach (growing gas based
method) called A2ING [3] and developed for document classification. The first
method is based on visual features while the second one uses raw text from
OCR as input. Those systems are selected to offer a maximum of variety in
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modality and state of the art architectures designed for documents, image or
text classification in the experimentation results.

Finally, and in order to allow a fair comparison of our proposed cascade
architecture performance, we also used two other methods in our baseline. An
image-based holistic CNN designed for document classification (HCNN [9]) and
a non-recurrent textual network (called TCNN). The TCNN network is a com-
bination of architecture from [13] and [33].

4.2 Datasets

To evaluate our system we used two datasets, one private and one public. The
first is a private document database provided by Yooz company to assess the
performance on a real-case document stream. We will call it the “YoozDB”
set. It gathers real documents coming from Yooz’s customers, with an access to
scanned image of document and text extracted by ABBYY-FineReader (version
14.0.107.232). It is composed of 23 577 documents unequally distributed in 47
classes, with 15 491 documents (65.71%) for training, 2203 (9.34%) for validation
and 5883 (24.95%) for test. Classes are imbalanced with between 1 to 4500
documents for each class (the documents distribution per class is proposed in
Fig. 1). The classes includes multiple variation of invoice, business order, dues,
tax notice, bank details, contract, mail, cheque, ID card, etc. The main drawback
of this dataset comes out from this test set which is as the same distribution as
its training set with some classes composed of only one (or very few) document.
This leads to a lack of samples for the very low represented classes that do not
offer statistically reliable results for those classes and reduce the effect on global
performance.

The second dataset we used in our comparison is the well-known RVL-CDIP
dataset [9]. Composed of 400 000 industrial documents gatherers from tobacco
companies equally distributed in 16 classes: letter, memo, email, file-folder, form,
handwritten, invoice, advertisement, budget, news, article, presentation, scien-
tific publication, questionnaire, resume, scientific report and specification. Some
of them have almost no text and overall this dataset is built as an image dataset
and so disadvantages the text based methods. RVL is divided in a training set
of 320 000 documents (20 000 per classes), a validation and a test set of 40 000
documents each (2500 per classes).

4.3 Experimentation Methodology

To evaluate the performance of our cascade architecture and all the methods
used in our comparison, we use three classical information retrieval metrics: the
accuracy, the precision and the rejection rate. We use accuracy to compare our
results to the other methods of the state of the art. The precision is important
for our context and finally, the rejection rate aims at displaying the relevance of
our proposed rejection system.

All results on YoozDB are computed in a k-fold cross-validation process (in
our case, k = 10 with seven folds for train, one for validation and two for test)
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to deal as much as possible with low amounts of documents. Folds are randomly
generated class by class to take into account the imbalanced distribution between
classes.

In addition, we apply specific strategies to evaluate system adaptation to
imbalanced and incomplete context of document stream. Those strategies follow
the same methodology as that proposed in our previous work [30]. Briefly, we
generate two new sets called Imbalanced and Realistic from RVL-CDIP. The
first evaluates the resilience to imbalanced class distribution and so modifies the
original set to simulate the imbalanced distribution of YoozDB. The modification
is done by gathering all classes in four groups of four random classes and each
group keeps only a part of their samples (5%, 10%, 50% and 100%). The second,
add a group of classes with only one sample to represent classes that will appear
later in the document stream. The distribution between groups becomes four
classes with only one document and three for each of the imbalanced groups
as previously. All these modifications are done only on the train and validation
sets, but not on the test set to keep the results as reliable as possible.

4.4 Results

All experimental results on a balanced RVL-CDIP and YoozDB sets are pre-
sented in Table 1. We can observe that all the results given by cascade’s meth-
ods are at least equivalent to basic methods. One exception appears on the
biRNN-ProtoNet architecture on RVL-CDIP that offer better performances.
This upgrade is linked to the fact that modalities complementing each other
between the biRNN (text) and the ProtoNet (visual). The gain is mainly on
file-folder and handwritten classes that are very difficult for a text classifier
due to the lack of text. The results on YoozDB are not very significant here
because, as explained previously, the test set is imbalanced and incomplete. In
fact, the under-representation of minor classes in the test set limits or nullifies
the impact of these classes on the global result. In addition, it is impossible to
evaluate the real internal diversity with only two samples of the same document
template and at least the results are not statistically reliable on these classes.
Consequently, the results on this dataset come mainly from a good classification
of major classes with a less importance of imbalanced, and global performance
remains close to balanced dataset. The result of A2ING combines on RVL-CDIP
are not displayed, because this method is not adapted to RVL documents that
lack of words for a majority of cases. Finally, the multi-modal potential seems
to be limited. The other methods from the state of the art have better gain
for the combination of text and image modality in document classification task
[2]. The results given by the table for VGG16 and biRNN alone can be used
as raw performance of the first stage (n) of our cascades (respectively to their
combination). If you want, it is possible to calculate the second stage (n + 1)
only performances from combining result and corresponding raw method.

On the second table (Table 2) we have all results of methods computed on
RVL-CDIP modified to simulate an imbalanced set with the protocol introduce
in Sect. 4.3. For the imbalanced case, the cascade system offers a +11% accuracy
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Table 1. Balanced case results

Dataset RVL-CDIP YoozDB

Method/Measure Accuracy Precision Reject rate Accuracy Precision Reject rate

HCNN 80.76% 95.42% 15.36% 84.57% 95.67% 11.61%

TCNN 65.52% 93.72% 30.09% 88.36% 98.97% 10.72%

VGG16 75.14% 94.41% 20.41% 84.70% 95.47% 11.28%

VGG16 - ProtoNet 75.79% 94.04% 19.41% 84.21% 95.61% 11.92%

VGG16 - A2ING – – – 82.05% 96.62% 15.08%

biRNN 77.95% 88.58% 12.01% 93.57% 99.22% 5.69%

biRNN - ProtoNet 80.72% 88.99% 9.30% 93.77% 98.95% 5.23%

biRNN - A2ING – – – 91.45% 99.30% 7.90 %

for the VGG16 and +6.5% accuracy for biRNN against around −1% precision.
It means that the cascade recovers a third of documents rejected by VGG16, and
close to the half for biRNN, with almost the same precision in an imbalanced
context. With absolute values, the cascade system recovers more than 5 000
documents with the same precision as the network alone. This means 5 000
documents less to process manually of 40 000. This gain comes from the better
adaptation of 5-shot learning methods like ProtoNet to train classes with fewer
samples and the rebalancing done by the cascade. Indeed, an important part of
major class samples has not been transferred to the second stage training set, so
minor classes become proportionally more represented. For example on VGG16,
the cascade with ProtoNet recover 43.52%, 17.16%, 29.16% and 13% of rejected
document for the classes that was reduced to 5% of training document as you
can see with Table 3. The results for realistic case are less impressive, even if
the accuracy earns +8%, because the precision is more reduced by the second
stage. In fact, the Prototypical Network is less effective in the one-shot learning
situation.

Table 2. Imbalanced case results

Dataset Imbalanced Realistic

Method/Measure Accuracy Precision Reject rate Accuracy Precision Reject rate

HCNN 67.97% 89.14% 23.75% 55.70% 77.55% 28.18%

TCNN 51.98% 91.63% 43.27% 36.88% 78.50% 53.02%

VGG16 59.17% 88.90% 33.44% 51.28% 77.97% 34.24%

VGG16 - ProtoNet 70.19% 87.67% 19.94% 58.89% 73.28% 19.64%

biRNN 68.37% 79.73% 14.25% 50.71% 67.56% 24.94%

biRNN - ProtoNet 74.90% 79.00% 5.19% 58.05% 64.30% 9.72%
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Table 3. Differences per classes between VGG and VGG-ProtoNet cascade on imbal-
anced RVL-CDIP

Groups 100% 50%

Classes Advert File F Handwr Sc report Budget Email Invoice Resume

Precision 0.06% −5.97% −5.80% 0.69% −1.45% −0.25% −0.06% −0.23%

Reject rate −4.60% −7.00% −2.12% −5.00% −6.52% −1.72% −3.20% −3.44%

Groups 10% 5%

Classes Form Letter Presen Questi Memo News A Sc Public. Speci

Precision −8.16% −1.98% −5.48% −2.02% −1.27% −4.05% −3.51% −1.10%

Reject rate −18.40% −17.76% −22.88% −20.56% −13.00% −29.16% −43.52% −17.16%

5 Conclusion

5.1 Overview

We propose a new architecture to combine successively in a cascade multiple
neural networks to reinforce them in an imbalanced context. A two stages com-
bination between a deep network and a 5-shot learning method offers between
+11% and +8% accuracy in imbalanced context and keeps equivalent perfor-
mance in balanced cases. This cascade method offers multiple possibilities of
combination and do not limit too much the internal architecture of combined
systems. It needs an embedding representation of the document and a class con-
fidence score to compute the next stage training set. The results of the cascade
system in imbalanced context are promising but need a better adaptation for
one-shot cases.

5.2 Perspectives

In perspectives, we will try to combine our cascade with a multi-modal architec-
ture and evaluate the potential of a cascade with more than two stages. Equally,
we want to explore further the potential of a neural network cascade with an
incremental system and build a better synergy between them to create an incre-
mental deep learning system with high performances. In addition, we consider
designing a methodology to assess the quality of the next stages training set and
so the selection function. All parameters used for our experiments have been
selected empirically for now. We will find a way to compute them automatically
in future research.
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